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Preface

This book contains a selection of refereed and revised papers originally presented
at the first International Symposium on Intelligent Informatics (ISI’12), August
4-5, 2012, Chennai, India. ISI’12 provided an international forum for sharing
original research results and practical development experiences among experts in
the emerging areas of Intelligent Informatics. ISI’12 was co-located with Interna-
tional Conference on Advances in Computing, Communications and Informatics
(ICACCI-2012).

Credit for the quality of the conference proceedings goes first and foremost to the
authors. They contributed a great deal of effort and creativity to produce this work,
and we are very thankful that they chose ISI’ 12 as the place to present it. All of the
authors who submitted papers, both accepted and rejected, are responsible for keep-
ing the ISI papers program vital. The total of 165 papers coming from 17 countries
and touching a wide spectrum of topics related to both theory and applications were
submitted to ISI’12. Out of them 54 papers were selected for regular presentations.

An event like this can only succeed as a team effort. We would like to acknowl-
edge the contribution of the program committee members and thank the reviewers
for their efforts. Many thanks to the honorary chair Lotfi Asker Zadeh, the general
chair Axel Sikora as well as the program chairs Adel M. Alimi, Juan Manuel Cor-
chado and Michal Wozniak. Their involvement and support have added greatly to
the quality of the symposium.

We wish to express our thanks to Thomas Ditzinger, Senior Editor, Engineer-
ing/Applied Sciences Springer-Verlag for his help and cooperation.

August 2012 Ajith Abraham
Sabu M. Thampi
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Mining Top-K Frequent Correlated Subgraph
Pairs in Graph Databases

Li Shang and Yujiao Jian

Abstract. In this paper, a novel algorithm called KFCP(top K Frequent Correlated
subgraph Pairs mining) was proposed to discover top-k frequent correlated sub-
graph pairs from graph databases, the algorithm was composed of two steps: co-
occurrence frequency matrix construction and top-k frequent correlated subgraph
pairs extraction. We use matrix to represent the frequency of all subgraph pairs and
compute their Pearson’s correlation coefficient, then create a sorted list of subgraph
pairs based on the absolute value of correlation coefficient. KFCP can find both
positive and negative correlations without generating any candidate sets; the effec-
tiveness of KFCP is assessed through our experiments with real-world datasets.

1 Introduction

Graph mining has been a significant research topic in recent years because of nu-
merous applications in data analysis, drug discovery, social networking and web link
analysis. In view of this, many traditional mining techniques such as frequent pat-
tern mining and correlated pattern mining have been extended to the case of graph
data. Previous studies mainly focus on mining frequent subgraph and correlated
subgraph, while little attention has been paid to find other interesting patterns about
frequent correlated subgraph.

There is one straightforward solution named FCP-Miner [8]to the problem men-
tioned above, FCP-Miner algorithm employs an effective "filter and verification”
framework to find all frequent correlated graphs whose correlation with a query
graph is no less than a given minimum correlation threshold. However, FCP-Miner

Li Shang - Yujiao Jian
Lanzhou University, P.R. China
e-mail: 1ishang@lzu.edu.cn, 18993177580@189.cn

A. Abraham and S.M. Thampi (Eds.): Intelligent Informatics, AISC 182, pp. I—E
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has several drawbacks: First, the number of candidates of FCP-Miner algorithm are
large, since it processes a new subgraph f by CGSearch [7] to obtain its candidate
set. Second, it is difficult for users to set an appropriate correlation threshold for each
specific query graph, since different graph databases have different characteristics.
Finally, FCP-Miner is not complete, due to the use of the skipping mechanism, this
method cannot avoid missing some subgraph pairs.

To address these problems, in this paper, we propose an alternative mining algo-
rithm KFCP for discovering the top-k frequent correlated subgraph pairs. The main
contributions of this paper are briefly summarized as follows.

1. We propose an alternative mining task of finding the top-k frequent negatively
and positively correlated subgraph pairs from graph databases, which allows
users to derive the k most interesting patterns. It is not only significant, but also
mutually independent and containing little redundancy.

2. We propose an efficient algorithm KFCP by constructing a co-occurrence fre-
quency matrix. The method avoids the costly generation of a large number of
candidate sets.

3. We show that KFCP is complete and correct; extensive experiments demonstrate
that the approach is effective and feasible.

The remainder of this paper is organized as follows. Section 2 reports the related
work. In section 3, basic concepts are described. Section 4 introduces our algorithm
KFCP in detail and Section 5 shows the experimental results on two real datasets.
Finally, we draw conclusions in section 6.

2 Related Work

Correlation mining attracts much attention; it plays an essential role in various types
of databases, such as market-basketdata [1, 2, 3, 4], multimedia data [5], stream data
[6], and graph data [7, 8]. For market-basket data [1, 2, 3, 4], a number of correlated
measures were proposed to discover all correlated items, including the chi-square
xz test [1], h-confidence [2], Pearson’s correlation coefficient [3], etc. All the above
works set a threshold for the correlation measure, except [4], which studied the top-
k mining. For multimedia data, correlated pattern mining based on multimedia data
[5] has been proposed to discover such cross-modal correlations. In the content of
stream data, lagged correlation [6] has been presented to investigate the lead-lag re-
lationship between two time series. On the correlation mining in graph mining, there
are many previous researches on correlation discovery; CGS [7] has been proposed
for the task of correlation mining between a subgraph and a given query graph. The
work of [8] aimed to find all frequent subgraph pairs whose correlation coefficient
is at least a given minimum correlation threshold.
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3 Basic Concepts

Definition 1. (Pearson’s correlation coefficient). Pearson’s correlation coefficient
for binary variables is also known as the ” ¢ correlation coefficient”. Given two
graphs A and B, the Pearson’s correlation coefficient of A and B, denoted as ¢(A,B),
is defined as follows:
sup(A,B) —sup(A)sup(B
b(A.B) = (AB) = sup@)sup(B) 0
V/sup(A)sup(B) (1 — sup(A))(1 - sup(B))

The range of ¢(A,B) falls within [-1,1]. If ¢(A,B) is positive, then A and B are pos-
itively correlated, it means that their occurrence distributions are similar; otherwise,
A and B are negatively correlated, in other words, A and B rarely occur together.

Definition 2. (Top-K Frequent Correlated subgraph pairs discovery). Given a graph
database GD, a minimum support threshold ¢ and an integer k, we need to find the
top k frequent subgraph pairs with the highest absolute value of correlations.

Definition 3. (Co-occurrence Frequency matrix).Given a frequent subgraph set,
F={g1,82, - ,8n}, co-occurrence frequency matrix, denoted as X, X= (x;;),where
fori=1,2,---,n and j=1,2,--- n.

o ) Irealsigg), i#]
Y Sreqla), i=

Obviously, X is an nx n symmetric matrix, due to the symmetry, we need retain
only the upper triangle part of matrix.

©))

4 KFCP Algorithm

In this section, we describe the details of KFCP which consists of two steps: co-
occurrence frequency matrix construction and top-k frequent correlated subgraph
pairs extraction.

4.1 Co-occurrence Frequency Matrix Construction

In the co-occurrence frequency matrix construction step, KFCP starts by generating
frequent subgraphs set F, then counts the frequency for each subgraph pair (g;,g;)
of frequent subgraph set F. When the transaction of frequent subgraphs set F is n, the
co-occurrence frequency matrix is basically an n xn matrix, where each entry repre-
sents the frequency counts of 1- and 2- element of F. The co-occurrence frequency
matrix is constructed based on definition 3 by scanning the database once.
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Example 1. Fig.1 shows a graph database GD. |GD|=10. For minimum support
threshold 6=0.4, we can obtain frequent subgraph set F={g,g2,83,84,85}, as
shown in Fig.2. Then,we can construct the co-occurrence frequency matrix by scan-
ning each one of the transaction graphs. Considering the graph transaction 4(Gy),
we increment its count in the matrix depicted by Fig.3, Similarly, we also increment
other transaction graphs count, thus we can construct co-occurrence frequency ma-
trix X shown in Fig.4. All of the off-diagonal elements are filled with the joint
frequency of co-occurrence of subgraph pairs. For example, the element (x34) in-
dicates the joint frequency of the subgraph pairs (g3,g4). On the other hand, every
diagonal entry of matrix is filled with the occurrence frequency of the single ele-
ment set. When o is varied from 0.4 to 0.3, KFCP generates some new frequent
subgraph pairs such as (g1,g¢), we will increment the count of cell (g7, g¢) to main-
tain uniformity of the co-occurrence frequency matrix and this can be done without
spending extra cost.

a a a a a
h: < b: © b: b: ¢
G, G, G G, Gs
a a a a
B b 3 b e\ e §
Support: o s 04
Gq Gr Gy Gy Gy

Fig. 1 A Graph Database GD Fig. 2 Frequent subgraph set
B B & 84 85 g & B b &

£LAT I R O VR 1 Big 8§ & 4 47| wim
& | | 0 0 Frequency of g 8 3 3 frequency
2 00 ﬂ:l_rl ¢ elerment 8 3T 3 | of pairs
24 oo =3 5 4 | Eg
25 0 4

Fig. 3 Frequency matrix of transaction 4 Fig. 4 Co-occurrence frequency matrix X

Table 1 All pairs with their correlation coefficient

Pairs  (g1,82) (g1,83) (g1,84) (21,85) (82,83) (82,84) (82,85) (£3,84) (g3,85) (g4,85)
Correlation 0.667 0.667 -0.333 0.272 1 -0.5 -0.102 -0.5 -0.102 0.816

4.2 Top-k Frequent Correlation Subgraph Pairs Extraction

Once the co-occurrence frequency matrix has been generated, frequency counts of
all 1- and 2- element set can be computed fast. Using these frequency counts, KFCP
computes the ¢ correlation coefficient of all the frequent subgraph pairs, then ex-
tracts the k mostly correlated pairs based on the |¢].
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Example 2. According to the matrix element shown in Fig.4, to compute ¢(g3,£4),
we note that freq(g3)=8, freq(g4)=5, and freq(gs,g4)=3, we get sup(g3)=8/10,
sup(g4)=5/10, and sup(gs,g4)=3/10, using equation (1) above, we get ¢(g3,84)=-
0.5, ¢ correlation coefficients for other subgraph pairs can be computed similarly.
Table 1 shows ¢ correlation coefficients for all subgraph pairs. Suppose k=6, with
the result in table 1, we know that the absolute value of 6-th pair’s correlation co-
efficient (|¢ (T'L[k])| )is 0.5, through checking the |¢(g;,g J)| to determine whether
it can be pruned or not,four subgraph pairs (g1,24),(g1,85) ,(82,85).(g3,85) will be
deleted,we are able to obtain the top-6 list.

4.3 Algorithm Descriptions

In the subsection, we show the pseudocode of the KFCP algorithm in ALGORITHM
1. KFCP accepts the graph database GD, minimum support ¢ and an integer k as
input, it generates list of top-k strongly frequent correlated subgraph pairs, TL, as
output. First, Line 1 initializes an empty list TL of size k. Line 2 enumerates all
frequent subgraph pairs by scanning the entire database once. Line 3 constructs co-
occurrence frequency matrix.Line 4-9 calculates the correlation coefficient for each
surviving pairs from the frequent subgraph set and pushes the pair into the top-k
list if the correlation coefficient of the new pair is greater than the k-th pair in the
current list.

ALGORITHM 1. KFCP Algorithm
Input: GD: a graph database
o a given minimum support threshold
k: the number of most highly correlated pairs requested
Output: TL: the sorted list of k frequent correlation subgraph pairs
1. initialize an empty list TL of size k;
2. scan the graph database to generete frequent subgraph set F (with input GD and o);
3. construct co-occurrence frequency matrix;
. for each subgraph pair (g;,g;) €F do
compute ¢(g;,&;);
if |9(gi-87)| > [9(TL[K])| then
add subgraph pair {(g;,¢;),|¢|} into the last position of TL;
sort the TL in non-increasing order based on absolute value of their correlation coefficient;
. Return TL;

R =R

Here, we analyze KFCP algorithm in the area of completeness and correctness.

Theorem 1. The KFCP algorithm is complete and correct.

Proof. KFCP computes the correlation coefficient of all the frequent subgraph
pairs based on exhaustive search,this fact guarantees that KFCP is complete in all
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aspects. KFCP creates a sorted list of subgraph pairs based on the absolute value of
correlation coefficient and prunes all those subgraph pairs whose absolute value of
correlation coefficient lower than the k-th pair; this fact ensures KFCP is correct.

5 Experimental Results

Our experiments are performed on a PC with a2.1GHz CPU and 3GB RAM running
Windows XP. KFCP and FCP-Miner are implemented in C++. There are two real
datasets we tested: PTHJand NCIB.PTE contains 340 graphs,the average graph size
is 27.4. NCI contains about 249000 graphs, we randomly select 10000 graphs for
our experiments, the average graph size is 19.95.

Since FCP-Miner is dependent on a minimum correlation threshold 6, in or-
der to generate same result by FCP-Miner we set the 6 with the correlation co-
efficient of the k-th pair from the top-k list generated by KFCP. Fig.5 shows the
comparison between KFCP and FCP-Miner on PTE dataset with different val-
ues of k, we can obtain the correlation coefficient of the k-th pair shown in
Table 2. As the increasing of k, KFCP keeps stable running time,but the perfor-
mance of FCP-Miner decreases greatly, since when k is large,FCP-Miner can-
not avoid generating large number of candidates. Fig.6 displays that performance
comparison between KFCP and FCP-Miner on NCI dataset with different sup-
port threshold, we vary ¢ from 0.3 to 0.03, the running time for enumerating all
frequent subgraph pairs increases greatly,so the performances of KFCP and FCP-
Miner decrease greatly. We also analyze the completeness of KFCP by record-
ing the following experimental findings, as reported in Table 3:(1)% of excess:
the percentage of excess pairs by KFCP,calculted as (total number of pairs ob-
tained by KFCP/ total number of pairs obtained by FCP-Miner-1);(2)avg ¢ of
excess: the average ¢ value of the excess pairs.We create six NCI datasets, with
sizes ranging from 1000 to 10000 graphs, the values of ¢ and k are fixed at
0.05 and 40, respectively, when k=40, we set the 6 with the ¢ of the 40-th
pair from the top-k list generated by KFCP. Thus, we obtain 6=0.8. The results
verify that FCP-Miner may miss some frequent correlated subgraph pairs, but
KFCP is complete.The experimental results confirm the superiority of KFCP in
all cases.

Table 2 The correlation coefficient of the k-th pair at varing k

K 10 20 30 40 50 60 70 80 90 100
¢ of the k-th pair(6) 0.95 0.92 0.88 0.85 0.82 0.76 0.74 0.7 0.68 0.65

! http://web.comlab.ox.ac.uk/oucl/research/areas/machlearn/PTE/.
2 http://cactus.nci.nih. gov/ncidb2/download.html.
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Table 3 The completeness of KFCP compared to FCP-Miner

the size of NCI 1000 2000 4000 6000 8000 10000
% of excess  2.5% 2.1% 1.7% 2.1% 3.3% 4.9%
avg ¢ of excess 0.82 0.82 0.82 0.82 0.82 0.82

8=0.08

B T
W b & FOP-Mine

Rumtime|Sec)
&
Rumtime( Sec)

T T [E] n o
K Mininmuns support threshiokl &

[iEiE)

Fig. 5 Runtime comparision on PTE dataset Fig. 6 Runtime comparision on NCI dataset

6

with different support threshold

Conclusions

In this paper, we present an algorithm KFCP for the frequent correlation subgraph
mining problem. Comparing to existing algorithm FCP-Miner, KFCP can avoid gen-
erating any candidate sets. Once the co-occurrence frequency matrix is constructed,
the correlation coefficients of all the subgraph pairs are computed and k numbers of
top strongly correlated subgraph pairs are extracted very easily. Extensive experi-
ments on real datasets confirm the efficiency of our algorithm.

Acknowledgements. This work was supported by the NSF of Gansu Province grant
(1010RJZA117).
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Evolutionary Approach for Classifier Ensemble:
An Application to Bio-molecular Event
Extraction

Asif Ekbal, Sriparna Saha, and Sachin Girdhar

Abstract. The main goal of Biomedical Natural Language Processing (BioNLP)
is to capture biomedical phenomena from textual data by extracting relevant enti-
ties, information and relations between biomedical entities (i.e. proteins and genes).
Most of the previous works focused on extracting binary relations among proteins.
In recent years, the focus is shifted towards extracting more complex relations in
the form of bio-molecular events that may include several entities or other relations.
In this paper we propose a classifier ensemble based on an evolutionary approach,
namely differential evolution that enables extraction, i.e. identification and classi-
fication of relatively complex bio-molecular events. The ensemble is built on the
base classifiers, namely Support Vector Machine, nave-Bayes and IBk. Based on
these individual classifiers, we generate 15 models by considering various subsets
of features. We identify and implement a rich set of statistical and linguistic fea-
tures that represent various morphological, syntactic and contextual information of
the candidate bio-molecular trigger words. Evaluation on the BioNLP 2009 shared
task datasets show the overall recall, precision and F-measure values of 42.76%,
49.21% and 45.76%, respectively for the three-fold cross validation. This is bet-
ter than the best performing SVM based individual classifier by 4.10 F-measure
points.

1 Introduction

The past history of text mining (7M) shows the great success of different evalu-
ation challenges based on carefully curated resources. Relations among biomed-
ical entities (i.e. proteins and genes) are important in understanding biomedical
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phenomena and must be extracted automatically from a large number of published
papers. Similarly to previous bio-text mining challenges (e.g., LLL [1] and BioCre-
ative [2]), the BioNLP’09 Shared Task also addressed bio-IE, but it tried to look
one step further toward finer-grained IE. The difference in focus is motivated in
part by different applications envisioned as being supported by the IE methods. For
example, BioCreative aims to support curation of PPI databases such as MINT [3],
for a long time one of the primary tasks of bioinformatics. The BioNLP’09 shared
task contains simple events and complex events. Whereas the simple events consist
of binary relations between proteins and their textual triggers, the complex events
consist of multiple relations among proteins, events, and their textual triggers. The
primary goal of BioNLP-09 shared task [4] was aimed to support the development of
more detailed and structured databases, e.g. pathway or Gene Ontology Annotation
(GOA) databases, which are gaining increasing interest in bioinformatics research
in response to recent advances in molecular biology.

Classifier ensemble is a popular machine learning paradigm.

We assume that, in case of weighted voting, weights of voting should vary among
the various output classes in each classifier. The weight should be high for that
particular output class for which the classifier is more reliable. Otherwise, weight
should be low for that output class for which the classifier is not very reliable. So,
it is a very crucial issue to select the appropriate weights of votes for all the classes
in each classifier. Here, we make an attempt to quantify the weights of voting for
each output class in each classifier. A Genetic Algorithm (GA) based classifier en-
semble technique has been proposed in [5] for determining the proper weights of
votes in each classifier. This was developed aiming named entity recognition in In-
dian languages as well as in English. In this paper we propose a single objective
optimization based classifier ensemble technique based on the principle of differ-
ential evolution [6], an evolutionary algorithm that proved to be superior over GA
in many applications. We optimize F-measure value, which is a harmonic mean of
recall and precision both. The proposed approach is evaluated for event extraction
from biomedical texts and classification of them into nine predefined categories,
namely gene expression, transcription, protein catabolism, phosphorylation, local-
ization, binding, regulation, positive regulation and negative regulation. We identify
and implement a very rich feature set that incorporates morphological, orthographic,
syntactic, local contexts and global contexts as the features of the system. As a base
classifiers, we use Support Vector Machine, naive-Bayes and instance-based leaner
IBk. Different versions of these diverse classifiers are built based on the various
subsets of features. Differential evolution is then used as the optimization technique
to build an ensemble model by combining all these classifiers. Evaluation with the
BioNLP 2009 shared task datasets yield the recall, precision and F-measure val-
ues of 42.76%, 49.21% and 45.76%, respectively for the three-fold cross validation.
This is better than the best performing SVM based individual classifier by 4.10 F-
measure points.
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2 Proposed Approach

The proposed differential evolution based classifier ensemble method is described
below.

String Representation and Population Initialization: Suppose there N number
of available classifiers and M number of output classes. Thus, the length of the
chromosome (or vector) is N x M. This implies D = N x M, where D represents
the number of real parameters on which optimization or fitness function depends.
D is also dimension of vector x; g. Each chromosome encodes the weights of votes
for possible M output classes for each classifier. Please note that chromosome repre-
sents the available classifiers along with their weights for each class. As an example,
the encoding of a particular chromosome is represented below, where M = 3 and O
=3 (i.e., total 9 votes can be possible): 0.59 0.12 0.56 0.09 0.91 0.02 0.76 0.5 0.21
The chromosome represents the following ensemble: The weights of votes for 3 dif-
ferent output classes in classifier 1 are 0.59, 0.12 and 0.56, respectively. Similarly,
weights of votes for 3 different output classes are 0.09, 0.91 and 0.02, respectively in
classifier 2 and 0.76, 0.5 and 0.21, respectively in classifier 3. We use real encoding
that randomly initializes the entries of each chromosome by a real value (r) between
0 and 1. Each entry of chromosome whose size is D, is thus, initialized randomly.
If the population size is P then all the P number of chromosomes of this population
are initialized in the above way.

Fitness Computation: Initially, all the classifiers are trained using the available
training data and evaluated with the development data. The performance of each
classifier is measured in terms of the evaluation metrics, namely recall, precision
and F-measure. Then, we execute the following steps to compute the objective
values.

1) Suppose, there are total M number of classifiers. Let, the overall F-measure val-
ues of these M classifiers for the development set be F;, i = 1...M, respectively.

2) The ensemble is constructed by combining all the classifiers. Now, for the ensem-
ble classifier the output label for each word in the development data is determined
using the weighted voting of these M classifiers’ outputs. The weight of the class
provided by the i classifier is equal to I(m,i). Here, I(m,i) is the entry of the
chromosome corresponding to m'" classifier and i class. The combined score of a
particular class for a particular word w is:

flei) =X I(m,i) X By, Ym=1:M & op(w,m) = ¢; Here, op(w,m) denotes the
output class provided by the m"" classifier for the word w. The class receiving the
maximum combined score is selected as the joint decision.

3) The overall recall, precision and F-measure values of the ensemble classifier are
computed on the development set. For single objective approach, we use F-measure
value as the objective function, i.e. fy = F-measure. The main goal is to maximize
this objective function using the search capability of DE.
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Mutation: For each target vector x; g; i = 1,2,3,..., NP, a mutant vector is gener-
ated according to v; g1 = x,1,6 + F (x2.6 —x,37(;), where r1, r2, r3 are the random
indexes and belong to {1,2,...,NP}. These are some integer values, mutually dif-
ferent and F' > 0. The randomly chosen integers r1, r2 and 3 are also chosen to
be different from the running index i, so that NP must be greater or equal to four to
allow for this condition. F is a real and constant factor 2 [0,2] which controls the
amplification of the differential variation (x,2 ¢ —X,3.¢). The v; g11 is termed as the
donor vector.

Crossover: In order to increase the diversity of the perturbed parameter vectors,
crossover is introduced. This is well-known as the recombination. To this end, the
trial vector:

UiG+1 = (Lt],"G_H, U2i,G415--- ,uDi7G+1) is formed, where
uj7i7G+l = vj7i7G+l if (randb(]) S CR) OI‘j = rnbr(i) (1)
= x;,i G if (randb(j) > CR) and j # rnbr(i) )

for j=1,2,...,D. In Equation[I] randb(}) is the jth evaluation of an uniform ran-
dom number generator with outcome belongs to [0, 1]. CR is the crossover constant
belongs to [0,1] which has to be determined by the user. rnbr(i) is a randomly
chosen index x belongs to {1,2,...,D} which ensures that u; g gets at least one
parameter from v; g 1.

Selection: To decide whether or not it should become a member of generation G+1,
the trial vector u; g+ is compared to the target vector x; ¢ using the greedy criterion.
If vector u; g4+ yields a smaller cost function value than x; g, then x; g1 is set to
u; G+1, otherwise, the old value x; ¢ is retained.

Termination Condition: In this approach, the processes of mutation, crossover
(or, recombination), fitness computation and selection are executed for a maximum
number of generations. The best string seen up to the last generation provides the
solution to the above classifier ensemble problem. Elitism is implemented at each
generation by preserving the best string seen up to that generation in a location out-
side the population. Thus on termination, this location contains the best classifier
ensemble.

3 Features for Event Extraction

We identify and use the following set of features for event extraction. All these
features are automatically extracted from the training datasets without using any
additional domain dependent resources and/or tools.

e Context words: We use preceding and succeeding few words as the features. This
feature is used with the observation that contextual information plays an important
role in identification of event triggers.
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eRoot words: Stems of the current and/or the surrounding token(s) are used as the
features of the event extraction module. Stems of the words were provided with the
evaluation datasets of training, development and test.

e Part-of-Speech (PoS) information: PoS information of the current and/or the
surrounding tokens(s) are effective for event trigger identification. PoS labels of the
tokens were provided with the datasets.

e Named Entity (NE) information: NE information of the current and/or sur-
rounding token(s) are used as the features. NE information was provided with the
datasets.

e Semantic feature: This feature is semantically motivated and exploits global con-
text information. This is based on the content words in the surrounding context.
We consider all unigrams in contexts wif% = w;_3...w;+3 of w; (crossing sentence
boundaries) for the entire training data. We convert tokens to lower case, remove
stopwords, numbers, punctuation and special symbols. We define a feature vector of
length 10 using the 10 most frequent content words. Given a classification instance,
the feature corresponding to token 7 is set to 1 if and only if the context wifg of w;
contains 7.

e Dependency features: A dependency parse tree captures the semantic predicate-
argument dependencies among the words of a sentence. Dependency paths between
protein pairs have successfully been used to identify protein interactions. In this
work, we use the dependency paths to extract events. We use the McClosky- Char-
niak parses which are converted to the Stanford Typed Dependencies format and
provided with the datasets. We define a number of features based on the depen-
dency labels of the tokens.

e Dependency path from the nearest protein: Dependency relations of the path
from the nearest protein are used as the features.

e Boolean valued features: Two boolean-valued features are defined using the de-
pendency path information. The first feature checks whether the current token’s
child is a proposition and the chunk of the child includes a protein. The second
feature fires if and only if the current token’s child is a protein and its dependency
label is OBJ.

eShortest path: Distance of the nearest protein from the current token is used as
the feature. This is an integer-valued feature that takes the value equal to the number
of tokens between the current token and the nearest protein.

e Word prefix and suffix: Fixed length (say, n) word suffixes and prefixes may be
helpful to detect event triggers from the text. Actually, these are the fixed length
character strings stripped either from the rightmost (for suffix) or from the leftmost
(for prefix) positions of the words. If the length of the corresponding word is less
than or equal to n-1 then the feature values are not defined and denoted by ND. The
feature value is also not defined (ND) if the token itself is a punctuation symbol or
contains any special symbol or digit. This feature is included with the observation
that event triggers share some common suffixes and/or prefixes. In this work, we
consider the prefixes and suffixes of length up to four characters.
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4 Datasets and Experimental Results

We use the BioNLP-09 shared task datasets. The events were selected from the GE-
NIA ontology based on their significance and the amount of annotated instances in
the GENIA corpus. The selected event types all concern protein biology, implying
that they take proteins as their theme. The first three event types concern protein
metabolism that actually represents protein production and breakdown. Phosphory-
lation represents protein modification event whereas localization and binding denote
fundamental molecular events. Regulation and its sub-types, positive and negative
regulations are representative of regulatory events and causal relations. The last five
event types are universal but frequently occur on proteins. Detailed biological inter-
pretations of the event types can be found in Gene Ontology (GO) and the GENIA
ontology. From a computational point of view, the event types represent different
levels of complexity.

Training and development datasets were derived from the publicly available event
corpus [7]. The test set was obtained from an unpublished portion of the corpus. The
shared task organizers made some changes to the original GENIA event corpus.
Irrelevant annotations were removed, and some new types of annotation were added
to make the event annotation more appropriate. The training, development and test
datasets have 176,146, 33,937 and 57,367 tokens, respectively.

4.1 Experimental Results

We generate 15 different classifiers by varying the feature combinations of 3 differ-
ent classifiers, namely Support Vector Machine (SVM), K-Nearest Neighbour (IBk)
and Naive Bayesian classifier. We determine the best configuration using develop-
ment set. Due to non-availability of gold annotated test datasets we report the final
results on 3-fold cross validation. The system is evaluated in terms of the standard
recall, precision and F-measure. Evaluation shows the highest performance with a
SVM-based classifier that yields the overall recall, precision and F-measure values
of 33.17%, 56.00% and 41.66%, respectively.

The dimension of vector for our experiment is 15%19 = 285 where 15 repre-
sents number of classifiers and 19 represents number of output classes. We construct
an ensemble from these 15 classifiers. Differential Evolution (DE) based ensemble
technique is developed that determines the appropriate weights of votes of each class
in each classifier. When we set population size, P=100, cross-over constant, CR=1.0
and number of generations, G = 50, with increase in F over range [0,2], we get the
highest recall, precision and F-value of 42.90%, 47.40%, 45.04%, respectively.

We observe that for F' < 0.5 the solution converges faster. With 30 generations
we can reach to optimal solution (for case when F < 0.5). For F = 0.0, the so-
lution converges at the very beginning. We observe the highest performance with
the settings P=100, F=2.0, CR=0.5 and G=150. This yields the overall recall, pre-
cision and F-measure values of 42.76%, 49.21% and 45.76%. This is actually an
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improvement of 4.10 percentage of F-measure points over the best individual base
classifier, i.e. SVM.

5 Conclusion and Future Works

In this paper we have proposed differential evolution based ensemble technique for
biological event extraction that involves identification and classification of complex
bio-molecular events. The proposed approach is evaluated on the benchmark dataset
of BioNLP 2009 shared task. It shows the F-measure of 45.76%, an improvement
of 4.10%.

Overall evaluation results suggest that there is still the room for further improve-
ment. In this work, we have considered identification and classification as one step
problem. In our future work we would like to consider identification and classifi-
cation as a separate problem. We would also like to investigate distinct and more
effective set of features for event identification and classification each. We would
like to come up with an appropriate feature selection algorithm. In our future work,
we would like to identify arguments to these events.
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A Novel Clustering Approach Using Shape
Based Similarity

Smriti Srivastava, Saurabh Bhardwaj, and J.R.P. Gupta

Abstract. The present research proposes a paradigm for the clustering of data in
which no prior knowledge about the number of clusters is required. Here shape
based similarity is used as an index of similarity for clustering. The paper exploits
the pattern identification prowess of Hidden Markov Model (HMM) and over-
comes few of the problems associated with distance based clustering approaches.
In the present research partitioning of data into clusters is done in two steps. In the
first step HMM is used for finding the number of clusters then in the second step
data is classified into the clusters according to their shape similarity. Experimental
results on synthetic datasets and on the Iris dataset show that the proposed algo-
rithm outperforms few commonly used clustering algorithm.

Keywords: Clustering, Hidden Markov Model, Shape Based similarity.

1 Introduction

Cluster analysis is a method of creating groups of objects or clusters in such a way
that the objects in one cluster are very similar to each other while the objects in dif-
ferent clusters are quite different. Data clustering algorithms could be generally
classified into the following categories [1]: Hierarchical clustering, Fuzzy cluster-
ing, Center based clustering, Search based clustering, Graph based clustering, Grid
based clustering, Density based clustering, Subspace clustering, and Model based
clustering algorithms. Every clustering algorithm is based on the index of similarity
or dissimilarity between data points. Many authors have used the distances as the
index of similarity. Commonly used distances are Euclidean distance, Manhattan
distance, Minkowski distance, and Mahalanobis distance [2] . As shown in [3] the
distance functions are not always adequate for capturing correlations among the ob-
jects. It is also shown that strong correlations may still exist among a set of objects
even if they are far apart from each other. HMMs are the dominant models for
the sequential data. Although HMMs have extensively used in speech recognition,
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pattern recognition and time series prediction problems but they have not been
widely used for the clustering problems and only few papers can be found in the li-
terature. Many researchers have used single sequences to train the HMMs and pro-
posed different distance measures based on a likelihood matrix obtained from these
trained HMMs. Clustering of sequences using HMM, were introduced in [4] . In
this a (Log-Likelihood) LL based scheme for automatically determining the num-
ber of clusters in the data is proposed. A similarity based clustering of sequences
using HMMs is presented in [5]. In this, a new representation space is built in
which each object is described by the vector of its similarities with respect to a pre-
determinate set of other objects. These similarities are determined using LL values
of HMM:s. A single HMM based clustering method was proposed in [6] , which uti-
lized LL values as the similarity measures between data points. The method was
useful for finding the number of clusters in the data set with the help of LL values
but it is tough to actually obtain the data elements for the clusters as the threshold
for the clusters was estimated by simply inspecting the graph of LL.

The present research proposes an HMM based unsupervised clustering algo-
rithm which uses the shape similarity as a measure to capture the correlation
among the objects. It also automatically determines the number of clusters in the
data. Here the hidden state information of HMM is utilized as a tool to obtain the
similar patterns among the objects.

The rest of the paper is organized as follows. Sect. 2 briefly describes the
HMM. Sect. 3 details the proposed shape based clustering paradigm. In Sect. 4
Experimental results are provided to illustrate the effectiveness of proposed mod-
el. Finally, conclusions are drawn in Sect. 5.

2 Hidden Markov Model

Hidden Markov Model (HMM) [7][8] springs forth from Markov Processes or
Markov Chains. It is a canonical probabilistic model for the sequential or temporal
data It depends upon the fundamental fact of real world, “Future is independent of
the past and given by the present”. HMM is a doubly embedded stochastic
process, where final output of the system at a particular instant of time depends
upon the state of the system and the output generated by that state. There are two
types of HMMs: Discrete HMMs and Continuous Density HMMs. These are dis-
tinguished by the type of data that they operate upon. Discrete HMMs (DHMMs)
operate on quantized data or symbols, on the other hand, the Continuous Density
HMMs (CDHMMs) operate on continuous data and their emission matrices are
the distribution functions. HMM Consists of the following parameters

0 {01,02,... ,0T } : Observation Sequence

Z {7Z1,72,....7T } : State Sequence

T : Transition Matrix

B : Emission Matrix/Function
T : Initialization Matrix

MT, B, 7 : Model of the System

o : Space of all state sequence of length T
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m{mg;,mg,....Mgr} : Mixture component for each state at each time
Cit, Mits it : Mixture component (i state and 1 component)

There are three major design problems associated with HMM:

Given the Observation Sequence {O1, 02, O3,.., OT} and the Model (T, B,
), the first problem is the computation of the probability of the observation se-
quence P (OIA).The second is to find the most probable state sequence Z {Zl1,
72,..,7T},

The third problem is the choice of the model parameters A (T, B, &), such that
the probability of the Observation sequence, P (OIA) is the maximum.

The solution to the above problems emerges from three algorithms: Forward,
Viterbi and Baum-Welch [7].

2.1 Continuous Density HMM

Let O = {01,02,..,0T } be the observation sequence and Z {Z1, Z2,...,ZT }be the
hidden state sequence. Now, we briefly define the Expectation Maximization
(EM) algorithm for finding the maximum-likelihood estimate of the parameters of
a HMM given a set of observed feature vectors. EM algorithm is a method for ap-
proximately obtaining the maximum a posteriori when some of the data is miss-
ing, as in HMM in which the observation sequence is visible but the states are
hidden or missing. The Q function is generally defined as

Q4,4 =3, logP(0,z1 )P(0,z1 1) (1)
To define the Q function for the Gaussian mixtures, we need the hidden variable

for the mixture component along with the hidden state sequence. These are pro-
vided by both the E—step and the M-step of EM algorithm given

E Step:
QA A= Zzgp ZeM log P(0, z,m | A)P(O, z,m| A") )

M Step:
A'=argm ax[Q(A, A')]+ constra int 3)

The optimized equations for the parameters of the mixture density are

T l
Zl:l O,P(z,qm,, =110,4")

T
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3 Shape Based Clustering

(6)

Cip =

Generally different distance functions such as Euclidean distance, Manhattan dis-
tance, and Cosine distance are employed for clustering the data but these distance
functions are not always effective to capture the correlations among the objects. In
fact, strong correlations may still exist among a set of objects even if their dis-
tances are far apart from each other as measured by the distance functions. Fig.1
shows ‘4’ objects with ‘5’ attributes among a set of 300 objects which were allot-
ted in different clusters when the segmental k-means applied to partition them in
six clusters. As it is clear from the Fig.1 that these objects physically have the
same pattern of shape and also have the strong correlation among each other
which is shown with the help of correlation matrix between the ‘4’ data elements
in Table 1. So by taking the motivation from here in the present research we have
extended the basic concept of Shape Based Batching (SBB) procedure as intro-
duced in [9],[10]. Earlier it was shown that by carefully observing the datasets and
their corresponding log-likelihoods (LL), it is possible to find the shape of the in-
put variation for certain value of log-likelihood but further it is found that to detect
the shape by simply observing is not always easy. Moreover, in some datasets it is
very difficult to determine the threshold for the batch allocation. Although the
states are hidden, for many practical applications there is often some physical sig-
nificance attached to the states of the model. In the present research it is found that
the patterns of objects corresponding to any particular state of HMM is highly cor-
related and have different pattern or uncorrelated with the objects corresponding
to any other state, so here the concept of SBB is modified and in this modified
SBB the shape is a function of the state and not of the log likelihoods.

Table 1 Correlation among different
row vectors

Allocation of data in different clusters (segmental K - Means)
1.3

o < ' custer -1 datat | Data-1 Data-2 Data-3 Data-4
21 L — — data2 b
I Yo el 7 Data-1 1.000 0.988 0.955 0.905
® 1k / ¢ 3 Cluster - 2 /f_-,:__
EIN \———cuser-s /7| Data-2 0.988 1.000 0.989 0.959
Ea D N 1
2 sl ‘\:\\\\ /,’/,-‘ ] Data-3 0.955 0.989 1.000 0.990
L hY s \\ 'j,’d i
o N Data-4 0.905 0.959 0.990 1.000
06} ‘%\—f7¢cluster7 3
05 . . . . RV .
A B C D E F G H J
Attributes

Fig. 1 Clustering results with the segmental K- means
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Here unsupervised clustering algorithm is proposed in which important thing to
note is that the numbers of clusters are not fixed, and the algorithm automatically
decides the number of clusters. The whole procedure is as shown in Fig. 2. First of
all the number of clusters in the data set are obtained. The steps for obtaining the
number of clusters are as follows. Estimate the HMM model parameters A(T,B,n)
for the entire input dataset using Baum—Welch/Expectation maximization algo-
rithm, for the appropriate values of the state ‘Z’ and mixture components ‘m’.
Once the HMM has been trained, the forward algorithm is used to compute the
value of P(OIA) which can then be used to calculate the LL of each row of the da-
taset . Now by sorting the LL values in the ascending (descending) order we can
get the clear indication regarding the number of clusters in the dataset.

: .. ) Sort LL in Increasing
Dataset Train with HMM / Decreasing order

)

b Tram w1th Find No of

States =K : Clusters (K)
——
@ Optlmal State Sequence :>[ Sort According to states

Change ‘m’ to get the (

required correlation Calculate Correlation Matrix
.
Get Shape Based Clusters ]

Fig. 2 Procedure for Shape Based Clustering

~

J

Now after getting the information about the number of clusters initialize the
value of the parameters of the HMM. This includes initialization of transition ma-
trix “T’, initialization matrix ‘m’ and the mixture component ‘m’ for each state.
Take the number of states as equal to the number of clusters .The Continuous
Density Hidden Markov Model (CDHMM) is trained using Baum Welch/ Expec-
tation maximization algorithm for the entire input dataset After freezing the HMM
parameters the next step is to find the optimal state sequence, with the help of
‘Viterbi algorithm’ by taking the entire input dataset as the ‘D’ dimensional ob-
servation vector sequence. Now the observation sequence and the corresponding
optimal state sequence is obtained. After doing this one important thing is ob-
served that the data vectors which are associated with the same state have identical
shape while the data vectors with different states have no similarity in their
shapes. So once the optimal value of hidden state sequence is deduced the next
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step is to put the data into clusters according to their state. Now each cluster have
almost identical shape but by simply observing the clusters it is difficult to find the
required shape based similarity, so an attempt is made to get the appropriate val-
ues of ‘Z’ and ‘m’ for the required shape based clusters by calculating the value of
correlation coefficient among the data vectors into the clusters. Here the Pearson
R model [11] comes handy for finding the coherence (correlation) among a set of
objects. The correlation between the two objects ‘x1” and ‘x2’ is defined as:

Elxy—®ix—¥30
JE - ¥ 2K Bl — )2

(N

Where X, and X, are the mean of all attribute values in ‘x1” and ‘x2’, respectively.
It may be noted that Pearson R correlation measures the correlation between two
objects with respect to all the attribute values. A large positive value indicates a
strong positive correlation while a large negative value indicates a strong negative
correlation. Now the correlation coefficients can be used as a threshold value of
the similarity between the data vectors in the clusters and by using this value as a
threshold the appropriate value of ‘Z’ and ‘m’ can be determined for the shape
based clusters. Using these basic criteria, an algorithm was developed which ar-
ranged the data into clusters.

3.1 Steps for Shape Based Clustering Algorithm

Step 1: Take the number of states equal to the number of clusters and estimate the
HMM parameters A(T, B,m) for the entire input dataset by taking the appropriate
value of the mixture components ‘m’.
Step 2: Calculate the optimal value of hidden state sequence with the help of
“Viterbi Algorithm” by taking the input as a ‘D’ dimensional observation vector.
Step 3: Rearrange the complete dataset according to their state values.
Step 4: Calculate correlation matrix by using the Pearson R model as in (7).
Step 5: Change the value of ‘m’ and repeat the steps 1-4 until the required to-
lerance of correlation is achieved.

The effectiveness of the proposed model can be demonstrated by taking the Iris
plants database. The data set contains ‘3’ classes of ‘50’ instances each, where
each class refers to a type of Iris plant. Fig.3 shows the patterns of Iris data before
clustering. Now as a first step entire Iris data is trained with the help of Baum-—
Welch/Expectation maximization. Once the HMM has been trained, the forward
algorithm is used to calculate the LL of each row of the dataset. Fig.3 shows the
graph of LL vales sorted in ascending order. As it is clear from the Fig.3 that we
can get the information regarding the number of clusters, but to choose the thre-
shold value for allocating the data to the clusters by simply watching the LL graph
(Fig.4) is not possible. This is the main drawback in previous approaches which is
now removed in the present research. After getting the information regarding the
number of clusters the shape based clustering approach is applied as described ear-
lier. After applying step 1-step 5 of proposed algorithm Table 2 is obtained. The
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Table 2 States and LL values of Iris data

5.1 49 47 46 50 56.3 58 71 63 6.5 57.0 64 69 55 65

35 3.0 32 31 36 33 27 30 29 30 32 32 31 23 28

SINqLIPY

14 14 13 15 14 60 51 59 56 58 47 45 49 40 46
02 02 02 02 02 §2.5 19 21 18 22 §1.4 1.5 15 13 15

No.1 2 3 4 5 51 52 53 54 55 101 102 103 104 105

LL 0.6 0.1 02 0.1 05 3355 214.2309.7 158.1 298.1:162.4 142.5 181.9 109.3 158.8

States 1 1 1 1 1 53 3 3 3 3 52 2 2 2 2

Table 3 Actual parameters of the model

Sigma(:,:,1) Mean
0.2706 0.0833 0.1788 0.0545 5.936 5.006 6.589
0.0833 0.1064 0.0812 0.0405 2.770 3.428 2.974
0.1788 0.0812 0.2273 0.0723 4.262 1.462 5.553
0.0545 0.0405 0.0723 0.0487 1.327 0.246 2.026
Sigma(:,:,2) Initial Matrix
0.1318 0.0972 0.0160 0.0101 0.000 1.000 0.000
0.0972 0.1508 0.0115 0.0091
0.0160 0.0115 0.0396 0.0059 States =3

0.0101  0.0091 0.0059 0.0209

Sigma(:,:,3) Transition Matrix
0.4061 0.0921 0.2972 0.0479 1.000 0.000 0.000
0.0921 0.1121 0.0701 0.0468 0.000 0.980 0.020
0.2972 0.0701 0.3087 0.0477 0.020 0.000 0.980

0.0479 0.0468 0.0477 0.0840

description of this table is as follows: Row 1 to Row 4 shows the 4 attribute values
of the IRIS data. Row 5 shows the number of data vector, Row 6 shows the LL
values corresponding to data vectors and Row 7 shows the optimized state values
associated with that particular data vector. Due to the limitation of page width it is
not possible to show the complete table. So only ‘5 values of each class is shown.
The values of LL in the table are only displayed to show the effectiveness of our
method over LL based clustering method. As it is clear from the table that the LL
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values between the data element ‘54’ is almost equal to the LL value of data ele-
ment ‘105° but these two elements belong to two different clusters. Hence it can
be said that the LL based clustering method is not adequate, while it is clear from
the Table 2 that the ‘states’ clearly partition the data accurately and in this dataset
(Iris dataset) the misclassification is zero meaning we are getting 100 % accuracy.
The plots of three clusters obtained after the application of proposed algorithm are as

S. Srivastava, S. Bhardwaj, and J.R.P. Gupta

shown in Fig. 5 and the actual parameters of the model are shown in the Table 3.

RIS Plants Data

Attributes

Fig. 3 Iris Plant Data Patterns

4

To show the effectiveness of the proposed method it is applied on both the syn-

Experimental Results

thetic data and the real world data.

Table 4 Parameters for synthetic data generation

Log Likelihood walue

200

-200

-400

a0

100

Data Mumber

Fig. 4 Iris Data LL Values

Class -1
/3 13 1/3 1/3 w=l a?=0.6
173 13 13 |=n= 1/3 w=3 02=0.6
/3 13 1/3 1/3 w=5 ¢2=0.6
Class -2
/3 13 173 1/3 w=l ¢2=0.5
/3 173 13 |=n= 1/3 Ww=3 0%=0.5
/3 13 173 1/3 w=5 02=0.5
Class -3
/3 13 173 1/3 w=l ¢2=0.4
73 13 13 |=n-= 1/3 Ww=3 0%=0.4
/3 13 173 1/3 w=5 a2=0.4

150
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4.1 Synthetic Data

The description of the synthetic data is given in [5]. The data contains 3 classes.
The training set is composed of 30 sequences (of length 400) from each of the
three classes generated by 3 HMMs. The parameters of the synthetic are as shown
in the Table 4. The comparison of results with the previous approaches is as
shown in Table 5. The results of the starting three rows are taken from [5].

4.2 Real Data

We have tested the proposed approaches on classical Iris Plants Database. The da-
ta set contains 3 classes of 50 instances each, where each class refers to a type of
iris plant (Irisvirginica, Irisversicolor, Irissetosa). The dataset consists of the fol-
lowing four attributes: sepal length, sepal width, petal length, and petal width. The
comparison of results with the previous approaches is as shown in Table 6. The
data in the column of Errors lists the numbers of data points which are classified
wrongly. The starting four rows of the table are taken from [12].

10
ai] [ak)
= = =
= =
= =
) =
T [ .
= = :
I:I H
1 2 3 4
Cluster-2
o i)
=
=
=
sy
1]
=
Cluster3
Fig. 5 Iris Data Cluster
Table 5 Comparison of previous methods

Learning Algorithm Accuracy (%)

ML, [5] 95.7

1-NNonS,[5] 98.9

1-NNonS ,[5] 98.9

Shape Based Clustering 98.888
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Table 6 Comparison of previous methods

Learning Algorithm Error Accuracy (%)
FCM(Fuzzy ¢ -means) 16 89.33
SWFCM(Sample Weighted Robust Fuzzy ¢ -means) 12 92
PCM(Possibilistic ¢ -means) 50 66.6
PFCM(Possibilistic Fuzzy ¢ -means) 14 90.6

Shape Based Clustering 15 100

5 Conclusion

This present research proposes a novel clustering approach based on the shape si-
milarity. The paper shows that the distance functions are not always adequate for
clustering of data and strong correlations may still exist among the data points
even if they are far apart from each other. The method is applied in a two phase
sequential manner. In the first phase, HMM is applied on the dataset to yield
HMM parameters assuming a certain number of states and gaussian mixtures.
Then the log likelihood values are obtained from the forward algorithm. The
sorted log likelihood values give the clear indication regarding the number of clus-
ters into the dataset. Next the shape based clustering algorithm is applied to cluster
the dataset. The method overcomes the problem of finding the threshold value in
LL based clustering algorithms. The proposed method is tested on real (Iris data)
as well as on the synthetic dataset. The results of simulation are very encouraging;
the method gives 100% accuracy on Iris dataset while about 99% accuracy on the
synthetic test data. Further the shortcoming of previous HMM based clustering
approaches in which the number of HMMs required were equal to that of number
of sequences/classes [4] [5] is removed by utilizing only single HMM for cluster-
ing and hence reducing the computational time and the complexity considerably.
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Knowledge Discovery Using Associative
Classification for Heart Disease Prediction

M.A. Jabbar, B.L. Deekshatulu, and Priti Chandra

Abstract. Associate classification is a scientific study that is being used by
knowledge discovery and decision support system which integrates association
rule discovery methods and classification to a model for prediction. An important
advantage of these classification systems is that, using association rule mining
they are able to examine several features at a time. Associative classifiers are
especially fit to applications where the model may assist the domain experts in
their decisions. Cardiovascular deceases are the number one cause of death
globally. An estimated 17.3 million people died from CVD in 2008, representing
30% of all global deaths. India is at risk of more deaths due to CHD.
Cardiovascular disease is becoming an increasingly important cause of death in
Andhra Pradesh. Hence a decision support system is proposed for predicting heart
disease of a patient. In this paper we propose a new Associate classification
algorithm for predicting heart disease for Andhra Pradesh population. Experiments
show that the accuracy of the resulting rule set is better when compared to existing
systems. This approach is expected to help physicians to make accurate decisions.

Keywords: Andhra Pradesh, Associative classification, Data mining, Heart

disease.

1 Introduction

The major reason that the data mining has attracted great deal of attention in the
information industry in the recent years is due to the wide availability of huge
amounts of data and imminent need for turning such data into useful information
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and knowledge. The information gained can be used for applications ranging from
business management, production control, and market analysis to emerging design
and science exploration and health data analysis. Data mining, also known as
knowledge discovery in data bases (KDD), is the process of automatically
discovering useful information in large data repositories [1].Association rule
mining and classification are analogous tasks in data mining, with the exception
that classification main aim is to build a classifier using some training instances
for predicting classes for new instance, while association rule mining discovers
association between attribute values in a data set. Association rule uses
unsupervised learning where classification uses supervised learning .The majority
of traditional classification techniques use heuristic-based strategies for building
the classifier [2].In constructing a classification system they look for rules with
high accuracy. Once a rule is created, they delete all positive training objects
associated with it. Thus these methods often produce a small subset of rules, and
may miss detailed rules that might play an important role in some cases. The
heuristic methods that are employed by traditional classification technique often
use domain independent biases to derive a small set of rules, and therefore rules
generated by them are different in nature and more complex than those that users
might expect or be able to interpret [3]. Both classification rule mining and
association rule mining are indispensable to practical applications. Thus, great
savings and convenience to the user could result if the two mining techniques can
somehow be integrated.

Associative classifications (AC) is a recent and rewarding technique that
applies the methodology of association into classification and achieves high
classification accuracy, than traditional classification techniques and many of the
rules found by AC methods can not be discovered by traditional classification
algorithms. This generally involves two stages.

1) Generate class association rules from a training data set.
2)  Classify the test data set into predefined class labels.

The various phases in Associative classification are Rule generation, Rule
pruning, Rule ranking, and Rule sorting, Model construction and Prediction. The
rule generation phase in Associative classification is a hard step that requires a
large amount of computation. A rich rule set is constructed after applying
suitable rule pruning and rule ranking strategies. This rule set which is generated
from the training data set is used to build a model which is used to predict test
cases present in the test data set.

Coronary heart disease (CHD) is epidemic in India and one of the major causes
of disease burden and deaths. Mortality data from the Registrar General of India
shows that cardiovascular diseases are a major cause of death in India now.
Studies to determine the precise causes of death in Andhra Pradesh have revealed
that cardiovascular diseases cause about 30% in rural areas [4].Medical diagnosis
is regarded as an important yet complicated task that needs to be executed
accurately and efficiently. The automation of this system should be extremely
advantageous. Medical history of data comprises of a number of tasks essential to
diagnosis particular disease. It is possible to acquire knowledge and information
concerning a disease from the patient -specific stored measurement as far as
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medical data is concerned. Therefore data mining has developed into a vital
domain in health care [5]. A classification system can assist the physician to
examine a patient. The system can predict if the patient is likely to have a certain
disease or present incompatibility with some treatments. Associative classification
is better alternative for predictive analysis [6].This paper proposed a new
associative classification method. Considering the classification model, the
physician can make a better decision.

Basic concepts in Associative classification and heart disease are discussed in
section 2, 3 and common algorithms surveyed in Section 4.Section 5 describes our
proposed method. Experimental results and comparisons are demonstrated in
section 6. We will conclude our final remarks in Section 7.

2 Associative Classification

According to [7] the AC problem was defined as Let a training data set T has M
distinct Attributes A1, A2 ...Am and C is a list of class labels. The number of rows
in D is denoted | D I. Attributes could be categorical or continuous. In case of
categorical attributes, all possible values are mapped to a set of positive integers.
For continuous attributes, a discreteisation method is first used to transform these
attributes into categorical cases.

Definition-1:- An item can be described as an attribute name A; and its value a ;,
denoted (A;, a ;)

Definition-2:- A row in D can be described as a combination of attribute names A;
and values a j; , plus a class denoted by C;.

Definition -3:- An item set can be described as a set of items contained in a
training data.

Definition -4:- A rule item r is of the Form < item set->c) where ¢ C is the class.

Definition -5:- The actual occurrence (actoccr) of a rule r in D is the no. of rows
in D that match the item set defined inr.

Definition -6:- The support count (supp. Count) of rule item r < item set, c> is the
No. of rows in D that matches r’s item set, and belongs to a class c.

Definition -7:- The occurrence of an item set I in T is the no. of rows in D that
match I.

Definition -8:- A rule r passes the min supp threshold if (supp count (r) >= min-
supp)

Definition -9:-A rule r passes min.confidence threshold if (sup. Count (r) / actoccr
(r)) >= min.confidence

Definition -10:- An item set I that passes the min .supp threshold is said to be a
frequent item set.

Definition -11:- Associate classification rule is represented in the Form (item set
—c) where antecedent is an item set and the consequent is a class.
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The main task of AC s to discover a subset of rules with significant supports and
higher confidence subset is then used to build an automated classifier that could be
used to predict the classes of previously unseen data.

Discover
frequent item

Prune Rules
epte

Accuracy

Training Frequent Set of class Classifier Test data
Data P Item sets association > (output)
rules

—»

Generate rules

Fig. 1 Steps in Associative Classification

Table 1 A Training Data set

Row | A B C Class
id Label
1 al b2 cl cl
2 a2 bl c2 c0
3 a3 b3 c3 cl
4 a2 b2 c0 Co

3 Heart Disease

Coronary heart disease is the single largest cause of death in developed countries
and is one of the main contributors to disease burden in developing countries.
According to WHO an estimated 17.3 million people died from CVD in 2008,
representing 30% of all global deaths .Of these deaths, an estimated 7.3 million
were due to coronary heart disease and 6.2 million were due to stroke. By 2030
almost 23.6 million people will die from CVD’s mainly from heart disease and
stroke [8].Coronary heart disease (CHD) is epidemic in India and one of the Major
causes of disease burden and deaths. Mortality data from the Registrar general of
India shows that CVD are a Major cause of death in India and in Andhra Pradesh
30% deaths in rural areas. The term heart disease encompasses the diverse
diseases that affect the heart. Cardiovascular disease or heart diseases are a class
of disease that involves the heart or blood vessels. Cardiovascular disease results
in severe illness, disability, and death. Narrowing of the coronary arteries results
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in the reduction of blood and oxygen supply to the heart and leads to the coronary
heart disease. Myocardial infractions, generally known as heart attacks, and
angina pectoris or chest pain are encompassed in the CHD. A sudden blockage of
a coronary artery, generally due to a blood clot results in a heart attack, chest pains
arise when the blood received by the heart muscles is inadequate [9]. Over 300
risk factors have been associated with coronary heart disease and stroke. The
major established risk factors are 1) Modifiable risk factors 2) Non-modifiable
risk factors 3) Novel risk factors [8].

The following features are collected for heart disease prediction in Andhra
Pradesh based on the data collected from various corporate hospitals and opinion
from expert doctors.

1) Age 2) Sex 3) Hypertension 4) Diabetic 5) Systolic Blood pressure 6)
Diastolic Blood pressure 7) Rural / Urban.Comprehensive and integrated
action is the means to prevent and control cardio vascular diseases.

4 Related Work

One of the first algorithms to use an association rule mining approach for
classification was proposed in [10] and named CBA. CBA implement the famous
Apriori algorithm [11] in order to discover frequent item sets.

Classification based on multiple association rules (CMAR) adopts the FP-growth
ARM Algorithm [12] for discovering the rules and constructs an FP-Tree to mine
large databases efficiently [13]. It consists of two phases, rule generation and
classification. It Adopts FP-growth algorithm to scan the training data to find
complete set of rules that meet certain support and confidence thresholds.
Classification based on predictive association rules (CPAR) is a greedy method
proposed by [14]. The Algorithm inherits the basic idea of FOIL [15] in rule
generation and integrates it with the features of AC.Accurate and effective, multi
class, multi label associative classification was proposed in [7]. A new approach
based on information gain is proposed in [16] where the attribute values that are
more informative are chosen for rule generation. Numerous works in literature
related with heart disease have motivated our work. Some of the works are discussed
below.

Cluster based association rule mining for heart attack prediction was proposed
in [17].Their method is based on digit sequence and clustering. The entire data
base is divided into partitions of equal size. Each partition will be called as cluster.
Their approach reduces main memory requirement since it considers only a small
cluster at a time and it is scalable and efficient.

Intelligent and effective heart attack prediction system using data mining and
artificial neural net work was proposed in [18].They employed the multilayer
perception neural network with back — propagation as the training algorithm. The
problem of identifying constrained association rules for heart disease prediction was
studied in [19]. These constraints are introduced to decrease the number of patterns.

Enhanced prediction of heart disease with feature subset selection using genetic
algorithm was proposed in [20]. The objective of their work is to predict
accurately the presence of heart disease with reduced number of attributes.
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We propose a better strategy for associative classification to generate a compact
rule set using only positively correlated rules, thereby the less significant rules are
eliminated from the classifier. Informative attribute centric rule generation
produces a compact rule set and we go for an attribute selection approach. We
used Gini Index measure as a filter to reduce number of item sets ultimately
generated. This classifier will be used for predicting heart disease.

5 Proposed Method

Most of the associate classification Algorithms adopt Apriori candidate generation
step for the discovery of the frequent rule items. The main drawback in terms of
mining efficiency of almost all the AC algorithms is that they generate large
number of candidate sets, and they make more than one pass over the training data
set to discover frequent rule items, which causes high I/O overheads. The search
space for enumeration of all frequent item sets is 2™ which is exponential in m,
where m, number of items.

Two measures support and confidence are used to prune the rules. Even after
pruning the infrequent items based on support and confidence, the Apriori [11]
association rule generation procedure, produces a huge number of association
rules. If all the rules are used in the classifier then the accuracy of the classifier
would be high but the building of classification will be slow.

An Informative attribute centered rule generation produces a compact rule set.
Gini Index is used as a filter to reduce the number of candidate item sets. In the
proposed method instead of considering all the combinations of items for rule
generation, Gini index is used to select the best attribute. Those attributes with
minimum Gini index are selected for rule generation.

c—1
Gini(t)=1-Y[p(i/)) (1)
i=0
We applied our proposed method on heart disease data to predict the chances of

getting heart disease. Let us consider a sample training data set given in table 2

Table 2 Example Training data

Crruder Car type Shart sz Class
i Fum iy Emall [1]
M Sports medim co
i Sports medim ca
Il Sports hrge co
I Sports Extra brge co
I Sports Extra hrge co
F Sports Emall co
F Sports Emall 1]
F Sports medim co
F ooy hirge [1]
Tl fam ikr hrge [
Tl fam ikr Extrn hrge [
L fum ity medim Cl
i Loy Eira hrge Cl
F Lizomy Emall Cl
F Lizomy Emall Cl
F Lizomy medim Cl
F Loy medim Cl
F Loy medim Cl
F ooy hrge Cl
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After calculating Gini index of each attribute car type has the lowest Gini
index. So car type would be the better attribute. The rules generated like the
following are considered for classifier.

1) Car type=sports, shirt size=small, gender = male->class CO

2) Car type=sports, shirt size=medium, gender = female->class CO
3) Car type=luxury, shirt size=small, gender = female->class C1
4) Car type=luxury, shirt size=small, gender=male->class C1

Proposed Algorithm:
Input: Training data set T, min-support, min- confidence
Output: Classification Rules.
1) n < no. of Attributes
C- Number of classes,
Classification rule X = ¢;

2) For each attribute A, calculate Gini weighted average where
c—1
Gini(t)=1-Y[p(i/D))
i=0
3) Select best attribute
Best Attribute = Minimum (Weighted Average of Gini (attribute))
4) For each t in training data set

i) (X = ¢; ) = candidates Gen. (Best attribute, T)
ii) If (Support (X = ¢;) > min-support and min.confidence (x = (1))
iii) Rule set « (X = ¢;)

5)  From the generated association classification rules, test the rules on the
test data and find the Accuracy.

In our proposed method, we have selected the following attributes for heart
disease prediction in Andhra Pradesh.

1) Age 2) Sex 3) Hypertension 4) Diabetic 5) Systolic BP 6) Dialectic BP 7)
Rural / Urban .We collected the medical data from various corporate hospitals
and applied our proposed approach to analyze the classification of heart disease
patients

6 Results and Discussion

We have evaluated the accuracy of our proposed method on 9 data sets from SGI
Repository [21]. A Brief description about the data sets is presented in Table 3.
The accuracy is obtained by hold out approach [22], where 50% of the data was
randomly chosen from the data set and used as training data set and remaining
50% data was used as the testing data set. The training data set is used to
construct a model for classification. After constructing the classifier; the test data
set is used to estimate the classifier performance. Class wise distribution for each
data set is presented from Table 4-10

Accuracy Computation: Accuracy measures the ability of the classifier to
correctly classify unlabeled data. It is the ratio of the number of correctly
classified data over the total number of given transaction in the test data-set.
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Accuracy = Number of objects correctly Classified
Total No. of objects in the test set.

Table 11 and Fig. 2 Represents the classification rate of the rule sets generated by
our algorithm. Table 12 represents the accuracy of various algorithms on different
data sets. Table 13 shows the size of the rules set generated by our algorithm,
CBA, C4.5.The table indicates that classification based association rule methods
often produce larger rules than traditional classification techniques. Table 14
shows the classification rules generated by our method, when we applied on heart
disease data sets.

Fig. 2 Accuracy of Various Data sets

Table 3 Data set Description Table 4 Class distribution for weather
Data
Data Sets | Transac | Items | Classes Class | Frequency | Probability
tions
30f9 150 9 2 Yes |9 9/14=0.64
Data
XD6 Data 150 9 2 No 5 5/14=0.36
Parity 100 10 2
Rooth 100 4 3
Names Table 5 Class distribution for lens Data
Led7 Data 100 7 10
Lens Data 24 9 3 Class Frequency Probability
Multiplexer 100 12 2 Hard 4 0.16
Data Contact
Weather 14 5 2 lenses
Data soft 5 0.28
Baloon data 36 4 2 Contact
lenses
No 15 0.625
Contact
lenses
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Table 6 Class distribution for Balloon Data

Table 8 Class distribution for Parity Data

37

Table 7 Class distribution for Multiplexer

Data
Class Frequency | Probability Class | Frequency Probability
e e true | 55 0.55
False - false | 45 0.45

Table 9 Class distribution for XD6 data

Table 10 Class distribution for 3 of 9 data

Class Frequency Probability Class | Frequency Probability
true 58 0.58 true 41 0.27
false 42 0.42 false 109 0.72

Our algorithm

Table 11 Accuracy of various data sets by

Class Frequency | Probability

true 73 0.48 Data set Accuracy

false 77 0.51 3 of 9 Data 80

XD6 Data 78

Parity 82

Rooth Names 77

Led7 Data 80

Lens Data 84

Multiplexer Data | 50

Weather Data 80

Baloon data 83

Table 12 Accuracy of various algorithms on different data sets

Data Set C4.5 Naive Bayes CBA Our Approach
Contact lenses | 83.33 70.83 66.67 84
Led7 | 73.34 73.15 71.10 80
Vote Data | 88.27 87.12 87.39 88.5
Weather Data 50.0 57.14 85 80

Table 13 Rule Set generated by various algorithms on different data sets

Data Set C4.5 | CBA | Our Proposed
Method

Contact lenses | 4 6 13

Led7 37 50 29

Vote Data 4 40 30

Weather Data - - 5

Balloon Data 5 3 13
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Table 14 Rules Generated for Heart Disease Prediction are

Sl.no Rules

1 Age>45,gender=male,systolicBP>120,Urban
people>Heart Disease

2 Age>55,gender=female,Hypertension—>Heart
Disease

3 Age>45,gender=male,Hypertension,Diabetic
people>Heart Disease

4 Age>55,gender=female,Hypertension,Diabetic
people> Heart Disease

5 Age>55,gender=female,Hypertension,systolic
BP>120-> Heart Disease

Rule 1 says that persons with age group above 45 and who lives in urban areas
of Andhra Pradesh, they have high chance of getting heart disease.

Rule 2 states that females in Andhra Pradesh with age group above 55 and
hypertension have a high probability of having heart disease.

Rule 3 to 5 confirms heart disease for risk factors like hypertension, diabetic.
These rules characterize the patients with heart disease.

7 Conclusions and Future Work

In this paper, we have applied associative classification algorithm to medical
health data to explore risk factors associated with heart disease. Associate
classifiers are especially fit to applications where the model may assist the domain
experts in their decisions. There are many domains such as medical, where the
maximum accuracy of the model is desired. The model is applied for Andhra
Pradesh population. Andhra Pradesh is at risk of more deaths due to CHD.
Coronary heart disease can be handled successfully if more research is encouraged
in this area. In the near feature we will investigate extraction of patterns associated
with Heart Disease using associative classification and evolutionary algorithms.
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An Application of K-Means Clustering for
Improving Video Text Detection

V.N. Manjunath Aradhya and M.S. Pavithra

Abstract. In the present work, we explore an extensive applications of Gabor filter
and K-means clustering algorithm in detection of text in an unconstrained complex
background and regular images. The system is a comprehensive of four stages: In
the first stage, combination of wavelet transforms and Gabor filter is applied to ex-
tract sharpened edges and textural features of a given input image. In the second
stage, the resultant Gabor output image is grouped into three clusters to classify the
background, foreground and the true text pixels using K-means clustering algorithm.
In the third stage of the system, morphological operations are performed to obtain
connected components, then after a concept of linked list approach is in turn used
to build a true text line sequence. In the final stage, wavelet entropy is imposed on
an each connected component sequence, in order to determine the true text region
of an input image. Experiments are conducted on 101 video images and on standard
ICDAR 2003 database. The proposed method is evaluated by testing the 101 video
images as well with the ICDAR 2003 database. Experimental results show that the
proposed method is able to detect a text of different size, complex background and
contrast. Withal, the system performance outreaches the existing method in terms
of detection accuracy.

Keywords: Wavelet Transform, Gabor filter, K-means clustering, linked list ap-
proach, Wavelet Entropy.
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1 Introduction

Texture, Color and Shape based multimedia database registering and retrieving re-
quires a task of text detection in images, video etc. Text detection is the process of
determining the location of text in an image. Text region detection is mainly based
on texture and dominant orientation. Text regions are detected either by analyzing
the edges of the candidate regions or by using textural properties of an image. It pro-
vides primal information for text extraction and verification. Though many efforts
have been devoted to, it remains a challenge due to variations of background, font
of a text image. Text Information Extraction techniques can be broadly divided into
two classes: 1) region based and ii) texture based methods. In Region based meth-
ods connected components(CC) or edges are found on the basis of their perceptive
difference with the background. This is followed by merging of the CCs or edges to
get the text bounding boxes. In Texture based methods text in an image has distinct
textural properties that gets distinguish from the background [1].

Most of the proposed text detection methods use text features, color, edge and
texture information. So to extract a text from an image and discriminate it from the
background, many researchers have applied heuristic rules based on empirical con-
straints and other few researchers have used machine-learning methods trained on
real data. Aradhya et.al.[2] describe the text detection method using wavelet trans-
form and Gabor filter. Kaushik et.al.[3] propose an approach for text detection, using
morphological operators and Gabor wavelet. Phan et. al.[4] describe an efficient text
detection based on the Laplacian operator. Shivakumara et.al.[3] proposed a Wavelet
Transform Based technique for video text detection. Recently, few research works
have carried out on K-means and connected component analysis in the domain of
text detection in video images. Shivakumara et.al.[6] describe a method based on
the Laplacian in the frequency domain for video text detection.

From the literature study, it is clear that, though the concept of K-means algo-
rithm and a connected component analysis have used in many of the text detection
approaches, the detection accuracy of the text region can still be improved without
missing any data. By sustaining the development of the system [2], we propose a
system with the combination of Gabor filter and K-means clustering is extensively
used to detect the true text region accurately in attaining better detection rate with a
very few missing data in numbers.

The remaining of our paper is structured as follows: In Section 2, as per the stages
the proposed method is described. Section 3 presents the experimental results and
performance evaluation on considered datasets, and finally in Section 4 conclusions
are drawn.

2 Proposed Methodology

Proposed method is an improvised work of a robust multilingual text detection ap-
proach based on transforms and wavelet entropy [2]. An efficient texture feature



An Application of K-Means Clustering for Improving Video Text Detection 43

information is extracted by applying wavelet transforms and Gabor filter as de-
scribed in [2]. The resulted Gabor output image is grouped into three clusters to
classify the background, foreground and the sharpened texture edges obtained by
applying the K-means clustering. In the next stage, morphological operations are
performed to obtain connected components, then after a concept of linked list ap-
proach is in turn used to build a true text line sequence. In the final stage, wavelet
entropy is imposed on an each connected component sequence in order to determine
the true text region of an input image. The complete text detection procedure of our
work is explained in the following subsections.

2.1 An Integrated Approach of Gabor Filter and K-Means
Clustering for an Efficient Text Region Classification

The work performed using Wavelet transform and Gabor based method [2] is em-
ployed in our proposed method. In this we selected an average image of details of
three orientation such as horizontal, vertical and diagonal images. The obtained de-
tail information represents the sharpen edges of an image in all three orientations
and this is subsequently used by Gabor filter to extract the textural information.

Gabor filter is optimally localized as per the uncertainty principle in both the
spatial and frequency domain. That is the Gabor filter is highly selective in both
position and frequency. This results in sharper texture boundary detection as in [2].
The main purpose of applying K-means clustering to a resultant Gabor image is to
classify a highest energy class as a text candidates and the remaining classes as a
uncertainty and non-text pixels. In the present work we considered three clusters to
classify objects based on the feature set.

Choosing K is often an ad hoc decision based on prior knowledge, assumptions
and practical experience [11]]. Likewise we practically worked on choosing K value.
Initially we set the value K=2 and observed true text pixels including false deteceted
blocks. The obtained text classification result is shown in Figure [T(b) for the input
image Figure [[(a). When we set the value K=3, we observed the true text regions
are well classified compared to two clusters set in the first demonstration and results
obtained to the same input image is shown in Figure[I(c) accordingly. The main idea
behind applying K-means clustering by choosing a value K=3 for resultant Gabor
image is, it considerably reduces the non-text pixels and efficiently classifies the text
region from the background.

2.2 Morphological Operations and an Implementation of a
Linked List Approach

To the obtained K-means clustering resultant image, we applied morphological op-
erations to get a connected components of true text pixels. A concept of linked list
approach [7] is then used to build a true text line sequence in order to get a sequence
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Fig. 1 (a)Sample Input Image of 101 video images (b) K-means clustering images obtained
for an input image when K=2 (c) K-means clustering image obtained for an input image when
K=3
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Fig. 2 (a) Resultant images obtained after applying morphological operations and as a se-
quence of true text line sequence of components after applying linked list approach (b) Re-
sulted image of truly detected text region

of connected components to detect a sequence of true text regions of an input image.
The results obtained for these stages are shown in Figure[2la).

2.3 Wavelet Entropy

From the obtained sequence of connected components, we imposed the wavelet
entropy to the corresponding region of a sequence of connected components in an
input image, inorder to extract true text region as well to eliminate falsy blocks of an
image. Then we extracted an energy information from an input image of the regions
specified. Average energy of all the regions specified in the input image is fixed as
threshold . If the specified sequence of a text region > o, where ¢ is the threshold,
it is considered as a text region or else considered as a non-text region. Figure 2I(b)
shows the text region obtained from the above mentioned procedure.

3 Experimental Results and Performance Evaluation

The proposed system is tested on two datasets. Firstly, a dataset of 101 video images
provided by [4] comprising news programmers, sport video and movie clips. The
dataset also includes both graphic text and seen text of different languages, e.g.
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English, Chinese and Korean in the dataset. Second,the most cited ICDAR 2003
dataset [[12], which contains images with text of varying sizes and positions. In order
to evaluate the performance of proposed method, we used the following criteria:

e Truly Detected Block(TDB): A detected block that contains a text line, partially
or fully.

e False Detected Block(FDB): A detected block that does not contain text.

e Text Block with Missing Data(MDB): A detected block that misses some char-
acters of a text line (MDB is a subset of TDB).

Table 1 shows the results obtained for existing and proposed method on the database
provided by [4]. For each image in the dataset we manually count the Actual Text
Blocks(ATB). The performance measures defined as follows:

e Detection Rate (DR) = TDB / ADB
e False Positive Rate (FPR) = FDB /( TDB + FDB )
e Miss Detection Rate (MDR) = MDB / TDB

Table [Tl shows the comparative study of proposed and existing methods. From this
table is clear that the obtained TDBs are more i.e. the system detects more number
of true text blocks, FDBs are sustained as in Transforms and Gabor based method,
which indicates that there exists few alarms. MDBs are considerably reduced, which
shows that the miss detection of text blocks are very few in number. We compared
the proposed method with the existing text detection methods such as Edge-based
[8], Gradient-based [9], Uniform-colored [10], Laplacian [4] and Transforms and
Gabor based [2]] methods. In order to evaluate the performance of the proposed
method we considered 101 test images provided by [4]]. From Tablel] it is clear that
the proposed method has higher DR and lesser MDR compare to existing methods
and FPR is sustained as of Transforms & Gabor based method. The main goal of
the proposed system is to achieve highest DR by detecting true text blocks of an
image, we reached DR=98.9%, MDR=3.0% though FPR=13.7% which is sustained
as of Transforms & Gabor based method. By the conduct of experiment, it is proved
that the propose method exhibits higher detection rate and considerably lesser miss
detection rate than the existing methods.

We also evaluated proposed method on a standard ICDAR 2003 dataset. Table[3]
shows obtained results and performance evaluation with the existing Transforms and
Gabor based method on standard ICDAR 2003 dataset. The resultant text detection

Table 1 Results obtained for the dataset of 101 video imaages of[4]]

Method ATB TDB FDB MDB
Edge-based[8]] 491 393 86 79
Gradient-based[9]] 491 349 48 35
Uniform-colored[[10] 491 252 95 94
Laplacian[4] 491 458 39 55
Transform & Gabor based[2] 491 481 78 53

Proposed method 491 486 78 15
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Table 2 Performance results obtained on dataset[8]]

Method DR FPR MDR
Edge-based[8]] 80.0 18.0 20.1
Gradient-based[9]] 71.1 12.1 10.0
Uniform-colored[10]] 51.3 27.4 27.4
Laplacian[4]] 93.3 7.9 7.9
Transform& Gabor based[2]  97.9 13.9 11.0
Proposed method 98.9 13.7 3.0

image of ICDAR 2003 dataset image is shown in Figure B[b) for an input image
shown in FigureBl(a). The vital part of our proposed method is that classifying the
resultant Gabor image into three clusters by applying K-means clustering algorithm.
With this we could able to detect true text regions effectively.

Table 3 Measures and Performance results obtained on ICDAR2003

Method ATB TDB FDB MDB DR FPR  MDR

Transform & Gabor based[2] 124 119 74 23 9596 3834 193
Proposed method 124 120 34 3 9.7 22 2.5

Fig. 3 (a) An input image of ICDAR 2003 dataset (b) The resulted text detection image

4 Conclusion

The proposed system is a development of an efficient text detection approach able to
detect text of multilingual languages of different fonts, contrast and in unconstrained
background. The key concept of our system is to detect true text region without
missing any data, which is performed extensively by using the combination of Gabor
filter and K-means algorithm. A concept of wavelet entropy which is used in our
previous work [2] is applied to a result of the above mentioned combination of
concepts to detect a true text region of an image. Experiments are conducted on
two different datasets comprising of challenging images and varying background
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images: (1) standard ICDAR 2003 dataset, (2) dataset of 101 video images. The
present improvised proposed system performance analysis has done on dataset of
101 video images and standard ICDAR 2003 dataset. The proposed system exhibits
better text detection with drastically decreasing the missing of data in a exact text
region detection.
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Integrating Global and Local Application
of Discriminative Multinomial Bayesian
Classifier for Text Classification

Emmanuel Pappas and Sotiris Kotsiantis

Abstract. The Discriminative Multinomial Naive Bayes classifier has been a cen-
ter of attention in the field of text classification. In this study, we attempted to in-
crease the prediction accuracy of the Discriminative Multinomial Naive Bayes by
integrating global and local application of Discriminative Multinomial Naive
Bayes classifier. We performed a large-scale comparison on benchmark datasets
with other state-of-the-art algorithms and the proposed methodology gave better
accuracy in most cases.

1 Introduction

Text classification has been an important application since the beginning of digital
documents. Text Classification is the assignment of classifying a document under
a predefined category. Sebastiani gave a nice review of text classification domain
[17].

In this study, we attempted to increase the prediction accuracy of the Discri-
minative Multinomial Naive Bayes [19] by integrating global and local application
of Discriminative Multinomial Naive Bayes classifier. Finally, we performed a
large-scale comparison with other state-of-the-art algorithms on benchmark data-
sets and the proposed methodology had enhanced accuracy in most cases.

A brief description of data pre-processing of text data before machine learning
algorithms can be applied is given in Section 2. Section 3 describes the most well
known machine learning techniques that have been applied in text classification.
Section 4 discusses the proposed method. Experiment results of the proposed
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method with other well known classifiers in a number of data sets are presented in
section 5, while brief summary with further research topics are given in Section 6.

2 Data Preprocessing

A document is a sequence of words [2]. So each document is typically represented
by an array of words. The set of all the words of a data set is called vocabulary, or
feature set. Not all of the words presented in a document are useful in order to
train the classifier [13]. There are worthless words such as auxiliary verbs, con-
junctions and articles. These words are called stop-words. There exist many lists
of such words which can be removed as a preprocess task. Stemming is another
ordinary preprocessing step. A stemmer (which is an algorithm which performs
stemming), removes words with the same stem and keeps the stem or the most
general of them as feature [17].

An auxiliary feature engineering choice is the representation of the feature val-
ue [26]. Frequently, a Boolean indicator of whether the word took place in the
document is satisfactory. Other possibilities include the count of the number of
times the word is presented in the document, the frequency of its occurrence nor-
malized by the length of the document, the count normalized by the inverse docu-
ment frequency of the word.

The aim of feature-selection methods is the reduction of the dimensionality of
the data by removing features that are measured irrelevant [3]. This transformation
procedure has a number of advantages, such as smaller dataset size, smaller com-
putational requirements for the text classification algorithms and considerable
shrinking of the search space. Scoring of individual words can be carried out using
some measures, such as document frequency, term frequency, mutual information,
information gain, odds ratio, xz statistic and term strength [5], [15], [18]. What is
universal to all of these feature-scoring methods is that they bring to a close by
ranking the features by their independently determined scores, and then select the
top scoring features. Forman presented benchmark comparison of twelve metrics
on well known training sets [3]. Since there is no metric that performs constantly
better than all others, researchers often combine two metrics [6].

Feature Transformation varies considerably from Feature Selection approaches,
but like them its purpose is to reduce the feature set size [26]. This approach com-
pacts the vocabulary based on feature concurrencies. Principal Component Analy-
sis is a well known method for feature transformation [23]. In the text mining
community this method has been also named Latent Semantic Indexing (LSI) [1].

3 Machine Learning Algorithms

After feature selection and transformation the documents can be without difficulty
represented in a form that can be used by a ML algorithm. Many text classifiers
have been proposed in the literature using different machine learning techniques
such as Naive Bayes, Nearest Neighbors, and lately, Support Vector Machines.
Although many approaches have been proposed, automated text classification is
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still a major area of research mainly because the effectiveness of current auto-
mated text classifiers is not perfect and still needs improvement.

Naive Bayes is often used in text classification applications and experiments
because of its simplicity and effectiveness [8]. However, its performance is often
degraded because it does not model text well. Schneider addressed the problems
and show that they can be resolved by some simple corrections [16]. In [25], an
auxiliary feature method is proposed as an improvement to simple Bayes. It de-
termines features by a feature selection method, and selects an auxiliary feature
which can reclassify the text space aimed at the chosen features. Then the corre-
sponding conditional probability is adjusted in order to improve classification
accuracy.

Mccallum and Nigam [14] proposed the NB-Multinomial classifier with good
results. Klopotek and Woch presented results of empirical evaluation of a Baye-
sian multinet learner based on a new method of learning very large tree-like Baye-
sian networks [9]. The study suggests that tree-like Bayesian networks can handle
a text classification task in one hundred thousand variables with sufficient speed
and accuracy.

In learning Bayesian network classifiers, parameter learning often uses Fre-
quency Estimate (FE), which determines parameters by computing the appropriate
frequencies from dataset. The major advantage of FE is its competence: it only
needs to count each data point once. It is well-known that FE maximizes likeli-
hood and therefore is a characteristic generative learning method. In [19], the au-
thors proposed an efficient and effective discriminative parameter learning
method, called Discriminative Frequency Estimate (DFE). The authors’ motiva-
tion was to turn the generative parameter learning method FE into a discriminative
one by injecting a discriminative element into it. DFE discriminatively computes
frequencies from dataset, and then estimates parameters based on the appropriate
frequencies. They named their algorithm as Discriminative Multinomial Bayesian
Classifier.

Several authors have shown that support vector machines (SVM) provide a fast
and effective means for learning text classifiers [7], [10], [21], [24]. The reason
for that is SVM can handle exponentially many features, because it does not have
to represent examples in that transformed space, the only thing that needs to be
computed efficiently is the similarity of two examples.

kNN is a lazy learning method as no model needs to be built and nearly all com-
putation takes place at the classification stage. This prohibits it from being applied to
large datasets. However, k-NN has been used to text categorization since the early
days of its research [4] and is one of the most effective methods on the Reuters cor-
pus of newswire stories — a benchmark corpus in text categorization.

A problem of supervised algorithms for text classification is that they normally
require high-quality training data to build an accurate classifier. Unfortunately, in
many real-world applications the training sets present imbalanced class distribu-
tions. In order to deal with this problem, a number of different approaches such as
sampling have been proposed [12], [20].
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4 Proposed Methodology

The proposed model simple trains a Discriminative Multinomial Bayesian Classi-
fier (DMNB) classifier during the train process. For this cause, the training time of
the model is that of simple DMNB. During the classification of a test document
the model calculate the probabilities each class and if the probability of the most
possible class is at least two times the probability of the next possible class then
the decision is that of global DMNB model. However, if the global DMNB is not
so sure e.g. the probability of the most possible class is less than two times the
probability of the next possible class; the model finds the k nearest neighbors us-
ing the selected distance metric and train the local simple DMNB classifier using
these k instances. Finally, in this case the model averages the probabilities of
global DMNB with local DMNB classifier for the classification of the testing in-
stance. It must be mentioned that local DMNB classifier is only used for a small
number of test documents and for this reason classification time is not a big prob-
lem. Generally, the proposed ensemble is described by pseudo-code in Fig 1.

Training:
Build Global DMNB in all the training set
Classification:
1. Obtain the test document
2. Calculate the probabilities of belonging the document in each class of the dataset.
3. If the probability of the most possible class is at least two times the probability of the
next possible class then the decision is that of global DMNB model else
a.  Find the k(=50) nearest neighbors using the selected distance metric (Man-
hattan in our implementation)
b.  Using as training instances the k instances train the local DMNB classifier
Cc. Aggregate the decisions of global DMNB with local DMNB classifier by av-
eraging of the probabilities for the classification of the testing instance.

Fig. 1 Integrating Global and Local Application of Naive Bayes Classifier IGLDMNB)

Combining instance-based learning with DMNB is inspired by improving
DMNB through relaxing the conditional independence assumption using lazy
learning. It is expected that there are no strong dependences within the k nearest
neighbors of the test instance, although the attribute dependences might be strong
in the whole dataset. Fundamentally, we are looking for a sub-space of the in-
stance space in which the conditional independence assumption is true or almost
true.

5 Comparisons and Results

For the purpose of our study, we used well-known datasets from many domains
text datasets donated by George Forman/Hewlett-Packard Labs (http://www.hpl.
hp.com/personal/George_Forman/). These data sets were hand selected so as to
come from real-world problems and to vary in characteristics.
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For our experiments we used Naive Bayes Multinomial algorithm and Dis-
criminative Multinomial Naive Bayes classifier. The Sequential Minimal Optimi-
zation (or SMO) algorithm was the representative of the Support Vector Machines
in out study. It must be mentioned that we used for the algorithms the free avail-
able source code by the book [23]. In order to calculate the classifiers’ accuracy,
the whole training set was divided into 10 mutually exclusive and equal-sized sub-
sets and for each subset the learner was trained on the union of all of the other
subsets. Then, the average value of the 10-cross validation was calculated.

In Table 1, we present the average accuracy of each classifier. In the same ta-
bles, we also represent with “v” that the proposed IGLDMNB algorithm looses
from the specific algorithm. That is, the specific algorithm performed statistically
better than IGLDMNB according to t-test with p<0.05. Furthermore, in Table 1,
“*” indicates that IGLDMNB performed statistically better than the specific clas-
sifier according to t-test with p<0.05. In all the other cases, there is no significant
statistical difference between the results (Draws).

Table 1 Comparing the proposed algorithm with other well known algorithms

Data-set IGLDMNB DMNB SMO NB-Multinomial

oh0 92.14 91.23 81.96%* 89.03*
oh10 84.58 83.81 74.86* 81.24*
ohl5 85.22 84.77 72.72% 83.78

re0 83.99 83.78 75.47* 80.38

rel 83.10 82.86 74.29% 83.35

trll 89.27 86.23* 74.17* 84.79*
tr12 91.06 86.91%* 74.46* 83.05%
tr21 92.52 91.93 79.46%  63.37*
tr23 93.29 91.17* 74.12%  71.55%
tr41 96.97 96.36 87.02%  94.42%

The proposed method is significantly more accurate than single NB-
Multinomial in 7 out of the 10 data sets, while it has not significantly higher error
rates than NB-Multinomial in any data set. Moreover, the proposed algorithm is
significantly more accurate than SMO algorithm in all data sets. Finally, the pro-
posed method is significantly more accurate than simple DMNB [21] in 3 out of
the 10 data sets, while it has not significantly higher error rates than DMNB in any
data set.

In brief, we managed to improve the performance of the Discriminative Multi-
nomial Bayesian Classifier obtaining better accuracy than other well known classi-
fiers. We have implemented the proposed algorithm in a software tool (see Fig. 2).
The tool expects the training set as an Attribute-Relation File Format. The class at-
tribute must be in the last column. After the training of the model (from few sec-
onds to few minutes to complete), one is able to predict the class of the new text.
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[ + Reuters-21578 ACQ ModApte Train-weka.filters.unsupervised.att... /=1 (5] e

[ Load Train Set I I Load Test Set ]

The dassifier is ready
Enter some text for dassification:

acq_binarized

[ Classify

Fig. 2 A screenshot of the implemented tool

6 Conclusion

The text classification problem is a machine learning research topic, specially giv-
en the vast number of documents available in the form of web pages and other
electronic texts like discussion forum postings, emails, and other electronic docu-
ments [22]. In this work, we managed to improve the performance of the Dis-
criminative Multinomial Bayesian Classifier. We performed a large-scale com-
parison with other a state-of-the-art algorithms on 10 standard benchmark datasets
and we took better accuracy in most cases. Reuters Corpus Volume I (RCV1) is an
archive of over 800,000 manually categorized newswire stories recently made
available by Reuters, Ltd. for research purposes [11]. Using this collection, we can
compare more extensively the proposed algorithm.
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Protein Secondary Structure Prediction Using
Machine Learning

Sriparna Saha, Asif Ekbal, Sidharth Sharma,
Sanghamitra Bandyopadhyay, and Ujjwal Maulik

Abstract. Protein structure prediction is an important component in understanding
protein structures and functions. Accurate prediction of protein secondary structure
helps in understanding protein folding. In many applications such as drug discovery
itis required to predict the secondary structure of unknown proteins. In this paper we
report our first attempt to secondary structure predication, and approach it as a se-
quence classification problem, where the task is equivalent to assigning a sequence
of labels (i.e. helix, sheet, and coil) to the given protein sequence. We propose an
ensemble technique that is based on two stochastic supervised machine learning
algorithms, namely Maximum Entropy Markov Model (MEMM) and Conditional
Random Field (CRF). We identify and implement a set of features that mostly deal
with the contextual information. The proposed approach is evaluated with a bench-
mark dataset, and it yields encouraging performance to explore it further. We ob-
tain the highest predictive accuracy of 61.26% and segment overlap score (SOV) of
52.30%.

1 Introduction

Predicting protein structure and function from amino acid sequences has a key role
in molecular biology. Proteins are made of long chains of amino acid residues.
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A gene encodes a specific amino acid sequence. After translation it folds into a
unique three-dimensional conformation. The problem of protein structure predic-
tion is to predict this conformation (the protein’s tertiary structure) from the amino
acid sequence (the protein’s primary structure). The structure of a protein determines
the biological function of a protein. Thus structure prediction is an important step
for predicting function of that protein. Potential applications of structure prediction
range from elucidation of cellular processes to vaccine design. As the number of
known protein sequence is increasing due to various genome and other sequencing
projects, the problem of protein secondary structure prediction is becoming more
important [Thorton(2001)].

In this paper we report our preliminary work on protein secondary structure
prediction, where the overall problem is cast as a sequence classification prob-
lem. Given a sequence of protein sequence, the task is to assign correct labels,
i.e. helix, sheet, and coil. As base classifiers we use two stochastic learning algo-
rithms, namely Maximum Entropy Markov Model (MEMM) and Conditional Ran-
dom Field (CRF). We identify a set of features that mostly deal with the contextual
information. Based on the different feature subsets, several classification models
are built using these two algorithms. Thereafter these models are then combined
together into a final system using a weighted voting approach. The system is evalu-
ated in terms of two prediction metrics, namely accuracy and segment overlap score
(SOV). The proposed approach is evaluated on the benchmark dataset of RS726, and
we observed the highest prediction accuracy (Q3) of 61.26% and segment overlap
score (i.e. SOV) of 52.30%.

2 Proposed Approach

The problem of protein secondary structure prediction belongs to the larger domain
of classification problems. The task in such problems is to observe some context
(read residue) b € B and predict its class (read segment) a € A accurately. This
involves constructing a classifier B — A. Mathematically, it is the same as imple-
menting a conditional probability distribution p, so that the probability p (Z) is the
probability of residue a given some context (which may be a collection of residues
and other “features”) b. This classifier is built on a probabilistic model rather than
a deterministic one because the “context”is never large enough to reliably specify a
deterministic f: B — A.

Here we use two such probabilistic models, the Maximum Entropy Markov
Model (or, MEMM) and the Conditional Random Fields (CRFs). Both of these
models treat the protein secondary structure prediction problem as the so-called
input-output problem where the task is to take an input sequence and produce an
output sequence containing the labels of the corresponding input sequence. For the
problem at hand, the cardinality of the set of residues is 20. The secondary struc-
ture definition program DSSP that we use assigns these residues to eight different
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classes. For the sake of simplicity of implementation, we reduce these to 3 classes,
namely Helix (H), Sheet (E) and Coil(C).

The maximum entropy Markov model (MEMM) estimates probabilities based on
the principle of making as few assumptions as possible, other than the constraints
imposed. It agrees with the maximum likelihood distribution, and has the exponen-
tial form

P = 5 exp( S At 0) m

where, t is the structure type, & is the context (or history), f; (h,t) are the features
with associated weight A; and Z(h) is a normalization function.

We use the OpenNLP Java based MaxEnt packageEl for the computation
of the values of the parameters A;. We use the Generalized Iterative Scaling
[Darroch and Ratcliff(1972)] algorithm to estimate the MaxEnt parameters.

Maximum Entropy Markov Models serve well as probabilistic frameworks in
wide variety of application but they suffer from the so-called label bias problem
where the classifier tends to be more biased towards states with fewer outgoing
transitions. This is due to the fact that states with low-entropy next state distributions
are less likely to notice an observation sequence. A more robust model, Conditional
Random Field [Lafferty et al(2001)Lafferty, McCallum, and Pereira] is defined as a
random field globally conditioned on the sequences to be labeled. This global model
can efficiently avoid the demerits of MEMM.

Conditional Random Field (CRF) [Lafferty et al(2001)Lafferty, McCallum, and
Pereira] is an undirected graphical model, a special case of which corresponds to
conditionally trained probabilistic finite state automata. Being conditionally trained,
CRF can easily incorporate a large number of arbitrary, non-independent features
while still having efficient procedures for non-greedy finite-state inference and train-
ing. We use C** based CRF** packagel, a simple, customizable, and open source
implementation of CRF for segmenting or labeling sequential data.

Initially, a number of models are built based on MEMM and CRF. Each of the
MEMM and CREF is fed with a number of features that are extracted automatically
from the given training data. We build a number of models of these classifiers by
considering various feature subsets. Finally these models are combined together
into a final system by defining appropriate voting mechanisms, i.e. majority voting
or weighted voting. In case of majority voting the label proposed by the majority of
the models is assigned to the corresponding sequence. In case of weighted voting,
the weights are calculated based on the accuracy of the classifiers.

From the training data we extract a feature vector consisting of the features and
class label. Now, we have a training data in the form (W;,T;), where, W; is the i
protein sequence and its feature vector and 7; is its corresponding output class.
For MEMMs we use the traditional neighborhood window features surrounding to
the current protein sequence. In our analysis, we also incorporate dynamic features
wherein we use the predicted output of the previous two context observations as a

! http://maxent.sourceforge.net/
2 http://crfpp.sourceforge.net
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part of the context of current observation. This is done in order to incorporate the
fact that the residues belonging to same segments tend to lie in proximity. For CRF,
we consider various combinations from the set of feature templates as given by,
Fi ={Wi_m, ..., Wi—1,Wi,Wit1,...,Wi+n; Combination of w;_; and w;; Combination
of w; and w;1; B (bigram feature template) }

The bi-gram feature template computes the feature combinations of the current
and previous tokens.

3 Datsets, Metrics and Evaluation Results

We experiment with the benchmark dataset of RS126. It consists of 126 proteins
with sequence similarity less than 25%. In order to perform three-fold cross val-
idation we generate three different subsets. One is withheld for testing while the
remaining two are used as the training sets. This process is repeated three times to
perform three-fold cross validation.

Data Encoding: DSSP is the most widely used secondary structure definition pro-
gram that assigns residues to eight different segment classes based on hydrogen
bonding patterns. These eight classes are reduced to three for the sake of simplicity
of implementation. The H, G and I are mapped to H; E is mapped to E and the rest
are mapped to C, where H,E,C € SegmentClasses. This is motivated by the fact
that for the data set used in the study, this reduction minimizes number of discrete
states.

Evaluation Metrics: For our analysis, we use two standard metrics of accuracy
measurement, the per residue accuracy where we compare every predicted segment
for each residue with the solved segment determined by secondary structure defi-
nition program. The result is just a linear one to one comparison of predicted and
solved structure. However, this accuracy metric has some intrinsic flaws as pointed
out by [Zemla et al(1999)Zemla, Venclovas, Fidelis, and Rost]. So we have used the
modified Segment overlap method illustrated in Zemla et al(1999)Zemla, Venclo-
vas, Fidelis, and Rost. In our observation, the accuracy determined by this method
is less than the per-residue accuracy but this metric is quite useful over the former.

Experiments and Discussions: We report the results of 3-fold cross validation. Ta-
ble Ml presents the results of MEMM by considering only the contextual information
of the current protein sequence. In table, MEMMy ;.5 represents MEMM with a
static feature set of previous two and next two sequences, i.e. wif% =Wi_2...Wi2
and MEMM ;.7 represents the MEMM with a static feature set of window size 7.
We then introduce the dynamic information into models that incorporate the out-
put labels of the previous two elements. Results are reported in Table [2f that shows
significant drop in the overall performance. Thereafter, we evaluate the CRF based
model. Table [l reports the results of CRF classifier, CRFy; .7 represents the CRF
model with features set that considers a context of previous three and next three
elements. The second model also incorporates the bigram feature that computes the
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Table 1 Results of MEME-I

PR SOV
MEMMygics 57.349 44.534
MEMMyyaic7 55.358 44.295

Table 2 Results of MEME-II

PR SOV
MEMM gyamics 36.990 27.549
MEMMgynamic 38.975 7.3205

combinations of the current and previous elements in sequence. The second model
does not perform well, may be due to the lack of enough evidences in training. Com-
parisons between MEMM and CRF show the superiority of the later over the former.
In Table [ we report the evaluation figures of CRF by considering the bi-gram (i.e.
two residues in sequence) or tri-gram (i.e. three residues in sequence) combination
of all adjacent residues. The first row does not include the bi-gram feature combi-
nation whereas the second one includes the bi-gram feature combination.

Table 3 Results of CRF-1

PR SOV
CRFyaic7  54.627 33.323
CRE gynamic7 52425 27.05

Table 4 Results of CRF-II

PR SovV
CRFcumstatic7 56.853 41.907
CRFymdynamic1 56.824 48.074

Ensemble of the Classifiers

We constructed 8 different models of MEMM and CRF by varying the different
subsets of features. These models are shown below:

1. Model-1: MEMM with previous two and next two residues, i.e. wﬁf% =

Wi—2...Wi12 of wi. )

2. Model-2:2MEMM with previous three and next three residues, i.e. wifg =
Wi—3...wiy3 of w;. ‘

3. Model-3:MEMM with previous two and next two residues, i.e. wif% =
wi—a...wita of w;, and output labels of previous two residues, i.e. t;_»t;_1.
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4. Model-4: MEMM with previous three and next three residues, i.e. wifg =
wi—3...wi13 of w;, and output labels of previous two residues, i.e. t;_»t;_1.

5. Model-5: CRF with previous three and next three residues, i.e. wif% =
Wi—3...Wj13 of wi.

6. Model-6:CRF with previous three and next three residues, i.e. wifg =Ww;_3...
wit3 of w;; and the bigram feature template that computes the feature combina-
tion of the current and previous residues.

7. Model-7:CRF with previous three and next three residues, i.e. wif% =Ww;_3...
wiz3 of w;; combination of w;_1 and w;.

8. Model-8: CRF with previous three and next three residues, i.e. wifg =W;_3...
wit3 of w;; combination of w;_| and w;, output label of the previous residue, i.e.
ti—1.

These models are combined together into a final system by majority and weighted
voting methods. In majority voting, the final label is determined from the majority
of the models’ outputs. Random selection is used for resolving ties.

Where Accyoring is the accuracy of model ensembled by taking majority voting
among different models. Accyyring achieved the PR and SOV values of 50.22%, and
34.99%, respectively.

Performance in this model shows that there is a considerable difference among
the outputs as predicted by different machine learning frameworks or even same
machine learning frameworks under different feature sets. It is to be noted that these
systems could even perform better when they act stand-alone. In the weighted vot-
ing construction, we consider the conditional probabilities of each class as the corre-
sponding weight. The conflicts are again resolved by random selection among ties.
We conduct the following two set of weighted voting experiments:

1. Set-1: Each classifier assigns weight to each of the three possible classes (i.e. E,
H and C) for each residue. Thus, in total we have 24 outputs for each residue.
For each of the three classes we have eight confidence scores. These are summed
and normalized by dividing with 8 (i.e. maximum possible confidence weights).
Finally, for each residue, we have three normalized scores, each one for three
different classes. Based on the weight, the final class label is assigned to the
corresponding residue.

2. Set-1II: In each classifier, we assign a class label to a residue depending upon the
highest confidence value. We form an ensemble of eight classifiers by consid-
ering only these winning classes. The final class label is determined from these
eight confidence scores.

Where Accyweighteavoring 18 the accuracy measured by conducting a weighted vot-
ing among participating frameworks. The weight is the corresponding confidence
value. AcCweighteavoring achieved the PR and SOV values of 60.93%, and 51.66%,
respectively.

Where Accwwe is the accuracy measured by conducting a weighted voting
among the winners of participating frameworks. Accywce achieved the PR and SOV
values of 61.26%, and 52.30%, respectively.
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Results with these weighted voting mechanisms suggest that the ensemble that
was constructed by considering only the wining classes performs better. It is to be
noted that individual model sometimes performs better in comparison to the ensem-
ble formed by majority voting approach.

4 Conclusion

Protein structure prediction is an important component in understanding protein
structures and functions. In this paper we have reported our preliminary work on
protein secondary structure predication using the supervised machine learning ap-
proaches. We have proposed an ensemble technique that is based on two stochastic
supervised machine learning algorithms, namely Maximum Entropy Markov Model
(MEMM) and Conditional Random Field (CRF). We have identified and imple-
mented a set of features that mostly deal with the contextual information and pre-
vious knowledge. The proposed approach is evaluated with a benchmark dataset,
namely RS126. We obtain the highest predictive accuracy of 61.26% and segment
overlap score (SOV) of 52.30%. In future we would like to investigate some biolog-
ically motivated set of features.
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Refining Research Citations through Context
Analysis

G.S. Mahalakshmi, S. Sendhilkumar, and S. Dilip Sam

Abstract. With the impact of both the authors of scientific articles and also
scientific publications depending upon citation count, citations play a decisive role
in the ranking of both researchers and journals. In this paper, we propose a model
to refine the citations in a research article verifying the authenticity of the citation.
This model will help to eliminate author-centric and outlier citations thereby
refining the citation count of research articles.

1 Introduction

This model is intended to serve as an environment for calculating the context
relevant citations and thereby its count and ultimately finding an article‘s citation
impact. The journal impact factor [17] was designed mainly to compare the
citation impact of one journal with other journals. A journals impact factor is
based on two factors:

e numerator denoting the number of citations in the current year to any items
published in the journal in the previous two years

e denominator denoting the number of substantive articles in the last two
years.

The numerator is not always accurate due to guest citations or false citations. This
system aids in overcoming this problem by finding the appropriate numerator
count by evaluating the citations made for context relevance. In this paper, we
propose to find the context relevancy between the cite and the base paper it cites
by extracting a citation context around the cite placeholder. We extend the notion
of semantic similarity between two entities to consider inherent relationships
between concepts/words appearing in the citation contexts extracted, using fuzzy
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cognitive maps. Extracting entity description by referring to an ontology such as
Wordnet [http://wordnet.princeton.edu/] and Wikipedia [http://en.wikipedia.org/
wiki/Main_Page], has been used in earlier frameworks. We build on such earlier
techniques and use our evolved domain specific ontology for computing
similarity. Our similarity computation using fuzzy cognitive maps provides a
closer resemblance to the workings of the human mind.

2 Related Work

2.1 Research Impact Analysis

The impact factor of a journal is calculated as the frequency with which its
published papers are cited up to two years after publication [19]. It is a hidden
process [2—4] and is highly sensitive to the categorisation of papers as ‘citeable’
(e.g., re-search-based) or ‘frontmatter’ (e.g., editorials and commentary) [6].
Attempts to replicate or to predict the reported values have generally failed [5-8].
With the emergence of more sophisticated metrics for journals [3, 4, 9, 10], the job
of assessing the importance of specific papers is becoming an important area of
research. However, impact factor—or any other journal-based metric for that
matter—cannot escape an even more fundamental problem: it is simply not
designed to capture qualities of individual papers [16].

An article with higher citations need not actually be concluded as the best,
because more authors will lead to more self-citations [15].For finding a journal‘s
impact factor, the time frame for citations is a major criterion to be accounted for.
Initial-ly, the time frame for impact factor calculation was assumed as 2. In later
years another factor called ‘Eigen factor’ evolved to solve this issue [Impact
Factor Cochrane Database of Systematic Reviews (CDSR),2009]. However even
in this methodology, the self-citation counts are eliminated. In addition, related
indices like immediacy index, cited half-life and aggregate impact factor are
considered. These indices suit well but only for the journal as a whole rather than
for an individual article of the respective journal. However a newer index, namely
‘h-index,” is coined by Hirsch to solve this issue [16] [18].Though h-index was
very useful, it does not account for the number of authors of an article. It
possesses no significance to the authors, their positions or contributions in the
article, etc [18].The h-index is merely a natural number and it does not include the
self-citations that the particular article has gained. This is similar to the issue
addressed in the ‘Eigen factor’. Other issues found with the h-index are that it
does not account for article content. It just measures the article productivity i.e.
page count. The scientific impact of a publication can be determined not only
based on the number of times it is cited but also based on the citation speed with
which its content is noted by the scientific community. This is tackled through
speed index [18], which is the number of months that have elapsed since the first
citation. Further empirical studies in different disciplines based on larger data sets
will be needed to test the validity of the citation speed index. Many of the
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disadvantages that have been discussed in connection with the h-index and its
variants surely apply to the citation speed index [18]. Seglen has shown that
citation rate used in Thomson ISI is proportional to the article length [19]. It is not
true in many cases as citation rate does not depend on article length. In addition, a
journal‘s impact factor should be decided by the impact created by individual
articles.

2.2 Fuzzy Cognitive Maps

Fuzzy Cognitive Map is a directed and weighted graph of concepts and relation-
ships between the concepts. FCM is derived from Cognitive Map. Based on the
CM structure, FCM was proposed by Kosko [2]. As a great improvement com-
pared to CM, FCM introduces fuzzy quantitative relationship between concepts to
describe the weight of the causal relationship. FCM has iterative characteristic. In
FCM, the arcs are not only directed to show the direction of causal relations, but
also accompanied by a quantitative weight within the interval [0, 1]. In general,
FCMs have been found useful in many applications: administrative sciences, game
theory, information analysis, popular political developments, electrical circuits
analysis, cooperative man machines, distributed group-decision support and
adaptation and learning, etc. [2]. An FCM represents the whole system in a
symbolic manner, just as humans have stored the operation of the system in their
brains, thus it is possible to help man‘s intention for more intelligent and
autonomous systems. FCMs model the possible worlds as collection of classes and
causal relations between classes. In this system FCM based document similarity
measure has been used.

3 Citation Analysis

3.1 Wordnet Based Methods to Identify Domain Specific Words

This process takes as input the bigrammed and trigrammed documents. There is a
possibility that the bi-grams and tri-grams collected may contain incomplete
words or hyphenated words which must to be removed Thus we take each and
every word and check if it is a valid synset. If it is found to be valid synset
possessing some meaning, we consider those words. Those words that does not
prove to be a valid sysnet are considered junk and hence to be removed. This is
achieved with the help of Wordnet. There is a possibility that the bi-grams and tri-
grams collected may contain author names, country names and other words that
are irrelevant to the domain considered. Thus the set of author names comprising
all the authors’ names is collected from the metadata of the corpus. Those words
that found to have a match with this list are considered to be junk and they are re-
moved. Thus we have a set of words which are nouns having valid meanings. The-
se words can be used for creating concepts in Ontology.
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Fig. 1 Refining Citations through Context Analysis

3.2 Evolving FCM

The context that is retrieved is stemmed and stop words are removed. Keywords
are identified and they are mapped to the knowledge tree (Ontology) that we are
using. The keywords that are identified in a document undergo mapping. These
concepts are represented in the form of cognitive maps which represent the
documents structure where the concepts act as nodes and the link between each
other concept as edge. The fuzziness represents how two documents (base and the
citation) considered say Ci are closely related to each other. FCM Based
Similarity Matrices are constructed for each FCM where the rows and columns of
each matrix are the nodes found in both the FCMs. Now these matrices hold the
FCMs evolved for both the documents. Now cosine similarity measure is
implemented to find the similarity for these 2 matrices and a similarity quotient is
identified.

3.3 Polarization and Sentiment Analysis

For each of the citation context Concci of each of the citation Ci to the base paper,
sentiment analysis is done to find the sentiment of the citation context towards the
base paper. This is done by maintaining a list of training words that includes
positive, negative and neutral sentiment words [1] together with certain rules for
analysing the sentiment. Citation context retrieved is compared against this
training list of words and sentiment analysis is done.
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3.4 Detection of Citation Outlier

Citation outliers are those citations that are relevant to the base paper but not
greatly relevant to it. Base paper might be a outlier to its citation. eg, If the base
article talks about data mining, one of its citation talks about opinion mining, then
the base paper is considered to be an outlier to its citation.

Latent Dirichlet Allocation LDA is used for topic modelling [17] .in LDA, each
document may be viewed as a mixture of various topics. A probability distribution
is found based on Gibbs sampling and distribution of a content over various topics
is identified. In our proposed system, contents of the base paper and all its
citations are topic modelled and distribution of the base paper and each of its cites
across various topics is identified. Now the topic across which citations are
distributed widely is compared against the topics across which the base paper is
distributed. If they are found to be the same or found 50% similar minimally, then
the citations are found to be apt, else the base paper is considered to be an outlier
for that citation. Rating the article, our proposed system aims to analyse the article
based on the citation impact it has got. Citation impact is analysed mainly based
on the context relevancy, sentiment analysis and outlier detection.

4 Results and Observation

4.1 Data Set

A set of 1000 documents is considered from the corpus and tested on the system.
Results were tabulated and they are validated by manually identified values and
the system is found to return decent results.

Table 1 Refinement of Citations in the Machine Learning Domain

Article Total Total Reduced | Reduced Quality
ID References Cites References Cites References

1 10 20 3 30%

2 17 31 6 10 35.29%
3 12 23 2 16.67%
4 18 30 9 24 50%

5 12 4 6 12 50%

6 19 28 7 14 36.84%
7 15 20 8 18 53.33%
8 16 20 5 16 31.25%
9 15 6 4 8 26.67%
10 16 25 9 15 56.25%
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4.2 Refining Citations

Table 1 shows the reduction in the number of citations in the machine learning
domain. In a sample of ten papers, more than half the citations and references
were found to be outliers in the papers. From the table, it is evident that on an
average only 40 percent of the references, citations in a scientific publication are
relevant. From these observations it can be inferred that citations alone can‘t be
used a parameter for measuring research impact.

Figure 2 summarizes the percentage of quality citations (relevant) across five
domains.

Quality Reference across Domains

M quality ref %

Percentage of Quality Refernces

Domains

Fig. 2 Percentage of Quality references across domains

5 Conclusion and Future Work

From the initial experiments, it is evident that the citation count is not the most
reliable measure to quantify impact of an article or an author. It is required to
analyse the content of research articles and identify further parameters to arrive at
relevant references and citations in the article. In future, this model will be refined
to use the citation sentiment analysis to study the integrity in the cites and thereby
using the same for refining the citations.
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Assessing Novelty of Research Articles Using
Fuzzy Cognitive Maps

S. Sendhilkumar, G.S. Mahalakshmi, S. Harish, R. Karthik,
M. Jagadish, and S. Dilip Sam

Abstract. In this paper, we compare and analyze the novelty of a scientific paper
(text document) of a specific domain. Our experiments utilize the standard Latent
Dirichlet Allocation (LDA) topic modeling algorithm to filter the redundant
documents and the Ontology of a specific domain which serves as the knowledge
base for that domain, to generate cognitive maps for the documents. We report
results based on the distance measure such as the Euclidean distance measure that
analyses the divergence of the concepts between the documents.

1 Introduction

We are facing an ever increasing volume of research publications. These have
brought challenges for the analysis of novelty in these texts. Our main objective is
to rate and find the novel information present in a journal of a specific domain. A
large set of documents (corpus) of a specific domain is maintained so that the in-
put journal of that domain is compared with those journals/documents to get the
novelty score. The documents that are similar to the input document are found.
After the similar documents are found, all those documents along with the input
document are subjected to mapping by referring over Knowledge Base (Ontology)
of that domain. The generated maps are Fuzzy Cognitive Maps (FCM) and
they contain the required information to perform novelty computation. The
corresponding maps of two documents are compared to find the divergence
between two documents. To find the novel regions/parts of the input document, we
have proposed a new measure to calculate the novelty score. Finding novelty in the
scientific documents requires a knowledge base of a specific domain to analyse the
concepts present in the documents. We used Ontology as the knowledge base for
the domain to know the hierarchy of concepts and their relationships.
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2 Related Work

2.1 Sentence-Level Approach

Sentence Level Novelty Detection aims at finding relevant and novel sentences
given a query/topic and a set of documents. The cosine similarity is the widely
used metric in the sentence level approach [9]. In Xiaoyan Li and Bruce Crofts
work on Answer updating approach to Novelty Detection [2], they treated new
information as new answers to questions that represented user’s information
requests (query). In Flora S. Tsais work on Novelty Detection for text documents
[5], the named entities are assigned weights by using two different metrics, If the
number of unique entities exceeded a particular threshold, the sentence was
declared as novel. The other model such as vector space model [6] [1], Graph
based text representation [4] ,Language model [3] ,Overlap relations [13] etc. are
implemented for sentence level Novelty detection.

2.2 Document-Level Approach

In Zhang et als work on novelty and redundancy detection in adaptive
filtering[12], the cosine metric and a mixture of probabilistic language models
which is shown to be effective are used. Flora S. Tsais proposed D2S: Document-
to-sentence framework for novelty detection [8] in which the novelty score of each
sentence is determined to compute the novelty score of the document based on a
fixed threshold.

3  System Design and Implementation

3.1 Distributional Similarity

By using LDA, the topic distributions over a number of documents are obtained.
In this model each document d is represented by a topic distribution ©4. Kullback-
Leibler divergence is a non-symmetric or distributional similarity measure of the
difference between two probability distributions P and Q. Here it is used to the
difference between topic distributions of two documents [12] which is one way to
measure the redundancy of one document given another.

R(dt|di) = KLDiv(O4, O4)=%(t;|0q:)10g(P(t;|04:)/P(t:|0ar) (1)

Where R is the redundancy of document dt over document di and ©d is the topic
model for document d and is a multinomial distribution. The documents that have
least divergence value with the input document are selected so that redundant
documents are filtered out and the documents that are more similar to the input
document are selected for further processing.
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3.2 Ontology Mapping

We view the ontology as the concept tree of that domain where each node
represents a concept and their parent and child nodes represent their generalized
and specialized form respectively. The concepts information include the level
information of the concept in the tree i.e. height and depth of the concept in the
tree, the occurring concepts (term) frequency in the document, the path to the root
node of the concept etc. based on the needs of the novelty score computation. The
map-ping process is per formed for the input document and for each document
that is found during the similarity process and corresponding mappings are
generated in xml format.

3.3 Divergence Analysis

The hopping distance between two nodes (concepts) represents the closeness of
concepts to each other. For example, the hopping distance between the "RSSI
measures" and "Route Request process" is 2 which have a common parent node
"Route discovery". For further computation, Concept matrices are constructed for
each document where the rows and columns of each matrix are the concepts found
in both the documents and their corresponding matrix values are the hopping
distance values between the nodes.
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Fig. 1 Mapping snapshot to demonstrate hopping distance

3.4 Novelty Score Estimation

Each concept found in a document is assigned weight based on the number of
other concepts which are present under the same category. For example, in a
document, if there are n concepts associated with a concept X or those that come
under the same category as concept X, the weight assigned to the concept X will
be n+1. The summation of all the concepts weights gives the total value of the
document. Consider there are n concepts that have been spoken in a document.
The total weight W(d) of the document is given by

W(d) =X, W () )
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Where W(C;) is the weight of the concept C;. After the concepts in each document
are weighted, then those documents are compared with the input document to
compute the novelty score and those concepts that contributed to the novelty
score. When a concept of the input document is found in the comparing document
and if its weight is the minimum weight or equal to one, then that concept is
ignored and its weight is deducted. But if its weight is more than the minimum
weight, then its related or associated concepts are considered and are checked for
their occurrence in the comparing document. If found, the number of those
concepts found in the comparing document are used to deduct the weight of the
comparing concept. This is repeated for all the concepts in the input document.
The ratio of the new weight of the document to the initial weight of the document

gives the novelty score. Consider W(dldy) is the total weight of the computed
concepts in the document d with respect to document d.

Novelty score(dldy) = W(dld)/W(d) 3)

Where W(d) is the initial weight of the document. The weights of concepts that
are below or equal to the minimum weight are ignored and those that are above
the minimum weight are considered to be the combination of concepts that
contributed to the novelty score. These concepts are considered to be the novelty
regions of the input document with respect to the comparing document. Once the
concepts that contributed to the novelty of the document have been found, their
term occurrence is searched in the document. The sections or paragraphs that
contain those terms are retrieved to summarize the novelty regions of the
document.

4 Results and Observation

Initial experiments were done to find the change in the novelty scores by
introducing a survey paper in the corpus. We considered a survey paper of
wireless sensor networks domain whose concepts matched the concepts defined in
the Ontology at 7.2%. It is introduced in the dataset to observe if the novelty
scores of each document changes. Similarly we observed the changes with respect
to another survey paper which matched at 11.4% in the Ontology.

From the table 1, we observe that when a survey paper is introduced, the
number of documents for which the novelty has been reduced depends on the
number of concepts in the survey paper that are matched to the concepts defined in
ontology. The number of novelty reduced documents when compared with survey
pa-per(wireless sensor networks) matching 7.2% of concepts mapped in Ontology
is less than that of when compared with survey paper(wireless sensor networks)
matching 11.4% of concepts mapped in Ontology.

The table 2 shows the variation of novelty score of 10 research papers in the
wire-less sensor networks domain. From the table 2, we can identify 2 cases which
ex-plain the impact of survey papers on the research papers of that domain.
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Table 1 Novelty reduced Documents in each domain
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Sub-Domain Name Number of Number of novelty reduced documents after|
Documents comparison / Overall reduction in the Novelty
(%)
With Survey With Survey
Paper 1 Paper 2
Wireless networks 66 24 4.8% 40 9.2%
Wireless Sensor 54 28 7.18% 34 12.79%
Adhoc 57 25 5.8% 39 14.3%
Multimedia 28 12 3.8% 16 13.1%
Peer to Peer 45 28 6.2% 26 7.8%
Cloud Computing 8 4 0.73% 3 3.9%
Network Traffic 82 30 4.72% 38 6.59%
Security 94 25 5.26% 41 5.42%
QOS 64 29 6.2% 27 10.7%
Mobile 31 13 4.81% 15 12.77%
Web service 33 14 3.03% 14 3.12%
Optical Network 57 21 5.52% 31 7.85%
Biometrics 19 4 6.34% 6 12.11%
Others 247 86 3.9% 96 5.68%

Table 2 Novelty scores for sample documents in Wireless Sensor Networks domain

Document ID

Novelty Score

Initial Addition of Addition of
Survey Paper 1 Survey Paper 2

1 0.86017 0.779661 0.533898
2 0.527851 0.527851 0.527851
3 0.652174 0.304348 0.304348
4 0.608374 0.490148 0.608374
5 0.426667 0.426667 0.266667
6 0.875 0.791667 0.441667
7 0.974217 0.961326 0.810313
8 0.86017 0.779661 0.533898
9 0.757895 0.610526 0.6

10 0.86017 0.779661 0.533898
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1. The novelty score of the research paper reduces after comparing with
survey papers when more concepts or concepts with more depth (more
associated concepts) are matched with survey papers than any others.

2. The novelty score of the research papers does not reduce after com-
paring with survey papers when less number of concepts or concepts with
less depth(less associated concepts) are matched with survey papers.

5 Conclusion and Future Work

On the basis of the studies, it is concluded that the system has shown promising
results in identifying the relevant documents and filtering redundant documents
with respect to a given document, using LDA and Kullback Leibler Divergence.
The use of Ontology(Knowledge base) of a specific domain has enabled the
system to measure the novelty of a document belonging to that particular domain
and has highly contributed in the proper analysis of each document which in turn
effects the overall performance of the system. Since measuring the novelty of a
document is domain specific, the system requires a well-defined ontology for that
particular domain. Thus the novelty present in a research paper of a specific
domain is measured with respect to top relevant documents and given as a novelty
score for the research paper. The concepts in the document that contributed to the
novelty score are summarized to the user.

Our definition of novelty in research publication is based on the contribution of
new combination of concepts and its depth. It can be further enhanced by
analysing the contribution of each concept at the sentence level. The sentence
level approach analyse the definition of concepts explored at deeper level which
includes part of speech tagging, identifying entities etc. By improving the
definition of concepts in the Ontology, the results can be enhanced.
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Towards an Intelligent Decision Making Support

Nesrine Ben Yahia, Narjes Bellamine, and Henda Ben Ghezala

Abstract. This paper presents an intelligent framework that combines case-based
reasoning (CBR), fuzzy logic and particle swarm optimization (PSO) to build an
intelligent decision support model. CBR is a useful technique to support decision
making (DM) by learning from past experiences. It solves a new problem by retriev-
ing, reusing, and adapting past solutions to old problems that are closely similar to
the current problem. In this paper, we combine fuzzy logic with case-based reason-
ing to identify useful cases that can support the DM. At the beginning, a fuzzy CBR
based on both problems and actors’ similarities is advanced to measure usefulness
of past cases. Then, we rely on a meta-heuristic optimization technique i.e. Particle
Swarm Optimization to adjust optimally the parameters of the inputs and outputs
fuzzy membership functions.

1 Introduction

Decision making (DM) whenever and wherever it is happening is crucial to organi-
zations’ success. DM represents process of problem resolution based on four phases
as itis proposed by [1] and revisited by [2]: intelligence (problem identification), de-
sign (solutions generation), choice (solution selection) and review (revision phase).

In order to make correct decisions, we use the Case based reasoning (CBR) tech-
nique to support DM. CBR is a means of solving a new problem by reusing or
adapting solutions of old similar problems [3]. It solves a new problem by retriev-
ing, reusing, and adapting past solutions to old problems that are closely similar to
the current problem [4]. The most important part of a case-based reasoning system
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is the selection of the similarity measurement, because, if the one selected is in-
appropriate, the system will generate erroneous outputs. To address this problem,
Main et al. in [5] explain how fuzzy logic applies to CBR.

Fuzzy logic is similar to the process of human reasoning and it lets people com-
pute with words [6]. It is useful when the information is too imprecise to justify and
when this imprecision can be exploited to realize better rapport with reality [6].

Thus, in this paper we combine the use of fuzzy logic and case-based reasoning.
Then, in order to make more efficiency, an optimal design of membership functions
of fuzzy sets is desired [7]. Therefore, we rely on a meta-heuristic optimization
technique i.e. Particle Swarm Optimization to adjust the parameters of the inputs and
outputs fuzzy membership functions. We select this technique thanks to its ability
to provide solutions efficiently with only minimal implementation effort and its fast
convergence [8].

The outline of this paper is as follows. In section two, we begin with a brief back-
ground to illustrate the crucial concepts involved in case-based reasoning and fuzzy
logic followed by a discussion of the usefulness of combining these two techniques
to support decision making. In section three, we present our fuzzy case-based rea-
soning process. In section four, PSO is used to optimize the proposed process by
optimizing the membership functions of fuzzy sets.

2 Fuzzy Case-Based Reasoning Supported Decision Making

2.1 Opverview of Case Based Reasoning and Fuzzy Logic

Thanks to Case-based reasoning (CBR), we can learn from past experience and
avoid repeating mistakes made in the past. CBR process is based on four steps: (a)
identifying key features, (b) retrieving similar cases, (c) measuring case similarity
and selecting best ones (d) modifying and adapting the existing solution to resolve
the current problem [9]. According to classic or crisp logic each proposition must
either be true or false, however fuzzy logic [6] is a solution to represent and treat the
uncertainty and imprecision using linguistic terms represented by membership func-
tions. Fuzzy logic process is based on three phases: fuzzification, fuzzy inference,
and defuzzification. Fuzzification transforms the crisp values into fuzzy values and
maps actual input values into fuzzy membership functions. The membership func-
tion of a fuzzy set A is defined by u4(x) and it represents the degree of membership
of x to the fuzzy set A. The second phase in the fuzzy logic process involves the in-
ference of the input values. The fuzzy inference system generates conclusions from
the knowledge-based fuzzy rule set of IF-THEN linguistic statements. The final
phase is the defuzzification where fuzzy results are converted into crisp values.
There are several advantages of using fuzzy logic techniques to support the case-
based reasoning in the retrieval stage [10]. First, it simplifies comparison by con-
verting numerical features into fuzzy terms. Second, fuzzy sets allow simultaneous
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indexing of a case on a single feature in different sets with different degrees of
membership which increases the flexibility of case matching.

2.2 Similarity Measurement in CBR

In this paper, we consider a case i as a set of (4;, P;, Alt;, S;) where A; represents
the actor involved in the case (who lived the experience), P; represents the problem,
Alt; represents the different proposed alternatives to solve P; and S; represents the
choice among alternatives.

Then, to measure similarity, we distinguish between two types of similarity: one
between current situation problem and problems saved in past cases and another
between current situation actor and actors saved in past cases. Similarity between
two elements i and j (two problems or two actors) is computed using the function
CalculSimilarity(element i, element j) described in Fig. 1.

Float function CalculSimilarity(element i, element j) {
W, ))=0;
For each element attribute a do
If a is nominal, mono-valued andi.a = j.a then
W, j)=W(, j) +1;
Else if a is nominal, multi-valued then
Foreach valueia.v=1...kdo
Foreach valuej.a.w=1...mdo
If i.a.v =j.a.w then W(i, j) = W(i, j) +1;
End if
Break;
End for
End for
Elseif a is continuous then
W, j)=W(. j) +1-calia-j.al;
Endif
End for
Return W(i, j);
H

Fig. 1 Calculus of weights

For example, we will apply this function to measure similarities between actors’
attributes (an element consists in an actor) then we consider that each actor A, is
characterized by the set of attributes (languages, nationality, topics of interest, age).
For the nominal attributes (Languages, Topics of interest and Nationality) the weight
is incremented by 1 for each similar attributes but for the continuous attribute (Age),
we set o to 0.035 (o =1/28 where 28 is the difference between the minor age 25 and
the greater one 53). In addition, we suppose given an actor A,r.n; characterized by
a set of attributes as follows ((Arabic, English, French), (Tunisian), (CSCW, KM,
DM), 25), Table 1 illustrates the compute of the similarities between attributes of
past actors cases and attributes of A yrens- Problems’ similarities are calculated with
the same manner. The global similarity between current and past cases is then the
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Table 1 Calculus of similarities between Acyren; and actors saved in past cases

Languages Nationality Topics of inter- Age Similarity with Acyrrens
est
Arabic, French Tunisian IR, DB, KM 30 0.53
Arabic, French French Al KM 28 0.4
English, French French CSCW,BPM 42 0.32
Arabic, English, Spanish Spanish SOA, SMA 35 0.21
Arabic, English, French Tunisian KM, DM 25 1
English, French French DB, SGBD 53 0.12
French, Spanish Spanish SE, OS 29 0
French, Spanish French WwWw 45 0.1
Arabic, English, French English PL, CSCW 35 0.51

sum of the similarity between current and past problems with the similarity between
current and past actors. As these values are crisp, each case is classified as useful or
not useful for the current situation. In fact, if we propose a threshold t then each case
with the degree of similarity exceeds t is classified as useful else it is not useful. In
next section, we rely on fuzzy logic to fuzzy these values and represent uncertain
cases.

2.3 Using Fuzzy Logic to Support CBR

In the proposed fuzzy logic process, two inputs are considered which are likeness
and closeness and one output which consists of usefulness. Likeness and close-
ness variables represent respectively the values of problems’ and actors’ similari-
ties. Each variable has three linguistic values: likeness has the values (low, medium,
high), closeness has the values (minor, average, major) and usefulness has the val-
ues (poor, good, excellent). In this paper, we use triangular membership functions
feature, which is specified by three parameters, as it is characterized by a mathe-
matical simplicity. The inputs membership functions parameters, in our case, are
a;j, bij, c;j where i € [1..2] represents i linguistic variable and j € [1..3] represents
7™ linguistic value of i’ linguistic variable and the outputs membership functions
parameters aj, bj, c; where j € [1..3].

The fuzzy inference system makes conclusions using the knowledge-based fuzzy
rules which is based on a set of IF-THEN linguistic statements. In this paper, the
MIN-MAX inference method is used. It consists in using the operators min and
max for respectively AND and OR. Table 2 illustrates the matrix inference of our
fuzzy control system.

Once the functions are inferred and combined, they are defuzzified into a crisp
output which drives the system. In our case, defuzzification of the output variable
usefulness is based on Center Of Gravity defuzzification method.
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Table 2 The proposed fuzzy inference system

Likeness/Closeness  minor average major
low poor poor good
medium poor good excellent
high excellent excellent excellent

3 Using Particle Swarm Optimization in FCBR

3.1 Overview of Particle Swarm Optimization

Particle Swarm Optimization (PSO) is introduced in [11] as a new evolutionary and
metaheuristic computation technique inspired by social behavior simulation of fish
schooling. We select this technique thanks to its ability to provide solutions effi-
ciently with only minimal implementation effort and its fast convergence [8]. The
population in PSO is called a swarm where the individuals, the particles, are candi-
date solutions to the optimization problem in the multidimensional search space. For
each iteration t, every particle i is characterized by its position x;(t) and its velocity
vi(t) which are usually updated synchronously in each iteration of the algorithm.
Each particle converges towards positions that had optimized fitness function values
in previous iterations by adjusting its velocity according to its own flight experi-
ence and the flight experience of other particles in the swarm. There are two kinds
of position, Pbest; that represents personal best position of particle i and Gp,g that
represents the global best position obtained by all particles [12]. In this paper, we
choose the PSO version with constriction factor for its speed of convergence [13].
In this case, the position x;(t+1) and velocity v;(t+1) at the iteration t+1 for particle
i are calculated using following formulas:

xi(t+1):xi(t)+vi(t) (1)

Vit 4+ 1) =K (vi(t) +c1xry  (Pbest;— xi(t + 1))+ caxrp % (Gpesy —xi(t+1)) (2)

Where K: the constriction factor given by K =2/ |2 -c - V2 - 4c |
With c=c; + ¢, and ¢c>4.

r1 and rp: random numbers between 0 and 1.

c1: self confidence factor and ¢;: swarm confidence factor.

3.2 Using PSO to Optimize the Proposed FCBR

In this approach, we rely on PSO to optimally adjust the inputs’ parameters: a;;, b;;,
cij wherei € [1..2],] € [1..3] and the output’s membership functions parameters a;,
bj, cj wherej € [1..3]. The fitness function, in our case, consists of the error function
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of cases retrieval which must be minimized. The evolution of PSO Algorithm can
be summed up in the following pseudo code:

1. Initial swarm population is composed of 30 particles, Number of Iterations is
1000, cy= 2.8 and c»=1.3. The choice of the population size, the values of ¢,

and ¢ are based on the study done in [14] and initial positions and velocities of
particles are randomly generated.

The fitness of each particle is calculated.

The local best of each particle Pbest; and the global best Gy, values are updated.
If the maximum iteration number is reached, the best set of parameters is given.

Otherwise, position and velocity of each particle are updated using (1) and (2)
and we loop to 2.

Nk

4 Tests

In this section, we aim to test the proposed fuzzy logic process with setting differ-
ent values of input variables (likeness and closeness) and getting values of output
variable (usefulness) as it is shown in Table 3.

Table 3 Data tests

Likeness Closeness Usefulness

2.0 5.0 2.5000000000000053
55 5.5 5.603448275862117
5.2 2.1 3.180850532598447
2.5 4.6 2.500000000000006
1.5 8.3 5.000000000000018
3.9 1.8 2.5000000000000213

5 Conclusion

In this paper, we present a mixed framework that combines case-based reasoning
(CBR), fuzzy logic and particle swarm optimization to build an intelligent decision
support model. CBR is used to search and retrieve past useful cases that can help in
the current problem resolution. The similarity measurement is based on both prob-
lems and actors similarities. Then in order to support CBR, fuzzy logic is used to
avoid instable cases retrieval in case of uncertainty and imprecision. In order to make
more efficiency, we rely on Particle Swarm Optimization to adjust the parameters of
the inputs and outputs fuzzy membership functions.
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An Approach to Identify n-wMVD for
Eliminating Data Redundancy

Sangeeta Viswanadham and Vatsavayi Valli Kumari

Abstract. Data Cleaning is a process for determining whether two or more records
defined differently in database, represent the same real world object. Data Clean-
ing is a vital function in data warehouse preprocessing. It is found that the prob-
lem of duplication /redundancy is encountered frequently when large amounts of
data collected from different sources is put in the warehouse. Eliminating redun-
dancy in the data warehouse resolves conflicts in making wrong decisions. Data
cleaning is also used to solve problem of “wastage of storage space”. One way of
eliminating redundancy is by retrieving similar records using tokens formed on
prominent attributes. Another approach is to use Conditional Functional Depen-
dencies (CFD’s) to capture the consistency of data by combining semantically
related data. Existing work on data cleaning do not deal with the case of multi-
valued attributes. This paper deals with nesting based weak multi-valued depen-
dencies (n-wMVD) which can handle multi-valued attributes and redundancy
removal. Our contributions are of two fold (i) An approach to convert the given
database to wMVD (ii) Implementation of n-wMVD to eliminate redundancy. The
applicability of our approach was tested. The results are encouraging and are pre-
sented in the paper.

Keywords: Conditional Functional Dependencies (CFD), weak Multi-valued De-
pendencies (WMVD), nesting based weak Multi-valued Dependencies (n-wMVD).
1 Introduction

Data warehouses collect large amounts of data from a variety of sources. They
load and refresh continuously, so that the probability of some sources containing
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redundant information can be eliminated. Further, even data warehouses are used
for decision making, so the correctness of the data is vital to avoid inferring wrong
conclusions. [2]

Data cleaning is a complex process in data warehousing that deals in detecting
and removing inconsistencies (redundancies) to improve data quality. Data clean-
ing should be performed together with schema related transformations. [3] Data
cleaning determines redundancy by considering any two tuples to see whether
both refer to the same real world object. Then it either combines the tuples to
represent the consolidated information if they are similar or retains only one of
them if they are exactly same.

The existing techniques for data cleaning are multi-fold. One way is achieved
by Tokenization. This allows finding tokens on prominent attributes. The work
that depends on the data may not be efficient in identifying exact duplicates. Con-
ditional Functional Dependencies (CFDs) can identify inconsistencies by forming
appropriate application specific integrity constraints. Violations of CFDs result in
redundancy and can be detected using SQL. This is a constraint based method of
improving data quality. It can deal with the situation with single valued dependen-
cies but not with multi-valued dependencies.

This paper introduces an extension of CFDs referred to as weak Multi-Valued
Dependencies (wWMVD) to deal with multi-valued attributes and n-wMVDs in
capturing inconsistencies.

The remaining paper is organized into sections, where section 2 discusses re-
lated work, section 3 introduces how to eliminate redundancy, section 4 explains
methodology to reduce redundancy, section 5 deals with experimental analysis
and section 6 concludes the paper.

2 Related Work

Existing technique for removing redundancy is token management [3]. In this
method tokens are formed using attributes of the database to get all similar records
together. Token management includes

(i) Selection and Ranking of fields.  (ii) Formation of Tokens based on Ranking.
(iii)Sort the database using the tokens (iv) Detection of duplicates and elimination.

It uses pre-determined threshold named Similarity Match Count (SMC) to decide
on a match between to input records.

(a) If (SMC = 1.0) is a perfect match

(b) Elseif (SMC<=0.99 and SMC >=0.67) then is a near match
(c) Elseif (SMC<=0.66 and SMC >=0.33) then it may match
(d) Else it do not match (no match)

This cannot be done in unstructured databases.
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According to [4] an unstructured database can be handled by forming applica-
tion specific integrity constraints called Conditional Functional Dependencies
(CFD’s).

Definition 1 (CFD’s): Consider a relation schema R defined over a fixed set of
attributes attr(R).
ACFD ®onRisapair R: X — Y, Tp), where

@) X, Y are sets of attributes from (R),
(i1)) R :X — Y is a standard FD, referred to as the FD embedded in ®@; and

(iii) Tp is a tableau with all attributes in X and Y, referred to as the pattern
tableau of ®, where for each A in X or Y and each tuple t ETp, t[A] is
either a constant ‘a’ in the domain dom(A) of A, or an unnamed variable
‘. If A appears in both X and Y, we use t[A;] and t[Ag] to indicate the
A field of t corresponding to A in X and Y , respectively. We write ® as
(X — Y, Tp) when R is clear from the context.

A first step for data cleaning is the efficient detection of constraint violations in
the data. Given an instance I of a relation schema R and a set ¥ of CFDs on R, it is
to find all the inconsistent tuples in I, i.e., the tuples that (perhaps together with
other tuples in /) violate some CFD in X.

3 Eliminating Redundancy

This paper introduces an extension of CFDs referred to as weak Multi-Valued
Dependencies (wWMVD) to deal with multi-valued attributes. wWMVDs are capable
of capturing inconsistencies using Nesting.
Our contributions in this paper are in
two phases. In the first phase we prove »
that the given database is in wMVD by
considering conditions. In second phase
we use the concept of nesting [5] to
eliminate redundancy in the database.
The overall architecture of our system

Phase [

¥ exffication of whiVD Rules ‘

is shown in Figure 1. The system is di- WV D satified database
vided into two phases. Phase Il
=i Field Idertification for Nesting
Phase I: In this phase, first we consider T J'mc :
. . e oL mplemerdation of ne of1
a database and if satisfies conditions to M WMYD mbase(wﬁm

prove it is wMVD. ‘
|

Definition 2 (wMVD): Let R be a rela-

tion schema and X, Y are sets of Fig. 1 A model for achieving n-wMVD
attributes, where X, Y & R. A weak

multivalued dependency (wMVD) is an expression X-w->Y and the relation R is
said to satisfy the wMVD X-w->Y,
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if and only if for all tuples t1, t2, t3 € R such that

t1I[XY] = 2[XY] and t1[X(R-Y)]= (3[X(R-Y)]
there is some tuple t4 & R such that
t4[XY] = 3[XY] and H[XR-Y)]= 2[X[R-Y)]

Example: Suppose we have the relation schema Flat Relation (DANCE) with
attributes Course (C), Lady (L) and Gentleman (G). The intention is to record
information about who partners up with whom in which course. Naturally, some
pairs do not change their partners at all, but sometimes pairs switch. The following
is a hypothetically small relation over DANCE shown in Table 1.We can prove that
the Table 1. Flat relation satisfies wMVD.
Let us assume first 5 Tuples in Flat Relation are mapped as follows
2—tl, 3—t4, 4—t3 and 5—t2
and attributes X — C, Y — L and (R-XY) —»G
then the following conditions hold good
t1(CL) = t2(CL) t4(CL) = t3(CL)
tI(G) = t3(G) t4(G) = t2(G)
C-w->L is proved.

In this relation, the pairs (Lorena,Flavio) and (Flor,Ruy) have switched at least
once while the pair (Racquel,Jose) always dance together. It is evident that this
relation does not satisfy the MVD Course->>Lady, for instance because Racquel
never dances with Flavio. However, the relation does satisfy the weak MVD
Course-w-> Lady.

Phase II: In this phase, we prove that nesting in wMVD (n-wMVD) helps in re-
ducing redundancy and wastage of space.

The first normal form condition of relational model is restrictive for some
applications.

Definition 3 (First Normal Form): A relation is said to be in First Normal Form
(INF) if and only if each attribute of the relation is atomic. More simply, to be in
INF, each column must contain only a single value and each row must contain the
same number of columns.

Complex-valued data models can help us to overcome several limitations of re-
lational data model in designing many practical data base applications. One of the
complex-value data model is the nested relational model in which an attribute
contains an atomic value or a nested relation.

Definition 4 ( Nesting): Nesting is a fundamental operation for the nested rela-
tional data model, in which data tuples that have matching values on some fixed
attribute set can be represented as a single nested tuple by collecting set of the
different tuple values on the remaining attributes. This concept can be explained
by using Table 1 as input and result is shown in Table 3.
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4 Methodology

This section includes two algorithms to convert the given flat database to nested
database to reduce redundancy.

Algorithm 1. It deals with the conversion of flat database to wMVD satisfied
database.

Algorithm 2. It deals with the conversion of wMVD database to n-wMVD da-
tabase.

Algorithm 1 returns a database which satisfies wMVD. We can clearly observe
from the given input database (Table 1) contains 17 tuples. After verifying (Table
1) with the algorithm 1 a resultant table produced 14 tuples as an output which is
wMVD database shown in (Table 2). The tuples which do not satisfy the given
four conditions are removed and remaining tuples are retained in the database. It
is clearly observed that a tuple (Latin, Racquel, Jose), (Raquel, Jose) do not pair
with others. Such a tuple is retained in the database. Whereas tuple (Latin, Flor,
Martin), “Flor” is paired with others but “Martin” never paired with others. Such
tuples are removed as they are not satisfying wMVD conditions. So, all such
tuples are deleted from the database.

Algorithm 1: Flat relation to wM VD conversion

Input : A Flat Relation or Database (DB)
Output : Database table which satisfy weak multi-valued dependency (WDB)
Assumptions : Cursor (CR) Variables = { C1, Ty, Tp, T3, T4, X },

DB Attributes C ( Course ) , L (Lady ), G ( Gent)

* N’ represents total no of records in the DB
Method : Entire Database is scanned for identifying the

pairs of tuples satisfying wmvd

1. Select the first record from the DB into Cursor X

2. Begin

3. Open Cursor X

4.  Fetch a record from the Cursor X into T}

5. ForIin1toN do

6. For each tuple (C1.Tx) in DB do

7. If (T,.C= C1.Tx) and (T;.L = C1.Tx.L) then

8. If (T,.G=C1.Tx.G) then

9. Continue to select next record from the C1.Tk;

10. Else

11. If (T,.C=Cl1.Tx.C and T,.L = C1.Tx.L and T,.G<> C1.Tx.G ) then
12. Store the attribute values of C1.Tk into corresponding ones of T,
13. End if

14. End if

15. End if

16. For each tuple (C1.Tk) in DB do

17. If (T,.G<> C1.Tk.G) then

18. Continue to select next record from C1.Tx

19. Else
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20. If (T,.C=C1.Tx.C and T|.G =CI1.Tx.G and T,.L. <> C1.Tx.L) then

21. Store the attribute values of C1.Tx into corresponding ones of T;
22. End if
23. End if
24. For each tuple (C1.Tk) in DB do
25. If (T3C = ClTKC and T3L = ClTKL and T2G = TlG ) then
26. Store the attribute values of C1.Tg into corresponding ones of T,
27. End if
28. If (TIC = T2C and TlL = T2L and TlG = T2G and

Tl.G = T3G and T2G = T4G) then
29. Insert all the four tuples (T, T,, T3, T,) values into the Database
30. End if
31. End for
32. End for
33. End for
34. Fetch the next record from the Cursor X into T
35. End for
36. Insert the distinct tuples ( L should have exactly

one relation with G and vice versa ) into the WDB
37. End Begin

Table 1 Flat Relation Table 2 wMVD Relation

T-1d Cou Lady(L) Gentle T- Cou Lady(L) Gentle
rse(C) man(G) Id rse(C) man(G)

1 Latin  Racquel Jose 1 Latin  Racquel Jose

2 Latin Lorena Flavio 2 Latin  Lorena Flavio

3 Latin  Flor Ruy 3 Latin  Flor Ruy

4 Latin  Flor Flavio 4 Latin Flor Flavio

5 Latin Lorena Ruy Z ]§at}n Lorepa Ruy

6 Swing Dulcinea Quixote wing Dulc;nea Quixote

7 Swing Dulcinea Sancho

7  Swing Dulcinea Sancho 8 Swing Theresa  Sancho

8 Swing Theresa  Sancho 9 Swing Theresa  Quixote

9 Swing Theresa Quixote 10 Street Beatrice  Dante

10 Street Beatrice Dante 11 Street  Eve Tupac

11 Street Eve Tupac 12 Street Queenl. DMX

12 Street QueenL. DMX 13 Street  Eve DMX

13 Street Eve DMX 14  Street QueenL. Tupac

14 Street QueenL. Tupac

15 Latin  Flor Martin

16 Swing Dulcinea DavidSon

17 Street Eve Quixote
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The concept of nesting is a useful notion in the study of non-first-normal-form
relations [6].

Let U be a set of attributes and R a relation over U. In this Relation an attribute
will either be an ordinary attribute or a nested set of attributes. Let X, Y attributes
of R and subsets of U.

Let ® #X< U and Y=U-X

NESTx (U, R) = (Ux,Rx)

where Ux is a set of attributes, equal to (U-X).

Rx= {tIJa tuple u € my(R) such that t[Y] =u and t[X]={v[X]lVER and

v[Y]=u}}.

Example
Consider the relation
(U={C, L, G}, R) in Table 1.
Nestg(U, R)=( {C, L, G' }, R))
where G'is a multi-valued data of G
R, is a nested relation which is shown in Table 3

Algorithm 2 [1] returns a database which satisfies n-wMVD. The output of Algo-
rithm 1 (Table 3) is given as an input to Algorithm 2. It converts the wMVD data-
base (Table 3) into n-wMVD database (Table 2).

Table 3 n-wMVD Relation

Tuple-1d Course(C) Lady(L) Gentleman(G)
1 Latin Racquel {Jose}
2 Latin Lorena {Flavio, Ruy}
3 Latin Flor {Flavio, Ruy}
4 Swing Dulcinea {Quixote, Sancho}
5 Swing Theresa {Quixote, Sancho}
6 Swing Beatrice {Dante}
7 Street Eve {Tupac, DMX}
8 Street Queen L. {Tupac, DMX}

5 Experimental Analysis

In this section, we present our findings about the performance of our schemes for
reducing redundancies over wM VD databases.

Setup: For the experiments, we used postgres SQL on Windows XP with 1.86
GHz Power PC dual CPU with 3GB of RAM.

Data: Our experiments used Adult Database (UCI) with a few synthetic attributes
addition.

There are two alternative evaluation strategies for the comparison of flat and
nested relations. 1. Time for Query Execution. 2. Size of the Relation.
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Time for Query Execution: We studied the impact of reduced redundancy in the
nested relation by varying time. In this we considered number of tuples whose
value varied from 100 to 700 tuples in 100 increments can be observed in Table 4
and Fig.2.

Table 4 Times for Query Execution

[No.of |[Flat Relation| NestedRelation

[Tuples|[Time(msec) | Time(msec) = 2
100 0.605 0.157 23 — Flat
200 1.249 0.19 ’gi 7(1 ] Relation
300 1.659 0.225 o Nested
400 | 2218 0.27 100 300 500 700 Relation
500 3.061 0.33 Number of Tuples
600 3.242 0.357
700 43 0.37

Fig. 2 Graph representing Query Execution time
Size of the Relation: In this experiment we investigated how the redundancy is

reduced by considering the space occupied by the flat and nested relations on the
disk by varying number of tuples can be seen in Table 5 and Fig. 3.

Table 5 Size of the Relation

No. of | Flat Relation [Nested Relation

Tuples| Size(KB) [Size(KB) 80 1 e Flat
100 16 8 TE 60 Relation
200 | 24 9 2 ‘2‘8 l = ested

T Relation
300 32 9.5 ﬁ
400 40 10 0
500 48 16 100 300 500 700
600 56 20 Number of Tuples
700 64 15

Fig. 3 Graph representing size of the Relation

6 Conclusions

We presented, the nesting based wMVD’s (n-wMVD’s) proved to be good in
eliminating redundancy in generalized databases. We considered a single attribute
for nesting and showed the experiments resulting in space and time saving of
nested relation over a flat relation. There is naturally much more to be done,
first to remove redundancy on fly databases (incremental databases), second
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application of nesting on different unstructured and semi structured data and third
extending of nesting on multiple attributes and to verify with different attribute
combinations.
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Comparison of Question Answering Systems

Tripti Dodiya and Sonal Jain

Abstract. Current Information retrieval systems like Google are based on key-
words wherein the result is in the form of list of documents. The number of re-
trieved documents is large. The user searches these documents one by one to find
the correct answer. Sometimes the correct or relevant answer to the searched key-
words is difficult to find. Studies indicate that an average user seeking an answer
to the question searches very few documents. Also, as the search is tedious it de-
motivates the user and he/she gets tired if the documents do not contain the con-
tent which they are searching for. Question-answering systems (QA Systems)
stand as a new alternative for Information Retrieval Systems. This survey has been
done as part of doctoral research work on “Medical QA systems”. The paper aims
to survey some open and restricted domain QA systems. The surveyed QA sys-
tems though found to be useful to obtain information showed some limitations in
various aspects which should resolved for the user satisfaction.

Keywords: Information retrieval systems, Question Answering system, Open QA
systems, Closed QA systems.

1 Introduction

Current search engines are based on keywords wherein the result is in the form of
list of documents. The number of retrieved documents is large. For instance: que-
rying about obesity results in more than 186,000,000 documents. The user
searches these documents one by one to find the correct answer. Sometimes the
correct or relevant answer is difficult to find. Studies indicate that an average user
seeking an answer to the question searches very few documents. Also, as the
search is tedious, it demotivates the user and gets tired if the documents do not
contain the content which they are searching for.
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QA systems, unlike information retrieval (IR) systems, can automatically ana-
lyze a large number of documents and generate precise answers to questions posed
by users. These systems employ Information Extraction (IE) and Natural Lan-
guage Processing (NLP) techniques to provide relevant answers. QA systems are
regarded as the next step beyond search engines [8].

While the research on automated QA in the field of Artificial Intelligence (AI)
dates back to 1960s, more research activities involving QA within the IR/IE com-
munity have gained momentum by the campaigns like TREC evaluation which
started in 1999 [10]. Since then techniques have been developed for generating
answers for three types of questions supported by TREC evaluations, namely, fac-
toid questions, list questions, and definitional questions.

2 Literature Survey

QA systems are classified in two main parts [8]: (a) open domain QA system (b)
restricted domain QA system.

Open domain QA systems deal with questions about nearly everything and can
only rely on general ontology and world knowledge [8]. Alternatively, unlimited
types of questions are accepted in open domain question answering system.

Restricted domain QA systems deal with questions under a specific domain (for
example, biomedicine or weather forecasting) and can be seen as an easier task
because NLP systems can exploit domain-specific knowledge frequently forma-
lized in ontology. Alternatively, limited types of questions (or questions related to
a particular domain) are accepted in restricted domain system.

Some of the open domain QA systems and restricted domain QA systems are
surveyed as part of the research work on “Medical QA Systems”.

2./ START(SynTactic Analysis Using
ReversibleTransformations)

START is the world’s first Web-based open QA system developed by Boris Katz
and associates in December 1993 [3]. Currently, the system answers questions
about places, movies, people, dictionary definitions, and more. START parses in-
coming questions, matches the queries created from the parse trees against its
knowledge base (KB) and presents the appropriate information segments to the
user. It uses a technique “natural language annotation” which employs natural lan-
guage sentences and phrases “annotations” as descriptions of content that are
associated with information segments at various granularities. An information
segment is retrieved when its annotation matches an input question. This tech-
nique allows START to handle variety of questions from different domains [3].

START system was tested using some sample questions related to various
domain, and most of them were answered. Resluts were precise and few of
them were supported with images. Figure 1 shows the question and the result
displayed along with the source. However, dissatisfaction was observed in some
cases. For instance, output for question “procedure for kidney stone removal” was
unsuccessful as shown in Figure 2.
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START's reply

=== what is obesity
Obesity

Obesity is a medical condition in which excess body fat has accumulated to the extent that it may have an adverse effect on health, leading to reduced life exj
and/or increased health problems MR ody mass indesx (BMI), a measurement which compare s weight and height, defines people as overweight (pre-obese]
BMI is bebween 25 and 30 kg/m?, and obese whenitis greater than 30 kgfm? Bl

Source: Wikipedia

Fig. 1 START QA result along with source

ST ARIT"s n~eppIn

=———= procedure for kidnew stene remowval

I don't kknoww the answwer.

- To boaclt to the ST ART disaloo warmincl o,

Fig. 2 START QA result for restricted domain question
Limitations

The survey results concluded that START answered to almost many questions
pertaining to different domains, but when questions are more related to restricted
domain, many were unsuccessful.

START can be accessed at http://start.csail.mit.edu/

2.2 Aqualog

Venessa lopez et al. in [11,12] discusses Aqualog as a portable QA system that
takes queries in natural language, an ontology as input, and returns answers drawn
from knowledge bases (KBs), which instantiate the input ontology with domain-
specific information. The techniques used in Aqualog are:

It makes use of the GATE NLP platform in linguistic component

String metrics algorithms

WordNet (open domain ontology)

Novel ontology-based similarity services for relations and classes, to make
sense of user queries with respect to the target knowledge base.

Aqualog is coupled with a portable and contextualized learning mechanism to ob-
tain domain-dependent knowledge by creating a lexicon [11,12]. It is portable as
its architecture is completely independent from specific ontology’s and knowledge
representation systems. It is also portable with respect to knowledge representa-
tion, because it uses a modular architecture based on a plug-in mechanism to
access information about an ontology, using an OKBC-like protocol. AqualLog
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uses KMi ontology and is coupled with the platform WebOnto, a web server
which contains the knowledge models or ontologies in an OCML format.

Limitations

e Aqualog does not handle temporal reasoning. The results are not proper for
questions formed with words like: yesterday, last year etc.

e It does not handle queries which require similarity or ranking reasoning. For in-
stance: “what are the top/most successful researchers?”.

e It does not handle genitives. For example: What’s, Project’s etc.

2.3 MedQA (Askhermes)

MedQA developed by Lee et al. [7] is a biomedical QA system. It is developed to
cater to the needs of practicing physicians. The system generates short text an-
swers from MEDLINE collection and the Web. The current system implementa-
tion deals with definitional questions, for example: ”What is X?”. Figure 3 shows
sample question “kidney stone removal” with output extracted from Google,
PubMed and OneLook along with time taken to search the result.

+ | Time taken:180ms

Question: Kidney stone remaval
Related Questions
Mo related ouestion!

You asked:kidney stone removal

Clustered Answers  Ranked Answers | Content Clusered Answers
[kidney stone removal]

« The aLthars present their experience with the endoscopic kidney stone remeoval in peciatric patients. [Holman: 1983]Human)

« Onthe basis of these they emphasize that the aversion from the endoscopic Kidney stone removal in pediatric patients—if someane ha
the necessary skilk-is causeless. [Holman: 1988 |{Human}

« Hemorrhage is the main complication of percutaneous kidney stone removal. [Kirschner. {955]{Human}

« Considering the present problems and limitations of kidney stone removal laparoscopy, the aim of this research is to design and fabric
a novel tactile sensory system capable of determining the exact location of stones during laparoscopy. [Elnaz:2011

« Diagnosis and surgical procedure are described, including the use of a flexible ureterorenoscope to Tacilitate kidney stone
removal. [Gramegna 2003]{Human}

Fig. 3 MedQA results with the posted question

Limitations

Minsuk Lee et al. in [2,7] concluded that MedQA out-performed three online in-
formation systems: Google, OneLook, and PubMed in two important efficiency
criteria; a) time spent and b) number of actions taken for a physician to identify a
definition. However, some limitations observed are:

e Capacity is limited due to its ability to answer only definitional question.

e Another important issue is speed. As the QA systems needs to process large
documents and incorporates many computational intensive components it con-
sumes more time.

e It does not capture semantic information which plays an important role for an-
swer extraction and summarization.

MedQA can be accessed at www. askhermes.org/MedQA/
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2.4 HonQA

HonQA developed by HON (Health On the Net) foundation is a multilingual bio-
medical system useful for both patients and health professionals [13]. It is
restricted domain and has multilingual support in English, French and Italian lan-
guages. Figure 4 shows the advanced search option with selection of the language
and source for the search. By default the search is done in the database of certified
websites.

HONQA Advanced Search
question what is obesity
language English
database Health Quality websites | v

allh Qualily websiles
number of answers | All medical websites
MEDLINE

Ask
lAnswers: Language: Expected qusstion type Expected medical type:  Rate answers.
ko English deinitiun e 15 it apprupriate ur ol ?

1: Answer from www.webmd.com
Obesity is an excess proportion of tatal body fat

v x

[2: Answer from www.medicinenet.com
[The definition of obesity varies depending on what one reads, but in general, it is a chronic condition defined by Y x
an excess amount body fat

: Answer from addictions.about.com

v x
Obesity refers to a person being excessively overweight

b: Answer from weightloss.about.com
Uverweight and obesity are also commonly determined by calculating an ndmdual’s body mass ndex

x

Fig. 4 Search results of HonQA

The results displays multiple definitions, source, question type and medical
type. The user is also asked to rate the answer for further reference.

Limitations

The survey results shows that HonQA results are short definitional answers, whe-
reas the users expect more details pertaining to the query. Time taken to extract
the answers is high.

HonQA can be accessed at www.hon.ch/QA/

2.5 QuALM

Michael kaisser et al. in [6] describes the demo of QuALiM open domain QA sys-
tem. The results are supplemented with relevant passages. In [6] Wikipedia is used
as search engine. QuALiM uses linguistic methods to analyse the questions and
candidate sentences in order to locate the exact answers [5].

Limitations

Michael kaisser et al. in [6] concluded with some issues faced regarding the delay
caused due to search engines API’s, post processing delay and results fetched
from Wikipedia that needs to be resolved.
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3 QA Systems in Other Languages

QA Systems generally have been developed in English as majority of documents
available on the internet are in English. However, there are examples of QA sys-
tems that have been developed in foreign languages like Arabic, Spanish etc.

Table 1 QA systems in other languages

Name Language |Details

AQUASYS [9] |Arabic Fact based questions

QARAB [1] Arabic Extracts answers from Arabic newspapers

GeoVAQA [4] |Spanish |Voice Activated Geographical Question Answering System

Table 2 Comparative study of open and restricted domain QA systems

ystem observed Start Aqualog | MedQA HonQA Qualim
paper ref.] [3] [11,12] [2,7] [13] [5,6]

Features
Open/Restricted do- Open Restricted |Restricted| Restricted Open
main
Language used for Common Java Perl Not specified Java
Implementation LISP
'Wordnet support Yes Yes No Not specified Yes
Ontology support Yes Yes No Not specified No
Ontology portability | Not required Yes No No Not required
Supports multilingual Yes No No Yes No
documents
Language used to dis- English English English | English, Ital- | English
play result ian, French

4 Evaluation and Results

For the evaluation, sample questions were generated for open and restricted do-
main QA systems. The medical QA systems were evaluated by doctors and their
satisfaction level with 5 point likert scale was recorded. Restricted domains were
tested with MedQA, HonQA and START while for open domain START was
used. Some sample questions were not answered which we considered as dissatis-
factory for the result. Table 3 lists some sample questions.
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Table 3 Sample questions input to QA systems

Open Domain Restricted Domain

'Who is the president of India \What is length of large intestine

'When was Gandhiji born 'What is the function of pancreas

'Who invented electricity 'What is normal blood pressure in adult

'Which is fastest flying bird 'Which are the reproductive organs of human body
'Which country has the largest army How to calculate BMI

'Who is world’s fastest runner How many bones are there in human body

How many planets are there in the milky way When was penicillin invented

The evaluation results in case of restricted and open domain systems are given
below.

very satisfed very very satisfied very
dissctisfactory % dissatisfactory
0% neutral 7%
0%

MedQA

HonQA

Fig. 5 Results of HonQA and MedQA for restricted domain sample questions

very very satisfied
dissatisfactory &% very
0% satisfied dissetisfactory
¢
8% 0%

very satisficd
0%

neutral

START QA STARTQA
Open domain Restricted domain

Fig. 6 Results of START QA for restricted and open domain sample questions

Looking at the above results, we can conclude that the user satisfaction level in
case of restricted and open domain QA systems is less. As per the oral inputs giv-
en by the users, the dissatisfaction was also because of the format and the content
provided in the results.
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5 Conclusion

QA systems represent the next step in information access technology. By deliver-
ing precise answers they can more effectively fulfill users’ information needs.
Corresponding to the growth of information on the web, there is a growing need
for QA systems that can help users better utilize the ever-accumulating informa-
tion. The surveyed QA systems though found to be useful to obtain information,
showed some limitations in various aspects which can be resolved for the user sa-
tisfaction. Also, continued research toward development of more sophisticated
techniques for processing NL text, utilizing semantic knowledge, and incorporat-
ing logic and reasoning mechanisms, will lead to more useful QA systems.

6 Future Scope

In the survey, many of the limitations discussed needs to be overcome. The results
should be formatted to be more understandable to the user. Speed is an important
issue. Obviously, the higher is the speed, the greater is the user satisfaction. It
makes a challenge for QA systems to deliver optimal response times.
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Transform for Simplified Weight Computations
in the Fuzzy Analytic Hierarchy Process

Manju Pandey, Nilay Khare, and S. Shrivastava

Abstract. A simplified procedure for weight computations from the pair-wise
comparison matrices of triangular fuzzy numbers in the fuzzy analytic hierarchy
process is proposed. A transform T:R3—R1 has been defined for mapping the tri-
angular fuzzy numbers to equivalent crisp values. The crisp values have been used
for eigenvector computations in a manner analogous to the computations of the
original AHP method. The objective is to retain both the ability to capture and
deal with inherent uncertainties of subjective judgments, which is the strength of
fuzzy modeling and the simplicity, intuitive appeal, and power of conventional
AHP which has made it a very popular decision making tool.

Keywords: Fuzzy, AHP, Triangular Fuzzy Number, Fuzzy Synthetic Extent,
Weight Vector, Eigenvector, Decision Making, Optimization and Decision Making.

1 Introduction

Conventional AHP treats decision making problems as follows [1, 2, 3, 4]. All de-
cision making problems have at least one objective or goal, set of more than one
alternative or option (from which a choice of the best alternative has to be made),
and a set of criteria (and possibly sub-criteria) against which these alternatives are
to be compared. In conventional AHP, first, the problem objective(s) and the crite-
ria to be considered are defined. Second, the problem is arranged into a hierarchy
with the problem objective or goal at the top level, criteria and sub-criteria at the
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intermediate levels, and the alternatives or options at the final level. Fig.1 shows
the hierarchy for a decision making problem with 5 criteria and 5 options or alter-
natives. Third, pair-wise comparisons of the criteria are made and the (norma-
lized) eigenvector of the pair-wise comparison matrix is computed to prioritize the
criteria. Fourth, for each criterion, pair-wise comparisons of the alternatives are
made and the (normalized) eigenvector of the pair-wise comparison matrix is
computed for ranking the alternatives with respect to a particular criterion. Fifth,
weighted sum of ranks of each alternative with respect to different criteria and the
corresponding criteria priorities is computed to determine overall ranks of alterna-
tives. Last step, the alternatives are ranked in the order of rank/cost ratio.

Goal

Criteria 1 Criteria 2 Criteria 3 Criteria 4 Criteria 5

Option 1 Option 2 Option 3 Option 4 Option 5

Fig. 1 Arrangement of Goal, Criteria, and Options in AHP

Conventional AHP uses a 9-point ratio scale called Saaty’s scale which is used
by the decision makers for assigning criteria and alternative weights during the
pair-wise comparisons. The simplicity, intuitive appeal and power of AHP as a
decision making tool is beautifully illustrated with a hypothetical example in [5].

Fuzzy logic was propounded by Lotfi Asker Zadeh with the objective of ma-
thematically handling situations with inherent uncertainties and imprecision and
subjective matters which are not readily amenable to mathematical modeling [6].
Fuzzy AHP is an application of the extent analysis method [7, 8, 9]. The scale for
choosing preferences is based on triangular fuzzy numbers (TFNs). For prioritiz-
ing criteria and alternatives, fuzzy AHP relies on the computation of synthetic
fuzzy extent values from pair-wise comparison matrices. The degree of possibility
concept is used for determining the order relationship between triangular fuzzy
numbers. Computations are based on fuzzy number arithmetic [10, 11, 12, 13] and
fuzzy addition, subtraction, multiplication, and inverse operations are defined. The
original AHP method, however, uses matrix eigenvector computations in the pri-
oritization steps, and simple ordering and arithmetic of real numbers.

In this paper, a transform T:R*—R' has been defined for mapping TFNs to
equivalent crisp numbers. The transform is an attempt to represent the value of the
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TEN closely. The crisp equivalents of the triangular fuzzy numbers are then used
for matrix eigenvector computations and for ordering in a manner analogous to the
original AHP method. It is empirically shown through some numerical examples
that the priority vectors match closely those obtained from Chang’s fuzzy AHP.

2 Triangular Fuzzy Numbers

A triangular fuzzy number depicted in Fig. 2 is a triplet (I,m,u) where ,m,u€ R,
ie., (Lmu) € R’. The triangular fuzzy number [10][11][12][13] is defined as

follows:

m<x<u
u—m

0x>u

The “value” of the TFN is “close to” or “around” m [13]. Membership is linear on
both sides of m and decreases to zero at [ for values less than m and at u for values

greater than m.

Membership, u

Value, v

Fig. 2 Triangular Fuzzy Number

3 Transform

The origin of the axis is translated to (m,/) and rotated clockwise by 90° as shown
in Fig.3. The transformed positive X-axis is now along the negative Y-axis in the
original system and the transformed positive Y-axis is along positive X-axis of the

original system.
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(0, 0)

Membership, u

|
|
|
L
[
[
|
|
|
!
m

Value, v

Fig. 3 Axis translated to (m,1) and rotated clockwise by 90°
Coordinates of the key points in the transformed system are in Table 1 below

Table 1 Coordinates with reference to the new coordinate system

Coordinate in Old System Transformed Coordinate
(0,0) (1,-m)

(1,0) (1, I-m)

(m,0) (1,0)

(u,0) (1,u-m)

(m,1) (0,0)

Following computations have been performed with reference to the new coor-
dinate system.

Equation of the membership line to the right of the core m is yg=(u-m)x
Equation of the membership line to the left of the core m is y,=(I-m)x
Difference is yg - y; = (u-m)x - (I-m)x=(u-l)x

Corresponding membership is x

Product of membership and difference functions is x(u-I)x.

Averaging the product

1
Jx(u—1)xdx =
0

(u=0

The equivalent crisp value is: (core value + average value), or,
(u-0
3
For example, the crisp value corresponding to the triangular fuzzy number (1,4,10)
(10-1)
3

Ve=m+

=7.

is 4+
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4 Method

The proposed method involves computing the normalized eigenvectors of the crisp
matrices corresponding to a given TFN pair-wise comparison matrix. The ele-
ments of the crisp matrix are the crisp transforms of the corresponding elements of
the TFN matrix.

For comparison of results we demonstrate the method on three TFN matrices
taken from literature [14, 15, 16]. For the TFN matrices considered, the reader is
referred to the original papers which are publicly accessible on the internet. TFN
matrices are mentioned in Tables 2 of [14], 1 of [15], and 2 of [16] respectively.

4.1 Numerical Example No. 1

From the TFN matrix of [14] we derive the following matrix of equivalent crisp
(u=0
3

values using the formula developed in the paper, i.e., v.= m+

1 1.333 1.833 2.333
1.443 1 1.333 1.833
0.837 1.443 1 1.33
0.59 0.837 1.443 1

Normalized eigenvector corresponding to the real eigenvalue is computed as

[0.31 0.28 0.23 0.19]T. Here values have been rounded to two decimal

places. Difference vector between this priority vector and the priority vector
computed using Chang’s synthetic extent method in [l14] is

[-0.01 0.01 001 0.00]" and the root mean squared difference is 0.00866.

4.2 Numerical Example No. 2

From the TFN matrix of [15] we derive the following matrix of equivalent crisp
values using the formula developed in the paper

1 085 06 2283 I1.113]
2.34 1 1.003 2.893 1.7
2.816 1.85 1 346 228
0.77 0.523 0.44 1 0.683
| 1430983 0.71 2.196 1

Normalized eigenvector corresponding to the real eigenvalue is

[0.16 025 0.32 0.09 O.IS]T . Here values have been rounded to two decimal
places. Difference vector between this priority vector and the priority vector



114 M. Pandey, N. Khare, and S. Shrivastava

computed using Chang’s synthetic extent method in [I5] is

[-0.02 —0.02 0.00 004 0.01] and the root mean squared difference is
0.0224.

4.3 Numerical Example No. 3

From the TFN matrix of [16] we derive the following matrix of equivalent crisp
values using the formula developed in the paper

1 2.053 148 2117 2.167 |
0.847 1 3953 1.223 3.48
1.263 0433 1 1.437  1.307
0963 1.193 1.19 1 1.093
| 1.047  0.633  1.227 1253 1 ]

Normalized eigenvector corresponding to the real eigenvalue is

[0.259 0.274 0.154 0.164 0.149]T. Here values have been rounded to

three decimal places. Difference vector between this priority vector and the
priority vector computed using Chang’s synthetic extent method in [16] is

[0.013 0.001 -.013 0.000 - O.OOI]T and the root mean squared difference is
0.0082.

5 Advantages over Chang’s Method
In Chang’s method, priority vectors are computed from the pair-wise comparison
matrices of triangular fuzzy numbers using the following steps. First, the fuzzy

synthetic extents are computed by summing all rows which is then divided by the
total sum of rows for normalization.

V(Ms=M)

0/2 my /1 ICI’ Uz my uy

Fig. 4 Ordering of two triangular fuzzy numbers in Chang’s method
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In the second step, these fuzzy synthetic extent values are ordered by compu-
ting the degrees of possibility, V, of each fuzzy number being greater than the oth-

er in the fuzzy synthetic extent vector.
The fuzzy synthetic extents S; of the first step are computed for a matrix P, of

mn

triangular fuzzy numbers using the equation

nop
0
j =1

m nF:
,ZZ//

i=1j=1

In the second step, if M; and M, are two triangular fuzzy numbers as shown in
Fig. 4 above, then the degree of possibility, V, of M, > M, is given by

1, If m2 :m1
(I -uqg) .
, otherwise
(mg -u2)-(m1 '/1)

For a m x n matrix of triangular fuzzy numbers, Chang’s method involves m x (n-
1) fuzzy addition operations and m fuzzy division operations for computing the
fuzzy synthetic extents. Also in the ordering step, it involves m(m-1)/2 degree of
possibility, i.e., V calculations.

Chang’s method has the following limitations:

e  The method requires knowledge of fuzzy sets and fuzzy arithmetic in-
volving triangular fuzzy numbers.

e The method involves ordering fuzzy numbers, that is, the ranking of
fuzzy numbers based on the computation of degree of possibility. This is
not intuitive.

e It does not extend classical AHP method of Saaty for priority vector
computations.

Considering the above, the advantages of the method of this paper over Chang’s
method can be summarized as follows:

e The method does not require any knowledge of fuzzy arithmetic involv-
ing triangular fuzzy numbers.

e The method involves ordering numbers on the real line, which is intui-
tive, has a definite geometric interpretation, and is well understood.
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e After the transform is applied to individual elements of the triangular
fuzzy number matrix, computation proceeds exactly as in Saaty’s classic-
al analytic hierarchy process method.

Therefore, the method is easy to follow and adopt for a decision maker making
the transition from classical AHP to fuzzy AHP. The results of the method
closely match those of Chang’s method as has been demonstrated in three numeri-
cal examples.

6 Conclusions

The transform and method discussed in this paper concern a simplified technique
for computing the priority vectors from the pair-wise comparison matrices of tri-
angular fuzzy numbers in the context of the fuzzy analytic hierarchy method. The
resulting priority vectors closely match those obtained from Chang’s fuzzy syn-
thetic extent analysis which is the backbone of the fuzzy AHP method. It can be
seen that with the sole exception of ranks 3 and 4 of numerical example 3 which
get interchanged between the method developed in this paper and Chang’s me-
thod, the order is preserved, and no other discrepancy in the order relation of the
priorities is observed. In the exception mentioned also, it needs to be noted that the
priorities assigned to 3 and 4 are the same if truncated to two decimal places by
Chang’s method, and therefore these ranks should be expectedly closer. The simi-
lar results are obtained by a rather simple transformation of the triangular fuzzy
numbers in the pair-wise comparison matrices to equivalent crisp numbers and
then proceeding in a manner similar to conventional AHP. Unlike Chang’s me-
thod, the method does not require knowledge of fuzzy arithmetic, involves order-
ing of crisp real numbers in place of ordering fuzzy numbers, and involves priority
vector computations using the familiar method of conventional AHP. Present me-
thod therefore has the simplicity, intuitive appeal and power of conventional AHP
while retaining the ability to capture and deal with subjective information which is
characteristic of fuzzy modeling.
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Parameterizable Decision Tree Classifier on
NetFPGA

Alireza Monemi, Roozbeh Zarei,
Muhammad Nadzir Marsono, and Mohamed Khalil-Hani

Abstract. Machine learning approaches based on decision trees (DTs) have been
proposed for classifying networking traffic. Although this technique has been proven
to have the ability to classify encrypted and unknown traffic, the software implemen-
tation of DT cannot cope with the current speed of packet traffic. In this paper, hard-
ware architecture of decision tree is proposed on NetFPGA platform. The proposed
architecture is fully parameterizable to cover wide range of applications. Several
optimizations have been done on the DT structure to improve the tree search per-
formance and to lower the hardware cost. The optimizations proposed are: a) node
merging to reduce the computation latency, b) limit the number of nodes in the same
level to control the memory usage, and c) support variable throughput to reduce the
hardware cost of the tree.

Keywords: Data Mining, Machine Learning, Search Tree.

1 Introduction

One of the most critical factors of network management and surveillance tasks is
to identify network traffic accurately and rapidly. Classical methods of identifying
network applications based on detecting well known port numbers are not reliable
anymore [8]. On the other hand, some other approaches such as deep packet inspec-
tion (DPI) as well as statistical approaches [4] have been proposed. DPI solutions
have high accuracy but need constant updates of signatures. Besides, these solu-
tions cannot classify the encrypted packets, such as P2P applications. Statistical
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approaches which are based on machine learning are more suitable in the term of
encryption, privacy, and protocol obfuscation.

Traffic classification based on machine learning can be divided into two cate-
gories: supervised [10] and unsupervised [13] classifications. Y. Wang [14]
compared the both methods for traffic classification and showed that supervised ma-
chine learning based on decision trees (DTs) provides higher accuracy with faster
classifying speed. However, there are some limitations as almost all the proposed
methods were implemented in software [2, 3] and capable to classify traffic offline.
Reference [[15] shows that the above implementations are not able to keep up with
line speed for online traffic classification due to their requirement on computation
and storage. In this scenario, in order to make DT classifier suitable for online traf-
fic classification, the advantage of hardware implementation is used to improve the
performance of the DT.

In this paper, the hardware DT classifier prototyped for NetFPGA[€] is proposed.
The NetFPGA is a versatile platform which allows the development of rapid proto-
type of Gigabit rate network applications on line-rate. The proposed DT architecture
is fully parameterizable in the term of the throughput, number of features, features
size, tree depth and maximum required node in the same level.

The remainder of this paper is organized as follows: Section 2 introduces some
related works which used DTs. Section Bl discusses the hardware architecture of de-
cision tree as well as the required optimization. In Section 4] we present our DT
hardware architecture targeting NetFPGA board. The synthesis results of the imple-
mentation is given in Section |3 Finally, we conclude our work in Section

2 Related Works

In the past few years, several traffic classifications based on machine learning have
been proposed [[11/]. These approaches offer high accuracy and are able to classify
both unknown and encrypted traffic. Almost all of the proposed methods discussed
only the classification accuracy. The performance and timing issue were not dis-
cussed due to the software implementation. Hence, these approaches are only suit-
able for offline traffic classification due to the performance reasons. Reference [[15]
studied the performance of five machine learning (Naive Bayes (NBD, NBK), C4.5
Decision Tree (C4.5), Bayesian Network (BayesNet), Naive Bayes Tree (NBTree))
traffic classifiers. It shows that machine learning based traffic classification are slow
and are incapable to keep up with line rates for online traffic classification.

There are only a few articles discuss the hardware implementation of DTs
[, 17,112, 13]. In [7], the basic approach to implement DT in hardware is to imple-
ment all DT nodes in a single module. The main drawback of this approach is the
low throughput since new instances cannot be inserted until the previous instance
has been classified. Other hardware DTs based on the equivalence between DTs and
threshold networks are presented in [1]]. This work provides a high-throughput clas-
sification since the signals have to propagate through only two levels, irrelevant of
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the depth of the original DT. However, both mentioned approaches/architectures for
hardware realization of DTs require a considerable amount of hardware resources.
To increase the throughput, [13] proposed a new pipeline architectures, single mod-
ule per level, which is specified for implementing oblique decision tree. Reference
[12] used the pipeline architecture for implementing axis-parallel DT specific for
packet classification.

In contrast to these related works, we use the advantages of the above approaches
to implement the axis-parallel decision tree for NetFPGA projects. Our goal is to
have a prototype DT which is fully parameterizable, minimized in term of the hard-
ware cost and can work with maximum available line speed of the NetFPGA.

3 Decision Tree

Decision trees are one of the most efficient predictive models in machine learning
which introduced first by Breiman et al in 1984 [J]. Decision tree is a classifier in the
form of a tree structure which includes either terminal nodes (leaf node) indicating
classifications or non-terminal nodes (root node and decision nodes) contain feature
test conditions. Instances are classified by being directed from the parent of the tree
to a terminal node which specifies the classification of the instance.

Based on the method used on making the decision at a node, the decision trees are
categorized in two main groups: axis-parallel and oblique. In the first group, only
one feature is used at each non-terminal node for making the decision, whereas in
the second group, more than one feature are needed. In this work, we focus on the
implementation of axis-parallel decision tree (DT) in hardware. A DT with depth of
6 is illustrated in Fig.

The method which is used to implement a DT in hardware is to map the tree nodes
inside block RAMs and locating each individual block RAM in a single module. The
decision tree is created by connecting these modules in a pipeline chain.

3.1 Basic DT Design

In the basic design, each level of the DT is mapped into one single module and the
tree structure is created by connecting these modules in a pipeline chain. In this
structure, each single module is able to process one instance in each clock cycle.
This results in the throughput of one instance per one clock cycle. The process la-
tency is equal to the tree depth which contains the last leaf node. In order to map
one level of DT on hardware, all nodes located in that level are mapped in one
block RAM. Inside this block RAM, the two child nodes connected to the same par-
ent node are mapped in 2 consecutive memory addresses. The size of each module
block RAM Spran and the total required memory Mr,;,; for implementing a DT are
obtained from equations (IB) and (Id).
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W =Mrw + Ut)gz(NF)] + Ut)gz(MNSL)] (1a)
SrRAM = 2Nyode(W) bit (1b)
Mrota = Tm)de(W) bit (Ic)

where W is the block RAM data width, T,,,4. is the total number of nodes inside the
DT, N,o4. is the number of existed nodes in a level of DT, Mpy is the maximum
feature width in bit, Nr is number of input features, and Mys; is the maximum
number of node in the same level of DT.

3.2 DT Design Optimization

3.2.1 Node Merging

To decrease the number of parallel block RAMs and reduce the computation latency,
the node merging algorithm is used, where the two consecutive stages of a DT is
merged into one stage. As illustrated in Fig.[I(b)|each parent merged node can have
up to four child merged nodes. This optimization results in the reduction of the
number of pipeline modules as well as the latency by half while the total memory
required remains unchanged.

In a merged node, the input features are compared by three compare values in the
same time. These three compare values are the compare values of the three nodes
inside a merged node. The four child merged nodes are stored in four consecu-
tive memory addresses inside the module block RAM. The size of the block RAM
in each module is defined in equation (2). Note that the total required memory is
defined in equation 2)) is approximately equal to the basic design obtained from
equation (Id) for the same DT.

W =3Mpw + f3log2(NF)] + [ZOgZ(MNSLﬂ (2a)
SBRAM = 4Nm node(W) bit (2b)
Myoar = (T node/3)(W) bit (2¢)

where Ny, noqe 18 the number of merged nodes in the same stage of DT.

The differences of our proposed node merging algorithm with the one in [[12] is
that we merged even the parent nodes which one or both of their child nodes are
leafs. Thus, a merged node can reach to a leaf in any of its tree nodes, in contrast to
[[12] in which a node has to be classified just by the parent node. This optimization
reduces the maximum memory size for implementing a DT.

To understand it better, imagine a complete tree which all of its nodes are classi-
fied in the 8" level is implemented in hardware. This tree has 127 leafs in its lowest
level. In our proposed design, this tree needs a total of 3 modules in pipeline chain
while the lowest-level module block RAM just needs 64 rows. The architecture in
[[12] cannot merge the level 7 and 8 into one stage because all the nodes in the
7t level are connected to the leafs. Hence, it needs to add another module to the
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Fig. 1 (a) A Simple DT with Depth of 6. (b) The Merged DT

pipeline chain and place one individual leaf in one row of the block RAM (which
now needs 127 rows to store all the leafs). The pseudo code of the node merging
algorithm is explained in Algorithm [Tl

Algorithm 1. Pseudo code of the merged node

if features in[f sell] > cmp v1 then
if features in[f sel2] > cmp v1 then
RAM addr = addr in
else
RAM addr = addr in+1
end if
else
if fsel2 == 0 then {//the first child node is a leaf}
if features in[f sel3] > cmp v3 then
RAM addr = addr in
else
RAM addr = addr in+1
end if
else
if features in[f sel3] > cmp v3 then
RAM addr = addr in+2
else
RAM addr = addr in+3
end if
end if
end if

3.2.2 Limiting Number of Nodes in the Same Level

In both basic and Merged designs, the block RAM address size of each module is
equal to the number of existed nodes/merged nodes inside that level/merged level.
Hence, the total required memory is equal to the number of tree nodes multiply
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by the total memory needed for implementing a single node. The problem of this
structure is that the DT is not able to be updated with a new tree without FPGA
reconfiguration since the number of nodes inside each level of a DT may vary due
to the training data set used to build that DT. One solution to above problem is to
impediment a complete DT in hardware. A complete DT is a tree which all of the
instances are classified in last level. Hence, no matter how many nodes are in each
level, the tree is able to be placed in hardware. The problem with this new design is
that the tree depth cannot exceed a limited number due to lack of available memory
inside the FPGA device. To address this problem, the maximum number of nodes
inside one stage of the DT is considered not to exceed than a fixed number (Mysy). It
is possible because in reality not all the instances are classified in the last DT stage.
Most of nodes are ended to the leaf in the middle of the DT mostly depends on the
training data set used to build the tree. In our proposed design, we allow the DT
users to define this value as a parameter in the Verilog program. This value can be
estimated by testing several training data sets in building the DT. The block RAM
size of each module and the total memory needed is obtained from equations (3B)

and (3d).

W =3Mpw + [3log2(NF)] + Ut)gz(MNSLﬂ (3a)
4 (W) 4" < M,
SrAM = W) NSL bit (3b)
Mys, (W) elsewhere
n=D/2
MT()tal = 2 SBRAM bit (30)

n=1

where D is the tree depth and # is the merged level index.

3.2.3 Support Variable Throughput

The original DT structure has the ability to classify one instance per one clock cy-
cle. Therefore, a new instance can enter in every clock cycle. In this structure, the
total DT hardware cost is directly related to the tree depth. In our design, given the n
throughput, then we merge the n modules of the pipeline chain in one merged mod-
ule. The merged module share the computational part ( e.g. multiplexer, adder and
registers) of one single module. Its block RAM size equals to the total for all » mod-
ules. For this purpose, the addr in part of each node except for the n — th module is
updated with the address of the next node inside the merged module. A new instance
and the nodes values are entered to a merged module in every n clock cycles. The
instance features are latched for n clock cycles while for the next n — 1 clock cycles,
the input node values are fed back to the merged module from its own block RAM.
This optimization reduces the hardware cost by the factor of approximately ,ll while
not affecting memory usage and computation latency.
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4 NetFPGA Implementation

NetFPGA [6] is a low cost configurable hardware platform for processing network
in line-rate. The platform consists of the Xilinx Virtex II-Pro 50 FPGA running at
125 MHz, four 1Gbps Ethernet ports, SRAM, DRAM, and PCI interface to com-
municate with the host computer. NetFPGA open source hardware and software
programs are available in [9]. The NetFPGA comes with four main open-source ref-
erence designs (NIC, switch, router and hardware accelerated Linux router). Most
of the projects have been done by modification or development on one of these main
reference designs.

The NetFPGA reference designs have the limitation of processing 64-bits of the
packet data in each clock cycle which causes the minimum number of clocks needed
to process a single packet inside one NetFPGA pipeline module is 16 clock cy-
cles. Therefore, if the feature instances are selected from an individual packet, the
maximum needed throughput would be 1 instance per 16 clock cycles. Another
possible way to send feature instances to the NetFPGA is through packetizing of
instances and sending them via UDP packets. Since, only 64-bit of data is processed
in each clock cycle. The minimum clock cycles between receiving two consecutive
instances varies based on the total length of features.

4.1 Basic Design on NetFPGA

Fig.Plillustrates the functional block diagram of the basic decision tree. As it shown
the mapping of a single node in memory, each node is converted to three values: the
compare value cmp v, the feature selector f sel, and the memory address addr in.
The f sel value is fed to a multiplexer to select the appropriate feature from feature
instances. The selected feature is compared with the cmp v. If the feature value is
bigger than the cmp val, the next node memory address is the addr in. Otherwise it
is addr in+ 1. The read value from the memory determine the node in data of the
next module. If a node reaches to a leaf node, the f sel carries the zero value (done
pin is asserted) while the cmp v contains the class number.

features in

addr_in

features out

MUX § U ¥
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4.2 Our Proposed Architecture

A binary search tree which is mapped into a pipeline structure is illustrated in Fig.
Every module has four inputs, F in, node in, valid in, and next instance rd, and
five outputs, F out, node out, valid out, class, and done. The pipeline structure
is made by connecting F' out and node out port of a single module to the neigh-
bor module F in and node in ports. The next instance rd signal is connected to all
pipeline modules and controls the number of clock cycles which a single instance
remains inside a module. A single module of the pipeline structure is illustrated in
Fig. [ The instance features which are given to a module by features in port are
captured in a register when the next instance rd is asserted. The output of this reg-
ister is connected to the features out port which provides the instance features for
the next neighbor module. The features reg is connected to three parallel multi-
plexers. These multiplexers are controlled by f sel taken from the node data. The
node data includes six parts, three node compare values (cmp v), three node feature
selectors (f sel), and the address (addr in). The selected features are compared with
the cmp v values and create three cmp signal. The cmp is set if the value of input
features is bigger than cmp v value otherwise is reset.

class A *dunc
o .
2 | Arbiter |
gl =
g3 7 /r? ?m '
5 E clakss done class  done class do{xe NC
== node_in node_out p—=4 node_in node_out [=----= node in node_out NC
pre F_in F out p—= F_in F out [~----= F_in F_out NC
sttt lid in . valid_out p—={ valid in . valid_out -----={ valid in . valid_out .
next instant en — next instant en — next instant en —

next instant en

Fig. 3 Functional Block Diagram of the Pipeline DT

The four child nodes are stored in four consecutive memory addresses, the ad-
dress of next child node is obtained by using these three signals (cmp1, cmp2, cmp3)
and the feature selector of the second child node. The node in port is used to receive
the node data from the previous module in pipeline chain one clock cycle after the
next instance rd is asserted. Otherwise the node data is provided by internal block
RAM. When an instance is classified and valid reg is assigned the done pin is as-
serted. At the same time, the valid out pin is reset to inform next module not to
process the feature in values anymore. A leaf is reached when one of the three
f sels contains the zero value. In this case, the (cmp v) of the node with zero f sel
value contains the instance class.

In order to achieve on-the-fly update, we use a dual-port RAM. The port A of
memory is connected to DT and another port is connected to the host computer.
The Mem sel pin and its inverted signal are used as the most significant bit of port
A and B addresses, respectively. Using this structure, the DT is able to read nodes
data from one half of memory while the host computer is able to update new DT on
another half of the memory.
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Fig. 4 Functional Block Diagram of the Merged Node

5 Resources and Timing on NetFPGA

Table [lillustrates the hardware cost for the implementation of a DT with the depth
of 32, input features number of 15, maximum feature width of 32 bit, and the Mgy,
equals to 127 on Vertex 2vp50ff1152-7. The hardware cost is compared for differ-
ent clocks per instance. As expected, the hardware cost is reduced approximately
by half when the clock per instance is doubled. The difference in memory usage
for different clocks per packet is because of fixes size internal block RAMs. The
required operating frequency is provided by dividing the NetFPGA core clock fre-
quency (125 Mhz) by two using internal Digital Clock Manager (DCM).

Table 1 Device utilization comparison for different clks per instance on the Vertex
2vp50£ff1152-7

clks per instance Number of Slices Number of BRAMs  Maximum Frequency
2 3956 /23616 (17%) 32/232(14%) 68 MHz
4 1997 /23616 (8.4%) 25 /232(11%) 67.6 MHz
8 1297 /23616 (5.5%) 28 /232(12%) 64 MHz

6 Conclusion

In this paper, a fully parameterizable DT based on NetFPGA was proposed. Three
architecture optimization strategies are proposed: a) node merging to decrease the
number of parallel block RAMs and computation latency, b) limiting number of
nodes in the same level to control the memory usage and c) support variable
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throughput to decrease hardware cost. We showed that our design is fully param-
eterizable in terms of throughput, number of feature size, tree depth and maximum
required node in the same level. Our proposed architecture can be applied for any
network traffic classifications which utilize DT to classify network traffic, online.
As a future work we plan to implement our DT hardware structure for detecting and
mitigating network traffic on NetFPGA.

Acknowledgements. This work was supported the Ministry of Higher Education of Malaysia
Fundamental Research Grant, UTM Vote No 78577.
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Diagnosing Multiple Faults in Dynamic Hybrid
Systems

Imtiez Fliss and Moncef Tagina

Abstract. Due to their quite complex nature, Dynamic Hybrid Systems represent a
constant challenge for their diagnosing. In this context, this paper proposes a general
multiple faults model-based diagnosis methodology for hybrid dynamic systems
characterized by slow discernable discrete modes. Each discrete mode has a contin-
uous behavior. The considered systems are modeled using hybrid bond graph which
allows the generating of residuals (Analytical Redundancy Relations) for each dis-
crete mode. The evaluation of such residuals (detection faults step) extends previous
works and is based on the combination of adaptive thresholdings and fuzzy logic
reasoning. The performance of fuzzy logic detection is generally linked to its mem-
bership functions parameters.Thus, we rely on Particle Swarm Optimization (PSO)
to get optimal fuzzy partition parameters. The results of the diagnosis module are
finally displayed as a colored causal graph indicating the status of each system vari-
able in each discrete mode. To make evidence of the effectiveness of the proposed
solution, we rely on a diagnosis benchmark: The three-tank system.

1 Introduction

With the spread and the omnipresence of the dynamic hybrid systems, there is a
great need for more efficiency, safety and reliability of these systems. The need for
diagnostic tools is then crucial in this case as it is a key technology guaranteeing
these criteria. In fact, correct and timely diagnosis helps the operator to take the ad-
equate corrective actions in time. Diagnosis is the process of detecting an abnormal-
ity in the system behavior and isolating the cause or the source of this abnormality.
This problem is more complex in case of multiple occurrences of faults. However,
this case should be taken into account, as the performance of physical processes is
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affected by the presence of a single fault and is severely affected in case of mul-
tiple faults. In this context, this paper deals with the diagnosis of multiple faults
in dynamic hybrid systems. These systems are characterized by the exhibition of
both continuous and discrete dynamic behaviors. In this work, we consider hybrid
systems whose dynamic evolution is described through the succession of a number
of slow discernable discrete modes[4]. Each mode is characterized by a continuous
evolution of its states. The transition from one mode to another occurs when a num-
ber of constraints are checked. Faults can affect either the sequence of discrete states
or the continuous behavior in each discrete mode. In this paper, we focus in the di-
agnosis of multiple faults affecting the continuous behavior in each discrete mode
of the dynamic hybrid systems. In this context, we propose to extend previous work
[8]dealing with diagnosing multiple faults in continuous systems to dynamic hybrid
systems. The proposed approach relies on the extension of Analytical Redundancy
Relations (ARRs), a well known residual generating approach used in continuous
systems, into hybrid plants inspired from [4]. In this case, we calculate to each dis-
crete mode the corresponding ARRs. ARRs are symbolic equations representing
constraints between different known process variables (parameters, measurements
and sources). The evaluation of such residuals is done using the combination of
adaptive thresholdings and fuzzy logic detection. The performance of fuzzy detec-
tion is closely linked to the fuzzy membership functions. For efficiency, an optimal
design of membership functions is desired[9]. Thus, we choose to use an optimiza-
tion technique to adjust the parameters of the fuzzy partitions: the Particle Swarm
Optimization (PSO) [3]. The result of detection step is then presented as a colored
causal graph. This result is then used in the isolation step which relies on the causal
reasoning and gives final findings to the operator helping him to make proper cor-
rective actions. To test the performance of the proposed approach, we rely on a
simulation of a benchmark in the diagnosis domain: the three- tank hydraulic sys-
tem. The remainder of this paper is organized as follows: section two details the
proposed approach. While, the third section presents and discusses the simulation
results we get, the fourth section points out our contribution to the literature. Finally,
some concluding remarks are made.

2 The Proposed Approach for Diagnosing Multiple Faults in
Dynamic Hybrid Systems

The diagnosis result indicates whether the system is normally functioning or there
are some single or multiple faults that occur. In this work, the considered systems
are dynamic hybrid systems characterized by the evolution of m slow discernable
discrete modes. Each i mode {i in {1,.., m}} has a continuous evolution of possible
configurations. The faults that can affect such systems are either caused by inad-
equate evolution of discrete modes or by the continuous behavior of each discrete
mode. We concentrate, in this paper, on faults affecting the continuous behavior of
system variables in each discrete mode. The aim of our work, consists, first of all,
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in detecting the presence of faults. Such a step results in deciding if each continu-
ous behavior of each mode is faulty or not regardless of disturbances. To get this
decision, we rely on the comparison of the system behavior to a reference model.
This model should respect the particularities of the dynamic hybrid system to be di-
agnosed. A best manner to model systems is to use a hybrid bond graph [18] which
has the pros of bond graph modeling [5] and introduces the mode switching thanks
to the use of Switching elements (Sw) which evolution is described as a finite state
sequential automata. The result of this comparison is called residuals. To generate
these residuals, several approaches can be used:parity relations [12], state estima-
tion [15], and methods based on parameter identification [11]. In this work, we drew
inspiration from the work of Cocquempot et al. [4], which defines an extension of
Analytical redundancy relations for each system mode as shown in fig.1.

Mode Signatures
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Fig. 1 Extension of Analytical Redundancy Relations for Hybrid systems [10]

For each discernable discrete mode, we generate corresponding residuals thanks
to the use of bond graph modeling through the use of the procedure described in
[21]. Then for each discrete mode, an evaluation of the system behavior is provided.
The architecture of the whole proposed approach is described in fig.2.

In this step, we rely on previous works[8] which consists first of all in evaluating
residuals using the Hofling’s adaptive thresholdings [14]. The result of such method
is not too robust to disturbances, thus, we integrate the use of fuzzy logic reasoning
considered as the best framework dealing with disturbances and uncertainties. Fuzzy
logic fault detection consists in interpreting the residuals by generating a value of be-
longing to the class AL (Alarm) between O and 1 that allows one to decide whether
the measurement is normal or not. The gradual evolution of this variable from 0
to 1 represents the evolution of the variable to an abnormal state [7]. In practical
cases, fuzzy logic effectiveness is closely linked to its partitions parameters. So, to
get the best results, optimal values of these parameters should be used. In this con-
text, we rely on Particle Swarm optimization technique, which is characterized by
an easy implementation and no gradient information requirement. There have been
several versions of Particle Swarm Optimization. We choose in our research one
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Fig. 2 The proposed approach

of the basic versions as they focus on cooperation rather than competition and are
characterized by no selection:the PSO version with constriction factor. This version
is also characterized by its speed of convergence [3].

For each discrete mode, the results of the detector combining the adaptive thresh-
oldings and the fuzzy reasoning are displayed as a causal graph whose nodes are
either red (suspected to be faulty) or green (normally functioning). Once at least



Diagnosing Multiple Faults in Dynamic Hybrid Systems 133

one fault is detected, the isolation procedure is activated. This procedure is based on
the causal graph reasoning and consists in looking for the source or the cause of the
single or multiple detected faults. The details of such a reasoning are given in [6].
Finally and in order to assist the operator to make the proper corrective actions, the
results are summed up as a colored causal graph.

3 Application of the Proposed Approach to an Industrial
Process

The proposed solution is tested on a simulation of the three- tank hydraulic system.

3.1 Process Description

The considered hybrid process, shown in fig. 3, consists of three cylindrical tanks
(Tank1, Tank2 and Tank3) that can be filled with two identical, independent pumps
acting on the outer tanks 1 and 2.Tanks communicate through feeding valves that
can assume either the completely open or the completely closed position. Pumps are
controlled through on/off valves. The total number of valves is six. The liquid levels
hl1, h2, h3 in each tank represent continuous valued variables. The flow liquid rate
from tank i to tank j is given by the following formula:

0ij = a. x S x sgn(hi— ;) \/ngx|h I 1)
Where:
e hi (measured in meters) is the liquid level of tank i for i=1, 2, 3, respectively.
e az the outflow coefficient.
e S is the sectional area of the connecting valve.
e g the gravitational constant.

Fig. 3 The three-tank sys-
tem [1]
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The global purpose of the three- tank system is to keep a steady fluid level in the
Tank 3, the one in the middle. A first step of our work concerns the modeling of the
considered system. Thus, and as we previously mentioned, we rely on hybrid bond
graph.

3.2 The System Hybrid Bond Graph Model

The hybrid bond graph model of the three- tank system is giving in fig.4. The tanks
are modeled as capacitances and the valves are modeled as resistances. Msfl and
Msf2 correspond to flows volume applied to the system. 0- and 1- junctions repre-
sent respectively the common effort and common flow. The switching li-junctions
represent idealized discrete switching element that can turn the corresponding en-
ergy connection on and off. These switching junctions are specified as a finite state
sequential automata.

Fig. 4 The three-tank sys-
tem Hybrid Bond Graph
model

The levels of fluid in the tanks are all governed by continuous differential equa-
tions. These equations change as the valve configurations change. Then, a specific
valve configuration determines the mode of the system. Since there are six valves,
there are 64 total modes of the system. Each mode is governed by a different set of
Analytic Redundancy Relations. For each mode of the three-tank system, the gener-
ation of Analytic Redundancy Relations is done directly from the bond graph model
based on the procedure described in [21] and [9].

3.3 Experimental Results

The proposed approach was implemented on the three-tank hydraulic system in or-
der to evaluate its performance. In this context, we considered as a first step forty
discernable discrete modes whose evolution is given in fig.5. We performed a series
of more than one hundred- forty tests (by injecting single and multiple faults) for
several system functioning modes. At each test scenario, we checked if proper deci-
sion is finally given. The Simulation results we get are summed up in the following
figures (fig. 6, fig.7 and fig. 8), knowing that the decision has the value of 1 in case
of correct decision and 0 otherwise. According to simulation results (fig. 8) and
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Fig. 6 Results in case of injecting simple faults

Diagnosis results in case of injecting multiple faults

Fig. 7 Results in case of injecting multiple faults

the preliminary result got in [10], the proposed approach gives promising diagnosis
results. In fact, it gives the correct decision in almost 88 % of tested cases. This
result is obtained thanks to the combination of the use of adaptive thresholdings and
fuzzy logic optimized by Particle Swarm Optimization technique. In fact, according
to the results we get, the integration of these two detection techniques overcomes the
limitations of individual strategies of each method and ameliorate significantly the
diagnosis result. This can also explain by the use of causal reasoning in the local-
ization step which analyzes the propagation paths in the graph to determine whether
fault hypotheses are sufficient to account for other secondary faults, resulting from
its propagation in the process over time. Then, only variables that are really faulty
are announced defective [6]. The proposed approach provides us also with a repre-
sentative results facilitating the operator’s decision making thanks to use of colored
causal graph displaying the systems variables state. For instance, in case of injecting
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Fig. 9 Result of injecting {De2and Msf2} using the proposed diagnosing approach

multiple faults in De2 and Msf2 in the discrete mode in which all valves are in on
functioning mode, the final findings are shown in fig.9.

4 Related Works and Discussion

A literature review shows that there are several approaches addressing the diagnosis
of dynamic hybrid systems problem[2,13,16,17,19,20,22,23] based on extension of
continuous systems approaches. We generally find two diagnosing options: works
based on residual generation techniques and others based on causal reasoning. For
instance, in [19], authors present a diagnosis methodology based on the use of a hy-
brid observer to track system behavior. The observer uses the state equations models
for tracking continuous behavior in a mode, and hybrid automata for detecting and
making mode transitions as system behavior evolves. Detection of mode changes
requires access to controller signals for controlled jumps, and predictions of state
variable values for autonomous jumps. If a mode change occurs in the system, the
observer switches the tracking model (different set of state space equations), initial-
izes the state variables in the new mode, and continues tracking system behavior
with the new model. The fault detector compares the observations from the sys-
tem and the predictions from the observer to look for significant deviations in the
observed signals. In the same option, authors in[17] present a novel approach to
monitoring and diagnosing real-time embedded systems that integrates model-based
techniques using hybrid system models with distributed signature analysis. They
present a framework for fault parameterization based on hybrid automata models.
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The developed model is used to generate the fault symptom table for different fault
hypotheses. The fault symptom table is generated off-line by simulation and is com-
piled into a decision tree that is used as the on-line diagnoser. The model compares
observed sensor events with their expected values. When a fault occurs, the devia-
tion from the simulated behavior triggers the decision-tree diagnoser. The diagnoser
either waits for the next sensor event or queries the mode estimator to search for a
particular event, depending on the next test. This approach has the advantage of de-
tecting faults due to the continuous variables and the occurrence of disruptive events.
In [4] the well known parity space approach is extended to hybrid systems in order
to identify on-line the current mode and to estimate the switching instants. The fault
detection consists in generating residuals between the input variables and measured
outputs and analytical redundancy relations determined from the inputs and the out-
puts as well as their derivations, independently of the system discrete mode. The
structured residuals are used to determine the current mode and to detect continu-
ous and discrete faults. On the other hand, qualitative modeling by causal graph is
proposed in [13] through a representation based on hybrid continuous causal Petri
nets (HC2PN). Causal links (transitions) between continuous variables (the places)
are represented through quality transfer functions quality (QFT) based on informa-
tion on Gain (K), late (r) and time constant (r) (transitions). The evolution of the
input variables and the qualitative response (QR) are at a QFT approximated by a
piecewise affine function via a segmentation procedure. Each segment is called an
episode. Crossing speed of a transition (change of marking) is a function of constant
time piecewise, depending on the detected episodes, on the evolution of the marking
of the upstream place and parameters of the QFT. The model HC2PN is then inte-
grated into supervisor modeled by a Petri Nets through an interface event, forming a
structure similar to Petri net models of Hybrids and monitoring approaches. The sys-
tem fault detection, influencing continuous variables, is carried out asynchronously;
fault location is performed by chaining backward / forward causal links between
variables by using their temporal characteristics. Another approach based on causal
reasoning has been proposed in [16]. This approach is based primarily on model-
ing the system by a hybrid bond graph model and then generates a graph of faults
propagation, which can describe the temporal and causal relationships between dif-
ferent faults modes on one side, and observations related to another. This approach
integrates the use of failure-propagation graph-based techniques for discrete-event
diagnosis and combined qualitative reasoning and quantitative parameter estimation
methods for parameterized fault isolation of degraded components (sensors, actua-
tors, and plant components).

Unlike these works, the major contribution of our work consists in detecting and
localizing multiple faults in dynamic hybrid systems using both generating residual
reasoning and causal reasoning. In fact, we rely in the detection step on the gener-
ation of analytical redundancy relations (ARRs) in each discrete discernable mode.
These ARRs are generated through the using of hybrid bond graph and are evaluated
using a combination of adaptive thresholdings and fuzzy logic optimized using PSO.
Exploiting fuzzy reasoning allows us to get the most accurate decision even if resid-
uals are affected by the noise contamination and uncertainty effects. On the other
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hand, the results of detection step are summed up as a colored causal graph which
is used in the isolation step. Indeed, isolation step consists in generating a causal
propagation reasoning. As it uses a backward/forward procedure starting from an
inconsistent variable localized as a faulty node: red node in the generated colored
causal graph. The use of colored causal graph to display the diagnosis results fa-
cilitates the operator’s understandings and helps him to make adequate corrective
actions in time.

5 Conclusion

This paper addresses the problem of multiple faults in dynamic hybrid systems.
These systems are assumed to have slow discernable discrete modes characterized
by continuous behaviors.The continuous behaviors could be affected by single or
multiple faults. Thus, we propose, in this paper, a general approach to diagnose sin-
gle and multiple faults in dynamic hybrid systems relying on extension of previous
works dealing with continuous systems. The proposed approach exploits the per-
formance of combining adaptive thresholdings and fuzzy logic reasoning optimized
using Particle Swarm Optimization. Experiments are based on the case of the hybrid
dynamic system: three-tank hydraulic system, considered as a benchmark in the di-
agnosis field. They have proven the efficacy of the proposed approach. We intend
in future work to consider faults affecting the discrete mode evolution of dynamic
hybrid systems
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Investigation of Short Base Line Lightning
Detection System by Using Time of Arrival
Method

Behnam Salimi, Zulkurnain Abdul-Malek,
S.J. Mirazimi, and Kamyar MehranZamir

Abstract. Lightning locating system is very useful for the purpose of giving exact
coordinates of lightning events. However, such a system is usually very large and ex-
pensive. This project attempts to provide instantaneous detection of lightning strike
using the Time of Arrival (TOA) method of a single detection station (comprises of
three antennas). It also models the whole detection system using suitable mathemat-
ical equations. The measurement system is based on the application of mathematical
and geometrical formulas. Several parameters such as the distance from the radia-
tion source to the station and the lightning path are significant in influencing the
accuracy of the results (elevation and azimuth angles). The signals obtained by all
antennas were analysed using the LabVIEW software. Improvements in the light-
ning discharge locating system can be made by adopting a multi-station technique
instead of the currently adopted single-station technique.

Keywords: Time of arrival, Short base line, Lightning locating system.

1 Introduction

Nowadays, the higher the rate of urbanism and building construction especially in
tropical areas, the bigger concern on the safety of facility and human beings due
to lightning strikes. Issues related to lightning locating systems are actively being
researched. The research is very useful for the purpose of human safety and for the
lightning protection system. It can also benefit the insurance companies and weather
forecast organizations. Step leaders propagate electromagnetic waves in the range
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of kHz-GHz within an electrical discharge [8]. There are several available methods
to analyse and locate lightning signals such as the time of arrival [7], magnetic di-
rection finding, and interferometry methods. One of the best techniques to improve
the accuracy of the detection is to combine two or more methods as one measure-
ment system [3]. A new technique to estimate the location of lightning strike with a
better accuracy, based on the measurement of induced voltages due to lightning in
the vicinity of an existing overhead telephone line is proposed [[1]. In this work, the
TOA method utilising three broadband antennas is used for lightning locating due
to its many advantages.

2 Methods

The geometry of the installed antennas is demonstrated in Figure[Il This system con-
sists of three circular plate antennas. They are placed 14.5 meter apart to form two
perpendicular base lines. The antenna output signals were fed into a four-channel
digital oscilloscope (Tektronix MSO4104) operating at 8-bit, 5Gs/s using three 50
m long coaxial cables (RG 59, 75 ).

The TOA method detects the electromagnetic waves arrival at the antennas and
computes the time difference of arrival. To accomplish this, the detected signals
should be properly captured and stored. Generally, the amount of data storage
involved is huge and costly. The sequential triggering method had been used to
overcome the problem [4]. Various methods can be used to analyse the captured
waves. In this work, LabVIEW software based cross correlation method is imple-
mented to calculate the time delays. The LabVIEW software has the advantage of
low cost and short processing time [2].

With the help of several geometric formulas, the elevation and azimuth angles of
the radiation source can be settled. Together these angles specify the locus of the
radiation source []].

2.1 Direction Analysis

The fundamental concept of this TOA technique is to determine the time delay of ar-
rival between signals impinging on a pair of antenna. The simple TOA is composed
of two antennas. Consider two broadband antennas set apart in a horizontal position
on the ground by a distance d, as shown in Figure[2l The signals which come from a
common source detected by antenna 1 is r1 (t) and by antenna 2 is 12 (t). Assuming
that the radiation source is very far compared to the distance d, the incident angle

can be expressed by:
A
G—COS_I(Cdt> (D



Investigation of Short Base Line Lightning Detection System 143

Fig. 1 The location of 1st, 2nd and 3rd antennas

Where °c’ is the light speed in space (3*10% m/s) and it is the time delay of ar-
rival. By applying two-antenna sensors, only one dimension localization can be
obtained [5].

%Q
§@
%
Antennal Antanna2
ri(t) d 1(1)

Fig. 2 Direction of radiation source estimated using two antennas sensors in TOA technique
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2.2 Direction Finding by Three Antennas

By implementing two-antenna sensors, only one-dimension localization can be ob-
tained. To provide the location in a two-dimension (2D), a third antenna should be
added. This extra antenna can determine the elevation and azimuth angles. The first
and second antennas form the first base line, while the second and third antennas
form the second base line. These two base lines are perpendicular to each other.
This is shown in Figure[3l

Antenna 1

C

&
M=
</

Antenna 2 Antenna 3

Fig. 3 The geometry of three antennas position and the radiation source direction

As can be seen in equations (2) and (3) the time differences between antennas 1,
2 and 3, are as follows:
b= -1 (2)

hi3=1-13 3)

Here, t;, tp, and t3 are the arrival times of signals at antennas 1, 2, and 3, respectively.
With the help of Figure 3, the incident angles of the radiation source for the base
lines of antennas 2 and 1 (6,;), and antennas 2 and 3 (6,3), can be determined by
the following relations:

_dcosty

“

53

_ dcos6ys

(&)

3
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It is more comprehensible to describe the lightning source in the elevation and az-
imuth format compared to the incident angles. Hence, the incident angles obtained
by above equations were converted to elevation and azimuth. From Figure 3

cos By =cosPBsina (6)

cos B3 = cos B cosa (7)

Using equations (4) to (7) the elevation (f3) and azimuth (o) can be obtained.

t
o = tan”! < 21) (8)
13
c\/t2 +12
B=cos! 2; > )

3 Results

The following signals (shown in Figure ) were captured on 16 April 2011 (during
thunderstorm in a total of one hour duration of a lightning event), one lightning
sample was analysed by measuring the peak voltage, the front time, and the decay
time The maximum peak voltage for this event is 15.5 V. Figure [ and [6] illustrate
the calculated azimuth and elevation angles of lightning signals based on mentioned
formula (o, B) in time domain. The amplitude is in degrees. Although figures 5 and
6 displays the location of radiation source, it can be observed that the quantity of
degree is fluctuated between 60 to 90 and -15 to 40 and these transforms are due to

Vpeak=15.5 v €—()

L= . o o s
w ‘ V1w . valhin g

I?uration: lplilion point

Fig. 4 Signal recorded on 16 April 2011
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Fig. 5 The variation of the elevation of lightning discharge (using cross-correlation in time
domain)
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Fig. 6 The variation of the azimuth of lightning discharge (using cross-correlation in time
domain)

some reasons such as rapid changing in lightning path, noise affections, and signal
interferences. In this work, using mathematical simulation with LabView, it is shown
that, the TOA method is roughly accurate to calculate azimuth and elevation. The
distance between antennas, and also the use of long cables were cause of problems
which affect the results.

4 Conclusion

A circular plate antenna system for locating the cloud-to-ground lightning strike has
been utilization short base-line configuration. The time domain signal analysis was
conducted to determine the time difference of the broadband VHF electromagnetic
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pulses detected by the sensors. The cross correlation technique was applied to main-
tain the high resolution analyses. From the experiment that was conducted, the TOA
method is suitable for lightning locating system. However, there are many consider-
ations before and during detection of lightning location. The lightning position due
to lightning detection must be within certain area which is not affected by other sig-
nals or noises. Besides that, the use of long cables affect the result because the cable
itself can become sensor which detect signals from lightning or noise. The system
can be said to successfully map a cloud-to-ground lightning discharge in 2D mode.

Acknowledgements. The authors would like to thank Universiti Teknologi Malaysia (Re-
search Vot No. 4C022) and Tenaga Nasional Berhad, Malaysia for funding and supporting
this research.
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Investigation on the Probability of
Ferroresonance Phenomenon Occurrence in
Distribution Voltage Transformers Using ATP
Simulation

Zulkurnain Abdul-Malek, Kamyar MehranZamir,
Behnam Salimi, and S.J. Mirazimi

Abstract. Ferroresonance is a complex non-linear electrical phenomenon that can
make thermal and dielectric problems to the electric power equipment. Ferrores-
onance causes overcurrents and overvoltages which is dangerous for electrical
equipment. In this paper, ferroresonance investigation will be carried out for the
33kV/110V VT at PMU Kota Kemuning, Malaysia using ATP-EMTP simulation.
Different preconditions of ferroresonance modes were simulated to ascertain possi-
ble ferroresonance conditions in reality compare with simulated values. The effect
of changing the values of series capacitor is considered. The purpose of this series
of simulations is to determine the range of the series capacitance value within which
the ferroresonance is likely to occur.

Keywords: Ferroresonance, EMTP, Voltage Transformers, Over-voltages, Over-
currents.

1 Introduction

The term ’ferroresonance’ has appeared in publications dating as far back as the
1920s, and it refers to all oscillating phenomena occurring in an electrical circuit
which contains a non-linear inductor, a capacitor and a voltage source [1, [7]. The
first step in understanding the ferroresonance phenomenon is to begin with the 'res-
onant’ condition. Resonance can be explained by using a simple RLC circuit as
shown in Figure[1l

This linear circuit is resonanting when at some given source of frequency the in-
ductive (X;) and capacitive (X¢) reactance cancel each other out. These impedance
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Fig. 1 RLC circuit for ¥
explaining ferroresonance

R

gy

values can be predicted and change the with frequency. The current (I) in the cir-
cuit depends on the resistance (R). If this resistance is small, then the current can
become very large in the RLC circuit. If the inductor in Figure[Tlis replaced by an
iron cored non-linear inductor, the exact values of voltage and current cannot be
predicted as in a linear model. The inductance becomes nonlinear due to saturation
of flux in the iron core. The understanding that ferromagnetic material saturates is
very important. Ferromagnetic material has a property of causing an increase to the
magnetic flux density, and therefore magnetic induction [3, 15, l6].

Magnetic Flux Density

A

Saturation

P Current

Fig. 2 Magnetization curve

As the current is increased, so does the magnetic flux density until a certain point
where the slope is no longer linear, and an increase in current leads to smaller and
smaller increases in magnetic flux density. This is called the saturation point. Fig-
ure [2] shows the relationship between magnetic flux density and current. As the
current increases in a ferromagnetic coil, after the saturation point the inductance of
the coil changes very quickly. This causes the current to take on very dangerously
high values. It is these high currents that make ferroresonance very damaging. Most
transformers have cores made from ferromagnetic material. This is why ferroreso-
nance is a concern for transformer operation [2, 4].
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2 Simulation Model

TNB(Tenaga Nasional Berhad, Malaysia) Transmission has had several failures of
33kV voltage transformers (VT) in the system. The simplified single line diagram
for the 132/33 kV PMU Kota Kemuning is shown in Figure Bl The Engineering
Services Department TNB Transmission Division reported that at 00:45 hour, PMU
Kota Kemuning 3TO (Fig. 3) tripped due to the explosion of 33 kV red phase VT.
The equipment detail is shown in Table[Tl

Table 1 VT detailed specifications

VT Type UP 3311
From V50
Accuracy Class 0.5

Primary Voltage 33/3
Secondary Voltage 110/3

Rated output 100 VA
Standard BS 3941
Insulation Level 36/70/170 kV
Number of phase 1

Frequency 50 Hz

V.F 1.2 Cont 1.9 30 SEC

It was also reported that there were cracks on the VT and parts of it had chipped
off. All three VT fuses of 33kV Incomer at the Double Busbar Switchgear had
opened circuited and the screw cap contact surface with the termination bars was
badly pitted.

The system arrangement shown in Figure [l can be effectively reduced to an
equivalent ferroresonant circuit as shown in Figure[4l

The sinusoidal supply voltage (e) is coupled to the VT through a series capacitor
Cseries. The VT’s high voltage winding shunt capacitance to ground can greatly
contribute to the value of Cyp,,,,,. The resistor R is basically made up of the VT’s
equivalent magnetizing branch resistance (core loss resistance). The nonlinear in-
ductor is represented by a nonlinear flux linkage (A1) versus current (i) curve (Fig. 4.

3 Simulation of Capacitance Precondition

The simulated circuit in ATP is shown in Figure [Sl The switch can represent the
circuit breaker or the disconnection of the fuse due to its operation. After the circuit
breaker or the fuse opens, it is proposed that the supply voltage can still be coupled
to the VT through equivalent series capacitance, Cgepies-

The voltage transformer was modeled as a nonlinear inductor in parallel with a
resistance in the magnetizing branch (Rc). The circuit opening is represented by
a time controlled switch. The values of all circuit components in Figure [3] were
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Table 2 Circuit Components Values

Parameter Measured value

CHV-gnd 97.4 pF

DF of CHV-gnd 51.88 %

CHV-LV 640.7 pF

DF of CHV-LV 0.938 %

CLV-gnd 328.7 pF

DF of CLV-gnd 7.462 %

Re 16.9 MQ (calculated from open circuit test
data)

Table 3 The effect of changing the value of series capacitor

Cseries Peak Voltage at Peak Current at Frequency of Ferroresonance
PrF Transformer(kV) Transformer(mA) System (Hz) Occur
(before) (after) (before) (after) (before) (after)

8000 (26.944) (27.941) (4.136) (3.947) (50)(50) NO
4000 (26.943) (28.895) (4.137) (4.483) (50)(50) NO
2000 (26.943) (32.884) (4.137) (5.612) (50)(50) NO
1500 (26.943) (35.297) (4.135) (5.951) (50)(50) Yes
1000 (26.943) (52.429) (4.136) (47.166) (50)(50) Yes
500 (26.944) (44.228) (4.136) (20.813) (50)(50) Yes
350 (26.943) (41.609) (4.137) (9.143) (50)(50) Yes
200 (26.943) (24.275) (4.137) (3.548) (50)(50) NO
100 (26.943) (8.846) (4.134) (1.245) (50)(50) NO
50 (26.943) (3.035) (4.135) (5.561) (50)(50) NO

determined based on as far as possible the actual parameters. The following values
in Table 2| were obtained from measurements made on the VT.

The simulation was carried out with a fixed value of shunt capacitor (Cgy,,,) at
97.4 pF and the value of resistance in magnetizing branch (Rc) at 16.9 M. The
circuit was supplied by AC source peak voltage of 26.94 kV with 50 Hz frequency.
The time controlled switch was closed at 0 sec and disconnected after 0.25 sec.
Table 3 shows the effect of variation in the series capacitor values. The peak voltage
and the peak current at the VT were recorded before and after the switch operation.
The time from O sec until 0.25 sec was considered as the before switch opening,
and the remaining time was considered as after. The output waveforms for 1000 pF
series capacitor where ferroresonance has occurred is shown in Figure[@ Figure [7]
and Figure [8 show the output waveforms for 100 pF and 2000 pF series capacitor
value where ferroresonance has not occurred.

It is clear from Figure[8 which shows that ferroresonance does not occur at 2000
pF of series capacitor although there is a small changes in the measured voltage and
current of the system around disconnected time.
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Fig. 7 The output waveform for 100 pF series capacitor
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Fig. 8 The effect of changing series capacitor value for parallel RLC circuit by fixed the
value of Cgpy,r at 97.4 pF and the value of Rc at 16.9 MQ. Cgepips of 2000 pF

4 Conclusion

From the simulations it can be concluded that the value of series capacitor should
be in the range of about 400 pF to 1400 pF (for 3-times magnification) in order
for the ferroresonance to occur. As mentioned earlier, if the ferroresonance occurs
due to a switching operation to disconnect the supply from the VT, the possible
sources of this capacitor are the intercable capacitance, the busbar-VT capacitance,
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the opened circuit breaker capacitance, or the opened fuse capacitance. It can be
said that, this range of values of series capacitance is relatively large compared
to physically realised values. Therefore it can be concluded that once the VT is
disconnected from the supply, there is no possibility of ferroresonance to occur since
the supply voltage pre-condition cannot be physically met. In the simulation with
Cieries Variation, it was found that there is no possibility of ferroresonance to occur
due to disconnection of supply from the VT. This is due to the very high value of
the series capacitance which is required.
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Design of SCFDMA System Using MIMO

Kaushik Kapadia and Anshul Tyagi

Abstract. The aim of paper is to design SCFDMA system using SFBC and re-
ceiver diversity which provides satisfactory performance over fast fading channel
environment. The performance evaluation will be checked through MATLAB
R2009b simulator. There are comparisons of performance among 1x1 SCFDMA
system, 2x1 SCFDMA system using SFBC, 1x2 SCFDMA system using receiver
diversity and 2x2 SCFDMA system using SFBC and receiver diversity. We de-
scribe design of SCFDMA system using transmitter diversity technique and
receiver diversity technique. We have compared the performance of these systems
with the conventional SCFDMA system. The main focus is on design of
SCFDMA system using SFBC and receiver diversity which enables desired sys-
tem to combat detrimental effects of fast fading.

Keywords: 3" Generation Partnership Project Long Term Evolution(3GPP-LTE),
Binary Phase Shift Keying(BPSK), Discrete Fourier Transform(DFT), Inverse
Discrete Fourier Transform(IDFT), Localized Frequency Division Multiple
Access(LFDMA), Maximum Ratio Receiver Combining(MRRC), Multiple Input
Multiple Output(MIMO), Orthogonal Frequency Division Multiple Access
(OFDMA), Peak to average power ratio(PAPR), Single Carrier Frequency Divi-
sion Multiple Access(SCFDMA), Space Frequency Block Code(SFBC).

1 Introduction

SCFDMA system is used in 3GPP-LTE and upcoming generation mobile commu-
nication. That is due to its possession of advantages of OFDMA as well as signifi-
cant decrease in PAPR [1]. SCFDMA is a method of wireless communication
under consideration to be deployed in future cellular systems. Advantages over
OFDMA include less sensitivity to carrier frequency offsets [2,3] and lower
PAPR [4]. The PAPR is not a big issue for base station as there is unlimited avail-
ability of power supply; hence in 3GPP-LTE OFDM is used for forward link
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communication that is from base station to mobile terminals. But PAPR creates
more challenges to the instrument running on external limited power supplied
batteries. For systems with high PAPR such as multicarrier system (OFDMA)
there is need to design extremely linear power amplifier. But design of extremely
linear power amplifier enhances cost of system to larger extent. Hence 3GPP-LTE
uses SCFDMA technique for reverse link communication, that is from mobile
terminals to base station. Though SCFDMA technique is able to reduce PAPR yet
the need to increase the reliability of communication and data rate handling capa-
bility requires the use of MIMO techniques. SFBC is one of the MIMO techniques
used for achieving diversity gain. SCFDMA may be used in downlink satellite
communication, due to lack of power sources available at satellite, there is re-
quirement to minimize value of PAPR.

SCFDMA system uses Multiuser detection algorithms for avoiding interference
from neighbouring cells at cell edge [5,6]. Scheduling algorithms (channel depen-
dant and static scheduling) are used to allocate resource to user based on channel
conditions or in fixed fashion [7,8]. Power allocation to subcarriers of a specific
user is constant, it follows maximum subcarrier power constraint and total power
constraint.

Section 2 gives a description of 2x2 SCFDMA system using SFBC and MRRC
techniques. Section 3 gives simulation results. Section 4 gives concluding remarks.

2 Design of 2x2 SCFDMA System Using SFBC and MRRC

The input bit stream by, b,,...by_, is encoded by a channel encoder (convolutional
or turbo) and modulated using (BPSK/QPSK/QAM), arranged in groups of M
symbols and DFT is performed. Let x,,x;,..xy_,; be discrete time domain signals
and X,,X;,..Xy_, are the discrete frequency domain signals.

X, =YM-ly o 0<k<M-—1 1
k Zm:o Xmeé ) SKS (1

Frequency domain M symbols are mapped to N symbols using LFDMA.
Let Y,,Y,,Y,,..,Yy_; be resulting subcarrier mapped symbols and then IDFT is
performed.

_(X, 0slsM-1
K—%,M—1<ZSN—1 ”
1
ax(n)modM’ = 0
- = jznq @
In = Yom+q 1(1—6 Q )iszz_ol ) (’Z}_p) 4 #0
0 M - sl P + o)
where, N =M
0O<n=Qm+q<N-1
0o<m<M-1

0<qg<Q-1
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Fig. 1 (a) Transmitter of 2x2 SCFDMA system (b) Receiver of 2x2 SCFDMA system

At transmitter time domain modulated output of SCFDMA system is spatially
mapped using SFBC. There are two output modulated spatially mapped streams
y0, and y1, for antennal and 2 which are further processed as a stream for
individual SCFDMA system. Let y0,
,¥1y_1] be signals in time domain transmitted from antennal

[3’10, yll! y12!
and 2 [9,10].

= [yOO' yol! y02'

Table 1 Mapping single data stream to two antenna for 2x2 (Tx-Rx)*

ryON—l] ’ yln -

Yn Yo V1 Yn-2 YnN-1
y0,,(Antenna-1) Yo —y1 Yn-2) —)’?N—n
y1, (Antenna-2) V1 Yo Yv-1) Yy (*N—Z)

PAPR of 2x2 (Tx-Rx)* SCFDMA system is given by:

PAPR =

Peak power

_ max {3V,

Zo(Ilyonll*+lly1nl*)}

Average power

Hp

o UlyonliZ+ly1nl®)}

“

Let PAPR, be threshold PAPR. Cumulative distribution function(CDF) is given by

Fpapr(PAPR,) = P{PAPR < PAPR,}

&)

Complementary cumulative distribution function(CCDF) is given by

Tx T .
ant.2

1 — Fpupr(PAPR,y) = P{PAPR > PAPR,}

ant. 1
N\/ g
// \

Rx
ant. 1

Rx
ant. 2

Fig. 2 2x2 (Tx-Rx)* system
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h12 -
h21
h22
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Resulting time domain complex signals are parallel to serially converted and then
cyclic prefix is inserted then digital to analogue conversion takes place and at last
up-conversion occurs and then transmitted through antennal and 2.

Transmitted signal gets attenuated through channel. Let 1, = [r0,,
104, ...,70y_¢] and r; = [r1y, 71y, ...,v1y_;]be signal received at antennal and
2 in time domain after down-converting and passing through analogue to digital
convertor and ny = [n0y,n04,...,n0y_;] and n, = [nly,nly,..,nly_;] be
samples of additive white Gaussian noise (AWGN) at antennal and 2.

On the two receiver side at antennal and 2 received symbol stream is given to
two different parallel processing units one is the channel estimator and on the
other side cyclic prefix is removed and serial to parallel converted for further
analysis. These time domain symbols are then channel equalized using zero forc-
ing approach using estimates of channel coefficient found by channel estimator.
Channel path gains are assumed to be constant over two bit transmission period as
shown in figure 2.

At receiverl rpand 7 i1 = Tor+1)be the received symbols corresponding to

k™ and (k + 1)** BPSK symbol period.

Tok = h11xY Ok + a1y 1k + Ny (7
Totk+1) = M1V O0k+1) + R21kr1)Y L (ker1) + Mok+1) (®)
Tok = P11V + R21kY(k+1) T+ Mok )
Totk+1) = P11k (=Yike1) + P21 (Vi) + o1 (10)

Let J, be the estimated transmitted signal at antennal.
~ 1 * * 2 2
Yok = Z{(hllk X Tor) + (h21k X 7”o(k+1))}: A= ||hy1iell® + lho1kll (1D
Similarly estimate of y, ., can be obtained by
~ 1 * *
Votes1) = Z{(hzuc X 7o) = (Ry1x X To(k+1))} (12)

%{(hilk X 7o) + (ha1k ¥ rg(k+1))} k=024,.M-2

(13)
%{(h;uk—n X Tog-1) — (M11ge-1) X 7o)} k =135,..M — 1

Yor =

At receiver2 1ygand 1y 4q = Tys1)be the received symbols corresponding to
k'™ and (k + 1)** BPSK symbol period.

Tk = RigeyOp + hopry 1y + 1y (14)

T1ik+1) = P2+ 1Y Oka1) + Rozes )Y Ler1) + Naean) (15)
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Tk = RiaeYi + MooV ey + Nk (16)
Tiger1) = P2 (=Yike1) + Ra2ie (¥ + Ny (I7)
Let J; be the estimated transmitted signal at antenna2.
Vik = Ail{(hizk X 713) + (hgzi X rl*(k+1))} s A= NlRygiell® + gzl (18)
Similarly estimate of y, ., can be obtained by
Vs = Ail{(hZZR X 1y3) — (hygge X 7”1*(k+1))} (19)

3 (o X 710 + (haaie X Tgern)} k=024,..M-2

e ) (20)
A_l{(hzz(k_l) X Tl(k—l)) - (h12(k—1) X le)} k = 1,3,5, .M—-1

Vi =

These two receive antenna symbol stream combined through MRRC scheme. The
two received signals on antennal and 2 are combined to improve reliability in case
of fading environment. If received signal gets faded through one of the link other
may not be faded and this decreases bit error rate compared to that of SCFDMA
system. Symbols are arranged in groups of N and analyzed in frequency domain
using DFT.

fie = = Fowe + Vi) @

i1k Tok+h ry hi . T1k+h ry
11k TokTN21k To k+1 12k T1kT™N22k 71 k41
+ k=02,.M-2

~ 2A 2A
Tk = t

(22)

Ro1k-1Tok-1"h11k-1T0k | Mazi—1T1k—1—R12k-171k
+ k=13,.M-1
24 24,

Symbols are arranged in groups of N and analyzed in frequency domain using
DFT. Ry, R, R;, ..., Ry_; be N -point DFT of 7, 7,75, ..., Fy_1.

—j2mnl

R,=Y'fe v ,0<n<N-1 (23)

N symbols are de-mapped to M symbols required as per specified user’s subcar-
rier. Zy, Zy, ..., Zy—, be de-mapped M symbols from Ry, R;,R,,..,Ry_, . For
first user symbols are de-mapped in following fashion and for further user value of
k will enhance in a arirhmetic fashion.

Zr=R,, 0<k<sM-1 (24)

These M equalized symbols are then converted back to time domain using IDFT.
2o, Z1, Zg, -, Zy—1 be M -point IDFT of Z,,Z,,Z,, ..., Zy_1 -
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zm=$z¥;012ke M, 0<m<M-—1 (25)
The processed symbols are then BPSK demodulated and then decoded.
0 if R 0
W, = {1 if Re(zy) <

if Re(z )50 0SmsM—1 26)

Bit error rate can be calculated from comparison of output bit stream with the
input bit stream. Let bit error rate be denoted by BER.
ek=bk_Wk,0SkSM_1 (27)

Non zero entries in e results in error. To evaluate BER, let counting number of non
zero entries in e be Ne,i. And performing over large number of turns N,.

1 1 @N
BER = N_OEZL':%N&L'

(28)
Nei = Koo el (29)
Bit Error Rate for 2x2 (Tx-Rx)* SCFDMA system
. 1 M-1 N-1 - N —j2mkl  j2mkm
BER — iliM_l (lbkl if Re (mzkzo leo Fo+yule™ ¥ e ™ ) <0
NO M i=1 k=0

1 M-1 N-1 —j2mkl j2mkm
be=11  if Re(5:> D Gu+Fude N e i )20
2M Lay=o Lai=o

Bit Error Rate for 2x1 (Tx-Rx)* SCFDMA system

M-1N-1 ) ]
1 —j2mkl j2mkm
No m—1 | Dkl if Re —Z yie N e M |<O0
11 M k=0 [=0
BER = ——
W YR
07 =1 k=0 . 1 _ —jemkl jemkm
|by — 1] if Re 7 Jiee N e M >0
k=0 [=0

1 * *
_ Z{(hok X 1) + (hae X Tern)} k=024,..M-2
Ye =

1
Z{(h;(k_l) X r(k—l)) - (hO(k—l) X T,:)} k= 1,3,5, .M-1

Bit Error Rate for 1x2 (Tx-Rx)* SCFDMA system

1 aE 2kl j2mkm
17 T — ] 4T J2TU
No m—1 | bkl Re —ZZ(Lk+Lk>e N e M |<0
1 M hox ~ hik
BER = —— PR
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3 Simulation Result
The proposed system has been simulated in MATLAB R2009b.
3.1 Simulation Parameters
Table 2 Simulation Parameters
Modulation BPSK
Tx * DFT size 16
Tx *IDFT size 512
Transmitter Subcarrier mapping Localized
Scheduling Static (Round robin)
Subcarrier spacing 15kHz
Channel encoder none
Bandwidth SMHz
Rayleigh fast fading, flat
Channel Channel model fading (single path)
. . (AWGN) Additive White
Noise environment . .
Gaussian Noise
Receiver Channel estimation Perfectly known
Number of runs 10°
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Fig. 3 BER Vs SNR plot for single and multi user SCFDMA using MIMO
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4 Conclusion and Future Work

BER performance: 2x2 SCFDMA system using SFBC and MRRC has the best
performance. While 2x1 SCFDMA system using SFBC has better performance
than 1x2 and 1x1 SCFDMA systems. While 1x2 SCFDMA system using receiver
diversity has better performance than 1x1 SCFDMA system.

From simulation results it is clear that 2x2 SCFDMA system using SFBC and
MRRC at an SNR 6db less can perform similar to that of 1xI SCFDMA system.
While 2x1 SCFDMA system using SFBC at an SNR 4db less can perform similar
to 1x1 SCFDMA system. While 1x2 SCFDMA system using MRRC at an SNR
2db less can perform similar to 1x1 SCFDMA system.

From simulation results it is clear that at a threshold of 7db PAPR the probabil-
ity of crossing the threshold PAPR is approximately 1 for 2x2 SCFDMA system
using SFBC and receiver diversity and 2x1 SCFDMA system using SFBC. While
the probability of crossing the threshold PAPR of 7db is approximately 10~ for
1x2 SCFDMA system using receiver diversity and 1x1 SCFDMA system.

The future work may involve channel estimation for system, multiple tapped
(frequency selective), channel dependent scheduling and more than two antennas.
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Testing an Agent Based E-Novel System —
Role Based Approach

N. Sivakumar and K. Vivekanandan

Abstract. Agent Oriented Software Engineering(AOSE) methodologies are meant
for providing guidelines, notations, terminologies and techniques for developing
agent based systems. Several AOSE methodologies were proposed and almost no
methodology deals with testing issues, stating that the testing can be carried out
using the existing object-oriented testing techniques. Though objects and agents
have some similarities, they both differ widely. Role is an important mental
attribute/state of an agent. The main objective of the paper is to propose a role
based testing technique that suits specifically for an agent based system. To
demonstrate the proposed testing technique, an agent based E-novel system has
been developed using Multi agent System Engineering (MaSE) methodology. The
developed system is tested using the proposed role based approach and found that
the results are encouraging.

Keywords: Agent-Oriented Software Engineering, Multi-Agent System, Role
based testing.

1 Introduction

A software development methodology refers to the framework that is used to
structure, plan, and control the process of developing a software system. A wide
variety of such frameworks have evolved over the years, each with its own
recognized strengths and weaknesses. Now-a-days agent based systems are the
solutions for complex application such as industrial, commercial, networking,
medical and educational domain [1]. The key abstraction in these solutions is the
agent. An “agent” is an autonomous, flexible and social system that interacts with
its environment in order to satisfy its design agenda. In some cases, two or more
agents should interact with each other in a Multi Agent System (MAS) to solve a
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problem that they cannot handle alone. The agent oriented methodologies provide
us a platform for making system abstract, generalize, dynamic and autonomous.
This important factor calls for an investigation of suitable AOSE frameworks and
testing techniques, to provide high-quality software development process and
products.

Roles provide a well-defined interface between agents and cooperative
processes [2]. This allows an agent to read and follow, normative rules established
by the cooperation process even if not previously known by the agent. Their major
motivation to introduce such roles is to increase the agent system’s adaptability to
structural changes. Several AOSE methodologies were analysed and compared
and found that the strong weakness observed from almost all the methodologies
were, there is no proper testing mechanism for testing the agent-oriented software.
Our survey states that the agent based software are currently been tested by using
Object-Oriented (OO) testing techniques, upon mapping of Agent-Oriented (AO)
abstractions into OO constructs [3]. However agent properties such as Autonomy,
Proactivity, and Reactivity etc., cannot be mapped into OO constructs. There
arises the need for specialized testing techniques for agent based software. The
main objective of the paper is to propose a testing mechanism based on agent’s
important mental state, the role.

The Paper is organized as follows: Section 2 describes the literature study on
the existing work on agent oriented methodologies and existing testing techniques.
Section 3 explains the analysis, design and implementation process of an agent
based E-Novel system using MaSE methodology. Section 4 explains the proposed
role based testing mechanism and its effectiveness towards agent based system.

2 Background and Related Works

Agent-oriented software engineering is a new discipline that encompasses
necessary methods, techniques and tools for developing agent-based systems.
Several AOSE methodologies [4] were proposed for developing software,
equipped with distinct concepts and modelling tools, in which the key abstraction
used in its concepts is that of an agent. Some of the popular AOSE methodologies
were  MASCommonKADS, MaSE, GAIA, MESSAGE, TROPOS,
PROMETHEUS, ADLEFE, INGENIAS, PASSI, AOR Modeling. Very few
methodologies provide validation support but fail to contribute complete testing
phase. The TROPOS methodology has an agent testing framework, called eCAT.
eCAT is a tool that supports deriving test cases semi-automatically. Goal oriented
testing [5] contributes TROPOS methodology by providing a testing process
model, which complements and strengthens the mutual relationship between goals
and test cases. PROMETHEUS methodology provides only debugging support.
PASSI methodology contributes only unit testing framework. INGENIAS
provides basic interaction debugging support through INGENIAS Agent
Framework (IAF). Table 1 clearly indicates that the existing AOSE methodologies
does not support testing phase, stating that testing an agent system has been
accommodated using existing traditional and object-oriented testing techniques.
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Table 1 Lifecycle coverage of several AOSE methodologies [4]
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Analysis  Yes Yes Yes Yes Yes Yes Yes Yes Yes  Yes
Design  Yes Yes Yes Yes Yes Yes Yes Yes Yes  Yes

Coding No No No No Yes Yes Yes Yes Yes No
Testing No No No No No No No No No No

Role is an important mental attribute of an agent and often agent changes its
roles to achieve its designated goal. Roles are intuitively used to analyze agent
systems, model social activities and construct coherent and robust teams of agents.
Roles are a useful concept in assisting designers and developers with the need for
interaction. Generic Architecture for Information Access (GAIA) methodology [6]
and Multiagent Systems Engineering (MaSE) methodology [7] were role-based
methodologies for development of multi-agent systems.

3 Proposed Work

The main objective of this paper is to propose a role based testing technique that
suits specifically for an agent based system. Role based testing is applied at
different abstraction level such as unit, integration, system and acceptance. To
illustrate the role based testing approach, an agent based E-novel system was
developed using MaSE methodology. E-novel system is deployed on internet
community to assist in interaction between novelists and readers. In the e-novel
community, system accepts and contains a number of novels authored by various
novelists. Readers simply browse to find and read novels. However, readers
typically spend lot of time to browse and review a list of novels through categories
and ranking. An e-novel system which is a subsystem designed from the notion of
this study for this community.

E-Novel system has been developed using MASE methodology which is an
iterative process. It deals the capturing the goals and refining the roles of an agent.
It appears to have significant tool support. agentTool is a graphically based, fully
interactive software engineering tool, which fully supports each step of MaSE
analysis and design. Fig.1 represents goal hierarchy diagram of e-novel system
designed using agentTool. The analysis phase involves capturing goal, Applying
use cases and Refining roles (Fig 2) whereas the design phase involves Creating
agent classes, Constructing conversations, Assembling agent classes (Fig 3) and
System design.
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Fig. 1 Goal Hierarchy Diagram for E-Novel System
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After analysis and design, the Agent-based E-Novel system is implemented
using JADE (Java Agent Development Framework), a software platform that
provides basic middleware layer functionalities which are independent of the
specific application and which simplify the realization of distributed applications
that exploit the software agent abstraction [10].

4 Testing

Testing is inseparable in software development process. Though testing is
mandatory, there is a hindrance for its uptake due to the fact that the existing
AOSE methodologies failed to prioritise agent-oriented testing, stating that agent
systems can be tested using the existing conventional and object-oriented software
testing technique. Currently testing is accomplished by mapping Agent-Oriented
(AO) abstractions into OO constructs. However agent properties such as
Autonomy, Proactivity, and Reactivity etc., cannot be mapped into OO constructs.
This leads to the need for specialized agent-oriented software testing technique for
agent-oriented software systems. In this paper, role based testing technique is
proposed for effectively testing an agent based system.

4.1 Role Based Testing

Roles have been used both as an intuitive concept in order to analyse MAS and
model inter-agent social activity and as a formal structure in order to implement
coherent and robust agent-based software. Every individual agent has its own goal
to be achieved and plans to do to fulfill the goal. In addition to goal and plan, role
is one important mental state of the agent, which is defined as a set of capabilities
and expected behavior. A role [8][9] can be represented as

<Goal, Responsibilities, Protocol, Permissions>

e Goal, for which the agent playing this role is responsible

e Responsibilities, Which indicates the functionalities of agents playing such
roles

e Protocol, which indicates how an agent playing such role can interact with
agents playing other role

e Permissions, which are a set of rights associated with the role.

Role based testing provides the full range of assurance and correctness for agents
to manage the complexity of highly dynamic and unpredictable environments with
a high degree of interaction and distributivity. Every Agent involved in the E-
Novel system has their own roles for their accomplishment. Some roles involves
only one agent and other involves more than one agent thereby interaction among
agent is facilitated. Fig 5 represents the role diagram which shows the Goal-Role-
Responsibility relationship.
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Responsibilities 1...k Responsibilities 1...k

Fig. 5 Role Model

Let ‘x’ be the number of agents involved in Agent-based E-novel system,
Agents = {A}, Ay, Az, ... , A}

Let ‘i’ be the number of goals that every agent in the agent based e-novel system
has to achieve.
Goals = {Gy, Gy, Gg, .... Gi}

Let ‘j’ be the number of roles carried out by individual agent to accomplish every
goal.
Roles = {R;, Ry, Rs, ..., R}

Let ‘k’ be the number of functionalities to be accomplished for every role

Responsibilities = {Re,, Re,, Res, ....Rey}

After identifying the roles and their corresponding responsibilities of every agents
involved in the MAS, test cases has to be derived to test whether the roles for the
agents accomplish their task for the given set of inputs. Analyzing the Goal-Role
relationship, it is found that, as long as the agent performs its role properly, the
goal of the system is been achieved by default. Thus testing whether the agent
performs its role properly is a challenging task. This paved way for a role-oriented
testing mechanism by which the role functionalities were tested by deriving
appropriate test cases. Random based test case generation technique is been used
for generating test cases that suits for role based approach.

4.2 Role Schema

Roles schema provide a well-defined interface between agents and cooperative
processes. This allows an agent to read and follow, normative rules established by
the cooperation process even if not previously known by the agent. Their major
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motivation to introduce such roles is to increase the agent system’s adaptability to
structural changes. They formally define a role as an entity consisting of a set of
required permissions, a set of granted permissions, a directed graph of service
invocations, and a state visible to the runtime environment but not to other agents.
Sample role schema for an agent based e-novel system is represented in Table 2.

Table 2 Sample Role Schema

Role Name : Prioritize Novel

Agent involved : Recommendation Agent

Goal: To present the best novel to the reader

Description: This role helps to prioritize the novels based on the author popularity and
reader’s interest.

Protocol and Activities: Analyzing No. of novels written by the author, Popularity among
the readers, Novel writing skill and presentation skill,

Permissions: Read Request query, Result, Security policy, Change Result format // encrypt,
Request format // decrypt
Responsibilities: Activeness: (count no. of novels + popularity of the novelist + writing skill
+ presentation skill + no. of readers read that novel

Completeness: Suggesting best novel to the reader

4.3 Random Based Test Case Derivation

According to our approach, the role of an agent comprises the logic of the test. As
every role of an agent has number of responsibilities to get satisfied, the derivation
of test case focuses on the responsibilities and thereby validates whether the role
hold by the agent serves the purpose. Random based test cases generation
technique is applied for generating test suites. This technique generates test cases
selecting the communication protocol and randomly generated messages. A
sample test case is represented in Table. 3.

Table 3. Sample Test case for E-Novel system based on role

[a)] % 8 = a = =
= - m — =
s B2 2 5 £ 5 E£3 g2 =
0 o o < =] n 172} 172}
= mQ ) & =) Z & R &)
E< = x & @ & &
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Once every roles were identified and test cases were generated, we tested our
system in JADE Test Suite and we found that correctness of the system is
validated fully and thereby role based testing can be applied for testing agent-
oriented system

T"4J JADE Test Suite E=REEET )
O e 2% v o[®la %

Exit Connect Open Config Select Run Run Al Debug Next Ldg

Current functionality: |E-Nove| System | - |

Progress:

Executed: 5/6 Passed: 5 Failed: 0 Elapsed time: 19.51 secs

[ E-Movel System

¢ [=] TestsList
¥ Buy Particular Maovel
5" Check particular novel is availble or not
% DBuy Movel Image
s# checkthe username and password
s# checkthe novel type
% |dentify User Interested Mowvels

4] i ¥
HEEE Done

Fig. 6 Snapshot of JADE Test Suite

5 Conclusion

Testing being very important activity in Software Development Life Cycle
(SDLC), there is no well defined testing technique for agent based system. None
of the existing AOSE methodologies deals with testing phase stating testing can be
carried out by using existing object-oriented technique. Although there is a well
defined OO testing technique to test the agent based systems AO constructs cannot
be mapped completely into OO constructs. Thus there arises vacancy for testing
phase in the SDLC that should be filled-up. This paper deals with a new agent
based testing technique i.e role based testing designed specifically for agent-
oriented software so as to fit in the existing AOSE methodologies. To demonstrate
our proposed testing technique, we developed an agent based E-novel system
using MASE methodology and tested the system using role based approach
and found that our results are encouraging. Thus the proposed testing technique
performs adequately and accurately for testing the completeness of agent based
system.
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Comparative Genomics with Multi-agent
Systems

Juan F. De Paz, Carolina Zato, Fernando de la Prieta, Javier Bajo,
Juan M. Corchado, and Jestis M. Hernandez

Abstract. The detection of the regions with mutations associated with different
pathologies is an important step for selecting relevant genes. The corresponding
information of the mutations and genes is distributed in different public sources
and databases, so it is necessary to use systems that can contrast different sources
and select conspicuous information. This work proposes a virtual organization of
agents that can analyze and interpret the results from Array-based comparative
genomic hybridization, thus facilitating the traditionally manual process of the
analysis and interpretation of results.

Keywords: arrays CGH, knowledge extraction, visualization, multiagent system.

1 Introduction

Different techniques presently exist for the analysis and identification of
pathologies at a genetic level. Along with massive sequencing, which allows the
exhaustive study of mutations, the use of microarrays is highly extended. CGH
arrays (aCGH) (Array-based comparative genomic hybridization) are a type of
microarray that can analyze information on the gains, losses and amplifications [7]
in regions of the chromosomes to detect mutations [5], [3]. Expression arrays
measure the expression level of the genes. aCGH are currently used to detect
relevant regions that may require deeper analysis. In these cases, it is necessary to
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work with vast amounts of information, which necessitates the creation of a
system that can facilitate the automatic analysis of data that, in turn, facilitates the
extraction of relevant information using different data bases. For this reason, it is
necessary to automate the aCGH processing.

aCGH, also called microarray analysis, is a new cytogenetic technology that
evaluates areas of the human genome for gains or losses of chromosome segments
at a higher resolution than traditional karyotyping. When working with aCGH,
segments of DNA (Deoxyribonucleic Acid) are selected from public genome
databases based upon their location in the genome. Computer software analyzes
the fluorescent signals for areas of unequal hybridization of patient versus control
DNA, signifying a DNA dosage alteration (deletion or duplication). These arrays
offer genome-covering resolution that can offer precise delineation of breakpoints.
This is important in determining common regions of overlap and implicated genes.
Due to their small target size, oligonucleotide arrays suffer from poorer signal to
noise ratios that often results in a significant number of false-positive outliers. At
present, tools and software already exist to analyze the data of arrays CGH, such
as CGH-Explorer [2], ArrayCyGHt [12], CGHPRO [1], WebArray [8] or
ArrayCGHbase [4], VAMP [6]. The problem with these tools is the lack of
usability and of an interactive model. For this reason, it is necessary to create a
visual tool to analyse the data in a simpler way.

The process of arrays CGH analysis is broken down into a group of structured
stages, although most of the analysis process is done manually from the initial
segmentation of the data. This study presents a multi-agent system [10] that
defines roles to automatically perform the different stages of the analysis. In the
first stage, the data are segmented [11] to reduce the number of gains or losses
fragments to be analyzed. The following steps vary in terms of the type of analysis
being performed and include: grouping, classification, visualization, or extraction
of information from different sources. The system tries to facilitate the analysis
and the automatic interpretation of the data by selecting the relevant genes,
proteins and information from the previous classification of pathologies. The
system provides several representations in order to facilitate the visual analysis of
the data. The information for the identified genes, CNVs (Copy-number
variations), pathologies etc. is obtained from public databases.

This article is divided as follows: section 2 describes our system, and section 3
presents the results and conclusions.

2 Multi-agent System

The multi-agent system designed to analyze our data is general enough that it can
be adapted for other types of data analysis. The multi-agent system is divided into
different layers: the analysis layer, the information management layer. The
developed system receives data from the analysis of chips and is responsible for
representing the data for extracting relevant segments on evidence and existing
data. Working from the relevant cases, the first step consists of selecting the
information about the genes and transcripts stored in the databases. This
information will be associated to each of the segments, making it possible to
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quickly consult the data and reveal the detected alterations at a glance. The data
analysis can be carried out automatically or manually.

2.1 Analysis Roles

The analysis roles contains the agents responsible for performing the actual
microarray analyses. The information management layer compiles the information
from the database and generates local databases to facilitate their analysis. The
visualization layer facilitates the management of both the information and the
algorithms; it displays the information and the results obtained after applying the
existing algorithms at the analysis layer.

The agents at the analysis layer adapt to the specific class of microarray, in this
case the aCGH, and within the aCGH they adapt to the different types of
microarrays with which they work. To perform the data analysis, the agents are
incorporated for: segmentation, Knowledge extraction, and Clustering.

The segmentation process is performed by taking into account the differential
normalization for gains and losses. The segmentation process is based on the
madldr (median absolute deviation, 1st derivative) value for each of the arrays,
which determines the threshold for gains or losses that is considered relevant for
each case. This metric provides a surrogate measure of experimental noise.

For this particular system, the use of chi Square was chosen because it is the
technique that makes it possible to work with different qualitative nominal
variables to study factor and its response. The contrast of Chi Square makes it
possible to obtain as output the values that can sort the attributes by their
importance, providing an easier way to select the elements. As an alternative, gain
functions could be applied in decision trees, providing similar results.

2.2 Information Management Roles

Once the relevant segments have been selected, the researchers can introduce
information for each of the variants. The information is stored in a local database.
These data are considered in future analyses although they have to be reviewed in
detail and contrasted by the scientific community. The information is shown in
future analyses with the information for the gains and losses. However, because
only the information from public databases is considered reliable, this information
is not included in the reports.

Besides the system incorporates a role to retrieve information from UCSC
(University of California Santa Cruz) and use this information to generate reports.
This information is important in order to select the relevant segments.

3 Visual Analysis

A visual analysis is performed of the data provided by the system and the
information recovered from the databases. New visualizations are performed in
order to more easily locate the mutations, thus facilitating the identification of
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mutations that affect the codification of genes among the large amount of genes.
Visualization facilitates the validation of the results due to the interactivity and
ease of use of previous information. Existing packages such as CGHcall [9] in R
do not display the results in an intuitive way because it is not possible to associate
segments with regions and they do not allow interactivity.

The system provides a visualization to select the regions with more variants
and relevant regions in different pathologies. The visualizations make is possible
to extract information from databases using a local database.

A visual analysis is performed of the data provided by the system and the
information recovered from the databases. New visualizations are performed in
order to more easily locate the mutations, thus facilitating the identification of
mutations that affect the codification of genes among the large amount of genes.
Visualization facilitates the validation of the results due to the interactivity and
ease of use of previous information. Existing packages such as CGHcall [9] in R
do not display the results in an intuitive way because it is not possible to associate
segments with regions and they do not allow interactivity.

The system provides a visualization to select the regions with more variants
and relevant regions in different pathologies. The visualizations make is possible
to extract information from databases using a local database.

4 Results and Conclusions

In order to analyze the operation of the system, different data types of array CGH
were selected. The system was applied to two different kinds of CGH arrays: BAC
aCGH, and Oligo aCGH. The information obtained from the BAC aCGH after
segmenting and normalizing is represented in Tab. 1. As shown in the figure, there
is one patient for each column. The rows contain the segments so that all patients
have the same segments. Each segment is a tuple composed of three elements:
chromosome, initial region and final region. The values v;; represent gains and
losses for segment i and patient j. If the value is positive, or greater than the
threshold, it is considered a gain; if it is lower than the value, it is considered a
loss.

Table 1 BAC aCGH normalized and segmented

Segment Patient 1 Patient 2 Pantient n
Init-end Vi1 Viz Vin
Init-end Va1 Voo vee Von

The system includes the databases because it extracts the information from
genes, proteins and diseases. These databases have different formats but basically
there is a tuple of three elements for each row (chromosome, start, end, other
information). Altogether, the files downloaded from UCSC included slightly more
than 70,000 registries.
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Fig. 1 Selection of segments and genes automatically

Figure 1 displays the information for 18 oligo arrays cases. Only the
information corresponding to chromosome 11 is shown. The green lines represent
gains for the patient in the associated region of the chromosome, while the red
lines represent losses. The user can select the regions and use these highlighted
regions to generate reports.

When performing the visual analysis, users can retrieve information from a
local database or they can browse through UCSC. For example, figure 2 contains a

R =)
File

knownGe... | knownGe... | knownGe... | knownGe... | knownGe... | knownGe... | knownGe... | keggPath... | kgXrefm... | kgXref.ge.. | kgXref.de.. | hgnchgn... | hgnc.sym... | hgncput
uc001qei1 127837465 127897099 127833869 127897371 chrit P14921 hsa04320 NM_0052.. ETS1 vetsernth.. HGNC:34.. ETST 1522903 &
uc001qgei.1 127837465 127807099 127833860 127897371 chrit P14021 hsa05200 NM_0052.. ETS1 v-ets envth.. HGNC:34.. ETS1 15220037
uc01geil 127837465 127897099 127833869 127897371 chri P14921 hsa05211  NM_0052.. ETS1 velsenin.. HGNC34. ETS1 1522903
uc001qej.1 127837465 127948235 127835182 127962663 chri1 QBN087 hsa04320 BKXG40634 ETS1 v-ets enth...

ucO01qej1 127837465 127948235 127835182 127962663 chri QBND87  Nnsa05200 BXG40634 ETS1 v-ets eryth

uc001qej.1 127837465 127948235 127835182 127962663 chri1 QBN087 hsa05211 BXG40634 ETS1 v-ets enth...

ucO01qek2 128056345 128056345 128056345 128062024 chrit AX747861 AX747861 Homosa

uc01qel2 128066785 128066785 128066785 128071128 chrit BC039676 BC039676 Homo sa

ucO01ge. 128069363 128186083 128069198 128187521 chrli Q01543 NM_0020.. FLI1 Friend leu.. HGNC:37.. FLM 1765382
uc01gen2 128133300 128143532 128133219 128143621 chrit AF147318  FLI1 Homo sa

uc001gfc2 128751140 128826507 128751090 128827384 chrit QBNT51 NM_0036.. BARX2 BarH-like

uc001afdd 129069722 129069722 129069722 129073350 chrit AXT4B800  AX746800 Homo sa

uc001gfe.! 120227587 120233790 120190950 129235108 chrit Q96821 NM_1387.. TMEM45B  transme. HGNC:25.. TMEM45B 1247793
uc0TgL1 129227587 129233790 129225277 129235108 chrit Qe6E21 BCO16153 TMEMASB  transme.. HGNC25.. TMEM4SB 1247793
uc001qgfg.1 129239829 129267993 129239574 129268114 chri1 QBP4RE-2 NM_0061.. NFRKB nuclear fa.,

uc001gih.1 129239829 129268449 129239574 120270662 chrll QEP4RS uos191 NFRKB nuclearfa.. HGNC78.. NFRKB 1427843
uc001qfi.l 129239829 129267954 129239574 129270662 chrit Q6P4RE BC063280 NFRKB nuclearfa.. HGNC:78.. NFRKB 1427843
uc001qfi1 120277417 129322511 120274810 1209322727 chrit QINQVE NIM_1994.. PRDM10 PR domai.. HGNC:13.. PRDM10 1217587
uc001gfk1 129277417 120322511 129274810 129322727 chrit Q86372 NM_1994.. PRDM10 PR domai

uc001gfli 129277417 128322511 120274810 120322727 chrit Q17R90 BC117415 PROM10 PR domai

uc01gfim 1 129277417 129336069 129274810 129377940 chri NP_0646 NM_0202.. PRDM10 PR domai

uc001gin.1 120277417 120336069 120274810 129377940 chrit NP_9554. NM_1994.. PRDM10 PR domai...

uc09zcg1 127837643 127897099 127835182 127897371 chrit QU6AC5  hsa04320 BCOT7314 ETS1 ETS1 prot.

uc009zcg.1 127837643 127807099 127835182 127897371 chrit QOGACS hsa05200 BC017314 ETS1 ETS1 prot.

uc009zcg.1 127837643 127897099 127835182 127897371 chrii QUEACS  hsa05211 BCOT7314 ETS1 ETS1 prot

uc009zch.1 127837465 127897099 127835182 127897371 chrit ASUL1T hsa04320 AY943926 ETS1 Ets-1 tran.

uc09zch.1 127837465 127897099 127835182 127897371 chrli AQULT7 ~ Nnsa05200 AY943926 ETS1 Els-1 tran

uc009zch.1 127837465 127897099 127835182 127897371 chrit AQULY7  hsa05211 AV043926 ETS1 Els-1 tran

uc009zci1 128139894 128186093 128069198 1281886099 chrit Q015432 M93255 FLI1 Friend leu

uc009zer1 129239829 120249354 129239574 129250021 chrid NP_0061 AL512730  NFRKB nuclear fa

uc009zcs 1 129289610 129290851 1202809436 120290965 chrit AK310354 KIAA1231  Homosa v
LS A3

Fig. 2 Report with relevant genes
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report with the information for the segment belonging to the irrelevant region
shown in the previous image.

In order to facilitate the revision and learning phases for the expert, a different
visualization of the data is provided. This view helps to verify the results obtained
by the hypothesis contrast regarding the significance of the differences between
pathologies. Figure 3 shows a dendrogram with the information of the groups. The
expert can review the clusters and modify the group belong each patient selecting
each patient.

PP LIPLEEEEEEE PR

Patient: 53044
Class: 1

Fig. 3 Reviewing clustering process

The presented system facilitates the use of different sources of information to
analyze the relevance in variations located in chromosomic regions. The system is
able to select the genes, variants, genomic duplications that characterize
pathologies automatically, using several databases. This system allows the
management of external sources of information to generate final results. The
provided visualizations make it possible to validate the results obtained by an
expert more quickly and easily.

Acknowledgments. This work has been supported by the MICINN TIN 2009-13839-
C03-03.
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Causal Maps for Explanation in Multi-Agent
System

Aroua Hedhili, Wided Lejouad Chaari, and Khaled Ghédira

Abstract. All the scientific community cares about is understanding the complex
systems, and explaining their emergent behaviors. We are interested particularly in
Multi-Agent Systems (MAS). Our approach is based on three steps : observation,
modeling and explanation. In this paper, we focus on the second step by offering
a model to represent the cause and effect relations among the diverse entities com-
posing a MAS. Thus, we consider causal reasoning of great importance because
it models causalities among a set of individual and social concepts. Indeed, multi-
agent systems, complex by their nature, their architecture, their interactions, their
behaviors, and their distributed processing, needs an explanation module to under-
stand how solutions are given, how the resolution has been going on, how and when
emergent situations and interactions have been performed. In this work, we investi-
gate the issue of using causal maps in multi-agent systems in order to explain agent
reasoning.

Keywords: Multi-Agent Systems, Explanation, Reasoning, Causal Maps.

1 Introduction

Multi-agent systems are developed in various domains such as computer networks,
industrial applications, process control, air traffic, simulation, etc. In spite of the
rapid growth of the international interest in MAS field and the high number of
developed applications, there is no global control on their execution, and no one
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knows what effectively happens inside, which steps are performed, how knowledge
is shared, how interactions are exchanged, how the solution path is computed, and
how results are obtained. Because of this ignorance, agent behaviors are not always
clearly reproducible for humans. Our objective is to give the user the possibility to
become familiar with such dynamic, complex and abstract systems, to understand
the way to manage the nondeterministic process, how solutions are given, how the
resolution has been going on, how and when emergent situations and interactions
have been performed. Explanation gives an answer to these questions. It gives in-
formation about reasoning, actions, interactions and events executed “inside” one
agent or among all agents. We can consider the MAS as a set of Knowledge Based
Systems (KBSs), in this case the different reasons for explanation in this area belong
to MASs like, it presents a demonstration tool to show how the resolution system
is well-adapted to the used knowledge or it describes the represented knowledge of
the field and the used inference techniques for learning purposes or for assistance to
the resolution process, etc. However, the need of explanation in MAS is related to
some other reasons :

Agent behaviors are not always clearly reproducible for humans.

During the execution, the multi-agent system is considered as a "black box”.
Explanation fosters the control of an agent ; the expert could have a control on
the agent if he/she knows “how” and ”why” the agent has done an action.

e Explanation is a way to detect and understand the emergence phenomenon in
MAS since Daniel Memmi [4] points out that the emergence is restricted to
the problem of description and explanation and it is an example of scientific
explanation.

Besides, the existing works presented in the literature are focused on explanations
in kBSs and particularly expert systems [J5}[7,[10]. There are a few research works
related to multi-agent systems, they remain specific to some MAS applications. Af-
ter a deep research, we found an explanation facility called Java Platform Anno-
tation Processing Architecture (JPAPA) [9]. The main idea of this method is that
agent software should be able to give information about itself. Using the framework
JPAPA, the programmer puts information into the source code. The programmer an-
notates those parts of the software that are important for the end-user to understand
the behavior of an agent. Annotations are similar to comments in a source code;
the difference exists in the intended recipient of the annotation content, who is the
end-user instead of the programmer. Also, the source code comments are skipped
whereas the content of annotations is visible even at runtime. This method is specific
to Java applications and it just describes how the agent has done the action. Another
approach proposed in [11] considers that the agent should explain its action. The
explanation is generated by recalling the situation in which the decision was made
and replaying the decision under variants of the original situation. The severe limita-
tion of this solution is the overload of the agent ; the agent should resolve a problem
and give an explanation; which has an effect on the system performance.
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Our work consists in establishing a generic methodology to explain reasoning
in MAS based on causal maps. In this context, Chaib braa, [2], mentioned in his
research that this methodology provides a foundation to explain how agents have
done actions, but he did not detailed his idea. We consider that to understand and
explain a complex process, we need to observe it. For this purpose, we developed
first an observation module which detects the agents’ events and describes each
agent activity in an intelligent trace [}, the figure [Tl illustrates an example of the
trace.

PEIW WM WA MW W I MW TR I M Y e

Time: 06:06:42

Thé é;nﬁn ofthe agent 4 atthis momentis departure.

The knowled@ ofthe agent 4 is: the node 12 present the link 20.
The goalofthe agent 4 is: the home inthe link 1.

Relation: ]f\genlzt inform Agent §

Time: 06:06:44

The action ofthe agent 10 atthis momentis actend.

The knowledge ofthe agent 10 is: the node 7 present the link 1.
The goal ofthe agent 10 ig: the work in the link 20,

Time: 06:06:45

The action ofthe agent 2 atthis momentis entered link.

The knowledae of the agent 2 is the node 13 nresentthe link 21

Fig. 1 Reasoning trace

In this trace, the agent event was structured in an explanation structure labeled
KAGR (Knowledge, Actions, Goals, Relations). This structure defines the resources
used by an agent to solve a problem. Our current issue is to manage the attributes
structure and the relations between the attributes to answer the question “how the
action has been done?”. In this paper, we highlight the use of causal maps to achieve
this issue.

2 Causal Maps

Causal Maps or Cognitive Maps (CM) [2] are represented as a directed graph where
the basic elements are simple. The concepts are represented as points, and the causal
links between these concepts are represented as arrows between these points. The
strategic alternatives; all of the various causes, effects can be considered as concept
variables, and represented as points in the causal map. Causal relationships can take
different values based on the most basic ones ”+” (positive) such as (promotes,
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ELERT)

enhances, helps, is benefit to, etc.), (negative) as (hurts, prevents, is harmful
to, retards, etc.), and ”’0” (neutral) such as (has no effect on, does not matter for,
etc.). With this graph, it is relatively easy to see how concepts are related to causal
relationships and to see the overall causal relationships of one concept with another.
For instance, the CM of the figure 2] explains how a PhD student makes his week
planning. We consider that in a week, a PhD student (the agent) should prepare

Prepare the paper \
Submit the paper

Assistteam meeting

Fig. 2 A cognitive map

his paper to submit it and assist the team meeting to expose his research work.
Indeed, this portion of a CM states that "Prepare the paper” is favorable to ”Submit
the paper” but it is harmful to Assist team meeting”. Also, ”Assist team meeting”
is harmful to the concept ”Submit the paper”. This shows that a CM is a set of
concepts as “Prepare the paper”, “Submit the paper”, ”Assist team meeting”, and
a set of signed edges representing causal relations like ’promote(s)”, “enhance(s)”,
”decrease(s)”, etc. In fact, the real power of a causal map resides in its representation
by a graph. The graph model makes then relatively easy to see how concepts are
linked to causal relationships.

Usually, a CM is employed to cope with the causal reasoning. Causal reasoning is
useful in multi-agent environments because it shows the presence of causal relation-
ships and the logical effects produced when some events occur. Causal maps were
widely addressed in multi-agent environment for several goals. Most of the works
retrieved in the literature deal with causal maps as a mean to make a decision in
distributed environment [2 6]; to analyze or to compare the causal representation
of agents for coordination or for conflict resolution [2f]; to facilitate the complex
phenomena for students in agent based learning systems [3]]. Therefore, we find
no further mention of using CM to explain a reasoning process in an intelligent,
complex, and distributed systems. It is obvious for us to experiment it.

3 Reasoning Explanation Using Causal Maps

We extract the links between the KAGR attributes associated to an agent and we
analyze the existent combinations of these elements in order to understand the agent
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reasoning. Each attribute is presented with two fields. The first field contains the
number of elements in the attribute. The second field defines the elements. The first
example is related to the event "LeaveHomeEvent” with the blue representation
of the explanation structure. The second presents the event “TakeCarEvent” with
the orange representation. Notice that, the explanation structure has two colors to
indicate that it is different at the two moments.

Fig. 3 Agent explanation
structure

/ AgentLeaveHomeEvent

,Iz nodel -

/"I’ﬁ - roadl

AgentTakeCarEvent

The detected event "LeaveHomeEvent” through the observation module has the

following structure’s attributes :

The attribute K has the value ”1” in the first field, it means that the agent has
one knowledge, the second field has the definition K1="the node 1 presents the
home”.

The attribute A has the value 1" in the first field, it means that the agent has done
one action at the moment t. The action is described by the second field which has
the definition A1="cross the road 1”.

The attribute G has the value 2" in the first field, the second field has the defini-
tion G1="go to work” as a global goal and G2="leave the home” as an interme-
diate goal.

The attribute R has the value ”0”.

Then, the second detected event "TakeCarEvent” has this explanation structure :

The attribute K has the value ”1” in the first field, it means that the agent has
one knowledge, the second field has the definition K1="the car is in front of the
house”.

The attribute A has the value 72" in the first field, it means that the agent has
done two actions at a moment t. The actions are described by the second field
which has the definition A1="Go straight 4 steps” and A2="send a message to
agent 2”.



188 A. Hedhili, W.L. Chaari, and K. Ghédira

e The attribute G has the value 2" in the first field, the second field has the definition
G1="go to work™ as a global goal and G2="take the car” as an intermediate goal.

e The attribute R has the value ’1” in the first field, the second field has the follow-
ing definition R1="the sent message to agent 2 contains: the car is not here”.

Our solution consists in modeling each attribute of KAGR by a causal map. So, each
agent has a causal map at four levels:

1. The first level treats the agent goals, deduced from the attribute ”G” of the agent
structure. This level is labeled "CM Goals”. It shows the causal relations between
the agent goals. The agent goals are the concepts of the map. This level exhibits
the links between sub-goals and their sequence to reach the local goal then the
MAS functionalities under agent goals.

2. The second level concerns the agent actions, deduced from the attribute ”A” of
the agent structure, this level is labeled "CM Actions”. In this map, the concepts
are the actions. CM Actions is linked to CM Goals to establish the actions done
by the agent to achieve a goal from the first map. Moreover, through this level,
the causal relations between agent actions are illustrated.

3. The third level presents the agent knowledge in a CM labeled "CM Knowledge”,
deduced from the attribute ”K” of the agent structure, in order to fix how the agent
has done an executed action in the CM Actions.

4. The fourth level presents the agent relations, ’CM Relations”, deduced from the
attribute "R” of the agent structure. This level is linked to the second one when
the agent cooperates with others to execute its actions. It is also linked to the third
level when the agent interacts with others to enrich its knowledge.

We notice that for each agent, four instances of a CM are respectively associated to
the attributes of the explanation structure. Dependencies links are then constructed
among those instances. The explanation process is performed following an incre-
mental method starting from agents and leading to the group of agents. The global
CM corresponding to the whole system is constructed thanks to the relationships
between the agents CMs at a higher level. This point will be discussed in a future
work since it is in progress.

4 Experimentation

The proposed approach was tested on a multi-agent application of transport network
simulation MATSim [§]. This application provides a toolbox to implement large-
scale agent-based transport simulations. The tested scenarios consist in achieving
the goal ”Go home” from a fixed position. Thus, the CM Goals contains just this
concept. The agent should follow a plan of links (streets) and nodes (crossroads) to
accomplish its actions. In the first scenario, the agent leaves the node 1 to attain the
home situated in the link 12, it follows a set of streets that contains the links 1, 2, 7
and 12. There are two possible actions left link” and “entered link”. The following
figure illustrates the CM Actions and the CM Knowledge of the agent created from
an XML file. The XML file contains the explanation structure KAGR of the agent.
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CM_Actions

CA_Enowledge

the node 2 m the position p2 and the current nk is 1

the node 7w the position p7 and the curent Imk 15 7

eg@@gga

Fig. 4 Agent Causal Map 1

As shown in the figure Ml the agent accomplishes a collection of actions presented
in the CM Actions in order to achieve its goal. The link between the actions are
green to mention the value *+’. In fact, we consider that the relations between these
concepts have the positive value, each one promotes the other: the concerned agent
will be able to realize the action left link 17 since the action “’departure from the
node 17 was achieved. Moreover, the concept “the node 2 in the position p2 and
the current link is 1 enhances the concept “left link 1. In this scenario, the agent
uses its own knowledge, presented in the sub-graph CM Knowledge. The relation
between the knowledge concepts has the neutral value, there is no effect between
them.

The second scenario presents a different agent behavior. The agent takes a car to
go home. The followed plan contains the streets 1 and 2. An agent traffic light” is
also situated between the two streets. The figure[Bldepicts the actions achieved in the
CM Actions. We note that the agent uses its own knowledge, in CM Knowledge,
as ’the node 2 in the position p2 and the current link is 2”. Besides, through
CM Relations, we deduce that the agent accomplishes the actions "’stop at the traffic
light” and pass the traffic light” after receiving a message from the agent traffic
light” and it achieves the action “take the car” after receiving the message “’the car
is in the garage” from another agent identified “agent 1”.
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CM_Relations

The sender was the agent 1

CM_Knowledge

The sender was the agent traffic light

The sender was the agent traffic light

the car is in the garage

CM_Actions

the color is green stop at traffic light

The node $ in the position p and the current fink is 2

pass the  traffic light

rETe

Fig. 5 Agent Causal Map 2
5 Conclusion

In this paper, we point out the issue of using causal maps to explain reasoning in
MAS. The concepts of the map were retrieved directly from an intelligent trace and
the value of arrows was deduced from the reasoning process done by an agent to
achieve a goal. This approach constructs for each agent a sub-set of linked causal
maps associated with the KAGR structure. The idea is to emphasize the individual
agent role and its participation in the resolution process. In a future work, an exper-
imentation based on the explanation of a rescue multi-agent system is going on to
validate a more complex causal map structure. Then, we wish to deal with the rela-
tionships at a global level including an agent organization CM linking the sub-sets
of smaller CM expressed at the agent level. Thus, we transform the approach from
an explanation at fine granularity to higher granularity reflecting the switch from the
agent to the group.
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Hierarchical Particle Swarm Optimization
for the Design of Beta Basis Function Neural
Network
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Abstract. A novel learning algorithm is proposed for non linear modeling and
identification by the use of the beta basis function neural network (BBFNN). The
proposed method is a hierarchical particle swarm optimization (HPSO). The
objective of this paper is to optimize the parameters of the beta basis function
neural network (BBFNN) with high accuracy. The population of HPSO forms
multiple beta neural networks with different structures at an upper hierarchical
level and each particle of the previous population is optimized at a lower
hierarchical level to improve the performance of each particle swarm. For the beta
neural network consisting n particles are formed in the upper level to optimize the
structure of the beta neural network. In the lower level, the population within the
same length particle is to optimize the free parameters of the beta neural network.
Experimental results on a number of benchmarks problems drawn from regression
and time series prediction area demonstrate that the HPSO produces a better
generalization performance.

1 Introduction

Architecture design of the artificial neural network can be formulated as an
optimization problem. Evolutionary Algorithms (EA) like neural network (NNs)
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represents an evolving technology inspired by biologically motivated
computational paradigms. NNs are derived from the brain theory to simulate the
learning behavior of an individual, while EAs are developed from the theory of
evolution to evolve whole population toward a better fitness. Although these two
technologies seem quite different in the time period action, the number of
involved individuals and the process scheme, their similar dynamic behaviors
stimulate research on whether a synergistic combination of these two technologies
may provide more problem solving power than either alone. Without the help of a
proven guideline, the choice of an optimal network design for a given problem is a
difficult process. In this paper, we deal with the so-called Beta Basis Function
Neural Network BBFNN (Alimi, 2000) that represents an interesting alternative in
which we can approximate any function. One of the most important issues in the
BBF neural network applications is the network learning, i.e., to optimize the
adjustable parameters, which include the centers vectors, the widths of the basis
functions and the parameters forms. Another important issue is to determine the
network structure or the number of BBF nodes.

Several attempts have been proposed for this, to optimize the parameters
artificial neural network such us the pruning algorithm (Stepniewski, 1997) and
the growing algorithm (Guang-Bin, 2005). Unfortunately, these techniques show
many deficiencies and limitations (Angeline, 1994).

The applying of evolutionary algorithms to construct neural nets is also well
known in the literature. The most representative algorithms include Genetic
Algorithms (Sexton, 1999), Flexible Neural Trees (Chen & Yang, 2005), (Chen &
Abraham, 2009) Particle Swarm Optimization (Dhahri, 2008), (Dhahri & Alimi,
2010) and the method of Differential Evolution (Subudhi, 2011).

The PSO algorithm has been shown to perform better than the Genetic
Algorithm (GA) or the Differential evolution (DE) over several numerical
benchmarks (Xu, 2007).

The ordinary prototype of PSO algorithm operates on a species with fixed-
length particle, which is viewed as a set of potential solutions to a problem. The
fixed-length PSOs that are usually thought of as optimizers operating within a
fixed parameter space, variable-length PSO may be applied to design problems in
which the individual can have a variable number of components such as in our
application when the size of the beta basis function neural network are variable.

Building a hierarchical Beta neural system is a difficult task. This is because we
need to define the architecture of the system, as well as the free parameters of each
neuron.

Two approaches could be used to tackle this problem. One approach is that an
expert supplies all the required knowledge for building the system. The other one
is to use optimization techniques to construct the system.

The aim of the proposed paper is to extend the work (Dhahri, 2010) that focus
only on optimizing the beta neural parameters with a fixed structure. In this paper
we want to verify if the PSO performs in the automatic designing of the BBFNN,
including not only the parameters transfer functions but also architecture. As we
will see, the architecture obtained is optimal in the sense that the number of
connections is minimal without losing efficiency.
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In order to design optimal neural network architecture, this work proposes a
new topology using hierarchical particles swarm optimization. In the upper level,
the HPSO concentrates on the definition of the structure of the BBFNN. At the
lower level, the PSO with a fixed dimension is applied to determine the free
parameters of the beta basis function neural network. Therefore, no assumption is
made about the topology of the BBFNN or the other neural information.

This work is organized as follow: Section 2 describes the basic BBF network
and the concept of opposition based particle swarm optimization. The hierarchical
opposition based particle swarm optimization is the subject of section 3. The set of
experimental results are provided in section 4. Finally, the work is discussed
concluded in section 5.

2 The Beta Basis Function Neural Network (BBFNN) and PSO
Algorithm

This section first describes the basic concept of the BFNN to be designed in this
study. The basic concept of PSO employed in BBFNN optimization is then
described.

2.1 The Beta Basis Function Neural Network (BBFNN)

In this section, we want to introduce the beta basis function neural network that
will be used in the remainder of this paper. The BBF Neural Network (BBFNN) is
a three-layer feed-forward neural network which consists of the input layer, the
hidden layer and the output layer. Each neuron of the hidden layer employs a beta
basis function as nonlinear transfer function to operate the received input vector
and emits the output value to the output layer. The output layer implements a
linear weighted sum of the hidden neurons and yields the output value.

Besides the centre ¢ € IR" the beta basis function may also present a width

parameter o€ IR, which can be seen as a scale factor for the distance ||x —c” and

the parameter forms p;, and g, .

Fig.1 shows the schematic diagram of the BBF network with n; inputs, n beta
basis function, and one output units.

If the BBF network consists of n beta basis function and the outputs units are
linear, the response of the ith yi output units is

I, "
Y, :wib—ZwUBi(x,c

i=1

In general, five types of adjustable parameters which should be determined for

L0,

i i

2P >q,) <1 < Q)

BBF neural network: the centre vector c¢ = [c1 seensC ] the width vector,
»0, ] the parameters former p = [1’1’"-’1’“," ] ,q= [‘h"“"ﬁm ] and W is
]T

o=[o,.

the weight matrix W = [w  ,w, ,...w

im
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The Beta basis function B, (x,c, ,0,,p, ,q,),1i=1,...,n, is defined by:

i

{H(,,,, 4 )(x = )} [l_m +4,)(c, )} i oxele] o

op, o4,

i1i

B (+)-

1
0 else
Where p; > 0, g; > 0, xy, x; are the real parameters, xy < x; and

px tqx
¢ =M (3)
! P, *+q,

In the multi-dimensional case, the beta function is defined by

Be.op.)x)=]]B«".o.p".q") )

Fig. 1 The architecture of BBFNN

2.2 The Basic Particle Swarm Optimization Algorithm

PSO was introduced by Kennedy and Eberhart (Kennedy, 1995) is inspired by the
swarming behavior of animals and human social behavior. A particle swarm is a
population of particles, where each particle is a moving object that ‘flies’ through
the search space and is attracted to previously visited locations with high fitness.
In contrast to the individuals in evolutionary computation, particles neither
reproduce nor get replaced by other particles. Each particle consists of a position
vector X, which represents the candidate solution to the optimization problem, the
fitness of solution x, a velocity vector v and a memory vector p of the best
candidate solution encountered by the particle with its recorded fitness. The
position of a particle is updated by

x=x"+v? (®)]

i

and its velocity according to
v;i zwl,v:i +c1¢l(pbestid —x?)+cz¢2(gbestd —x:i) (6)
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where ¢,, ¢, are uniform distributed random numbers withing¢  ,¢ (typically

min

¢..=0) and (¢, =1) that determine the weight between the attraction to

position pbesti" , which is the best position found by the particle and gbest” the
overall best position found by all particles. A more general version of PSO
considers ghest’ as the best position found in a certain neighborhood of the

particle, which does not generally contribute to performance improvements. Note
that ¢, and ¢, are generated for each component of the velocity vector. Moreover,
the so-called inertia weight w controls how much the particles tend to follow their

current direction compared to the memorized positions pbest,,d and ghest” . Instead

of the inertia weight w, one can use another parameter, the so-called constriction
factor y , which is multiplied with the entire equation in order to control the

overall velocity of the swarm. In the preliminary parameter tuning experiments it
turned out that the tuning of the velocity update rule using the inertia weight
yielded clearer and better results. Finally, the velocity of the particles is limited by
a maximum velocity V., Which is typically half of the domain size for each

parameter in Vectorxl.d . The initialization of the algorithm PSO algorithm (using

randomly chosen object feature vectors from the data set), but additionally
requires the initialization of the velocity vectors, which are uniformly distributed
random numbers in the interval [-Vy,.x, Vmax]. After initialization, the memory of
each particle is updated and the velocity and position update rules are applied. If a

component of the velocity v,_‘l of a particle exceeds vy, it is truncated to this

value, Moreover, if a component of the new position vector is outside the domain,
it is moved back into the search space by adding twice the negative distance with
which it exceeds the search space and the component of the velocity vector is
reversed. This process is applied to all particles and repeated for a fixed number of

iterations. The optimization result is the best recorded candidate solution ( gbest*

in the last iteration) and fitness at the end of the run.

2.3 The Opposition Based Particle Swarm Optimization
Algorithm

All the techniques based on the evolutionary algorithm generate randomly the
solutions as an initial population. These candidates’ solutions specified by the
objective function will be changed to generate new solutions. The best individual
in evolved population can be misleading because the applying of the heuristic
operators (selection, mutation and crossover) or the update of the position in PSO
algorithm can steer the population toward the bad solutions. Consequently, the
convergence to the guess value is often computationally very expensive. To
escape to these drawbacks of the evolutionary algorithms, the dichotomy search is
proposed to accelerate the convergence rate and to ameliorate the generalization
performance. In other word the search space is halved in two sup-spaces, in order
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to decrease the convergence time. Let be [a, b] the search space of the solution s
and x is the solution belong to the first half. We define a concept called the
opposite number to look for the guess solution in the second half. The OPSO
(Dhahri & Alimi, 2010) algorithm uses the idea of opposite number to create the
initial and the evolved populations to improve the performance of PSO technique.
In the rest of this section, we define the concept of opposite number in single
dimension and multi-dimension.

Definition: Let x be a real number in the interval [a, b], the opposing number x
is defined as follows:
( a+b
o

). a+b
+x |if x <

_? =
2
ae|0,1] (7
_ (a +b j ) a+b
X =« —-x |if x>
2 2
Definition: Let M=(xy, x», X3, ..., X,) be a point in the n—dimensional space, where

X1, X2, X3, ..., X, € IR" and Vi € {1,2...n}, x;€ [a;,b;]. The opposing point of M

is defined by M (x1,x,....,xn) where its components are defined as:

_ a; +b, ) a; +b,
X, = +x, |if x, <

2 2
o, €[0,1] ®)
_ a; +b, ) a; +b,
X, =q; -x, |if x, >
2 2
The initial velocities, vi(0), i = 1, . . . , NP , of all particles are randomly

generated.

Stepl (Particle evaluation): Evaluate the performance of each particle in the
population according to the beta neural system. In this paper, the evaluation
function f is defined as the RMSE error .According to f, we can find individual
best position pbest of each particle and the global best particle gbest .

Step 2 (Velocity update): At iteration t, the velocity v; of each particle i is updated
using its individual best position pbest, and the global best position, gbest. Here,
the following mutation operator t is adopted

v,,d =w ',v;i +cl¢l(pbestid —x;i ) +czg02(gbestd —x,,d ) ©))
Where ¢; and ¢, are positive constants, ¢, and ¢, are uniformly distributed
random numbers in [0,1], and w; controls the magnitude of v; .

Step 3 (Position update): Depending on their velocities, each particle changes its
position according to the crossover operator:

P'=P" +v! (10)

OP' =0P" +v' (11
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Step 4 (End criterion): The OPSO learning process ends when a predefined
criterion is met. In this paper, the criterion is the goal or total number of iterations.

3 Hierarchical Multi-dimensional Opposition Based-PSO

In this section, an automatic design method of hierarchical beta basis function
neural network is presented. The hierarchical structure is created and optimized
using particle swarm optimization and the fine turning of the neuron’s parameters
encoded in the structure is accomplished using opposition —based particle swarm
optimization algorithm.

The hierarchical Beta neural system not only provides a flexible architecture for
modeling nonlinear systems, but can also reduce the neurons number. The
problems in designing a hierarchical beta basis function include the following:

* selecting an appropriate hierarchical structure;
* optimizing the free parameters and the linear weights.

The Combining of the structure optimization of the BBFNN by PSO algorithm
and the parameter optimization ability of the opposition based particle swarm
optimization lead to the following algorithm for designing the beta basis function
neural network.

1. Set the initial values of parameters used in the PSO. Create the initial
population.

2. Do structure optimization using PSO algorithm as described in Section 2.

3. If the better BBFNN architecture found, then go to step 4), otherwise go
to step 2). The criteria concerning with better structure is the fitness of
each individual.

4. Parameter optimization using OPSO algorithm as described in last
section. In this step, the BBFNN architecture is predetermined, and it is
the best BBFNN taken from the end of run of the PSO algorithm. All of
the neurons’ parameters encoded in the best BBFNN will be optimized by
OPSO algorithm order to decrease the fitness value.

5. If the maximum numbers of OPSO algorithm then go to step 6);
otherwise go to step 4).

6. If satisfactory solution is found, then stop; otherwise go to step 2).

3.1 Higher Level Configuration

This subsection section introduces the higher level, which consists of multiple
populations (species). The proposed algorithm contains multiple swarms, each of
which contains Psi particles. A species forms a group of particles that have the
same number of particles and is only responsible to optimize the architecture of
the beta basis function neural network.

Furthermore, each particle is defined within the context of a topological
neighborhood that is made up of itself and other particles in the multi-swarm. At
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each iteration t, a new velocity for a particle i is obtained by using the best
position pg(t) and the neighborhood best position p;(t) of the multi-swarm. In
other words, instead of having the best position and the neighborhood best
position of one a swarm, we define the best position and the neighborhood best
position of each swarm in the multi swarm.

Instead of operating at a fixed dimension, the HPSO algorithm is designed to
seek the optima dimension. In the HPSO algorithm, the main idea is to evaluate a
new velocity value for each particle according to its current velocity, the distance
from the global best position. The new velocity value is then used to calculate the
next position of the particle in the search space. This process is then iterated a
number of times or until a minimum error is achieved. This opens the question of
exactly how create the new velocity from particles with different lengths.

In order to make this hypothesis feasible, we must take into account if we pass
from the dimension i to the dimension j (i < j), we add (j-i ) axis of supplementary
coordinates that will be orthogonal to the i axes. In other words, we project the
vectors on the space where the dimension is the maximum size of the three
vectors.

Fig.3 shows a sample of projection operator P which can be expressed as
follows:

P(x,)=[x, zeros(l,max(x ,x,,x;,x,)—1(x;))],1<i<4 (12)
Where [.] is vector, zeros is zeros array, max is the maximum of the four vectors

and [ is the length of the vector x;. Once the projection P operator is applied, the
classical variant of Particle swarm optimization PSO is used

x;[1]3]a]5]6]7] == =x[1]3]4]5]6]7]0]J0]0]
x[3]2]o0f4]2] ———= =x;[3]2]of4]2]0]0]Jo]0]

xwlif3f2]3]4]2]0f1[3]e=> x[1][3]2]3][4]2]0]1]3]

x 21271103 2]1] e===> w[2]2]1]0]3]2]1]0]0]

Fig. 2 Projection operator in one dimension

The selection of the best beta basis function neural network by the proposed
algorithm requires the evaluation of each particle swarm. The performance —
evaluation criterion used in this paper is the root mean square error (RMSE)
between the desired and actual outputs.

The lower level configuration of HPSO is responsible for particle optimization.
For each of sub swarm, the particles are sorted according to their performance.
The best performing one is selected in this level.

4 Computational Experiments

The proposed algorithm HPSO is also compared with DE-NN and ODE-NN for
the time series prediction problem. For DE and ODE parameter setting, the
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population size is 50, the upper and lower bounds of weights is [0, 1], the mutation
constant M is 0.6, the crossover constant C is 0.5 and the jumping probability Jr is
0.3. For HPSO algorithm the population size is 50. The constant c1 and c2 are 2

and ¢, and ¢, are uniformly distributed random numbers in [0,1].

4.1 Nonlinear Plant Control

In this example, the plant to be controlled is expressed by

y,O[y,c-n+2][y,@)+25]
8.5+[y, ] +[y, -]

The same plant is used in (Subudhi, 2011). The current output of the plant depends
on two previous outputs values and one previous input values. The input u(k) was
assumed to be random signal uniformly in the interval [-2, 2]. The identification
model be in the form of

Ypit+D) = f(y,@),y,t—1)+u) (14)

+u(t) 13)

y,t+l)=

Where f (y , ),y ,@=1) is the nonlinear function of y () and y , =1 which

will be the inputs for HPSO-BBFNN neural system identifier. The output from
neural network will be y L, - In this experiment, 500 training patterns are generated

to train the BBFNN network and 500 for the testing data. After training, the
following same test signal u(k) of the other compared models is used for testing
the performance of BBFNN models:

) 2 cos(2zt /100) if <200
u(t)=
1.2sin(27t /20) if 200<t <500

The RMSE value, which is taken as the performance criterion. The parameters of
HPSO were chosen as the previous example. The Fig.3 shows the actual and
predicted output of the plant for the test signal with the beta BBFNN model. From
the figures it is clear that desired output and the identified by HPSO is nearly the
same.

15)

2 I

BBFNN Target

14

A i AR T ,, A

o1 1 rol LA A 1

2 ! ! ! ! ! ! ! ! !
0 50 100 150 200 250 300 350 400 450 500

Time step

Fig. 3 HPSO identification performance
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Table 1 Comparison of training and testing errors

Input Training error (RMSE) Testing error (RMSE)

DE | ODE HMDDE| HPSO| DE | ODE |HMDDE HPSO

y(k),y(k — 1)
u(k) 0.0207/0.0190; 0.0190|0.0150;0.1186{ 0.11370, 0.110 | 0.010

Table 1 gives the comparison of performance HPSO for the design of Beta
Basis Function Neural Network to DE based methods for Artificial Neural
Network. The comparison of these methods is applied in terms of root mean
squared error (RMSE). From the results it is clear that the proposed HPSO
algorithm has a root mean squared error test (RMSE) of 0.10 with four beta basis
function neural net. Finally it is concluded that the proposed HPSO is having
better identification performance than that of the other approaches.

4.2 Box and Jenkins’ Gas Furnace Problem

In this section, the proposed HPSO —BBFNN are applied to the Box-Jenkins time
series data (gas furnace data) which have been intensively studied as a benchmark
problem in previous literature (Chen, 2006), (Pox, 1970). The data set originally

HPSO

Target

-4 I I I I I I I I
o 20 40 60 80 100 120 140 160 180 200

Time step

Fig. 4 Training of Box-Jenkins time series ((y (t-1), u(t-2))

L L
o] 10 20 30 40 50 60 70 80 Q0
Time step

Fig. 5 Identification performance (y(t-1), u(t-2))



Hierarchical Particle Swarm Optimization for the Design of BBFNN 203
Table 2 Comparison of training and testing errors of Box and Jenkins
Input Training error (RMSE) Testing error (RMSE)
DE_|[ODE |HMDDE|HPSO |DE _|ODE |HMDDE|HPSO
ooy Joasor|oartfoazzs | M7 o.a400 04194 | 0.2276 | *2168
uy(it:g)’ 0.3402| 0.2850 | #0210 100200 1 76351 0.7773 | 0.4224 | 90012
ST Jo32s6] 02808 | 136510189 Fo,6733 06602 | 0.3200 |21
oy [02009] 02024 | 17510920 Fo.4006 06501 | 0.2334 | 400
oy 0.2991[0.2026 | 0-2411 102258 1 543010 5132 | 0.3745 | 03876
oy o327 0azs | 1102182 1050 [0.8504 | 0.45a9 | 310
uy((tt_‘f))’ 0.2968 03051 | 01702100200 1, 1346107199 [0.2700 | 0027
oy Jodess|oarst | 19801696 To6183 0 60s6| 0.2577 | #2201
Sy Jomaes|oasor | M2 10208 05 |1 2771 06148 | 02470
ey [ocoi2]oseo 06619 | “2 Jo.s460 05410| 0.6638 |+
uy((tt_‘;))’ 0.5172|0.5176| 1600 101696 1 50671 1.0347 ] 0.2521 | 02273
oy Josatafoszer 101501056 10,0880 00753 | 0.2773 | 02283
Tyl [o6220] 0303|0332 Fo.673 06518 | 0.5505 | #5220
STl Joross|0eara |78 10920 o140 09698 | 0.0203 | 40028
ST |ososafogsaa| M0 102022 gaes| 10726 0.2750 | #2478
TS Jomn|ossos| 2602213 1001761 111508 | 0.4021 |
uy((tt_‘;)’ 0.7138 [0.7338 | 01346 101567 1 95361 1 0470 | 0.2307 | 02233
Sk Joszes|oscoo | 428102022 1y gisa | 14138 | 0.2760 | #2461
ey 13988 | 1.1126| 41372 | 0146 1) 2608 | 1.4677 | 0.2635 | O-2138
e 1.6264 | 11945 | 0-3389 103333 1y 535511 2639 [0.5590 | 0-5264
oy 11799 | 1.1963 | 2152102205 1 635 1 6377 |0.2737 | 2336
e 12063 | 12424 | 02175 {02229 157 46| 14641 [0.4027 | 03897
uy((tt_‘S)’ 1.5725 | 12702 | 02135 | 02203 1 71531 1 6475 | 0.2803 | 02535
oy 1.4250| 1.4352| 0-2270 102267 15 5651 12,0217 | 0.2695 | 2386
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consist of 296 data points [y(t),u(t)]. For the design of the experiment, the delayed
term of the observed gas furnace process data, y(t), is used as system input
variables made up of by ten terms given as follows: y(t — 1), y(t —2), y(t - 3),
y(t—4), y(t—=5) ut—1), u(t-2), u(t—3), ut—4), u(t —6). Consequently, the
effective number of data points is reduced to 296 providing 100 for training and
190 samples for testing. Here we have taken two inputs for simplicity one is from
furnace output and other is from furnace input so we have build 24 models of
different input and output. The criterion used was the Root Mean Square Error
(RMSE). Each case is trained for 2000 epochs and the number of neurons belongs
to the interval [2, 10]. Table 2 gives the training and testing performances of these
24 models. As can be seen from this table, HPSO-BBFNN model is powerful for
Box-Jenkins process in training. Compared with the recent results presented in
(Subudhi, 2011), we can see that the proposed algorithm can achieve accuracy
with a smaller number of nodes.

The training and testing gas furnace process data are shown in Fig. 4. Fig. 5
shows the predicted time series and the desired time series. From the Table 2, it is
clear that HPSO is having less training and testing errors in comparison to DE,
ODE, and HMDDE counterpart. The RMSE for testing turned out to be the least
for 24 cases in HPSO-BBFNN approach.

5 Conclusion

This paper proposes a new hierarchical evolutionary BBFNN based on PSO
algorithm. The integration of PSO and OPSO enables the BBFNN to dynamically
evolve its architecture and adapts its parameters simultaneously. The design of the
topology of BBFNN is defined automatically at the higher level of the proposed
algorithm, whereas in lower level, we optimize the free parameters of beta neural
network. The second contribution of this work is to propose the multi-dimensional
particle swarm optimization which represents the key point in determining the
optimal number of beta basis function neural network. The experimental results on
two problems demonstrate that HPSO is capable of evolving the BBFNN with
good general generalization ability.
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Fuzzy Aided Ant Colony Optimization
Algorithm to Solve Optimization Problem

Aloysius George and B.R. Rajakumar

Abstract. In ant colony optimization technique (ACO), the shortest path is
identified based on the pheromones deposited on the way by the traveling ants and
the pheromones evaporate with the passage of time. Because of this nature, the
technique only provides possible solutions from the neighboring node and cannot
provide the best solution. By considering this draw back, this paper introduces a
fuzzy integrated ACO technique which reduces the iteration time and also
identifies the best path. The proposed technique is tested for travelling sales man
problem and the performance is observed from the test results.

Keywords: Fuzzy logic (FL), ACO, Travelling sales man problem, fuzzy rules,
shortest path.

1 Introduction

Difficult combinatorial optimization problems can be solved by the nature-
inspired technique called ACO [12] in a moderate amount of computation time
[3]. ACO simulates the behavior of ant colonies in identifying the most efficient
routes from their nests to food sources [7]. Dorgio initiated the idea of identifying
good solutions to combinatorial optimization problems by imitating the behavior
of ants [9]. Ants when searching for food initially search the region adjacent to
their nest in a random manner. The ant estimates the quantity and the quality of
the food as soon as the food source is identified and takes a portion of it back to
the nest [10]. An aromatic essence termed as pheromone is used by real ants to
communicate with each other [13]. A moving ant marks the path by a succession
of pheromone by laying some of this substance on the ground [11]. Both the
length of the paths and the quality of the located food source determine the
quantity of the pheromone dropped on the paths [13]. The pheromones have to
evaporate for a longer time if it takes more time for the ant to travel to its nest and
return again [2]. The reason for the ants to select the shorter path has been found
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to be due to the pheromone concentration deposited mostly on such paths [15].
Therefore, computational problems which can be downsized to determination of
good paths can be solved by ACO through graphs by using the concept of "ants"
[6]. By employing this concept, a population of artificial ants that searches for
optimal solutions is created by the combinatorial optimization problem creates
according to the constraints of the problem [16].

Combinatorial optimization problems such as Routing problem (e.g., Traveling
Salesman Problem (TSP) and Vehicle Routing Problem (VRP)), Assignment
problem (e.g., Quadratic Assignment Problem), Scheduling problem (e.g., Job Shop)
and Subset problem (e.g., Multiple Knapsack, Max Independent Set) extensively
employ the ACO algorithms [5,14, 19]. A majority of these applications require
exponential time in the worst case to determine the optimal solution as they belong
to NP-hard problems [21] [20]. In VRP the vehicle returns to the same city from
where it started after visiting several cities [4].

2 Related Works

Some of the recent research works related to ant colony optimization are discussed
below.

Chen et al. [22] have introduced a two-stage solution construction rule
possessing two-stage ACO algorithm to solve the large scale vehicle routing
problem. Bin et al. [23] have proposed an enhanced ACO to solve VRP by
incorporating a new strategy called ant-weight strategy to correct the increased
pheromone, and a mutation operation. Tao et al. [24] have proposed a fuzzy
mechanism and a fuzzy probable mechanism incorporating unique fuzzy ACS for
parameter determination.

Chang et al. [17] have proposed an advanced ACO algorithm to improve the
execution of global optimum search. Berbaoui er al. [18] have proposed the
optimization of FLC (Fuzzy Logic Controller) parameters of SAPF through the
application of the ACO algorithm. Gasbaoui et al. [1] have proposed an intelligent
fuzzy-ant approach for the identification of critical buses and optimal location and
size of capacitor banks in electrical distribution systems.

Salehinejad et al. [8] have discussed a multi parameter route selection system
employing an ACS, where the local pheromone has been updated using FL for
detecting the optimum multi parameter direction between two desired points,
origin and destination.

3 Shortest Path Identification Using ACO and Fuzzy Logic

In ACO, the shortest path is identified based on the pheromones deposited on the
way by the traveling ants and the pheromones evaporate with the passage of time.
Thus, based on the pheromones the ants identify the shortest path to reach the food
from their home. There are some disadvantages in using this method because the
local optimization technique only provides possible solutions from the
neighboring node and cannot provide the best solution. Due to this draw back the
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iteration time is large and also the best solution is identified based on the selected
best path in the first iteration. So here we propose a fuzzy integrated ACO
technique to overcome this drawback. Here FL is used for selecting the shortest
path weight between two places so that the number of iterations is less and this
reduces the consumed time. Here, we have selected the TSP for demonstrating the
optimization problem.

TSP is one of the most important problems in practical consideration. The main
process is to identify the shortest path for the customer who is traveling from one
place to another place. There may be different routes for reaching one place from
another place. For selecting the shortest path two important conditions are
considered, they are.

e  The cost must be low

e Distance and time must also be low

e The customer starts from one place and ends at the same place itself with
one condition that the customer should meet each cities once.

3.1 Fuzzy Integrated Ant Colony Optimization for TSP

FL is used for selecting shortest path for ants in ant colony optimization. By
selecting the weightage of each path using fuzzy the time consumption is reduced
considerably and also we get the correct shortest path. To accomplish this, firstly,
the weight for each path between the two cities in forward and reverse directions
is calculated and by using these values, FL rules are generated.

Let N be the number of cities to be traveled by the salesman, i be the source
point of the salesman, j be the destination point of the salesman. The limit for i
and j is ISi< N and1<j<N.

The probability of moving from state i to state j is

Pij :’J—nlj (1)
2Tyl

where, T;; is the amount of pheromone deposited for transition from state i to

i
state j and m;; is the desirability of state transition ij .
By using the above equation the probability for each path between two cities

are calculated. The iteration is said to be the number of iteration in which the ant
is moving in the path i to j . And the contribution weight is the inverse of the cost

value from the original data set.

3.1.1 Generating Fuzzy Rules

The most significant step of the proposed fuzzy integrated ACO is to generate
fuzzy rules to feed fuzzy intelligence to the ants. Triangular membership function
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is used as the membership grade to train the FL. Probability, iteration and
contribution weight are given as input to the FL and fuzzy weight matrix is
obtained as the output. The inputs to the FL are fuzzified into three sets; they are
medium and low. Similarly the output is fuzzified into two sets; they are
high and low. By considering these input and output variables the fuzzy rules are

high,
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generated, which are mentioned in Table 1.

Table 1 Fuzzy rules using AND logic

S.No

Fuzzy Rules

1

O 00 N N R W

[ N R N N N R S R S S R S o S S S S
e Y N N S R e B N= R R = W e N VS B O R ]

if P=high and I =Iow and W =low, then F =low

if P=high and I =low and W = medium, then F = low

if P=high and I =low and W = high, then F = high

if P=high and I = medium and W = low, then F =low

if P=high and I =medium and W = medium, then F = high
if P=high and I =medium and W = high, then F = high

if P=high and I = high and W =low, then F = high

if P=high and I =high and W = medium, then F = high

if P=high and I = high and W = high, then F = high

if P=medium and I =low and W =low, then F =low

if P=medium and I =low and W = medium, then F =low
if P=medium and I =low and W = high, then F = high

if P=medium and I =medium and W = low, then F = high
if P=medium and I = medium and W = medium, then F = high
if P=medium and I =medium and W = high, then F = high
if P=medium and I = high and W =low, then F = high

if P=medium and I = high and W = medium, then F = high
if P=medium and I =high and W = high, then F = high

if P=Ilow and I=Iow and W =low, then F =low

if P=low and I =Iow and W = medium, then F = high

if P=Ilow and I=Iow and W = high, then F = high

if P=low and I =medium and W =low, then F =low

if P=Ilow and I =medium and W = medium, then F = high
if P=Ilow and I =medium and W = high, then F = high

if P=Ilow and I =high and W =low, then F = high

if P=Ilow and I =high and W = medium, then F = high

if P=Ilow and I =high and W = high, then F = high
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3.2 Shortest Path Identification

ACO is used here to obtain the shortest path between the source and the
destination point. The fuzzy weight matrix obtained from the FL is used to
identify the shortest path. To calculate the shortest path, first the probability of
moving from the source to destination i.e. i to j for all the possible combinations

is calculated using the equation-1. The pheromone deposited for moving from one
city to another city is to be updated during all iterations. The amount of
pheromone to be deposited is calculated for each movement of ant from one city
to another city.

The amount of pheromone to be deposited is calculated using the equation 2.

Qo ;if ant k uses curveijin its tour
Aty =4 Ly 2

0; otherwise
Where, At;; is the amount of pheromone deposited, Q is a constant and L; is

the constant for the k ; ant’s tour.

After calculating the amount of pheromone to be deposited the next process is
to calculate the pheromone to be updated. The pheromone to be updated mainly
depends on the pheromone evaporation coefficient and the amount of pheromone
deposited.

Pheromone update is calculated using the formula given below,

;" = (-p)1y; + ATy 3)

Where, p is the pheromone evaporation coefficient.

By updating the pheromone, the above process is repeated and from the result
obtained by calculating the probability for every possible path, the shortest path
for the corresponding route is identified. The two different paths calculated are the
forward and the reverse path.

Forward path is said to be the path in which the ant moves from i to j. The

cost function for the path is calculated based on the distance travelled by the
salesman. For example we get one cost function by calculating the probability for
city 1 to 2. The cost function for city 2 to 1 is also calculated for the returning path
of the ant. This path is said to be a reverse path. The cost function is calculated for
the path of city 2 to 1. The cost function of the path from city 1 to 2 and 2 to 1 are
different. The forward and reverse cost functions are calculated for each path.

This fuzzy integrated ant colony optimization obtains the shortest path very
quickly. The time required is very low because of the integration of FL with the
ant colony optimization. The shortest path obtained is accurate because the weight
matrix is obtained by considering the probability, iteration and contribution
weight.
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4 Results and Discussion

The proposed technique was implemented using MATLAB 7.10 and for testing
we generated an asymmetric data that sales man traveling for 50 cities. After
testing with the proposed fuzzy integrated ant colony optimization, the results are
compared with the conventional ant colony optimization technique. The
performance of proposed method is identified clearly from the comparison graph.
Here, we selected paths by sending 30 and 20 ants for 50 tours respectively for
every set of ants and evaluated the Total cost consumed by the proposed ACO and
conventional ACO, which are tabulated in Table 2.

Table 2 Cost comparison between proposed and conventional ACO under different Test
cases

Test Cases Proposed ACO Conventional ACO
(&) &)
30 Ants, 50 Tours 1211 1309
20 Ants, 50 Tours 1251 1313

4.1 30 Ants traveling for Different Tours and Identifying Shortest
Paths

Here, using proposed technique we identified shortest path for 30 ants traveling in
50 tours is discussed. Initially we see the shortest path obtained for 30 ants
travelling in 50 tours. Fig 2, shows the four different shortest paths identified
using proposed method and Fig-3 shows the convergence comparison graph
between the proposed method and conventional ACO for 30 ants traveling in 50
cities.

Path Mo 1 at tour Mo 50 Path Mo.2 at tour Mo 50

City weight
City weight

City ID City ID
Path Mo.4 at tour Mo 50

City weight
City weight

20 20
City ID City 1D

Fig. 1 Shortest path for traveling 50 cities identified using proposed method for 50 tours



Fuzzy Aided Ant Colony Optimization Algorithm to Solve Optimization Problem 213

Convergence Comparisan

——+— Proposed ACO
——+—— Gonventional ACO

A b T L -

Tour cost

=00 400
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Fig. 2 Convergence comparison graph between the proposed ACO and conventional ACO

4.2 20 Ants Traveling for Different Tours and Identifying
Shortest Paths

Here, from our proposed technique we identified shortest path for 20 ants
traveling in 50 tours. Initially we see the shortest path obtained for 20 ants
travelling in 50 tours. Fig 3 shows the four different shortest paths identified using
proposed method for 20 ants travelling for 50 tours and Fig 4 shows convergence

comparison graph between the proposed method and conventional ACO for 20
ants traveling in 50 cities.

Path Mo 1 at tour Mo 50 Path Mo .2 at tour No 50

City weight
City weight

City 1D City 1D

City weight
City weight

City ID City ID

Fig. 3 Shortest path for traveling 50 cities identified using proposed method at tour number 50

Convergence Comparisan

—#— Propased ACO
—#—— Conventional ACO

f ot o
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+ E 3
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Tour cost
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100 200 300 400 a00 600 oo 800 s00 1000
Mo, of Tours ¥ Mo, of Ants

Fig. 4 Convergence comparison graph between the proposed ACO and conventional ACO



214 A. George and B.R. Rajakumar

5 Conclusion

In this paper, the proposed technique is implemented in MATLAB 7.10 and tested
for travelling salesman problem. The proposed method is tested for different ants,
by sending different number of tours and identified different shortest path. The
most important parameter in the proposed method is cost; the minimum tour cost
of proposed method is compared with conventional ACO. The minimum tour cost
for proposed ACO for 20 ants is 1251 $ & for conventional ACO 1313 $ and the
minimum tour cost for proposed ACO for 30 ants is 1211 $ & for conventional
ACO 1309 $. By using the shortest path identified using the proposed method; the
total cost is low and also the time to meet all the cities also low. From the above
results it is clear that the minimum tour cost of proposed method is very low when
compared with conventional ACO method.

Acknowledgement. The authors would like to thank the anonymous reviewers and Editor-
in-Chief for their valuable comments that helped to improve their manuscript. Also, the
authors thank the International Institute of Applied Sciences and Technology (IIAST) for
its partial support in providing the necessary supporting and learning articles and tools.

References

1. Gasbaoui, B., Chaker, A., Laoufi, A., Abderrahman, A., Allaoua, B.: Optimal
Placement and Sizing of Capacitor Banks Using Fuzzy-Ant Approach in Electrical
Distribution Systems. Leonardo Electronic Journal of Practices and Technologies
9(16), 75-88 (2010)

2. Baterina, A.V., Oppus, C.: Image Edge Detection Using Ant Colony Optimization.
International Journal of Circuits, Systems and Signal Processing 4(2), 25-33 (2010)

3. Rezapour, O.M., Dehghani, A., Shui, L.T.: Review of Ant Colony Optimization
Model for Suspended Sediment Estimation. Australian Journal of Basic and Applied
Sciences 4(7), 2099-2108 (2010)

4. Nallusamy, R., Duraiswamy, K., Dhanalakshmi, R., Parthiban, P.: Optimization of
Multiple Vehicle Routing Problems Using Approximation Algorithms. International
Journal of Engineering Science and Technology 1(3), 129-135 (2009)

5. Chen, C, Tian, Y.X., Zou, X.Y., Cai, P.X., Jin, Y.M.: A Hybrid Ant Colony
Optimization for the Prediction of Protein Secondary Structure. Chinese Chemical
Letters 16(11), 1551-1554 (2005)

6. Darshni, P., Kaur, G.: Implementation of ACO Algorithm for Edge Detection and
Sorting Salesman Problem. International Journal of Engineering, Science and
Technology 2(6), 2304-2315 (2010)

7. Bella, J., McMullenb, P.: Ant colony optimization techniques for the vehicle routing
problem. Advanced Engineering Informatics 18, 41-48 (2004)

8. Salehinejad, H., Talebi, S.: Dynamic Fuzzy Logic-Ant Colony System-Based Route
Selection System. Applied Computational Intelligence and Soft Computing 2010, 1-
13 (2010)

9. Toksari, D.: Ant colony optimization for finding the global minimum. Applied
Mathematics and Computation 176, 308-316 (2006)



Fuzzy Aided Ant Colony Optimization Algorithm to Solve Optimization Problem 215

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Dorigo, M., Blumb, C.: Ant colony optimization theory: A survey. Theoretical
Computer Science 344, 243-278 (2005)

Dorigo, M., Maniezzo, V., Colorni, A.: The Ant System: Optimization by a colony of
cooperating agents. IEEE Transactions on Systems, Man, and Cybernetics—Part
B 26(1), 1-13 (1996)

Georgilakis, Vernados, Karytsas: An ant colony optimization solution to the integrated
generation and transmission maintenance scheduling problem. Journal of
Optoelectronics and Advanced Materials 10(5), 1246—-1250 (2008)

Bouhafs, L., Hajjam, A., Koukam, A.: A Hybrid Heuristic Approach to Solve the
Capacitated Vehicle Routing Problem. Journal of Artificial Intelligence: Theory and
Application 1(1), 31-34 (2010)

Negulescu, S., Kifor, C., Oprean, C.: Ant Colony Solving Multiple Constraints
Problem: Vehicle Route Allocation. Int. J. of Computers, Communications &
Control 3(4), 366-373 (2008)

Saeheaw, T., Charoenchai, N., Chattinnawat, W.: Application of Ant colony
optimization for Multi-objective Production Problems. World Academy of Science,
Engineering and Technology 60, 654-659 (2009)

Thangavel, Karnan, Jeganathan, lakshmi, P., Sivakumar, Geetharamani: Ant Colony
Algorithms in Diverse Combinational Optimization Problems - A Survey. ACSE
Journal 6(1), 7-26 (2006)

Chang, Y.H., Chang, C.W., Lin, HW., Tao, C.W.: Fuzzy Controller Design for Ball
and Beam System with an Improved Ant Colony Optimization. World Academy of
Science, Engineering and Technology 56, 616-621 (2009)

Berbaoui, B., Benachaiba, C., Dehini, R., Ferdi, B.: Optimization of Shunt Active
Power Filter System Fuzzy Logic Controller Based On Ant Colony Algorithm. Journal
of Theoretical and Applied Information Technology 14(2), 117-125 (2010)

Foundas, E., Vlachos, A.: New Approaches to Evaporation in Ant Colony Optimization
Algorithms. Journal of Interdisciplinary Mathematics 9(1), 179-184 (2006)

Tripathi, M., Kuriger, G., Wan, H.D.: An Ant Based Simulation Optimization for
Vehicle Routing Problem with Stochastic Demands. In: Proceedings of the Winter
Simulation Conference, Austin, pp. 2476-2487 (2009)

Maria, L., Stanislav, P.: Parallel Posix Threads based Ant Colony Optimization using
Asynchronous Communications. Journal of Applied Mathematics 2(2), 229-238
(2009)

Chen, C.H.,, Ting, C.H.: Applying Two-Stage Ant Colony Optimization to Solve the
Large Scale Vehicle Routing Problem. Journal of the Eastern Asia Society for
Transportation Studies 8, 761-776 (2010)

Bin, Y., Zhen, Y.Z., Baozhen, Y.: An improved ant colony optimization for vehicle
routing problem. European Journal of Operational Research 196, 171-176 (2009)

Tao, C.W., Taur, J.S., Jeng, J.T., Wang, W.Y.: A Novel Fuzzy Ant Colony System for
Parameter Determination of Fuzzy Controllers. International Journal of Fuzzy
Systems 11(4), 298-307 (2009)



Self-adaptive Gesture Classifier Using Fuzzy
Classifiers with Entropy Based Rule Pruning

Riidhei Malhotra*, Ritesh Srivastava, Ajeet Kumar Bhartee, and Mridula Verma

Abstract. Handwritten Gestures may vary from person to person. Moreover, they
may vary for same person, if taken at different time and mood. Various rule-based
automatic classifiers have been designed to recognize handwritten gestures. These
classifiers generally include new rules in rule set for unseen inputs, and most of
the times these new rules are distinguish from existing one. However, we get a
huge set of rules which incurs problem of over fitting and rule base explosion. In
this paper, we propose a self adaptive gesture fuzzy classifier which uses maxi-
mum entropy principle for preserving most promising rules and removing redun-
dant rules from the rule set, based on interestingness. We present experimental re-
sults to demonstrate various comparisons from previous work and the reduction of
error rates.

Keywords: Handwritten Gesture Classifier, Fuzzy Classifier, Fuzzy Logic, Entro-
pY, Rule Pruning.

1 Introduction
Classification is a machine learning technique used to predict group membership for

data instances. Classification techniques appear frequently in many applications
areas, and have become the basic tool for almost any pattern recognition task.
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In many applications, it is necessary to update an existing classifier in incre-
mental fashion to accommodate new data, without compromising classification
performance on old data, in handwritten gesture application, for instance. The ad-
vantage of online handwritten gesture classifier is that, it is built on-the-fly, from
scratch and uses only few data, and incrementally adopts new unseen classes at
any moment in the lifelong learning process. With the rapid development of ges-
ture language, it nowadays has been applied in many fields such as human-
computer interaction, visual surveillance.

Good feature selection is essential for gesture classification to make it tractable
for machine learning, and to improve classification performance. Shannon's en-
tropy and two Bayesian scores are available for columns that contain discrete and
discretized data. In this work, we are using Shannon’s Entropy Method. By com-
paring the features of an unknown gesture with the existing ones stored in the da-
tabase, it is possible to identify the type of the gesture examined.

Abdullah Almaksour Eric Anquetil [14] proposed a hand written gesture classi-
fication system which is able to efficiently classify basic signs gestures for
handwritten gesture recognition application. For gesture classification and recog-
nition, different learning structures and algorithms as well as fuzzy logic sets are
used. An automatic self adaptive Handwritten Gesture Classifier suffers from
problems of rules over-fitting, because there is a huge possibility of addition of
new rules in rule set for unseen inputs, most of the times these new rules are dis-
tinguish from existing one. Ultimately, we get a huge set of rules which incurs
problem of over-fitting and rule base explosion. In this work, we have used a me-
thod ANFIS (Adaptive-Network-based Fuzzy Inference System) [2], [3] from
Fuzzy Logic [4] for the task of classification.

A brief description of the related work is presented in section 2. Data collection
is explained in section 3. Section 4 discusses proposed approach and results. Sec-
tion 5 contains the conclusion and future work.

2 Related Work

The presented paper combines an incremental clustering algorithm with a fuzzy
adaptation method in [1], in order to learn and maintain the model that is the
handwritten gesture recognition system. The self-adaptive nature of this system al-
lows it to start its learning process with few learning data, to continuously adapt
and evolve according to any new data, and to remain robust when introducing a
new unseen class at any moment in the life-long learning process.

Format of fuzzy implications and reasoning algorithm are used, for the method
of identification of a system using its input-output data, as shown in [5]. The ar-
chitecture and learning procedure underlying ANFIS is presented in [6], which is a
fuzzy inference system implemented in the framework of adaptive networks. Ta-
kagi-Sugeno (TS) based on a novel learning algorithm [7] that recursively updates
TS model structure and parameters, It applies new learning concept to the TS
model called Evolving Takagi-Sugeno model (ETS). An online evolving fuzzy
Model (efM) approach [8] to modeling non-linear dynamic systems, in which an
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incremental learning method is used to build up the rule-base, the rule-base is
evolved when “new” information becomes available by creating a new rule or de-
leting an old rule depended upon the proximity and potential of the rules, and the
maximum number of rules to be used in the rule-base. Various works have been
done using maximum entropy approach [9], [10], [11].

Statistical modeling addresses the problem of constructing a stochastic model
to predict the behavior of a random process. In constructing this model, we typi-
cally have a sample of output at our disposal from the process. Given this sample,
which represents an incomplete state of knowledge about the process, the model-
ing problem is to parlay this knowledge into a representation of the process. After
that, we can use this representation to make predictions about the future behavior
about the process.

2.1 Maximum Entropy Modeling

We consider a random process that produces an output value y, a member of a
finite set Y. In generating y, the process may be influenced by some contextual
information x, a member of a finite set X.

Our task is to construct a stochastic model that accurately represents the
behavior of the Random process. Such a model is the method of estimating the
conditional probability, that a given context X, the process will output y. The prob-
ability that the model assigns to y in context to x is denoted by p (ylx). The entire
conditional probability distribution provided by the model is denoted by p (ylx).
We will denote by P the set of all conditional probability distributions. Thus a
model, p (ylx) is just an element of P. Here, we have considered y as class and x as
feature i.e.

y = {Snail, Right Circle, Right Arrow}

x = {Duration, Trace Points, Age Factor}

2.2 Training Data

To study the process, we observe the behavior of the Random process for some
time collecting a large number of samples (x;, y1), (X2,Y2), (X3,Y3)----... (xpyw) [12].
We can summarize the Training sample in terms of its Empirical probability dis-
tribution p, defined by

p(x,y) = (1/N) * number of times that (x,y) occurs in the sample (2.1)

2.3 Statistics, Features and Constraints

Our goal is to construct a statistical model of the process that generated the train-
ing sample p(x,y). The building blocks of this model will be a set of statistics [13]
of the Training sample. For example, Indicator function of a context feature f,
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1 if y=Snail and Duration follows Very High
flxy) = (2.2)

0 otherwise;

The expected value of f with respect to the empirical distribution, is exactly the
statistics we are interested in. we denote this expected value by

P (N =2y P(x,9) f(x,Y) (2.3)

We call such a function, a Feature function or a Feature for short. When we dis-
cover any statistic to be useful, we can acknowledge its importance by constrain-
ing the expected value that the model assigns to the corresponding feature function
J- The expected value of f with respect to the conditional probability p (ylx)

p () =X, p(x) p(y1x) f(x,¥) 2.4)

Where, p (x) is the Empirical Distribution of x of the training sample. We con-

strain this expected value to be same as the expected value of f in the training
sample. i.e.

p(f)=p(f) (2.5)

We call the requirement (2.5) a Constraint Equation or Constraint. On combining
(2.3), (2.4) and (2.5), we get the following equation

2o,0(%Y) f(xy) =X.,00) p(y|x) f(x, ) (2.6)

2.4 Maximum Entropy Principle

Given n feature functions f;, we want p (ylx) to maximize the entropy measure

H(p)=-%,,9(x) pyIx) log p(y|x) 2.7

Where, p is chosen from;

C={pp(fi)=p(fi)Vi=12...nV (2.8)

To select a model from a set C, of allowed probability distributions, choose the
model p*€ C with Maximum Entropy H (p):

P*=argmaxH (p) 2.9)
pre C

Where, It can be shown that p* is always well defined; that is there is always a
unique model p* with maximum entropy in any constrained set C.
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3 Data Collection

We led the experiments on the SIGN-ON LINE DATABASE. The SIGN On-Line
Database contains data acquired from 20 writers. The collection contains unistroke
on-line handwritten gestures that were acquired on TabletPCs and whiteboards.
The data collection sessions were performed at the Synchromedia laboratory
(ETS, Montreal, Canada) and by the Imadoc team (Irisa laboratory, Rennes,
France). In total, 17 classes of gestures were collected.
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C14-Chevron
up

C15-Chevron
down

=
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Fig. 1 Seventeen Gestures Classes

Each gesture is described by a set of 21 features. The dataset and additional in-
formation on the data collection protocol can be found in [14].

4 Proposed Approach and Results

We propose an experimental setup for self adaptive gesture fuzzy classifier which
uses maximum entropy principle for preserving most promising rules and remov-
ing redundant rules from the rule set, based on interestingness. The analysis of the
result is done and shown by doing the comparison between the training and check-
ing error, before pruning and after pruning of the rules and in addition to it using
defuzzification method (Centroid and Lom—Som) and comparing the training error
and checking error using both the defuzzification methods, after pruning the rules,
and finding out which defuzzification method is most accurate among the two.

4.1 Evaluation

We have tested the whole database containing the 17 gestures, but here we have
shown the result considering the 3 gestures,
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e C(Class A = Spiral
e Class B = Circle Right
e Class C = Right Arrow

The dataset consist of the 21 features, but among all the 21 features, we have con-
sidered 3 features; (i) Duration (ii) Trace points (iii) Age factor.

After that, the main focus of our experiments is to find the performance before
pruning of the rules in the beginning, on the stability and the recovery speed of the
performance when introducing new unseen classes, and the performance after
pruning of the rules to reduce the problem of over-fitting and limit the database.
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(c) After the rules pruning for constant output with Lom-Som method

Fig. 2 Results

We have implemented the Result of the following experiments with the help of
two defuzzification methods;

(i) Centroid
(i) Lom — Som

By comparing the performance, of before pruning the rules and after pruning of
the rules, we can see that the training error and checking error rate Decreases by
40%, for constant output and on comparing both the defuzzification methods for
constant output, Lom - Som defuzzification method resulted better than Centroid
method. In comparison to the previous work, after pruning of the rules, the
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over-fitting problem is reduced which further reduces misclassification error. It is
also shown that the performance accuracy is maintained, Results have been shown
in Fig. 2(a), 2(b) and 2(c) respectively.

5 Conclusion and Future Work

In the context of handwritten gesture recognition systems, we presented a self
adaptive gesture fuzzy classifier which uses maximum entropy principle for pre-
serving most promising rules and removing redundant rules from the rule set.
Experiment results show the effectiveness of the approach in terms of reduction of
over-fitting, which further reduces misclassification error, and thus limit the data-
base. For future work, this approach can be applied to various datasets of other
domains. Also, to compute interestingness in the fuzzy system, some other con-
cepts may also be applied, in place of maximum entropy. More scalable methods
can also be designed to apply this work on large datasets.
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Speaker Independent Word Recognition Using
Cepstral Distance Measurement

Arnab Pramanik and Rajorshee Raha

Abstract. Speech recognition has been developed from theoretical methods
practical systems. Since 90’s people have moved their interests to the difficult task
of Large Vocabulary Continuous Speech Recognition (LVCSR) and indeed
achieved a great progress. Meanwhile, many well-known research and commercial
institutes have established their recognition systems including via Voice system
IBM, Whisper system by Microsoft etc. In this paper we have developed a simple
and efficient algorithm for the recognition of speech signal for speaker
independent isolated word recognition system. We use Mel frequency cepstral
coefficients (MFCCs) as features of the recorded speech. A decoding algorithm is
proposed for recognizing the target speech computing the cepstral distance of the
cepstral coefficients. Simulation experiments were carried using MATLAB here
the method produced relatively good (85% word recognition accuracy) results.

1 Introduction

Speech recognition (also known as automatic speech recognition or computer
speech recognition) converts spoken words to text. The term "voice recognition" is
sometimes used to refer to recognition systems that must be trained to a particular
speaker—as is the case for most desktop recognition software. Recognizing the
speaker can simplify the task of translating speech. Speech recognition is a
broader solution which refers to technology that can recognize speech without
being targeted at single speaker—such as a call system that can recognize arbitrary
voices.
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Fig. 1 Basic Speech Recognition System

In speech recognition cepstral distance measure is one of the most important
aspect. A number of distance measures have been tried and still more have been
proposed. In this paper we developed a simple low complexity speech detection
algorithm which measures minimum cepstral distances of the ceptral coefficients
to detect the speech. The cepstral distance approach which has been proposed is
defined as z,

Z=\(ct(i)?-cr(i)?) )]

Where ‘ct’ and ‘cr’ are row vectors which are composed of the cepstral
coefficients obtained from a test utterance and a reference template respectively.

1.1 Speech Recognition Implementation

A Speech Recognition system can be roughly devided into two parts namely front
end analysis and pattern recognition as shown in the Fig 1. Speech recognition at its
most elementary level, comprises a collection of algorithms drawn from a wide
variety of disciplines including statistical pattern recognition, signal processing,
communication theory etc. Although each of this areas is relied on to varying
degrees in different recognizers perhaps the greatest common denominator of all
recognition systems is the Front end analysis or Signal processing front end, which
converts the speech waveform to some type of parametric representation (generally
at a considerably lower information) for further analysis and processing.

1.2 Front End Analysis

Typically front end analysis comprises of data aquisation, noise removal, end
point detection and feature excraction (see Fig 3). Data aquisition consists of
recorded voice signal which is band limited to 300Hz to 3400Hz. Likewise
sampling rate is selected 8000Hz. After that recorded signal is filtered using a
band pass filter. After that a proper noise cancellation technique technique has
taken to de-noise the filtered signal.

Denoised technique, used here is based on Wavelet Transform. After that
uttered speech is selected from the recorded speech using end point detection
technique. The end point detection determines the position of the speech signal in
the time series. In the end-point detection method, it is often assumed that during
several frames at the beginning of the incoming speech signal there the speaker
has not said anything. So those frames give the silence or the background noise.
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To detect the speech over the background noise concept of thresholding is used.
This often is based on power threshold which is a function of time. Here the power
frames are calculated and the threshold is set taking the noise frames. The frames
above the calculated threshold are kept and other discarded leaving only high
powered frames which consists of the speech. Proper end point detection requires
proper calculation of threshold. After that the signal is pre-emphasized to avoid
overlooking the high frequencies.

In this step the pre-emphasized speech signal is segmented into frames, which
are spaced 10 msec apart, with 5 msec overlaps for short-time spectral analysis.
Each frame is then multiplied by a fixed length window. Window functions are
signals that are concentrated in time, often of limited duration N,. While window
functions such as triangular, Kaiser, Barlett, and prolate spheroidal occasionally
appear in digital speech processing systems, Hamming and Hanning are the most
widely used to taper the signals to quite small values (nearly zeros) at the
beginning and end of each frame for minimizing the signal discontinuities at the
edge of each frame.

Hamming window, which is defined as:

0.54 — 046 - cos (2an/Ny) .0 <n <N
hn] = ’ os (2mn/No),0 < n < No 2

0 otherwise

The output speech signal of Hamming windowing can be described as:
Y[n] =h[n]*s[n], 0<n<N, 3)

After windowing the speech signal, Discrete Fourier Transform (DFT) is used to
transfer these time-domain samples into frequency-domain ones. There is a family
of fast algorithms to compute the DFT, which are called Fast Fourier Transforms
(FFT)

N—1

X(k)y=> am)e ™ No<k<N )

n=>0
If the number of FFT points, N, is larger than the frame size NO, N-NO zeros are
usually inserted after the NO speech samples.

After FFT the mel-frequency cepstral coefficients are calculated by passing the
FFT coefficients through the mel filterbank frame by frame. In sound processing,
the mel-frequency cepstrum (MFC) is a representation of the short-term power
spectrum of a sound, based on a linear cosine transform of a log power spectrum
on a nonlinear Mel scale of frequency. Mel-frequency cepstral coefficients
(MFCCs) are coefficients that collectively make up an MFC. They are derived
from a type of cepstral representation of the audio clip.

1.3 Mel Frequency Cepstral Coefficients

The difference between the cepstrum and the mel-frequency cepstrum is that in
the MFC, the frequency bands are equally spaced on the Mel scale, which
approximates the human auditory system's response more closely than the
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linearly-spaced frequency bands used in the normal cepstrum. In order to represent
the static acoustic properties, the Mel-Frequency Cepstral Coefficients (MFCC)
(see Fig 4) is used as the acoustic feature in the Cepstral domain. This is a
fundamental concept which uses a set of non-linear filters to approximate the
behaviour of the auditory system. It adopts the characteristic of human ears that
human is assumed to hear only frequencies lying on the range between 300Hz to
3400Hz. Besides, human's ears are more sensitive and have higher resolution to
low frequency compared to high frequency. The filter bank (see Fig 2) with M
filters (m=1, 2,, M), where filter m is the triangular filter given by:

0 E << f(m—1)
Sl —1) < k< f(m)
o () = Fm) <k =< f(im—+1) ©)
E > f(m-+1)
‘Il/IHH", R
I )
| | |\| J i .'IIIII I
| \l \ [ H JI |I|I | !
= | | ||’1|’ | | V| Iul
2 I / | .
fllllh\!r'!’ B
: | ||'||'(f‘I O
i /l\p: I AWAER
| | I I| I 'll ' 1I| \
|| ( | |I IL' | In’ ] | \
U"“ 1 _| I _I _l l ! L1 H lJ ]‘ L f _'IE II—
1 & 1000 1800 3000 2800 300 3800 4000

Fraqusncy (Hz)
Fig. 2 Frequency response of Mel filter bank
If we define ‘f’l and ‘fh’ be the lowest and highest frequencies of the filterbank

in Hz, ‘Fs’ the sampling frequency in Hz, ‘M’ the number of filters and ‘N’ the
size of FFT, the cantering frequency ‘f (m)’ of the m™ filter bank is

J(m) = (%) Mel ™ (J‘u‘el(ﬁ) tm- 4"fd(f;1f—+:1{ef (fz)) ©)

1.4 Dynamic Featuring

In addition to the cepstral coefficients, the time derivative approximations are used
as feature vectors to represent the dynamic characteristic of speech signal. To
combine the dynamic properties of speech, the first and/or second order
differences of these cepstral coefficients may be used which are called the delta
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differences of these cepstral coefficients may be used which are called the delta
and these dynamic features have been shown to be beneficial to ASR
performance. The first-order delta MFCC may be described as

fj 1-Ct (k)
ACt (k) = =—F 7
>- 12

=—pr

Where C’ (k) denotes the k" cepstral coefficient at frame r after liftering and P is
typically set to the value 2 (i.e., five consecutive frames are involved).

1.5 Pattern Recognition

Speech patterns mainly differ in their cepstral domains. To distinguish one word
from another their corresponding cepstral distances are noted and the minimum
one is considered. This gives us fairly satisfactory result.

In case of our model the major compromise that had to be made to keep it
simple and realizable in a short time was to have a small database. This constraint
minimizes the versatility of our model but provides a satisfactory result in
response to our algorithm. However this model can be furthur extented to a larger
database and computation.

The database of this model comprises of four words. They had to be common
and sensible yet acoustically distinguishable and not very long to be used as
dataset in our model. For this purpose the common 4 colours were chosen to be
our set of words stored in our database. These words are as follows: BLACK,
BROWN, RED, WHITE.

The algorithm for pattern recognition using cenptral distance computation is
as follows:

1. Algorithm for loading database and initilize matrix and vectors

Load Database %MFCC of diffeneent words are loaded
initilization: Black=zeros(13,160)

Brown=zeros(13,160)

Red=zeros(13,160)

White=zeros(13,160)

Black=[blackl1, black2, black3................ black13]
Brown=[brown , brown2, brown3......... brown13]
Red=[redl, red 2, red3........cccevennee. red13]
White=[whitel, white2, white3........... white13]

initilization:Cepstral_distance_black=zeros(13,160)
Cepstral_distance_brown=zeros(13,160)
Cepstral_distance_red=zeros(13,160)
Cepstral_distance_white=zeros(13,160)

Load test vector file

Test€&test_vector(1:160)
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2. Algorithm for computing cepstral distances of test vectors
For i=1:13 do
For j=1:160 do
Cepstral_distance_black (i, )€ absolute[\/((Black(i , J)*-test_vector(i, j)?)]

Cepstral_distance_brown(i , j) € absolute[\/((Brown(i , j)*-test_vector(i , j)?)]

Cepstral_distance_red (i , )€ absolute[\/((Red(i , J)*-test_vector(i, j)?)]

Cepstral_distance_white (i , j)< absolute[\/((White(i , J)*-test_vector(i, j)?)]
End for

End for

3. Algorithm for computing minimum spetral distance matrix

Initialization:min_distance_matrix=zeros(13,160)
Fori=1:13
For j=1:160
min_distance_matrix=minimum of { Cepstral_distance_black (i, j),
Cepstral_distance_brown(i , j), Cepstral_distance_bred (i, j), Cepstral_distance_white(i , j)}
End for
End for

4. Algorithm for minimum cepstral distance counting and decision

making
initilization: counter1=0
counter2=0
counter3=0
counter4=0
fori=1:13
for=j=1:160

if (min_distance_matri(i , j)==Cepstral_distace_black(i , j))
then increment counterl by 1
if (min_distance_matri(i , j)==Cepstral_distace_brown(i , j))
then increment counter2 by 1
if (min_distance_matri(i , j)==Cepstral_distace_red(i , j))
then increment counter3 by 1
if (min_distance_matri(i , j)==Cepstral_distace_black( , j))
then increment counter4 by 1
End for
End for

initilization: x=0;
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x= maximun of {counterl, counter2, counter3, counter4 }
if counter] is maximun then display “BLACK”

if counter2 is maximun then display “BROWN”

if counter3 is maximun then display “RED”

if counter4 is maximun then display “WHITE”

In our proposed algorithm database of four words namely BLACK, BROWN,
RED, WHITE was taken. This datebase contains 13 samples of each words from
different speak. Mel frequency coefficients (see Fig 4) of all 13 samples of each
words are stored in matrix Black, Brown, Red and white respectively.

Then cepstral distance matrix (see Fig 7) is computed for each word using the
proposed equation as shown in the algorithm. After that each element from the
cepstral distance matrices of four words are taken and compared. After
comparison the minimum cepstral distance among the four is stored in a matrix
called min_distance_matrix. After that each element od the min_distance_matrix
is searched from the four specral distance matrices. There are four counters
acordingly. Whenever a element from min_distance matrix matches with a
element of a specific cepstral distance matrix, the corosponding counter is
incremented. Finally the values of all the counters is compared and the maximum
value is selected. The counter having the higher value decides the detected word.

We developed this algorithm considering four words only. The basic aim of
using a small database is to test our algorithm successfully. This algorithm can
also be applicable using a larger database. Any word or any sound from any
environment can be used to recognize using our speech recognition model.

| ACQUISTTION |—>| DE- MOISING |
+

AVERACE POWER | FILTERING |
CALCULATION
P END POINT
FRATIN
DETECTION
| WV INMIDOWITNG: |<_| PRE EMPEASIS |
FAST FOURIER > E;mmuct .I.IR%N
TRAMNSFORNM
{IVIF CC}
PATTERN
MATCHING

Fig. 3 Full Block Diagram representation of Pattern Recognition System
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2 Results

Fig. 5 Cepstral distance of the Mel frequency cepstral coefficients of the test speech sample
(for the word “Black’) with the respective words in the database

Spectral Distances of BLACK
Lt T T T T T T T T

(] 0 a0 60 a0 100 120 140 160 180
Spectral Distances of BROWN
T T T T T
0 100 120 140 160 180
Spectral Distances of RED
T T T T T
a0 100 120 140 180 180
Spertral Distances of WHITF
T T T T T
80 100 120 140 160 180

Fig. 6 Cepstral distance of the Mel frequency cepstral coefficients of the test speech sample
(for the word “White”) with the respective words in the database plot
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Sastral Distance Matrix plot for BLACK.

Fig. 7 Cepstral distance matrix plot for the word “Black”

e Following are the error matrices for some inputs:

Table 1 Input speech: Black

Word Black Brown Red White
Distance  9.7937121e+000  1.0452342e+001 1.1009596e+001 1.1020715e+001

Output response: Black Verdict: Hit

Table 2 Input speech: Brown

Word Black Brown Red White
Distance ~ 9.1330997e+000  8.7554356e+000 9.1460794e+000 8.8259277e+000
Output response: Brown Verdict: Hit

Table 3 Input speech: Black

Word Black Brown Red White

Distance 8.8259277e+000  1.0452342e+001 8.1009596e+000 1.1020715e+001

Output response: Red Verdict: Miss

3 Application

In the health care domain, even in the wake of improving speech recognition
technologies, medical transcriptionists have not yet become obsolete. The services
provided may be redistributed rather than replaced. Speech recognition can
be implemented in front-end or back-end of the medical documentation process.
Application of ASR is in the military area also such as High-performance fighter
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aircraft, Helicopters; Battle management; Training air traffic controllers; Tele-
phony and other domains.

4 Conclusion

This paper has presented simple and efficient pattern recognition methods using
the cepstral separation of Mel frequency cepstral coefficients and has evaluated
through four word vocabulary continuous speech recognition. For any speech
recognition model database is the driving factor. In this model probably the
greatest compromise made is the size of the database. We tested our algorithms
with a smaller database because once it is implemented successfully then the same
algorithms can be effective using larger database. As the algorithm development
was the main area of concern for speech recognition system. We tested it with a
database of sixty words. Out of these sixty words, fifty words were identified
correctly. It is encouraged that for future improvements with larger database the
better results will be generated and high accuracy will be delivered. The
performance of the model can be further improved by using TMS320C6713 DSK
i.e DSP toolkit. With its own set of function and modules computational load can
be decreased and time-efficiency of the model can be considerably improved.

Acknowledgement. The authors are grateful to GSSST, Indian Institute of Technology,
Kharagpur for allowing them to use the facilities in the hardware and project laboratory of
GSSST.

References

[1] Huang, X.D., Lee, K.F.: Phonene classification using semicontinuous hidden
markov models. IEEE Trans. on Signal Processessing 40(5), 1962-1067 (1992)

[2] Levinson, S.E., Rabiner, L.R., Juang, B.H., Sondhi, M.M.: Recognition of isolated
digits using hidden markov models with continuous mixture densities. AT & T
Technical Journal 64(6), 1211-1234 (1985)

[3] Acero, Acoustical and environmental robustness in automatic speech recognition.
Kluwer Academic Pubs. (1993)

[4] Rabiner, L.R., Schafer, R.W.: Digital Processing of Speech Signals. Prentice Hall
(1978)

[5] Jelinek, F.: Continuous Speech Recognition by Statisical Methods. IEEE
Proceedings 64(4), 532-556 (1976)

[6] Young, S.: A Review of Large-Vocabulary Continuous Speech Recognition. IEEE
Signal Processing Magazine, 45-57 (September 1996)

[71 Rabiner, L.R., Juang, B.-H.: Fundamentals of Speech Recognition. Prentice-Hall
(1993)

[8] Mel Frequency Cepstral Coefficients: An Evaluation of Robustness of MP3
Encoded Music by Sigurdur Sigurdsson, Kaare Brandt Petersen and TueLehn-
Schigler



Speaker Independent Word Recognition Using Cepstral Distance Measurement 235

(91

(10]

(11]

[12]

(13]

(14]

Speech and speaker recognition: A tutorial by Samudravijaya, K., Young, S.J.: The
general use of tying in phoneme-based hmm speech recognisers. In: Proceedings of
ICASSP (1992)

Nefian, A.V., Liang, L., Pi, X., Liu, X., Mao, C.: An coupled hidden Markov model
for audio-visual speech recognition. In: International Conference on Acoustics,
Speech and Signal Processing (2002)

Neti, C., Potamianos, G., Luettin, J., Matthews, 1., Vergyri, D., Sison, J., Mashari,
A., Zhou, J.: Audio visual speech recognition. In: Final Workshop 2000 Report
(2000)

Oerder, M., Ney, H.: Word graphs: an efficient interface between continuous-speech
recognition and language understanding. In: IEEE International Conference on
Acoustics, Speech, and Signal Processing, vol. 2 (1993)

Potamianos, G., Luettin, J., Neti, C.: Asynchronous stream modelling for large
vocabulary audio-visual speech recognition. In: IEEE International Conference on
Acoustics, Speech and Signal Processing, vol. 1, pp. 169-172 (2001)

Dupont, S., Luettin, J.: Audio-visual speech modeling for continuous speech
recognition. IEEE Transactions on Multimedia 151 (September 2000)



Wavelet Packet Based Mel Frequency
Cepstral Features for Text Independent
Speaker Identification

Smriti Srivastava, Saurabh Bhardwaj, Abhishek Bhandari, Krit Gupta,
Hitesh Bahl, and J.R.P. Gupta

Abstract. The present research proposes a paradigm which combines the Wavelet
Packet Transform (WPT) with the distinguished Mel Frequency Cepstral
Coefficients (MFCC) for extraction of speech feature vectors in the task of text
independent speaker identification. The proposed technique overcomes the single
resolution limitation of MFCC by incorporating the multi resolution analysis
offered by WPT. To check the accuracy of the proposed paradigm in the real life
scenario, it is tested on the speaker database by using Hidden Markov Model
(HMM) and Gaussian Mixture Model (GMM) as classifiers and their relative
performance for identification purpose is compared. The identification results of
the MFCC features and the Wavelet Packet based Mel Frequency Cepstral (WP-
MFC) Features are compared to validate the efficiency of the proposed paradigm.
Accuracy as high as 100% was achieved in some cases using WP-MFC Features.

Keywords: WPT, MFCC, HMM, GMM, Speaker Identification.

1 Introduction

Human beings possess several inherent characteristics that assist them distinguish
from one another. Over the years, biometrics has emerged as the science which
assimilates and tries to mimic the powers of the human brain by capturing unique
personal features and consequently performing the task of human identification.
Voice as a biometric tool has interested plethora of researchers as it can be easily
intercepted, recorded and processed. Moreover, voice biometrics offers simple and
secure mode of remote access transactions over telecommunication networks by
authenticating the speaker first and then carrying out the required transactions.
Hence, applications of speech processing technology are broadly classified into:
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Speech Recognition and Speaker Recognition. Speech recognition is the ability to
identify the spoken words while speaker recognition is the ability to discriminate
between people on the basis of their voice characteristics. Further the task of
speaker recognition is dissected into two categories, speaker identification and
speaker verification. Speaker identification is to classify that the test speech signal
belongs to which one of the N- reference speakers whereas speaker verification is
to validate whether identity claimed by an unknown speaker is true or not,
consequently this type of decision is binary. Several recognition systems behave in
a text-dependent way, i.e. the user utters a predefined key sentence. But, text
dependent type of recognition process is only feasible with “cooperative
speakers”. Consider criminal investigation as an application (an unwilling
speaker), here recognition can only be performed in text-independent mode. With
increased applications of speech as a means of communication between the man
and the machine, speaker identification has emerged as a powerful tool [1]. The
phenomenon of speaker recognition has been in application since the 1970’s [2].
Most of the state of art identification systems uses MFCC for front-end-processing
as its performance is far superior compared to all other feature extraction
mechanisms as described in [3]. The paper is organized as follows. Section 2 gives
a description of the modules of speaker recognition. The proposed algorithm is
described in section 3. Finally, the results are demonstrated in section 4.

2 Modules for Speaker Recognition

All speaker recognition systems contain two main modules, feature extraction and
feature or pattern matching. Feature extraction is the process that extracts
information from a voice signal of a speaker. Feature matching is the procedure to
identify the unknown speaker by matching his features with those of known
speakers. Sound pressure waves are acquired with the help of a microphone or
some other voice recording device. This signal is then pre-processed. Speaker
recognition using the pre-processed signal is accomplished in two stages,
Enrollment or feature extraction and pattern matching or classification as depicted
in fig.1.

TRAINING PHASE

|
I % 3

4 W . Pre- Feature
| 3 ) Processin Extraction

| Sample data from
N speakers  _ _  _  _ _  _ _ _ _ _ _
— == =

Likelihood
Calculation

Pattern
Matchin

Classification
Score

| Feature
Extraction
\ - 1
‘ | TESTING PHASE
| Wu«»—
Utterance from an |
. unknown speaker |

Fig. 1 Block Diagram of a Speaker Recognition system
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During enrollment phase, speech sample from several speakers is recorded and
a number of features are extracted using one out of the several methods available
to produce individual’s “voice model or template”. During the next phase, pattern
of an unknown utterance is compared with the previously recorded template. For
speaker identification applications, speech utterance from an unknown speaker is
compared with voice prints of all reference speakers. The unknown speaker is
identified as that reference speaker whose voice model best matches with the
model of unknown utterance. The performance of speaker identification system
decreases with increasing population size. [1]

2.1 Feature Extraction

The mechanism of speech feature extraction reduces the dimensionality of the
input signal by eliminating the redundant information while maintaining the
discriminating capability of the signal [4]. Given the data of speech samples, a
variety of auditory features are computed for each input set which constitute the
feature vector. The present research proposes Wavelet Packet based Mel
Frequency Cepstral feature extraction approach.

2.1.1 Mel Frequency Cepstral Coefficients

The advent of Mel Frequency Cepstral Coefficient (MFCC) technique for the task
of feature extraction has over shadowed the existence of majority of its
predecessor methods as it acknowledges human sound perception sensitivity with
respect to frequency, providing better sound feature vectors. The most
conspicuous difference between cepstral coefficients and MFCC is that the latter
uses Mel filter banks to transform the frequency domain to Mel frequency domain
[5]. The formula to convert f (Hz) into m (Mel) is as follows:

m=(2595logq (1 + L)) (1)
700

The block diagram of MFCC feature extraction algorithm is as shown in fig.2.

Pre-processed
signal Frame Framed signal Hamm mg Windowed signal
: . FFT
Blocking Window
Spectium
Mel Cepstrum log(Mel Spectrum) Mel Spectrum Mel
DCT Log Frequency
Warping

Fig. 2 Block Diagram implementation of the technique

Pre-processed speech signal is frame blocked with each frame having length of
25ms with an overlapping length of 15ms. The signal is then multiplied over
short-time windows to avoid problems arising due to truncation of the signal. For
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our analysis, a hamming window is utilized. For each windowed frame, spectrum
is computed using Fast Fourier Transform (FFT).Spectrum is passed through Mel
filter bank to obtain the Mel spectrum. In the present work, 40 filters were used
[6].Finally, Cepstral analysis is performed on the output of Mel filter banks using
only 13 coefficients out of 40. The logarithm followed by the Discrete Cosine
Transform (DCT) of the Mel spectrum produces a set of feature vectors (one
vector corresponding to each frame) which are then termed as MFCC.

2.2 Hidden Markov Model

Hidden Markov Model (HMM) [7,8] springs forth from Markov Processes or
Markov Chains. It is a canonical probabilistic model for the sequential or temporal
data It depends upon the fundamental fact of real world, “Future is independent of
the past and given by the present”. HMM is a doubly embedded stochastic
process, where final output of the system at a particular instant of time depends
upon the state of the system and the output generated by that state. There are two
types of HMMs: Discrete HMMs and Continuous Density HMMs. These are
distinguished by the type of data that they operate upon. Discrete HMMs
(DHMMs) operate on quantized data or symbols, on the other hand, Continuous
Density HMMs (CDHMMs) operate on continuous data and their emission
matrices are the distribution functions. HMM Consists of the following parameters

0 {01,02...0T} : Observation Sequence

Z{Z1,72.. 7T} : State Sequence

T : Transition Matrix

B : Emission Matrix/Function

L% : Initialization Matrix

MT, B, 1) : Model of the System

p : Space of all state sequence of length T

m {mg;,Mg....Mgr} : Mixture component for each state at each time
Cit, il it : Mixture component (i state and 1 component)

Single state HMM is known as GMM. For the purpose of text independent speaker
identification, GMM has had a greater success over HMM [9]. There are three
major design problems associated with an HMM outlined here. Given the
Observation Sequence {O1, 02, O3,.., OT} and the Model A(T, B, m), the first
problem is the computation of the probability of the observation sequence P
(OIL).The second is to find the most probable state sequence Z {Z1, 72,.., ZT},
the third problem is the choice of the model parameters A (T, B,m), such that the
probability of the Observation sequence, P (OIA) is the maximum. The solution to
the above problems emerges from three algorithms: Forward, Viterbi and Baum-
Welch [7].

2.2.1 Continuous Density HMM

Let O = {O1,02...0T} be the observation sequence and Z {Z1, Z2...ZT} be the
hidden state sequence. Now, we briefly define the Expectation Maximization
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(EM) algorithm for finding the maximum-likelihood estimate of the parameters of
a HMM given a set of observed feature vectors. EM algorithm is a method for
approximately obtaining the maximum a posteriori when some of the data is
missing, as in HMM in which the observation sequence is visible but the states are
hidden or missing. The Q function is generally defined as

Q(A,A") = Xgeplog P(0,z1 A)P(0,z 1 4") 2

To define the Q function for the Gaussian mixtures, we need the hidden variable
for the mixture component along with the hidden state sequence. These are
provided by both the E-step and the M-step of EM algorithm given

E Step:
Q4, ﬂ‘)zzz c pZm c M log PO, z,mI HP(O,z,mA') 3)

M Step:
A'=argm yax|Q(A, A')] + constrainment 4)

The optimized equations for the parameters of the mixture density are:

T '
Zt=l OIP(Zl‘:l,mZtl =11 Otﬂ, )

Hip = )

T 1

r T . ,
_ Z,:1 (O, =y O, — )" P(z, =i,m_, =110,4")

i T . ,
D P =im, =110,2)

(6)

T
Z P(z, =i,m,, =110,4)
¢, = ==l @)

T ~M ' '
Zt:l 21:1 P(z, =i,m_ , =110,1")

3 Proposed Method

3.1 Discrete Wavelet and Wavelet Packet Transform

For discrete wavelet transform we have:
Flnl=——SW, Lo kW, Inl+——. 5 SWylig kW ] ()
nl=—. Jns . nl+—. X2 Jns .. [n
ﬂM k ¢ 0 ]ka }M ‘]:‘Iok l// 0 ]7k

Here F[n], ¢jo/n] and ¥;,/n] are discrete functions defined in [0,M-1], a total of
M points. Now,
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T
W¢[]O,k] = m%f[n]¢J0’k[n] )
1
Wi Lig-kl :W'%-f[”]wj,k[”]jz Jo (10)

Woljo k] are called approximation coefficients while Wy[j,, k] are called detailed
coefficients. These coefficients are obtained by using Mallat algorithm proposed
in [10].

3.1.1 Wavelet Packet Transform

In the DWT decomposition, to obtain the next level coefficients, scaling
coefficients (low pass branch in the binary tree) of the current level are split by
filtering and down sampling [10]. With the wavelet packet decomposition, the
wavelet coefficients (high pass branch in binary tree) are also split by filtering and
down sampling. The splitting of both the low and high frequency spectra results in
a full binary tree shown in fig.3 and a completely evenly spaced frequency
resolution (In the DWT analysis, the high frequency band was not split into
smaller bands).

SOl
feh el feh f=h

] [oma] [sons] [oona] [anca] fonos] [acoi] fooci]

Fig. 3 Wavelet packet decomposition tree

3.2 Motivation

Speech is a “Quasi-stationary” signal. MFCC utilizes short time Fourier
Transform (STFT) which provides information regarding the occurrence of a
particular frequency at a time instant with a limited precision, with the resolution
according to the Heisenberg Uncertainty principle dependent on the size of the
analysis window.

1
Time * Frequency = AtAf =2 — (11)
4r

Narrower windows provide better time resolution while wider ones provide better
frequency resolution [11]. Even though STFT tries to strike a balance between the
time and frequency resolution, it is admonished primarily as it keeps the length of
the analysis window fixed for all frequencies resulting in uniform-partition of the
time-frequency plane as shown in fig.4.
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Fig. 4 Time-frequency plane uniformly Fig. 5 Time-frequency plane non-
partitioned in STFT uniformly spaced (constant
area) in wavelet transform

Speech signals require a more flexible multi-resolution approach where
window length can be varied according to the requirement to cater better time or
frequency resolution. Wavelet Packet Transform (WPT) offers a remedy to this
difficulty by providing well localized time and frequency resolution as shown in
fig.5. Further, multi-resolution property of WPT makes it more robust in noisy
environment as compared to single-resolution techniques and has better time-
frequency characteristics. But, WPT increases the computational burden and is
time consuming. Conventional wavelet packet transform mechanisms do not warp
the frequencies according to the human auditory perception system. So, in this
work an attempt is made for utilizing the advantages of the Mel Scale and multi-
resolution wavelet packet transform to generate feature vector for the task of
speaker identification.

3.3 Proposed Paradigm

3.3.1 Wavelet Packet Based Mel Frequency Cepstral Features
The block diagram for proposed approach is as shown in fig.6
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Fig. 6 Block diagram representation of proposed method

The analytical steps followed for feature extraction are as stated:

e The raw speech signal was primarily sampled at 48 kHz in order to
further process it.
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e Next, a framing window was utilized. The frame size was kept fixed to 25
milliseconds, a skip rate of 10 milliseconds was selected to accommodate
for the best continuity.

e A pre-emphasis filter as described by equation (12) was next exercised in
order to improve the overall signal-to-noise ratio. A rectangular
Hamming window was deployed for framing.

H(z)=1-0977"} (12)

e The resultant signal was transformed from time domain to frequency
domain by applying Fast Fourier Transform (FFT). Then the signal in
frequency domain was Mel-Warped using Triangular Mel Filter Banks.
Afterwards, signal was again transformed to time domain by applying
Inverse Fast Fourier Transform for further processing of signal.

e Next, wavelet packet decomposition was applied using daubechies4 (D4)
wavelet. For a full j=7 level decomposition, the WPT corresponds to a
maximum frequency of 31.25 Hz giving 128 sub-bands.

e Out of 128 frequency sub-bands 35 frequency sub-bands were used for
further processing since higher frequency coefficient contained paltry
amount of energy and first 35 coefficients represented 99.99%. The
energy in each band was evaluated, and was then divided by the total
number of coefficients present in that particular band. In particular, the
sub band signal energies were computed for each frame as,

N .
S p..2
W] ra
E.=1— — i-1..35 (13)
J N.
J

e Lastly, a logarithmic compression was performed and a Discrete Cosine
Transform (DCT) was applied on the logarithmic sub-band energies to
reduce dimensionality:

F(i) g log,E, Cos( 2 i (14)
)= 0 0S Jd=1,....,r.
pl E10%n B

3.3.2 Speaker Identification

After extracting the features we have used HMM or single state HMM called
Gaussian Mixture Model (GMM) for the identification. The whole procedure is as
explained in fig.7. Having the WP-MFC Feature from the speech signals,
CDHMMs are trained for each speaker using Baum Welch (BM) algorithm which
gives the parameters of the corresponding CDHMMs. Now the identification
process can be described as follows: Given a test vector ‘X’ the log-likelihood of
the trained batches with respect to their HMM models ‘A’ is computed as
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log P(X | A) . From ‘N> HMMs {4, 4, ,........ Ay } corresponding to ‘N’ speakers,
the speaker can be identified with a test sequence using:

P(X | Areqm»red) =F[P(X1A4)seereuen. P(X14y) 15)

Where F() is the maximum of the likelihood values of the model

(A Ay e Ay ) - The model corresponding to the highest Log-Likelihood value
is selected as the identified speaker.

Tizining Phase ey o de T Testing Phase

LL Calculation

Featurs Extraction |

Speaker Model - 2
I " ' L

Sipeaker [Speaker {"Speaker Speaker Model — N
Model 1 Model-2} |- - { Modd-N . Celolation

Fig. 7 Procedure for the classification algorithm

4 Experimental Results

Having acquired the appropriate test samples from the free online English speech
database site [12], the database was created containing speech samples of 30
distinct speakers with 10 non-identical utterances each. Speaker models were
created using 8 samples per speaker and testing was done using 2 samples of each
speaker. The results of the identification process using GMM and HMM are
displayed in tablel, fig.8(a) and table 2, fig.8(b) respectively. The number of

Table 1 No. of states (Q) = 1 (GMM)

No. of Speakers Recognized

No. of Gaussian No. of

S.No. Mixtures (M) States (Q) WP-MFC Features MFCC Features
1. 11 1 30 28
2. 12 1 30 28
3. 13 1 30 28
4. 14 1 30 28
5. 15 1 30 28
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Table 2 No. of states (Q) = 2 (HMM)

No. of Speakers Recognized

No. of Gaussian No. of

S.-No. i tures M) States (Q)  WP-MFC Features MFCC Features
1. 11 1 27 25
2. 12 1 29 28
3. 13 1 30 27
4. 14 1 27 28
5. 15 1 27 29
8 WP-MFC Features 8 WP-MFC Faatures
m MFCC u MFCC
No. of states (Q) =1 No. of states (Q) =2
T
g 30 % 30
ﬁ % E 2%
E % E 26
g 2] E. 4
- 2 g n
CES g .
g u 12 13 14 13 7 nooa (O PR T
No. of mixtures (M) No. of mixtures (M)
Fig. 8(a) Output Results with GMM Fig. 8(b) Output Results with HMM

states (Q) was kept constant whereas the number of mixtures (M) was varied in
each case.

5 Conclusion

Speaker Recognition is the use of machine to recognize a speaker from the spoken
words. In this paper, we introduced a robust feature extraction technique for
deployment with speaker identification system. These new feature vectors termed
as Wavelet Packet based Mel frequency Cepstral (WP-MFC) Coefficients offer
better time and frequency resolution. HMM and GMM were used to classify the
acoustic data. Experimental results of the comparison between the performance of
the proposed feature vectors and MFCC reveal the real life effectiveness of the
proposed method. Also, better performance of GMM over HMM for speaker
identification was confirmed.
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Optimised Computational Visual Attention
Model for Robotic Cognition

J. Amudha, Ravi Kiran Chadalawada, V. Subashini, and B. Barath Kumar

Abstract. The goal of research in computer vision is to impart and improvise the
visual intelligence in a machine i.e. to facilitate a machine to see, perceive, and
respond in human-like fashion(though with reduced complexity) using multitudi-
nal sensors and actuators. The major challenge in dealing with these kinds of
machines is in making them perceive and learn from huge amount of visual infor-
mation received through their sensors. Mimicking human like visual perception is
an area of research that grabs attention of many researchers. To achieve this com-
plex task of visual perception and learning, Visual Attention model is developed.
A visual attention model enables the robot to selectively (and autonomously)
choose a “behaviourally relevant” segment of visual information for further proc-
essing while relative exclusion of others (Visual Attention for Robotic Cognition:
A Survey, March 2011).The aim of this paper is to suggest an improvised visual
attention model with reduced complexity while determining the potential region of
interest in a scenario.

1 Introduction

The visual cognition in primates is due to a custom built attentional circuit that
helps them respond to what they perceive through vision. This process is simple,
yet robust. The endeavour of robotics research to design a bio-inspired visual at-
tention model for the cognitive robot has strong connectivity with the research in
cognitive psychology, computational neuroscience and computer vision as these
are the three disciplines which cultivated the basic research on artificial modelling
of human visual attention. The major motivation for developing computational
models of visual attention was two-fold :1) creating a computational tool to test
the validity of the theories/hypothesis of visual attention proposed in psychology
and neuroscience; and 2)the potential applications of the principle of focused at-
tention in computer vision, video surveillance, and robotics.
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One of the most influential theories that served as a basis for many of the cur-
rent research findings in the field of visual attention is the feature integration the-
ory (FIT) [12] which was introduced in 1980. FIT states that different features are
registered early, automatically and in parallel across the visual field, while objects
are identified separately and only at a later stage, which require focussed attention.
Visual features like colour, orientation, edge, intensity and others are processed
and their saliency is captured in separate feature maps. All these feature maps are
summed up to get master map. This map contains regions that attract our focus in
order of decreasing saliency. FIT went through several stages of modifications to
accommodate new findings on attention. One noticeable setback of early FIT is
that it considers only the effect of visual strength of different features.

A model developed by Wolfe termed as the guided search model [5] of visual
attention overcomes FIT’s shortcomings by considering the effect of top-down
information along with bottom-up saliency. Similar to FIT even guided search
theory faced gradual modifications.

Next comes the CODE theory[4] which is a combination of two theories: 1)
COntourDEtector theory for perception grouping[van Oeffelen and Vos 1982], 2)
Theory of Visual Attention (TVA) [Bundesen 1990]. This theory is based on a
race model of selection. Here parallel processing of a scene takes place and the
element that finishes the processing first is selected. A major dissimilarity of
CODE theory from previous two theories i.e. FIT and GST, is that CODE theory
considers both space and object as the elemental unit for attention selection,
whereas latter two only deal with space-based attention. Many other models for
visual attention do exist that are not mentioned here. Refer [6] for further informa-
tion on other models.

The first computational architecture of visual attention was introduced by Koch
and Ullman [3] in 1985.An important contribution of their work is winner-take-all
(WTA) network. WTA allows us to select one region at a time from the saliency
map and if the selected region is not the region of interest, it inhibits the selected
region and finds the next winner region. This is known as inhibition of return [8].

A saliency based visual attention model was developed by Itti[7] . The most in-
fluential computer vision model of visual attention is the neuromorphic vision
toolkit (NVT) which has been extensively used in many other models of visual
attention in computer vision and robotics. A number of concepts used in NVT are
inspired by attention model of Koch and Ullman, e.g., feature map, saliency map,
WTA along with IOR.NVT proposes a computationally better process for calcula-
tion of saliency map. Here, a multi-scale analysis of the input images is performed
for calculation of individual feature maps which are combined together to create a
centralised saliency map.

A new model visual object detection with a computational attention system
(VOCUS) [10] proved to be efficient in overcoming the drawbacks of NVT. Func-
tionality of VOCUS is similar to that of NVT, e.g. computation of saliency map,
implementation of WTA and IOR. VOCUS, however, performs a number of im-
provements over NVT. Some of which are: 1) allows easy extension to more fea-
tures, 2) in learning mode VOCUS computes most significant region and then
learns merely these features whereas NVT considers whole region of object,3) in
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VOCUS an algorithm is used to select training images while in NVT all images
are used. Hence, this results in better accuracy in finding focus of attention in a
given image. Fig. 2 shows the basic structure of VOCUS [10].

Models discussed above have proven to be the most influential models. There
are many other models existing besides the above mentioned and these are consid-
ered to be more or less derived model. The objective of this paper is to propose an
Improvised architecture of visual attention model to reduce the computational
complexity by reducing the number of features considered in order to find the
object of interest in a given image.

Fig. 1 Architecture of NVT [7]. A Bottom-
up approach. It shows the architecture of
NVT. The early version of NVT [7] per-
formed only bottom-up analysis of atten-

Input Image

Linear Filtering

tion but a later and newer version reported oo Intensity "~ ———_Oriegfation
in [12] uses top-down cues during visual LLE
search.
Cemer Surround dnrrel ences and normalization
Feature j maps -
LL@]Z maps) (6 maps) (24 maps)
Across-scale combmauons and normalization
Conspicuity maps

Linear combinations

oncymap )/
Inhibition
‘Winner-take-all of return

Attended location

2 General Characteristics of Computer Vision Based Visual
Attention Models

Visual attention models in computer vision share some generic characteristics
[71[12]. Some of them are discussed below.

2.1 Saliency Operator

Most of the existing vision models of visual attention use the concept of saliency
map to guide attention toward different regions of a given image. A saliency map
is also an image whose pixel intensity values indicate relative visual saliency of
that corresponding pixel in the original input image. Higher value indicates higher
saliency. Most salient pixels in the saliency map will be the current focus of atten-
tion. Inhibition of return is performed in order to prevent revisiting the same re-
gion by suppressing the saliency of current focus of attention.
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2.2 Bottom-Up and Top-Down Analysis

The early attention models of computer vision used only bottom-up approach in
attention selection, while the recent models impart top-down cues to get better
results. Thus, the bottom-up cues guide visual exploration (focusing on most sa-
lient stimuli), while top-down cues guide visual search (an active scan of visual
field in search of pre-specified object or stimuli).

2.3 Off-Line Training for Visual Search

Off-line training phase is required by the models prior to performing visual search.
During this phase the model learns target specific features and uses this informa-
tion to increase the saliency of the target-like features in the test images.

Since the way these characteristics are achieved is different, the performance
also varies in every computational model.

Input Image

Linear Filtering

Color__— | Intensity ~———— _  Orientation

[Cemer—sm‘rolmd analysis, ’ Center-surround analysis,

across-scale weighted addition across-scale weighted addition
at different levels at different levels using
prior-learned weight vector

Bottom-up T&_:p-clo“n
Saliency map Saliency map

Global Saliency map
Focus of m—— T
Attention

Fig. 2 Architecture of VOCUS[10]. A Top-down approach

Hence, the issues and challenges involved with robotic visual attention
[71[12][10] are:

2.4 Optimal Learning Strategy

Information about the visual features of the target is necessary for a robot to perform
visual search. Multitudinal sensors and actuators present in the robot facilitate the
robots with higher degrees of freedom in their visual perception. As of now almost
every feature varies with arbitrary affine transformation, change in viewing angle
and lighting condition. Thus, the robot needs to learn many different views of the
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object in order to identify it in an arbitrary setting. A good strategy to learn the fea-
tures of an object placed at different angles with minimum human supervision
must be present in the attention model of a robot.

2.5 Generality

In most of the computer vision models of visual attention present today, the bot-
tom-up (visual exploration) and top-down(visual search) phases are mutually ex-
clusive. The programmer selects the required loop of attention. This decreases the
generality of the attention model and makes it unfit for robotic systems. The selec-
tion of the mode of attention should be autonomous depending on the requirement
in a robotic visual attention model.

2.6 Prior Training

In general, cognitive robots are expected to learn while working in a manner simi-
lar to human, but almost all of the visual attention models for the robot has a prior
separate off-line training phase to improve the recognition performance.

Many of the above mentioned issues are interdependent on each other. For in-
stance, if the two modes of visual attention are integrated in the same framework
for the sake of generality, there will be no room for prior training. If learning is
performed online, it must be ensured that an intelligent learning strategy should be
used to enable the robot to obtain enough information about the target.

The proposed robotic cognition model developed looks at issues and challenges
and operates in two modes: training (learning) and testing (searching).In learning
mode the system analyses the scene and learns how to focus its attention towards
the object of interest. The model learns the salient features and switches to search-
ing mode to target itself to the object with less computational time (minimising the
amount of inherent information it has to explore).

Conceptually the model shares similar behaviour to VOCUS [10]. The major
limitation of VOCUS is that it learns the features from selected region, but doesn’t
identify the significant features used by the cognition models. In learning phase, a
training algorithm selects the image to be used which adds restriction to the ro-
bustness of the system.The computation of bottom-up and top-down maps adds up
to the complexity and is taken care in the proposed system.

In the proposed model, both bottom-up and top-down cues have been used. In
bottom-up, three features (colour, intensity and orientation) are used to obtain
saliency map. Features of target object are extracted by selecting the most salient
region from the saliency map. Decision tree classifier is used to extract the impor-
tant features among the selected features that help in classifying the object. In the
top-down approach as prior information these important features are used to find
the target object. Since, the number of features calculated for any test image are
selective it will reduce the computational complexity.
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3 System Architecture

Fig.3 represents the architecture of the proposed system for robotic cognition. It
can be broadly divided in to two phases: A. Training, B. Testing. Initially, a three
channel RGB image is given to the system. Each phase has the following modules.

oo Led

[ Pyramid construction ] [ Pyramid construction ]

Feature maps [ cotor ] [ Intensity ] [ orientation) I

Compute only features
selected by decision tree

Conspicuity maps [| (~color ] ([Tarensiry ) [orientavion]

AN

Saliency map

‘Winner take all
Extracted feature
vectors
Decision tree
classifier
Feature selection
Selected features

Fig. 3 Architecture of Proposed model for robotic cognition

Classifier

IOR

Detect Target Object

3.1 Training

In training phase the system is made to learn the required features to find the class
of target object.

3.1.1 Visual Attention Module (VAM)

The image is passed to the module of visual attention model. In this module, image
is analysed with respect to three different features i.e. colour, intensity and orienta-
tion. Three channel Image which is given as input is split in to three images each of
single channel. Each image is of one of red(r), green (g) or blue(b) channels. As
images are analysed with respect to three different features image to be obtained for
each feature is attained with following metrics. To get intensity image all the three
channel intensities are linearly combined. It can be given as following.

Intensity_image= (r+g+b)/3 @)

With respect to colour we find red(R), green (G), blue(B), yellow(Y) values using
following equations.
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R=r-(g+b)/2 ()
G=g-(r+b)/2 3)
B=b-(r+g)/2 4)
Y=r+g-2(Ir-gl+b) )

(Negative Values are set as z€ro)
To analyse the image with respect to orientation two dimensional gabor filtres are
used. A 2D gabor kernel can be mathematically defined as

x'2.4y1212 )
G(x,y):e( 202 ) cos (271 xx) 6)
Where
X" = X cosO + y sin 0 @)
y =-xsin®+ycos o (8)

The parameters involved in the construction of a 2D Gabor filter are: The variance
o of the Gaussian function. The wavelength A of the sinusoidal function. The
orientation 6 of the normal to the parallel stripes of the Gabor function. The spatial
aspect ratio Y specifies the ellipticity of the support of the Gabor function. For y=1,
the support is circular. For y < 1 the support is elongated in the orientation of the
parallel stripes of the function. Here Orientation is considered for four angles. i.e
0,45,90,135 degrees.

Pyramids are constructed next to this, from which centre and surround are fixed
to get the absolute differences. It’s done with following relation. S=C+L where S
is surround, C is centre and L=1, 2; Once after getting centre and surround, centre
surround differences are calculated to attain the feature maps. Intensity feature
map can be obtained using following relation.

I(c,s) =I(c) O I(s)l C))

i.e. the absolute value of difference of intensities between centre and the surround.
Similarly the colour feature maps are obtained by using the following equations.

RG (¢, s) =1 (R(c) - G(c)) O (G(s) = R(s))! (10)

BY (c,s) =1(B(c) - Y(c)) O (Y(s) - B(s)) | (11
Orientation feature maps are calculated as shown below.

0 (c,s,0)=1(0(c,0) ®OC(s, ) | (12)

Where, ‘c’ indicates the center level of corresponding color pyramid which is 1.
‘s’ indicates the surround levels of corresponding color pyramid which is 2,3.0
denotes across scale difference.
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3.1.2 Saliency Map Module

In this module conspicuity maps with respect to each feature are linearly com-
bined to compute the saliency map. The feature maps of each feature are linearly
combined to get corresponding conspicuity maps.

3.1.3 Winner-Take-All Module

In this module “winner-take-all algorithm” is applied on saliency map by dividing
it in to a set of overlapping salient regions. It gets the most salient region in an
image with respect to its intensity feature. If that region is not the area of interest
or target object that region is inhibited, next salient region in the image is obtained
and the process continues till the target object is attained.

3.1.4 Extracting-Features
Once the target object is attained then the features of that block are extracted from
all the feature maps, conspicuity maps and saliency map.

3.1.5 Decision Tree Module

Extracted features of target region from different feature and conspicuity maps are
passed as input to decision tree classifier, which in turn gives features necessary
and sufficient to classify the target object.

3.2 Testing

In testing phase, the robotic cognition model detects the object of interest with
mush less computational effort looking at information to which it has been trained.
The cognitive model has been tuned in such a way that it automatically identifies
the focus of attention as the object of interest. This approach is based on human
perception whose attention is driven towards the object of interest and not towards
any other scene information. Hence, we have modelled a driver assistance cogni-
tive system whose object of interest is a signboard.

3.2.1 Computing Selected Features

In this module prior knowledge attained during training is used. Only the features
selected by the decision tree during training were computed. As shown in fig.4.,
the features used by decision tree to classify the target object is RGFMI,
0135FM1, ICONS, IFM2, 090FM2,090FM1.0nly these features were computed
to classify the target object.

3.2.2 Classification Module
This module classifies the target object based on computed features.

3.2.3 Detect Target Object
This module detects the target object under one class based on the decision of
classifier.

In this way the complexity of the system is reduced by reducing the number of
features to be computed.
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Tree View
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== 1.460 == 1.46015

Fig. 4 Output of Decision tree classifier

4 Implementation and Platform

The proposed model of visual attention is being implemented using Opencv libra-
ries with C++ bindings. Domain chosen for this implementation is detection of
traffic sign boards. Fig.4 shows the number of training and testing images of dif-
ferent kinds used. All the objects detected will fall under one of the following two
classes for this domain i.e. either sign board (Sb) or Non-sign board (Nsb). Every
classification will fall under one of the following categories: True Positive, True
Negative, False Positive and False Negative.

Parameters that evaluate the performance are:

4.1 Detection Rate

Ratio of total number of objects correctly detected to the total number of detec-
tions. It gives the efficiency of the system.

Detection Rate=Number of true detections/ total detections (13)
4.2 Computation Time

It is defined as the time taken to detect the target object in a given scenario. The
Number of training images used are show in Table 1 and the number of testing
images used were as shown in Table 2.

Table 1 Training images used for proposed model

SIGNBOARD CLASS NUMBER OF
SAMPLES
Pedestrian Sb 10
Bike Sb 10
Crossing Sb 10
Total 30
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Table 2 Testing images used for proposed model

SIGNBOARD CLASS NUMBER OF
SAMPLES
Pedestrian Sb 6
Bike Sb 6
Crossing Sb 6
Total 18

Table 3 Results obtained in comparing detection rates in bottom-up and top-down
approaches

SIGN- NUMBER | NUMBER | NUMBER OF | DETECTION RATE
BOARD OF OF SIGN | SIGNBOARDS
IMAGES BOARDS | DETECTED
BOTT | TOP- BOTTOM- | TOP-DOWN
OM- DOWN UpP
UP
Bike 16 19 13 16 74% 84.21%
Crossing 16 20 17 18 85% 90%
Pedestrian 16 20 15 15 75% 75%
Total 48 59 45 49 78% 83%

The results are as given in Table 3. It shows the number of test images used and
corresponding results obtained in both bottom-up and top-down approaches. The
fact that can be noted here is detection rate will either improve or remains same in
top-down when compared to bottom-up approach.

Table 4 shows the comparison of computation times to detect target objects,
number of attempts to detect target objects and percentage reduction in computa-
tion times for each image. Fig.5. Shows the comparison of computation times for
bottom-up and top-down approaches.

Table 4 Time taken to detect in bottom_up and top-down approaches and percentage reduc-
tion of time in top-down approach

Image TIME IN | NUMBER | TIME IN | NUMBER OF %REDUCTION IN

BOTTOM | OF TOP- ATTEMPTS IN | TIME

-UP ATTEMTS | DOWN BOTTOM-UP

APPROA IN APPROAC

CH(IN BOTTOM- | H(IN

SECOND | UP SECONDS

S) )
Imagel 1 1 0.5 1 50%
Image2 5 2 2 2 60%
Image3 7 3 3 3 57.3%
Image4 4 2 2 2 50%
Image5 6 3 3 3 50%
Image6 1 1 0.5 1 50%
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Fig. 5 Comparison of computation times of Bottom-up and Top-down approaches

5 Conclusion

In this paper, we have proposed an optimised computational visual attention model
for robotic cognition. This method mimics the process of human attention towards
known object of interest. In real environment, the proposed model successfully loca-
lizes a salient area and detects the road traffic sign regions with an average reduction
of 57.3% time in processing the attention model when compared to other existing
models. Detection rate can also be improved by considering more number of sam-
ples. And it is robust to illumination scale, view point and partial occlusion. In future
the model can be extended to different objects or to object categorization to prove
the robustness of the system.
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A Rule-Based Approach for Extraction
of Link-Context from Anchor-Text Structure

Suresh Kumar, Naresh Kumar, Manjeet Singh, and Asok De

Abstract. Most of the researchers have widely explored the use of link-context to
determine the theme of target web-page. Link-context has been applied in areas
such as search engines, focused crawlers, and automatic classification. Therefore,
extraction of precise link-context may be considered as an important parameter for
extracting more relevant information from the web-page. In this paper, we have
proposed a rule-based approach for the extraction of the link-context from anchor-
text (AT) structure using bottom-up simple LR (SLR) parser. Here, we have
considered only named entity (NE) anchor-text. In order to validate our proposed
approach, we have considered a sample of 4 ATs. The results have shown that, the
proposed LCEA has extracted 100% actual link-context of each considered AT.

Keywords: Ontology, Augmented Context-Embedded grammar, SLR parser,
Indexing, Focused-Crawling, Semantic-Web, NLP, Bare-Concept.

1 Introduction

World Wide Web (WWW) is collection of billions of pages that are linked
together by hyperlinks. The hyperlink is often described in the following format:
<A HREF= http://www.ai.ac.infabout.html/>  Ambedkar Institute of
Technology</A>. The first part indicates the target web-page location and the
second part, i.e. Ambedkar Institute of Technology gives information about the
content of the web-page, which is called anchor-text (AT). It has been very
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challenging for the crawler and indexer to get relevant web-pages because of
enormous size of www. Most of the researchers have widely explored the use of
link-context to determine the theme of target web-page [1], [2], [3], [4], [5], [13].
Link-context has been applied in areas such as search engines [11], and focused
crawlers [12] and automatic classification [14]. The extraction of precise link-
context may be considered as an important parameter for extracting more relevant
information from the web-page. This saves the effort of crawling and indexing of
useless and irrelevant pages [6]. In most of the cases AT or text around AT was
used to derive the context of a link. This motivates us to propose a rule-based
approach for the extraction of the link-context.

Here, in this paper, we proposed a link-context extraction algorithm (LCEA) to
derive context of a link from web-page. We have categorized AT into various
bare-concepts (BC) such as named entity (NE), class name (CLN), technology (T),
framework (F), entertainment (E), and sports (S) etc by manual analysis of 100
web pages from Wikipedia and Open Directory project (ODP). Further, we design
ontology of these AT’s. For illustration of our approach, we have considered only
named entity (NE) ATs involving 14 terminals and 23 non-terminals. After that,
we developed augmented context-embedded grammar which is used by SLR
parser. Finally, the output of SLR parser is used by LCEA to extract precise link—
context of web-page. We have validated our proposed approach by considering
limited samples of ATs. The results have shown that, the proposed LCEA has
extracted 100% actual link-context of each considered AT.

The rest of this paper is organized as follows: In section 2 related literature is
discussed. In section 3, we present our proposed approach in detail, followed by
conclusion and future work in section 4.

2 Related Literature

Since the search engines have come into existence, development of various
techniques were witnessed in the literature, in order to get optimized result of the
search engine. Some of the techniques were focused on the ranking of the search
results while others are related to the crawling appropriate pages depending upon
end user search trends and the focus area of the search engine [11], [12]. In order
to achieve these objectives, both statistical and natural language processing [1],
[2], [3], [4], [5], [13] based techniques have proposed. For example, in [1] a
dependency analysis based link-context was extracted. The main idea in [1] is to
simulate the browsing behavior of web readers. The author fractionize the
behavior into four steps which were parsing, decomposing, grouping and
selection. But in this technique as author itself made a statement that word
variation between the link-context and the target web-page has made the quality of
link-context derivation very low. In [2] authors have described an approach to
generate automatic rich semantic annotations of text, which can be utilized by
semantic-web. In [3] authors have given an idea that cohesive text and non-
cohesive text surrounding the AT provide rich semantic cues about a target web-
page. In [4] a scheme based on parsing of the text around anchor-link was
proposed. In [4], it was tried to extract relevant sentence fragments in the
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sentence. But in this approach, the applicability of parser was confined to the
single sentence only and things were arranged based on their semantic importance
using ontology. However, they did not use the concept of AT to extract link-
context. Technique in [5] was also related to deriving link-context from HTML tag
tree, where firstly an HTML parser was used to find the hierarchical structure of
the content arranged using HTML tags and then the actual AT is analyzed. In his
approach two link-context derivation techniques were described. In first technique,
context from aggregation nodes was derived and in second, context from text
window was derived. But both of these techniques fail to capture the conceptual
information of the AT, which result in finding poor quality of theme of the target
web-page. In [13], a scheme related to link-context extraction based on semi-NLP
approach was proposed and their results were not so encouraging with respect to
precise extraction of link-context.

3 Proposed Method

In this section, we will first give the overall model of the system and then the
issues related to the design of the system will be discussed in the subsequent sub-
sections.

3.1 Model

In this model, first of all we have designed ontology OWL: thing of AT [8], [10].
Based on this ontology, we developed augmented context-embedded SLR
grammar [7] of NE anchor-text only. Using this grammar the AT is parsed using
SLR parser and the output of SLR parser is passed to LCEA as an argument.
LCEA derive the context of AT. The proposed Model is shown in Fig.1.

LCEA Context of AT

+

SLR parser < AT

*

Augmented Context-Embedded SLR grammar

*

Ontology

Fig. 1 Model for extraction of link-context

3.2 Types of Context Determination

In order to decide the types of context of AT, we analyzed 100 web pages from
Wikipedia and Open Directory Project (ODP). Based on manual analysis of 100
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web pages, we are able to categorize AT in various gontexts or concepts such
as named Entity (NE), technology (T), framework (F), phenomenon (P) and
mechanism (M), sports (S) and entertainment (E). Ontology graph of these
contexts/bare-concepts is shown in Fig. 2. In OWL [8], [10] there are two
fundamental classes from which all other classes are derived, one is - OWL: Thing
and second is - OWL: Nothing. The resource OWL: Thing is the class of all
individuals, and every resource that is an instance of a class is implicitly a member
of OWL: Thing. The resource OWL: Nothing represents the empty class, a class
that has no members. In our ontology, AT is subclass of owl: thing. All of these
concepts have rdf: is relationship with AT [9], [10].

OWLThing

rdf = rdfis rdfi |5

‘\
O @ ’“"@@

T
rfs:subcladsof rfs:subclassof o a0 0e13aEg]
Rohtak I
@of India ) MDU @
_ \

OWL:Nothing

Fig. 2 Ontology graph of ATs

NE anchor-text has further divided into 6 subclasses named as person named
entity (PN), organization named entity (ON), discipline named entity (DN),
country name entity (CTN), state name entity (STN) and city name entity (CN).
All these 6 subclasses have relationship rdfs: subclass-of with NE class [10]. PN
entity has further subdivided into two classes named as direct person name (DP)
and indirect person name (IP). “tim” is instance of DP and “president of India” is
instance of IP class. These instances have rdf: is-a relationship with their
respective base classes. ON is also further subdivided into education organization
(EO) and non-education organization (NEO) subclasses. Both of these classes
have rdfs: subclass-of relationship with ON class [10]. DN has sub classified into
commerce (COM), science (SC), arts (ARTs). In this ontology graph, we have
explored NE, anchor-text only.

3.3 Rule-Based Development

On the basis of above classification, we have constructed the context-embedded
grammar as shown in table 2. Rule AT'>AT is added to make it an augmented
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grammar for the SLR parser. Initially, we have taken just 14 terminals and 23 non-
terminals that are listed in abbreviation table 1 (used for the sake of simplicity).
For example, for President, we have used “pre” as an abbreviation. In order to
make discussion clear, we also used notational conventions like all terminals are
represented using small case letters and non-terminals are represented using upper
case letters.

Table 1 Abbreviation table

S.No. Abbreviation Semantic S.No. Abbreviation  Semantic
Description Description
1 roh Rohtak 22 SN State Name Entity
2 raj Rajasthan 23 CTN Country Name Entity
3 md MDU 24 CN City Name Entity
4 uni University 25 Dp Direct Person Name
Entity
5 tim Tim 26 1P Indirect Person Name
Entity
6 ber Berner 27 EO Education
Organization
7 ind India 28 NEO Non-Education
Organization
8 of of 29 SC Science discipline
9 pre President 30 COM Commerce discipline
10 acc Accounts 31 ART Art discipline
11 phy Physics 32 FN First Name
12 his History 33 MN Middle Name
13 lee Lee 34 LN Last Name
14 inf Infosis 35 DES Designation
15 AT Anchor-Text 36 CNJ Conjector
16 NE Named 37 uT University Title
Entity
17 PN Person 38 CL Class Name
Named
Entity
18 ON Organization 39 (60) 4 Company
Named
Entity
19 DN Discipline
Name Entity
Table 2 SLR Grammar
Rule No Rule Rule No Rule
0 AT'—>AT rl8 IP-DES CNJ CTN
rl AT—NE r19 EO—UT CN
r2 NE—PN r20 EO—CL CNJ STN
r3 NE— ON 21 NEO—COY
r4 NE—DN r22 STN—raj
r5 NE— STN r23 CN—roh
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Table 2 (continued)
6 NE—CTN 24 C CTN —ind
r7 NE—CN 25 CL—uni
8 PN—DP 126 FN—tim
9 PN—IP r27 MN—ber
rl0 ON—EO r28 LN—lee
rll ON—NEO r29 CNJ—of
rl2 DN—-SC r30 DES—pre
rl3 DN—COM 31 COM—acc
rl4 DN—ART 132 SC—phy
rl5 DP—FN MN LN r33 ART—his
rl6 DP—FN MN 34 UT— md
rl7 DP—FN 35 COY—inf

Using sets-of-items construction algorithm for SLR parser [7], the following
table is constructed.

Table 3 Collection of set of items

State Set of items State Set of items
AT1— AT, AT—.NE, NE— PN, NE—.ON,
NE—.DN, NE—.STN, NE—.CTN, NE—.CN,
PN—.DP, PN—.IP, ON—.EO, ON—.NEO ,
DN—.SC, DN—.COM, DN—.ART, DP—.FN :
T MN LN, DP—FN MN. DP— FN, P> pEs 2t STN—r1a.
CNJ CTN, EO—».UT CN, EO—.CL CNJ
STN,
NEO—.COY, STN—.raj, CN—.roh,
CTN—.ind,
CL—.uni, FN—.tim, DES—.pre, COM—.acc,
SC—.phy, ARTS— his, UT—.md, COY—.inf
I AT1—AT. I, CN—roh.
L AT—NE. Ls CTN—ind.
I; NE—PN. Iy CL—uni.
L NE—ON. Ls FN—tim.
15 NE—DN. Ire DES—vpre.
Iy NE—STN. Ly COM—acc.
I, NE—CTN. Lg SC—phy.
Iy NE—CN. Lo ART—his.
I PN—DP. Ly UT—md.
Lo PN—IP. L;  COY—inf.
I ON—EO. I, DP—-FNMN.LN
DP—FN MN.
LN—.lee
I ON—NE. I;  MN—ber.
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Table 3 (continued)

Il3

Il4
IlS
I16

Iy
Iig
Lo

I20

DN—SC. I3,
DN—COM. I35
DN—ART. I36
DP—FN. MN LN, I3,
DP—FN. MN, DP—FN., MN— ber

IP—DESIL.CNJ CTN, CNJ—-.of Isg
EO—UT.CN, CN—.roh I3
EO—CL.CNJ STN, CNJ—.of Ly

IP—DES
CNJ.CTN,CTN—.ind
CNJ—of.

EO—UT CN.
EO—CL CNIJ.STN,
STN—.raj

DP—FN MN LN.
LN—lee.

IP—DES CNJ CTN.
EO—CL CNJ STN.

Thereafter using algorithm 6.1 [7] for the construction of SLR parsing table, the
parsing table is constructed as indicated in table 4.

Table 4 Parsing table
State Action Goto
roh raj md|uni|tim|ber |ind|of pre |acc|phy|hi lee|inf 5 ‘AT NE|PN |[ON [DN|[STN|CTN|CN |DP|IP |EQ|NEO|SC|COM |ART|FN [MN|LN|DES|CNJ|UT|CL |[COY
0] 1 0] 524 523 526 527528529 531 ‘ 1| 2] 3 4al 5 6] 7| 8] 9]/ 10j11] 12[13 14 15[ 16} 17] 18[ 15] 20
1 accept
2 rl
v
7| 3
3
& T
7 6
T
9 8
10| ]
11] rio
13| [EY
pE T
14 ri3
15 ri4
16 533 ri7 32
17] 535 34
18|s22] B
19 535] 37
20| r21
21] r22
22] r23
23 r24
24 r2s
25 r26 r26
26 r30
7| 3l
28 riz2
29 ri3
30{r34
31] r35
32] 539 ris 38|
33 r27 r27
34 523 40
29 29
30 rig
37] 521 41
38 rls
39 r28
40 rig
471} 20

3.4 Link-Context Extraction Algorithm (LCEA)

In this algorithm, we have taken three data structure as an input:

AL [ ] array of strings of actions carried out during parsing (from SLR

operation table).

n is total number of moves to reach up to accept string in SLR operation

table.

AT is the input string of which context is to be determined.
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LCEA (AL [ ], n, AT)
(1) Declare a string variable s, and set s=AL [n-3].

(2) Set NT= right hand side of arrow symbol in s
string.

(3) If NT = any of (STN, CTN, CN) then print NT as a
context of given AT, and stop.

(4) Otherwise Set s = AL [n-4].

(5) Set NT= right hand side of arrow symbol in s
string.

(6) Print NT as a context of given AT, and stop.

3.5 Testing of LCEA

In order to test LCEA, we have taken following set of test cases of AT’s as input
string:

President of India

Tim Berner Lee
University of Rajasthan
History

SLR operation of above AT’s are shown in table 5 to table 8 respectively. The
moves in these tables use the abbreviations which are already mentioned in table
1. The shift operation used in these tables, shifts the terminal lies on the front of
the input string to the top of the stack and the reduce operation, pops twice the
elements on the ‘right hand side of the rule’ and push ‘left hand side of the rule’
onto the stack.

Table 5 SLR Operation table of AT: “President of India”

Stack Input Action

0 pre of ind $ shift

0 pre 26 of ind $ reduce by DES—pre
0 DES 17 of ind $ shift

0 DES 170f 35 ind $ reduce by CNJ—of
0 DES 17 CNJ 34 ind $ shift

0 DES 17 CNJ 34 ind 23 $ reduce by CTN—ind
ODES 17CNJ34CTN40 $ reduce by IPN—DES CNJ CTN
0IP 10 $ reduce by PN—IP
0PN 3 $ reduce by NE—PN
ONE2 $ reduce by AT—>NE
0ATI $ accept
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Table 6 SLR Operation table of AT: “Tim Berner Lee”

Stack Input Action

0 tim ber lee $ shift

0 tim 25 ber lee $ reduce by FN—tim
0FN 16 ber lee $ shift

0 FN 16 ber 33 lee $ reduce by MN—ber
0 FN 16 MN 32 lee $ shift

0 FN 16 MN 32 lee 39 $ reduce by LN—lee
0 FN 16 MN 32 LN 38 $ reduce by DP-FN MN LN
0DP9 $ reduce by PN—DP
0PN 3 $ reduce by NE—-PN
ONE2 $ reduce by AT>NE
0ATI $ accept

Table 7 SLR Operation table of AT: “University of Rajasthan”

Stack Input Action
0 uni of raj $ shift
0 uni 24 of raj $ reduce by CL—uni
0CL 19 of raj $ shift
0 CL 19 of 35 raj $ reduce by CNJ—of
0 CL 19 CNJ 37 raj $ shift
0 CL 19 CNJ 37 raj 21 $ reduce STN—raj
0 CL 19 CNJ 37 STN 41 $ reduce by EO—CL CNJ STN
0EO 11 $ reduce by ON—EO
0ON 4 $ reduce by NE—-ON
ONE2 $ reduce by AT>NE
0AT1 $ Accept
Table 8 SLR Operation table of AT: “History”
Stack Input Action
0 his $ Shift
0 his 29 $ reduce by ART—his
0 ART 15 $ reduce by DN—ART
ODN 5 $ reduce by NE—-DN
ONE2 $ reduce by AT>NE
0AT1 $ Accept

We are now using above mentioned table 5 to table 8 as input to our proposed
LCEA discussed in section 3.4. Result of manual execution of LCEA for these 4
ATs is shown in following table 9. Moreover, we have tested LCEA algorithm to
compute the context of around 100 ATs and found 100% actual link-context in all
cases. Due to the space constraint, in this paper, we have only shown the
illustration of our LCEA considering above mentioned 4 ATs.
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Table 9 Result of Link Context Extraction Algorithm

S.No. Input string / AT Execution Steps of LCEA
1 “pre of ind” Here n=11
(1) s=AL [8] = NE—>PN
(2) NT=PN
(3) Not Executed
(4) s=AL [7] = PN—IP
(5) NT=IP
(6) Print IP (Indirect Person Name) as a
context of AT="President of India” and
stop
2 “tim ber lee” Here n=11
(1) s=AL [8] = NE—>PN
(2) NT=PN
(3) Not Executed
(4) s=AL [7] = PN—-DP
(5) NT=IP
(6)  Print IP (Direct Person Name) as a
context of AT= “Tim Berner Lee” and stop
3 “uni of raj” Here n=11
(1) s=AL [8] = NE—ON
(2) NT=0ON
(3) Not Executed
(4) s=AL [7] = ON—EO
(5) NT=EO
(6) Print EO (Education Organization
Name) as a context of AT= ‘University of
Rajasthan” and stop
4 “his’ Here n=6
(1) s=AL [3] = NE—»DN
(2) NT=DN

(3) Not Executed

(4) s=AL [2] = DN—ART

(5) NT=ART

(6) Print ART (Subject of Art Discipline) as a
context of AT= “History” and stop

4 Conclusion and Future Work

In this paper, we have proposed a rule-based approach to derive link-context from
anchor-text structure, where link-context is inherently embedded in rules. The
approach has been successfully tested for new anchor-texts generated using the
terminal symbols of the grammar. We have tested LCEA algorithm to compute the
context of around 100 ATs and found 100% actual link-context in all cases. Due
to the space constraint, in this paper, we have shown the illustration of our LCEA
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considering only 4 ATs. In this paper, we have taken a limited type of ATs
ontology and hence the limited SLR grammar. In future, the type of ATs and their
relations in our ontology will be explored. Finally, the performance of the LCEA
would be tested. Subsequently, we would also try to extend terminal and non-
terminal list, so that all categories of BC of ATs as shown in ontology graph could
be covered.
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Malayalam Offline Handwritten Recognition
Using Probabilistic Simplified Fuzzy ARTMAP

V. Vidya, T.R. Indhu, V.K. Bhadran, and R. Ravindra Kumar

Abstract. One of the most important topics in pattern recognition is text
recognition. Especially offline handwritten recognition is a most challenging job
due to the varying writing style of each individual. Here we propose offline
Malayalam handwritten character recognition using probabilistic simplified fuzzy
ARTMAP (PSFAM). PSFAM is a combination of SFAM and PNN (Probabilistic
Neural Network). After preprocessing stage, scanned image is segmented into line
images. Each line image is further fragmented into words and characters. For each
character glyph, extract features namely cross feature, fuzzy depth, distance and
Zernike moment features. Then this feature vector is given to SFAM for training.
The presentation order of training patterns is determined using particle swarm
optimization to get improved classification performance. The Bayes classifier in
PNN assigns the test vector to the class with the highest probability. Best n
probabilities and its class labels from PSFAM are given to SSLM (Statistical Sub-
character Language Model) in the post processing stage to get better word
accuracy.

1 Introduction

Off-line handwriting recognition is the process of finding letters and words
present in digital image of handwritten text. Due to various applications such as
postal automation, form processing, storing large volume of manuscripts into
digital form and reading aid for blind, offline handwritten recognition (OHR)
become a more popular research area. Because of large variation of writing
styles of individuals at different times and among different individuals OHR turn
to be most interesting and challenging task. Various techniques used in each stage
of OHR were reviewed by Nafiz Aric and Yarman-Vural [5]. Lots of works
have been proposed by researchers in Chinese, Arabic, Japanese, Latin scripts
[7,12,2,8].
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Indian languages such as Tamil, Bangla, Devanagari and Oriya have a few
numbers of studies in this area. In Tamil various approaches are used for
classification such as Support Vector Machine (SVM) [25], Hidden Markov
Model (HMM) [20], Back propagation networks [13]. Bangla Handwritten
recognition using Super Imposed Matrices was proposed by Ahamad Shah [9].
Also SVM based [14] and Modified Quadratic Discriminant Function (MQDF)
[16] based works were reported in Bangla. Quadratic classifier [15, 17] is
suggested in Oriya and Devanagari languages. HMM based handwritten
recognition was proposed by Shaw [23] in Devanagari script.

Malayalam is a prime language of Kerala, one of the South Indian state. Offline
handwritten recognition of Malayalam language is in initial stage. G. Raju [11]
proposed a wavelet based Malayalam handwritten recognition. Fuzzy zoning and
class Modular Neural Network method is reported by Lajish V.L [18]. 1D Wavelet
transform is applied on projection profile of character image is given in the paper
[19]. Another study is based on HLH intensity patterns by Rahiman [27]. All these
works are experimented on isolated Malayalam characters.

Here we propose the offline handwritten recognition for Malayalam document
images. Probabilistic simplified fuzzy ARTMAP is used for classifying characters.
Classified labels are mapped to Unicode values. Experimental result shows that
our approach is very promising for future developments.

2 Handwritten Recognition System

As any other OCR, the proposed off-line handwritten character recognition system
includes four stages: preprocessing, feature extraction, classification and post
processing.

Scanned Pre-Processing Feature Extraction
Document ——|

Editable Classification Post Processing
Text <+

A

Fig. 1 Block diagram of the system

In our method, we classify an unknown character into one of the most probable
known class by using a set of distinctive features. Scanned input image is refined
in the preprocessing stage. After preprocessing, the image is segmented into lines,
words and characters. In feature extraction, each character image glyph is
converted into meaningful features. In classification stage the features are
classified into one of the several classes using probabilistic classifier. Context
information is used in post processing stage to improve the accuracy of the
system. The block diagram of the proposed system is shown in Fig. 1.
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2.1 Preprocessing

Objective of preprocessing is to remove distortions in the image, extract relevant
text parts and make it suitable for next stage. Otsu’ Technique [1] is used for
binarization which converts gray scale image into binary image. Modified
Directional Morphological Filter (MDMF) algorithm [4] is used to remove the
noise present in the binarized image. Next step is to remove skew in the image;
which may be introduced into the image while scanning or due to writing styles of
human. Hough transform [24] estimates the skew angle in the image and rotates
the image using the estimated skew angle to get the skew corrected image.
Segmentation is an essential preprocessing stage, because the extent one can reach
in separation of lines, words or characters directly affects the recognition rate of
the script. The task of individual text-line segmentation from unconstrained
handwritten documents is complex because the characters of two consecutive text-
lines may touch or overlap. We have used piecewise projection profile method
[22] combined with connected component labelling to segment the lines (Fig. 2).
Skewed or moderately fluctuating text lines can be segmented properly by this
method.
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Fig. 2(a) Original image
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Fig. 2(b) Image segmented into lines and words after preprocessing

2.2 Feature Extraction

Feature extractor will extract most relevant information from the preprocessed
character image thereby minimize the within-class variability at the same time
enhance the between-class variability [21]. Fuzzy, geometrical, structural and
reconstructive features are used in our system.
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2.2.1 Fuzzy Depth Feature

Divide each character image into nine segments as shown in Fig. 3(a). Then
calculate the distance from border of character block to line of the character.
Segments 1,4,7 are left border view, 1,2,3 is the top border view, 3,6,9 is right
border view and 7,8,9 is bottom border view. For each segment of the view,
transform the distance into depth level by averaging it. Depth levels are converted
to degree of membership in fuzzy set DEPTH. The fuzzy subsets of DEPTH are
min, medium, and max and is shown in Fig. 3(b).

1

vl

L 0.5 1

Fig. 3 (a) Division of an image  3(b) Fuzzy values of depth

2.2.2 Distance Feature

In this method character image is divided to 16 equal zones. Compute distance
from character origin to each pixel present in the zone. Each distance is divided by
(h* + w)" for normalization where h, w are width and height of the image. Then
compute average distance for each zone.

2.2.3 Cross Feature

For each row and column count the number of crossing as shown in Fig. 4. Thus
we get horizontal vertical cross features of the particular character image. It is
normalized between O and 1.

I, m—. | 3.
G
S O

Fig. 4 Cross feature extraction

2.2.4 Zernike Moment Feature

Zernike moments capture global character shape information. Zernike moments
based on a set of complex polynomials {V,,(x,y) } which form a complete
orthogonal set over the unit disk of x>+ y*< 1 in polar coordinates. The form of
the polynomials is:

V)=V, (0.0=R, (0" e
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Where 7 is positive integer or zero; m is integers subject to constraints n-lml is
even, and Iml < n; p is the length of the vector from the origin to the pixel (x, y); 6
is the angle between the vector p and x axis in counter clockwise direction; R,,,(p)
is Radial Polynomial defined as:

(Hmi)/z s (l’l — S) ! n-2s
R, (p)= Z:(:‘ ' — P — P )
sI( ) —s)!(T—S)!

Zernike moment of a digital character image f(x, y), of order n with repetition m is
defined in equation (3). A relatively small set of Zernike moments can
characterize the global shape of a pattern effectively. 12™ order Zernike moment is
used in our system.

n+1ZZf(x WV, (x5 y).x% +y* <1
©)]

where

V.=V, _ (xy)

2.3 (Classification

Here we have used Probabilistic simplified fuzzy ARTMAP for training and
classification of characters. Probabilistic simplified fuzzy ARTMAP (PSFAM) [3,
10] is an artificial neural network (ANN) classifier, which learns by supervised
training, which can be trained with just one iteration of the training data, and
which can be used in the incremental training mode without the need for
retraining. It is a combination of simplified fuzzy ARTMAP (SFAM) and
Probabilistic Neural Network. The architecture of PSFAM is shown in Fig. 5.
Input layer, complement coded input layer, category layer are basic layers of
SFAM. Summation layer and decision layer are part of PNN.

Compared to Multi-layer Perceptron (MLP) these networks have lower training
time. Training of feature vector is done by SFAM [6]. The output class of test
vector is determined as that of the highest estimated Bayes posterior probability
using PNN.

All inputs are complemented in such a way that an input vector a is converted
to an 1nput vector [ = (a,a‘) where a° = I- a. w;is the top down weight vector of
the j® J neuron in the output category layer : w; = [Wwj;; Wp; . . . ; Wil

Calculate the activation value for given input

T(I)—Mforj—l N-1 4
; 0{+‘w‘ yeeeres “4)



278 V. Vidya et al.

Quiput largest P(EKX) and its class
t
Decision Layer [ P (A} J [ P (K/¥) J [ P L J ]
4 N

st | ) @ @@ Q...,;;;_]

Layer
¥ \Z Yoa Y1 ik
SFAM Output
Category Layer C%»-:; e O - o D e e »
Top downweights Wa @)

otk Loyt Q\ eocee 3@ ]_'®
““‘x Vigilance

Input Layer I Input ]

Input Vector , dimension d

Fig. 5 Architecture probabilistic simplified Fuzzy ARTMAP

Find the winner by J = arg[Max(Tj)]. If winner neuron is uncommitted, create a
new subclass and set the class label of the winner neuron to be as the class label of
input pattern. If it is a committed neuron check the resonance condition or
vigilance test i.e. the input is similar enough to the winner’s prototype as

‘I/\wj‘ B ‘I/\wj‘

)
1] 2 F

If resonance condition is satisfied and also if the class label of the winner matches
with the class label of input then update the top-down weight as given in Eq. (6)

W;new) — IB(I A W;old)) + (1_ﬂ)W;01d) (6)
Where f is the learning factor 0 < <1

Otherwise reset the winner T, = -1, temporarily increase the vigilance factor.

Main disadvantage of SFAM is that the presentation order of training patterns
will affect the classification performance. To avoid this we have used Particle
Swarm Optimization (PSO) [26]. During testing, PNN is used to calculate the
estimated posterior Baye’s probabilities for each of the possible classes using the
Parzen Window technique. The Baye’s classifier is based on Bayes’ theorem
given in Eq. (7).
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RXIG)RG) _ RX/G)RG)
/X)= =
R0 ~SrwoRG)

)

Where P(C;/X) is the posterior probability that vector X belongs to class C,
P(X/Cy) is the conditional probability that X is selected from the class C;, and
P(Cy) is the prior probability that X belongs to class C;. P(X/Ck) is determined
from the Parzen Windows formula.

1 1 & - (X-Y)' (X -Y,)
P(X/C,)=——————) ex i ) (8)
( k) (27[)1)/20_157 nk ; p( 20_}(2 )

In which p is the dimension of the vectors, g; is the smoothness parameter of class
k (chosen either global to all classes or local to each class), n; is the total number
of nodes formed for class k. and Y}, is the weight vector formed for " node of
class k. Assume that a test vector X of class k is applied. X is complement coded.
And find the exponential term for each node of class k. Then these exponential
terms of all the nodes of class k is summed up together in summation layer using
Eq. (8). Then Baye’s posterior probability is estimated by Eq. (7). The process is
repeated for each class. The highest estimated Baye’s posterior probability and the
associated class are determined by decision layer. Best m probabilities and classes
are given to post processing.

2.4 Post Processing

Statistical Sub-character Language Model (SSLM) [28] is used to improve the
recognition result at word level. Multi-Stage Graph (MSG) is used for getting
ranked list of alternative words. MSG represents the probabilistic relationships
from classifier as well as statistical language model. Here assumption taken is that
neither broken characters nor touched characters are there in the word image. In
MSG, node weights are taken from PSFAM and edge weights are computed from
statistical bi-gram modeling. Traverse the graph stage by stage from the source
node to the destination node, compute the product of node and edge weights on
the path of partial sequences. Whenever number of partial sequence in the solution
set exceeds a predefined value M, solution set is pruned. Thus get top M words
that are sorted in descending order, based on their scores.

3 Result and Discussion

We have done our experiments in two phases. We have used 300 dpi digitized
images in gray tone. In phase I, we have collected isolated samples from 26
informants. 2-dimensional array of rectangular boxes had been used for data
collection purpose. Participants were requested to write one character per box with
no other restriction imposed. Generally Malayalam character set includes 15
vowels and 36 consonants. Also the set includes five chillu characters,
anuswaram, chandrakala and visargam. In addition to that numbers from O to 9,
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punctuations and 69 compound characters are also included in our set. Due to the
writing style some characters look alike as shown in Fig. 6.

We divided collected data into 3 groups; (i) train set, which contains characters
from 11 writers (ii) validation set, which contains characters from 8 writers and
(iii) test set, which contains characters from 7 writers. Segmentation has no major
role in this phase. Features are computed as mentioned in feature extraction stage.
Train set is trained using SFAM. The parameters used are p = 0.9, a = 0.001 and 8
= 0.1.With the aid of validation set PSO will minimize the generalization error
according to which training patterns are arranged. Once optimization is done, the
trained data is tested with validation set. Vectors which have not satisfied the
match criteria i.e. resonance condition less than p, are also given for training in
next iteration. The process will continue till it reaches the maximum iteration or it
reaches the predefined accuracy. Accuracy obtained for each set is given in Table
1. Comparison of our method with other techniques for Malayalam mentioned in
Section 1 is shown in Table 2.

6813 | 68Y3 m 6o, GoYy Table 1 Accuracy obtained for 3 sets

oITS | 612 Y3 o2 o67v% Set Accuracy
(O10) | (T¥) V) Caes™y oY) Train 100%
@a_, : (&) rgyp BT Validation 98.28%

% Test 87.81%

Fig. 6 Some samples of Malayalam characters

Table 2 Comparison of our method with other techniques

No. of Samples
Method Classifier Malayalam P Accuracy
trained
character used
[19] MLP 33 4950 73.8
Class
[18] Modular NN 44 15,752 78.87
Our
Method PSFAM 145 2755 87.81

In phase II, 27 informants were asked to write contents from books or
magazines in their own handwriting style. Trained network from first phase is
given here for classification. Segmentation is the main task in this phase due to
line proximity (touching or overlapping of ascenders or descenders due to small
gaps between neighboring text lines) and line fluctuations (inter-line distance
variability and inconsistent distance between the components due to writer
movement).
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After segmentation each character is given to feature extraction and
classification. With the aid for language model SSLM will give the suggestions
for error words. Classified output labels are mapped to Malayalam Unicode
format. Recognized output and its original image are shown in Fig. 7. In this phase
we get an average accuracy of 79.48%. In most of the images thicknesses of pen
strokes are very less. Therefore most of the characters are broken down into two
or more components. Touching of characters due to free style writing will be
another cause for accuracy reduction.
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Fig. 7(a) Input Image
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Fig. 7(b) Recognized output
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4 Conclusion

In this paper we present a Probabilistic Simplified Fuzzy ARTMAP (PSFAM)
classifier for the recognition of offline Malayalam handwritten characters.
Incremental learning strategy of SFAM and probabilistic interpretation of
predicated output using PNN will make this hybrid classifier more suitable for
character recognition. Probabilistic output will be useful in the post-processing
stage to generate suggestions. From the experiments we get an accuracy of
79.48%. Due to the presence of touching and broken characters in the test images,
the recognition rate reduced from 87.81% (phase I) to 79.48% (phase II). Further
research has to be done to find out how this can be handled during preprocessing
and also to analyze the methods in feature extraction stage so that the recognition
accuracy can be improved to the acceptable level.
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Development of a Bilingual Parallel Corpus
of Arabic and Saudi Sign Language: Part I

Yahya O. Mohamed Elhadj, Zouhir Zemirli, and Kamel Ayyadi

Abstract. The advances in Science and Technology made it possible for people
with hearing impairments and deaf to be more involved and get better chances of
education, access to information, knowledge and interaction with the large society.
Exploiting these advances to empower hearing-impaired and deaf persons with
knowledge is a challenge as much as it is a need. Here, we present a part of our
work in a national project to develop an environment for automatic translation
from Arabic to Saudi Sign Language using 3D animations. One of the main
objectives of this project is to develop a bilingual parallel corpus for automatic
translation purposes; avatar-based 3D animations are also supposed to be built.
These linguistic resources will be used for supporting development of ICT
applications for deaf community. Due to the complexity of this task, the corpus is
being developed progressively. In this paper, we present a first part of the corpus
by working on a specific topic from the Islamic sphere.

Keywords: Sign Language, Saudi Sign Language, Arabic Sign Languages,
Corpus, Linguistic Resources, 3D animation, Avatar, Virtual Reality, Multimedia
Content, Parallel Corpus, Bilingual Corpus, Machine Translation.

1 Introduction

The importance of language corpora is obvious and already established in the
Language-related studies as well as in the development of many sophisticated
language processing tools. Corpora represent today an essential tool for both
linguists and computer scientists, especially in the field of computational
linguistics. They are used as infrastructure of many kinds of applications ranging
from frequency counting systems, item search engines, text summarization
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systems, annotation devices, information retrieval systems, automatic translation
systems, question answering systems, etc. [1].

Since their introduction in the 1960, many specific- and/or general-
monolingual corpora are developed for several languages around the world (e.g.
the Corpus of Contemporary American English (COCA) [2], the American
National Corpus (ANC) [3], the British National Corpus (BNC) [4], the Corpus
for Spanish [5], the Corpus for Portugal [6], etc). Besides, bilingual corpora have
also been developed for several languages [7] to support machine translation
systems and other kinds of applications.

For the Arabic language, corpora are still limited in terms of size, coverage, and
availability compared to European languages. However, some important Arabic
corpora are now available (e.g. the CLARA Corpus, Al-Hayat Corpus, An-Nahar
Corpus, the Arabic Gigaword Corpus, etc. [8]).

As far as the Saudi Sign Language (SaSL) is concerned, unfortunately there is
no available signed content that can be used as a basis of any kind of processing
tools to the best of our knowledge. Few existing contents are available for some
other Arabic Sign Languages (ArSLs) in the form of movies, TV series, and news
bulletins as indicated in [9]. This is may be due to the fact that almost all ArSLs
are still in specification process.

In this paper, we present the task of building a well-designed bilingual parallel
corpus, which is part of an ongoing funded project for automatic translation from
Arabic to Saudi Sign Language (A2SaSL)[10]. The aim of this project is to
convert an Arabic text to a 3D animated sequence of SaSL symbols in two main
phases: translation phase and animation phase. The translation phase concerns the
mapping between words (or morphemes) in the input text and their equivalent
signs, which will rely on the sentence structure in both source and target
languages; it represents a pure translation problem, and we want to base it on
transformational grammars that can be deduced from the parallel corpus. The
animation phase relates to the use of an avatar to render an animated sequence of
signs; appropriate tools are used for both pre-creating animations and then signing
them at the end of the conversion process. This phase is related to the graphical
creation and animation of sign symbols for the Saudi Sign Language.

To build a comprehensive bilingual parallel corpus of Arabic and Saudi Sign
Language, different topics in the Islamic field were selected. Here, we present a
first part of the corpus related to one of these topics “the Prayer”.

2 Overview of the Development of Saudi and Arabic Sign
Languages

SaSL is a visual means of communication used by Saudi deaf community, not
only to communicate between them, but also to communicate with the hearing
society around them. SaSL shares many features with the other ArSLs due to the
similarity of cultural values and gestural repertoire among the Arabic countries. In
fact, the similarity of cultural traditions among the Arabic countries and the
impact on the evolution of ArSLs to each other has led to believe that ArSLs are
almost identical. Abdel-Fattah [9] argues that the existence of a standard Arabic
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spoken language has led to the expectation that there is a shared common sign
language, especially in close Arabic regions such as gulf states, Magreb countries,
etc. However, a lexical comparative study conducted by Kinda Al-Fityani and
Carol Padden on four ArSLs shows that they manifest certain features of
difference and therefore cannot be considered as just dialects of each other [11,
12]. This study has examined Jordanian Sign Language (LIU), Kuwaiti Sign
Language (KSL), Libyan Sign Language (LSL), and Palestinian Sign Language
(PSL).

Arabic Sign Languages are still in development and documentation processes.
Indeed, the documentation process began in 1972 with the Egyptian dictionary
published by the Egyptian Association for Deaf and Hearing Impaired [13]. Then,
many attempts have been made in other Arab countries by trying to standardize
and spread signs among members of their local deaf communities. In 1986, the
Arabic sign alphabet (see fig 1) has been created and published around all Arabic
countries. It is now used as a part of local dictionaries in all ArSLs. Since then,
official sign dictionaries appeared in many Arabic countries, such as Morocco (in
1987) [14], Libya (in 1992) [15], Jordan (in 1993) [16], Tunisia (in 2007) [17],
Kuwait (in 2007), Yemen (in 2009) [18], Sudan (in 2009) [19], Qatar (in 2010)
[20], Palestine, UAE, and Iraq. Other countries are moving to this direction. Saudi
Arabia is one of the Arabic countries that still have no official sign dictionary,
but many efforts are now deployed to reach this goal.

An attempt of unifying ArSLs has been recently initiated by the League of Arab
States (LAS) and the Arab League Educational, Cultural and Scientific
Organization (ALECSO) in 1999. In 2000, a first part of what they called Unified
Arabic Sign Dictionary (UASD) was published in Tunisia [21]. Some signs of
UASD have been collected from local dictionaries in different Arab countries,
while others are newly proposed and voted by deaf. This part contains more than
1600 words classified in categories: family, home, food, etc. A second part of the
UASD appeared in 2006 with more signs and better items organization [22]. It
was a result of strong collaboration between the LAS, the Arab Union for Deaf
(AUD), and the ALECSO with support of the Arab deaf. In 2007, a DVD version
with video-clips of signs of the two parts appeared [23].
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Fig. 1 Arabic Sign Alphabet (left) and Arabic Sign Alphabet with diacritics (right)
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Unfortunately, the development of sign dictionaries was not accompanied by
description of a linguistic structure of the Sign Language. We are aware only of a
few studies that appeared recently in this field discussing some linguistic
structures. In [9], Abdel-Fattah presents a linguistic comparative study between
ArSLs. Based on certain ArSLs (Jordanian, Palestinian, Egyptian, Kuwaiti, and
Libyan), he introduced some basic elements of ArSLs, such as the unity and
diversity currently found in perceptions of signs across the Arab world. Hendriks
discusses in his PhD [24] aspects of grammar from a cross-linguistic perspective
based on Jordanian Sign Language (LIU). From a grammatical analysis point of
view, he gives a broader description of linguistic structures in sign language
across Jordan, Lebanon, Syria and Palestine. He showed that these SLs have quite
uniform grammar. The Supreme Council for Family Affairs in Qatar recently
published a book (in Arabic) on the Rules of Qatari Unified Sign Language [20].
It is a very interesting reference and is the first of its kind, to the best of our
knowledge, for documenting ArSLs. It first discusses main features of Arabic sign
language, and then focuses on Qatari Sign Language (QSL).

As a conclusion, ArSLs still need a lot of efforts for documentation and for
specifying the linguistic structure. The Unified Arabic Sign Dictionary was a good
step for documentation. However, the linguistic structure is still missing, not only
in many individual ArSLs, but also in this new unification attempt. For SaSL, the
situation is still not convenient despite the growing importance given officially to
the Saudi deaf community. We hear, from time to time, about projects for
documentation and specification in specialized centers, but there are still no
available references that discuss neither a unified dictionary nor the linguistic
structure.

3 Corpus Preparations

As evoked in the introduction, there is no available signed content in SaSL that
can be used as a basis neither for our work nor for any kind of processing tools. In
fact, we did find during our survey, a few sign-contents taken from religious
conferences or lessons; but they are only available as video recordings with no
alignment or tagging. Moreover, these contents are not in a structured form as they
are generally oral discussions with all possible kinds of hesitations, sentence-
breaking, etc. Thus, since, there is no explicit specification of grammar rules in
SaSL, we need to have a well-structured parallel corpus that can be used for both
deducing some lexical/linguistic features and extracting transformational rules
between Arabic and SaSL.

3.1 Corpus Type

Since, this is the first corpus prepared for SaSL, we decided to focus on a specific
field that might be of great importance for deaf to support them in their education
and to allow developing applications to facilitate their integration in the
community. Based on the importance of the religion in everyone's life especially
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in Saudi Arabia and guided by suggestions and feedback from deaf centers, the
Islamic field is chosen to be a domain of work for our project. The choice of this
field is driven by essential factors: 1) the fact that educational programs in Saudi
Arabia are heavily based on religious backgrounds, 2) the importance of teaching
and disseminating Islamic values to all segments of the community, 3) the
potential for expansion, knowing that the lexicon and keywords of this field are
not just common to Arabic, but they could easily be expanded to all Muslims
around the world.

3.2 Selection of Arabic Texts

Five basic Islamic topics are selected and will be covered in terms of elements,
functioning and provisions. They are Prayer, Pilgrimage, Fasting, Zakat, in
addition to the topic of purity (cleanliness) as it is the basis for the correctness of
much Islamic worships. These selected topics will be considered progressively to
build our overall corpus. Here, we are focusing on the first topic “prayer’; we
collected texts describing it in a comprehensive and sufficient manner for the deaf.
It is worth to mention that the collected texts are not free literature texts. They
have to be taken from authentic Islamic references and then be refined to suit deaf
needs. So, after collecting them, they are reviewed, revised linguistically and

Table 1 Extract of the selected texts
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legitimately, and then simplified inline with the educational capacity of the deaf.
An appropriate format and structure were created to ease dealing with them. To
give a simple idea of the corpus, we show in table 1 some extracts from the
collected texts.

3.3 Analysis

Different kinds of statistics and processings have been conducted on the collected
texts. We report in the following table (table 2) the result of statistics in terms of
number of total words, number of unique words, and frequency of each word.
Other kinds of detailed statistics have been also conducted.

Table 2 Number of total and unique words and their frequencies

4500 1862 2.42

It is worth to mention that texts of the corpus are being revised continuously to
fit the educational capacity of the deaf. Words and sentences that appear difficult
to understand by the deaf community are modified and/or simplified. So, statistics
reported here might be slightly different (less or more) in the last version.

4 Translations to SaSL

Our aim in this task is to produce a highly accurate translation of the prepared
Arabic content to SaSL. Two kinds of translations are performed: textual
translation written as Arabic words and visual translation directly recorded from
signers. The first part of the translation can be used to deduce some
lexical/linguistic features and extracting transformational rules between Arabic
and SaSL; it will be also a good contribution for building a signed content in a
written form. The second part of the translation will serve in different purposes. It
can be aligned with the Arabic content for a visual translation, for educational
aims, etc.

4.1 Textual Translation

In this phase, we made considerable efforts to find deaf people that are able to
read and write Arabic texts, even in simple structure, to work with them directly.
However, it appeared difficult to find the required competencies due to the weak
level of education for deaf people in the kingdom. It was necessary to deal with
interpreters specialized in Saudi Sign Language from hearing people to help deaf
understand some of our texts. So, we formed working groups of deaf (focus
groups), each consisting of at least four people and supervised by an official SaSL
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interpreter. Deaf and interpreters have been chosen from different clubs and
associations to obtain qualified people and to guarantee the recognition from all
the deaf community. We asked each group to write the best translation, they agree
on, aside of each sentence by the help of the interpreter. Each group is working on
specific texts. Groups have been working in parallel to accelerate the translation
process. The following table (table 3) shows an extract.

Table 3 Example of the textual translation

Ay jad) dlaal) 4 LaN ddaal)
( Arabic Sentence) (Signed Sentence)

As a strategy of validation, the translation from each group is given to at least
one of the other groups for verification. If the translation of a sentence is not
accepted by the revising group, a meeting is set up to discuss and agree on a
translation. Now, all the Arabic content in the corpus is translated and mutually
revised by the working groups.
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4.2 Visual Translation

Difficulties in this phase are due to the fact that some religious terms do not have
specific signs (unknown for deaf), because they might not be used in their daily
life. Some other religious terms may also have different signs. To handle these
problems, our working groups coordinate with other specialized clubs to see if
these terms are known somewhere. The available signed religious contents, we
evoked before, may also be searched for a possible occurrence. Finally, they
suggest and vote for appropriate signs. After selecting and fixing signs for the
religious terminology in the corpus, we focused on the recording of our textual
translation to produce a visual translation. The same groups that worked on the
textual translation are also performing its visual translation.

Note that, the necessary technical standards for the production of high quality
videos have been taken in consideration to produce an accurate and clear signs.
Visual translation of the Arabic content is already done for all texts. We are just
performing a phase of verification and validation to ensure that all the video-clips
of the sentences are good and well recorded; also that signs are homogeneous over
all the content (e.g. if the same words have the same signs in different groups).
Any translation that has some anomalies is completely deleted and recorded again.
The following figures shows extracted parts of some signs form their video-clips.

\‘i‘.

Fig. 2 The sign “prayer” (left side), the sign “mind” (right side)

Fig. 3 The sign “Islam” (left side), the sign “faith” (right side)
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5 Alignment of the Visual and Textual Translations:
Segmentation

It is very important to have an aligned version of the translations, in which we can
easily locate the sign and its caption in the video-clip of the sentence. This has
many advantages in several situations and will be useful, particularly to train
statistical model for machine translation. To realize this objective, we looked for
available computer-tools that can be used for video segmentation. We selected an
appropriate one (Aegisub [25]) and we are using it now for the subtitling. The
Aegisub Project is a community-driven effort to write the BSDL licensed cross-
platform subtitle editor Aegisub.

The alignment phase is almost finished, but the content is continuously updated
when a video recording is replaced and/or corrected as indicated in the previous

section. The following figures display extracted parts of some signs with their
subtitles taken from the corresponding video-clips.
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