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Preface

This book contains a selection of refereed and revised papers originally presented
at the first International Symposium on Intelligent Informatics (ISI’12), August
4–5, 2012, Chennai, India. ISI’12 provided an international forum for sharing
original research results and practical development experiences among experts in
the emerging areas of Intelligent Informatics. ISI’12 was co-located with Interna-
tional Conference on Advances in Computing, Communications and Informatics
(ICACCI-2012).

Credit for the quality of the conference proceedings goes first and foremost to the
authors. They contributed a great deal of effort and creativity to produce this work,
and we are very thankful that they chose ISI’12 as the place to present it. All of the
authors who submitted papers, both accepted and rejected, are responsible for keep-
ing the ISI papers program vital. The total of 165 papers coming from 17 countries
and touching a wide spectrum of topics related to both theory and applications were
submitted to ISI’12. Out of them 54 papers were selected for regular presentations.

An event like this can only succeed as a team effort. We would like to acknowl-
edge the contribution of the program committee members and thank the reviewers
for their efforts. Many thanks to the honorary chair Lotfi Asker Zadeh, the general
chair Axel Sikora as well as the program chairs Adel M. Alimi, Juan Manuel Cor-
chado and Michal Wozniak. Their involvement and support have added greatly to
the quality of the symposium.

We wish to express our thanks to Thomas Ditzinger, Senior Editor, Engineer-
ing/Applied Sciences Springer-Verlag for his help and cooperation.

August 2012 Ajith Abraham
Sabu M. Thampi
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Mining Top-K Frequent Correlated Subgraph
Pairs in Graph Databases

Li Shang and Yujiao Jian

Abstract. In this paper, a novel algorithm called KFCP(top K Frequent Correlated
subgraph Pairs mining) was proposed to discover top-k frequent correlated sub-
graph pairs from graph databases, the algorithm was composed of two steps: co-
occurrence frequency matrix construction and top-k frequent correlated subgraph
pairs extraction. We use matrix to represent the frequency of all subgraph pairs and
compute their Pearson’s correlation coefficient, then create a sorted list of subgraph
pairs based on the absolute value of correlation coefficient. KFCP can find both
positive and negative correlations without generating any candidate sets; the effec-
tiveness of KFCP is assessed through our experiments with real-world datasets.

1 Introduction

Graph mining has been a significant research topic in recent years because of nu-
merous applications in data analysis, drug discovery, social networking and web link
analysis. In view of this, many traditional mining techniques such as frequent pat-
tern mining and correlated pattern mining have been extended to the case of graph
data. Previous studies mainly focus on mining frequent subgraph and correlated
subgraph, while little attention has been paid to find other interesting patterns about
frequent correlated subgraph.

There is one straightforward solution named FCP-Miner [8]to the problem men-
tioned above, FCP-Miner algorithm employs an effective ”filter and verification”
framework to find all frequent correlated graphs whose correlation with a query
graph is no less than a given minimum correlation threshold.However, FCP-Miner

Li Shang · Yujiao Jian
Lanzhou University, P.R. China
e-mail: lishang@lzu.edu.cn,18993177580@189.cn
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has several drawbacks: First, the number of candidates of FCP-Miner algorithm are
large, since it processes a new subgraph f by CGSearch [7] to obtain its candidate
set. Second, it is difficult for users to set an appropriate correlation threshold for each
specific query graph, since different graph databases have different characteristics.
Finally, FCP-Miner is not complete, due to the use of the skipping mechanism, this
method cannot avoid missing some subgraph pairs.

To address these problems, in this paper, we propose an alternative mining algo-
rithm KFCP for discovering the top-k frequent correlated subgraph pairs. The main
contributions of this paper are briefly summarized as follows.

1. We propose an alternative mining task of finding the top-k frequent negatively
and positively correlated subgraph pairs from graph databases, which allows
users to derive the k most interesting patterns. It is not only significant, but also
mutually independent and containing little redundancy.

2. We propose an efficient algorithm KFCP by constructing a co-occurrence fre-
quency matrix. The method avoids the costly generation of a large number of
candidate sets.

3. We show that KFCP is complete and correct; extensive experiments demonstrate
that the approach is effective and feasible.

The remainder of this paper is organized as follows. Section 2 reports the related
work. In section 3, basic concepts are described. Section 4 introduces our algorithm
KFCP in detail and Section 5 shows the experimental results on two real datasets.
Finally, we draw conclusions in section 6.

2 Related Work

Correlation mining attracts much attention; it plays an essential role in various types
of databases, such as market-basket data [1, 2, 3, 4], multimedia data [5], stream data
[6], and graph data [7, 8]. For market-basket data [1, 2, 3, 4], a number of correlated
measures were proposed to discover all correlated items, including the chi-square
χ2 test [1], h-confidence [2], Pearson’s correlation coefficient [3], etc. All the above
works set a threshold for the correlation measure, except [4], which studied the top-
k mining. For multimedia data, correlated pattern mining based on multimedia data
[5] has been proposed to discover such cross-modal correlations. In the content of
stream data, lagged correlation [6] has been presented to investigate the lead-lag re-
lationship between two time series. On the correlation mining in graph mining, there
are many previous researches on correlation discovery; CGS [7] has been proposed
for the task of correlation mining between a subgraph and a given query graph. The
work of [8] aimed to find all frequent subgraph pairs whose correlation coefficient
is at least a given minimum correlation threshold.
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3 Basic Concepts

Definition 1. (Pearson’s correlation coefficient). Pearson’s correlation coefficient
for binary variables is also known as the ” φ correlation coefficient”. Given two
graphs A and B, the Pearson’s correlation coefficient of A and B, denoted as φ (A,B),
is defined as follows:

φ(A,B) =
sup(A,B)− sup(A)sup(B)√

sup(A)sup(B)(1− sup(A))(1− sup(B))
(1)

The range of φ (A,B) falls within [-1,1]. If φ (A,B) is positive, then A and B are pos-
itively correlated, it means that their occurrence distributions are similar; otherwise,
A and B are negatively correlated, in other words, A and B rarely occur together.

Definition 2. (Top-K Frequent Correlated subgraph pairs discovery). Given a graph
database GD, a minimum support threshold σ and an integer k, we need to find the
top k frequent subgraph pairs with the highest absolute value of correlations.

Definition 3. (Co-occurrence Frequency matrix).Given a frequent subgraph set,
F = {g1,g2, · · · ,gn}, co-occurrence frequency matrix, denoted as X, X= (xi j),where
for i=1,2,· · · ,n and j=1,2,· · · ,n.

xi j =

{
f req(gi,g j), i�= j

f req(gi), i = j
(2)

Obviously, X is an n× n symmetric matrix, due to the symmetry, we need retain
only the upper triangle part of matrix.

4 KFCP Algorithm

In this section, we describe the details of KFCP which consists of two steps: co-
occurrence frequency matrix construction and top-k frequent correlated subgraph
pairs extraction.

4.1 Co-occurrence Frequency Matrix Construction

In the co-occurrence frequency matrix construction step, KFCP starts by generating
frequent subgraphs set F, then counts the frequency for each subgraph pair (gi,g j)
of frequent subgraph set F. When the transaction of frequent subgraphs set F is n, the
co-occurrence frequency matrix is basically an n×n matrix, where each entry repre-
sents the frequency counts of 1- and 2- element of F. The co-occurrence frequency
matrix is constructed based on definition 3 by scanning the database once.
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Example 1. Fig.1 shows a graph database GD. |GD|=10. For minimum support
threshold σ=0.4, we can obtain frequent subgraph set F={g1,g2,g3,g4,g5}, as
shown in Fig.2. Then,we can construct the co-occurrence frequency matrix by scan-
ning each one of the transaction graphs. Considering the graph transaction 4(G4),
we increment its count in the matrix depicted by Fig.3, Similarly, we also increment
other transaction graphs count, thus we can construct co-occurrence frequency ma-
trix X shown in Fig.4. All of the off-diagonal elements are filled with the joint
frequency of co-occurrence of subgraph pairs. For example, the element (x34) in-
dicates the joint frequency of the subgraph pairs (g3,g4). On the other hand, every
diagonal entry of matrix is filled with the occurrence frequency of the single ele-
ment set. When σ is varied from 0.4 to 0.3, KFCP generates some new frequent
subgraph pairs such as (g1,g6), we will increment the count of cell (g1,g6) to main-
tain uniformity of the co-occurrence frequency matrix and this can be done without
spending extra cost.

Fig. 1 A Graph Database GD Fig. 2 Frequent subgraph set

Fig. 3 Frequency matrix of transaction 4 Fig. 4 Co-occurrence frequency matrix X

Table 1 All pairs with their correlation coefficient

Pairs (g1,g2) (g1,g3) (g1,g4) (g1,g5) (g2,g3) (g2,g4) (g2,g5) (g3,g4) (g3,g5) (g4,g5)
Correlation 0.667 0.667 -0.333 0.272 1 -0.5 -0.102 -0.5 -0.102 0.816

4.2 Top-k Frequent Correlation Subgraph Pairs Extraction

Once the co-occurrence frequency matrix has been generated, frequency counts of
all 1- and 2- element set can be computed fast. Using these frequency counts, KFCP
computes the φ correlation coefficient of all the frequent subgraph pairs, then ex-
tracts the k mostly correlated pairs based on the |φ |.
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Example 2. According to the matrix element shown in Fig.4, to compute φ(g3,g4),
we note that freq(g3)=8, freq(g4)=5, and freq(g3,g4)=3, we get sup(g3)=8/10,
sup(g4)=5/10, and sup(g3,g4)=3/10, using equation (1) above, we get φ(g3,g4)=-
0.5, φ correlation coefficients for other subgraph pairs can be computed similarly.
Table 1 shows φ correlation coefficients for all subgraph pairs. Suppose k=6, with
the result in table 1, we know that the absolute value of 6-th pair’s correlation co-
efficient (|φ(T L[k])| )is 0.5, through checking the

∣∣φ(gi,g j)
∣∣ to determine whether

it can be pruned or not,four subgraph pairs (g1,g4),(g1,g5) ,(g2,g5),(g3,g5) will be
deleted,we are able to obtain the top-6 list.

4.3 Algorithm Descriptions

In the subsection, we show the pseudocode of the KFCP algorithm in ALGORITHM
1. KFCP accepts the graph database GD, minimum support σ and an integer k as
input, it generates list of top-k strongly frequent correlated subgraph pairs, TL, as
output. First, Line 1 initializes an empty list TL of size k. Line 2 enumerates all
frequent subgraph pairs by scanning the entire database once. Line 3 constructs co-
occurrence frequency matrix.Line 4-9 calculates the correlation coefficient for each
surviving pairs from the frequent subgraph set and pushes the pair into the top-k
list if the correlation coefficient of the new pair is greater than the k-th pair in the
current list.

ALGORITHM 1. KFCP Algorithm
Input: GD: a graph database

σ : a given minimum support threshold
k: the number of most highly correlated pairs requested

Output: TL: the sorted list of k frequent correlation subgraph pairs
1. initialize an empty list TL of size k;
2. scan the graph database to generete frequent subgraph set F (with input GD and σ );
3. construct co-occurrence frequency matrix;
4. for each subgraph pair (gi,g j) ∈F do
5. compute φ(gi,g j);
6. if

∣∣φ(gi,g j)
∣∣> |φ(T L[k])| then

7. add subgraph pair
{
(gi,g j), |φ |

}
into the last position of TL;

8. sort the TL in non-increasing order based on absolute value of their correlation coefficient;
9. Return TL;

Here, we analyze KFCP algorithm in the area of completeness and correctness.

Theorem 1. The KFCP algorithm is complete and correct.

Proof. KFCP computes the correlation coefficient of all the frequent subgraph
pairs based on exhaustive search,this fact guarantees that KFCP is complete in all
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aspects. KFCP creates a sorted list of subgraph pairs based on the absolute value of
correlation coefficient and prunes all those subgraph pairs whose absolute value of
correlation coefficient lower than the k-th pair; this fact ensures KFCP is correct.

5 Experimental Results

Our experiments are performed on a PC with a 2.1GHz CPU and 3GB RAM running
Windows XP. KFCP and FCP-Miner are implemented in C++. There are two real
datasets we tested: PTE1and NCI 2.PTE contains 340 graphs,the average graph size
is 27.4. NCI contains about 249000 graphs, we randomly select 10000 graphs for
our experiments, the average graph size is 19.95.

Since FCP-Miner is dependent on a minimum correlation threshold θ , in or-
der to generate same result by FCP-Miner we set the θ with the correlation co-
efficient of the k-th pair from the top-k list generated by KFCP. Fig.5 shows the
comparison between KFCP and FCP-Miner on PTE dataset with different val-
ues of k, we can obtain the correlation coefficient of the k-th pair shown in
Table 2. As the increasing of k, KFCP keeps stable running time,but the perfor-
mance of FCP-Miner decreases greatly, since when k is large,FCP-Miner can-
not avoid generating large number of candidates. Fig.6 displays that performance
comparison between KFCP and FCP-Miner on NCI dataset with different sup-
port threshold, we vary σ from 0.3 to 0.03, the running time for enumerating all
frequent subgraph pairs increases greatly,so the performances of KFCP and FCP-
Miner decrease greatly. We also analyze the completeness of KFCP by record-
ing the following experimental findings, as reported in Table 3:(1)% of excess:
the percentage of excess pairs by KFCP,calculted as (total number of pairs ob-
tained by KFCP/ total number of pairs obtained by FCP-Miner-1);(2)avg φ of
excess: the average φ value of the excess pairs.We create six NCI datasets, with
sizes ranging from 1000 to 10000 graphs, the values of σ and k are fixed at
0.05 and 40, respectively, when k=40, we set the θ with the φ of the 40-th
pair from the top-k list generated by KFCP. Thus, we obtain θ=0.8. The results
verify that FCP-Miner may miss some frequent correlated subgraph pairs, but
KFCP is complete.The experimental results confirm the superiority of KFCP in
all cases.

Table 2 The correlation coefficient of the k-th pair at varing k

K 10 20 30 40 50 60 70 80 90 100
φ of the k-th pair(θ ) 0.95 0.92 0.88 0.85 0.82 0.76 0.74 0.7 0.68 0.65

1 http://web.comlab.ox.ac.uk/oucl/research/areas/machlearn/PTE/.
2 http://cactus.nci.nih. gov/ncidb2/download.html.
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Table 3 The completeness of KFCP compared to FCP-Miner

the size of NCI 1000 2000 4000 6000 8000 10000
% of excess 2.5% 2.1% 1.7% 2.1% 3.3% 4.9%

avg φ of excess 0.82 0.82 0.82 0.82 0.82 0.82

Fig. 5 Runtime comparision on PTE dataset Fig. 6 Runtime comparision on NCI dataset
with different support threshold

6 Conclusions

In this paper, we present an algorithm KFCP for the frequent correlation subgraph
mining problem. Comparing to existing algorithm FCP-Miner, KFCP can avoid gen-
erating any candidate sets. Once the co-occurrence frequency matrix is constructed,
the correlation coefficients of all the subgraph pairs are computed and k numbers of
top strongly correlated subgraph pairs are extracted very easily. Extensive experi-
ments on real datasets confirm the efficiency of our algorithm.

Acknowledgements. This work was supported by the NSF of Gansu Province grant
(1010RJZA117).
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Evolutionary Approach for Classifier Ensemble:
An Application to Bio-molecular Event
Extraction

Asif Ekbal, Sriparna Saha, and Sachin Girdhar

Abstract. The main goal of Biomedical Natural Language Processing (BioNLP)
is to capture biomedical phenomena from textual data by extracting relevant enti-
ties, information and relations between biomedical entities (i.e. proteins and genes).
Most of the previous works focused on extracting binary relations among proteins.
In recent years, the focus is shifted towards extracting more complex relations in
the form of bio-molecular events that may include several entities or other relations.
In this paper we propose a classifier ensemble based on an evolutionary approach,
namely differential evolution that enables extraction, i.e. identification and classi-
fication of relatively complex bio-molecular events. The ensemble is built on the
base classifiers, namely Support Vector Machine, nave-Bayes and IBk. Based on
these individual classifiers, we generate 15 models by considering various subsets
of features. We identify and implement a rich set of statistical and linguistic fea-
tures that represent various morphological, syntactic and contextual information of
the candidate bio-molecular trigger words. Evaluation on the BioNLP 2009 shared
task datasets show the overall recall, precision and F-measure values of 42.76%,
49.21% and 45.76%, respectively for the three-fold cross validation. This is bet-
ter than the best performing SVM based individual classifier by 4.10 F-measure
points.

1 Introduction

The past history of text mining (TM) shows the great success of different evalu-
ation challenges based on carefully curated resources. Relations among biomed-
ical entities (i.e. proteins and genes) are important in understanding biomedical
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phenomena and must be extracted automatically from a large number of published
papers. Similarly to previous bio-text mining challenges (e.g., LLL [1] and BioCre-
ative [2]), the BioNLP’09 Shared Task also addressed bio-IE, but it tried to look
one step further toward finer-grained IE. The difference in focus is motivated in
part by different applications envisioned as being supported by the IE methods. For
example, BioCreative aims to support curation of PPI databases such as MINT [3],
for a long time one of the primary tasks of bioinformatics. The BioNLP’09 shared
task contains simple events and complex events. Whereas the simple events consist
of binary relations between proteins and their textual triggers, the complex events
consist of multiple relations among proteins, events, and their textual triggers. The
primary goal of BioNLP-09 shared task [4] was aimed to support the development of
more detailed and structured databases, e.g. pathway or Gene Ontology Annotation
(GOA) databases, which are gaining increasing interest in bioinformatics research
in response to recent advances in molecular biology.

Classifier ensemble is a popular machine learning paradigm.
We assume that, in case of weighted voting, weights of voting should vary among

the various output classes in each classifier. The weight should be high for that
particular output class for which the classifier is more reliable. Otherwise, weight
should be low for that output class for which the classifier is not very reliable. So,
it is a very crucial issue to select the appropriate weights of votes for all the classes
in each classifier. Here, we make an attempt to quantify the weights of voting for
each output class in each classifier. A Genetic Algorithm (GA) based classifier en-
semble technique has been proposed in [5] for determining the proper weights of
votes in each classifier. This was developed aiming named entity recognition in In-
dian languages as well as in English. In this paper we propose a single objective
optimization based classifier ensemble technique based on the principle of differ-
ential evolution [6], an evolutionary algorithm that proved to be superior over GA
in many applications. We optimize F-measure value, which is a harmonic mean of
recall and precision both. The proposed approach is evaluated for event extraction
from biomedical texts and classification of them into nine predefined categories,
namely gene expression, transcription, protein catabolism, phosphorylation, local-
ization, binding, regulation, positive regulation and negative regulation. We identify
and implement a very rich feature set that incorporates morphological, orthographic,
syntactic, local contexts and global contexts as the features of the system. As a base
classifiers, we use Support Vector Machine, naïve-Bayes and instance-based leaner
IBk. Different versions of these diverse classifiers are built based on the various
subsets of features. Differential evolution is then used as the optimization technique
to build an ensemble model by combining all these classifiers. Evaluation with the
BioNLP 2009 shared task datasets yield the recall, precision and F-measure val-
ues of 42.76%, 49.21% and 45.76%, respectively for the three-fold cross validation.
This is better than the best performing SVM based individual classifier by 4.10 F-
measure points.
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2 Proposed Approach

The proposed differential evolution based classifier ensemble method is described
below.

String Representation and Population Initialization: Suppose there N number
of available classifiers and M number of output classes. Thus, the length of the
chromosome (or vector) is N ×M. This implies D = N ×M, where D represents
the number of real parameters on which optimization or fitness function depends.
D is also dimension of vector xi,G. Each chromosome encodes the weights of votes
for possible M output classes for each classifier. Please note that chromosome repre-
sents the available classifiers along with their weights for each class. As an example,
the encoding of a particular chromosome is represented below, where M = 3 and O
= 3 (i.e., total 9 votes can be possible): 0.59 0.12 0.56 0.09 0.91 0.02 0.76 0.5 0.21
The chromosome represents the following ensemble: The weights of votes for 3 dif-
ferent output classes in classifier 1 are 0.59, 0.12 and 0.56, respectively. Similarly,
weights of votes for 3 different output classes are 0.09, 0.91 and 0.02, respectively in
classifier 2 and 0.76, 0.5 and 0.21, respectively in classifier 3. We use real encoding
that randomly initializes the entries of each chromosome by a real value (r) between
0 and 1. Each entry of chromosome whose size is D, is thus, initialized randomly.
If the population size is P then all the P number of chromosomes of this population
are initialized in the above way.

Fitness Computation: Initially, all the classifiers are trained using the available
training data and evaluated with the development data. The performance of each
classifier is measured in terms of the evaluation metrics, namely recall, precision
and F-measure. Then, we execute the following steps to compute the objective
values.

1) Suppose, there are total M number of classifiers. Let, the overall F-measure val-
ues of these M classifiers for the development set be Fi, i = 1 . . .M, respectively.
2) The ensemble is constructed by combining all the classifiers. Now, for the ensem-
ble classifier the output label for each word in the development data is determined
using the weighted voting of these M classifiers’ outputs. The weight of the class
provided by the ith classifier is equal to I(m, i). Here, I(m, i) is the entry of the
chromosome corresponding to mth classifier and ith class. The combined score of a
particular class for a particular word w is:
f (ci) = ∑ I(m, i)×Fm, ∀m = 1 : M & op(w,m) = ci Here, op(w,m) denotes the
output class provided by the mth classifier for the word w. The class receiving the
maximum combined score is selected as the joint decision.
3) The overall recall, precision and F-measure values of the ensemble classifier are
computed on the development set. For single objective approach, we use F-measure
value as the objective function, i.e. f0 = F-measure. The main goal is to maximize
this objective function using the search capability of DE.
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Mutation: For each target vector xi,G; i = 1,2,3, . . . ,NP, a mutant vector is gener-
ated according to vi,G+1 = xr1,G +F(xr2,G − xr3,G), where r1, r2, r3 are the random
indexes and belong to {1,2, . . . ,NP}. These are some integer values, mutually dif-
ferent and F > 0. The randomly chosen integers r1, r2 and r3 are also chosen to
be different from the running index i, so that NP must be greater or equal to four to
allow for this condition. F is a real and constant factor 2 [0,2] which controls the
amplification of the differential variation (xr2,G − xr3,G). The vi,G+1 is termed as the
donor vector.

Crossover: In order to increase the diversity of the perturbed parameter vectors,
crossover is introduced. This is well-known as the recombination. To this end, the
trial vector:
ui,G+1 = (u1i,G+1,u2i,G+1, . . . ,uDi,G+1) is formed, where

u j,i,G+1 = v j,i,G+1 if (randb( j)≤CR) or j = rnbr(i) (1)

= x j,i,G if (randb( j)>CR) and j �= rnbr(i) (2)

for j = 1,2, . . . ,D. In Equation 1, randb( j) is the jth evaluation of an uniform ran-
dom number generator with outcome belongs to [0,1]. CR is the crossover constant
belongs to [0,1] which has to be determined by the user. rnbr(i) is a randomly
chosen index x belongs to {1,2, . . . ,D} which ensures that ui,G+1 gets at least one
parameter from vi,G+1.

Selection: To decide whether or not it should become a member of generation G+1,
the trial vector ui,G+1 is compared to the target vector xi,G using the greedy criterion.
If vector ui,G+1 yields a smaller cost function value than xi,G, then xi,G+1 is set to
ui,G+1, otherwise, the old value xi,G is retained.

Termination Condition: In this approach, the processes of mutation, crossover
(or, recombination), fitness computation and selection are executed for a maximum
number of generations. The best string seen up to the last generation provides the
solution to the above classifier ensemble problem. Elitism is implemented at each
generation by preserving the best string seen up to that generation in a location out-
side the population. Thus on termination, this location contains the best classifier
ensemble.

3 Features for Event Extraction

We identify and use the following set of features for event extraction. All these
features are automatically extracted from the training datasets without using any
additional domain dependent resources and/or tools.

• Context words: We use preceding and succeeding few words as the features. This
feature is used with the observation that contextual information plays an important
role in identification of event triggers.
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•Root words: Stems of the current and/or the surrounding token(s) are used as the
features of the event extraction module. Stems of the words were provided with the
evaluation datasets of training, development and test.
• Part-of-Speech (PoS) information: PoS information of the current and/or the
surrounding tokens(s) are effective for event trigger identification. PoS labels of the
tokens were provided with the datasets.
• Named Entity (NE) information: NE information of the current and/or sur-
rounding token(s) are used as the features. NE information was provided with the
datasets.
• Semantic feature: This feature is semantically motivated and exploits global con-
text information. This is based on the content words in the surrounding context.
We consider all unigrams in contexts wi+3

i−3 = wi−3 . . .wi+3 of wi (crossing sentence
boundaries) for the entire training data. We convert tokens to lower case, remove
stopwords, numbers, punctuation and special symbols. We define a feature vector of
length 10 using the 10 most frequent content words. Given a classification instance,
the feature corresponding to token t is set to 1 if and only if the context wi+3

i−3 of wi

contains t.
• Dependency features: A dependency parse tree captures the semantic predicate-
argument dependencies among the words of a sentence. Dependency paths between
protein pairs have successfully been used to identify protein interactions. In this
work, we use the dependency paths to extract events. We use the McClosky- Char-
niak parses which are converted to the Stanford Typed Dependencies format and
provided with the datasets. We define a number of features based on the depen-
dency labels of the tokens.
• Dependency path from the nearest protein: Dependency relations of the path
from the nearest protein are used as the features.
• Boolean valued features: Two boolean-valued features are defined using the de-
pendency path information. The first feature checks whether the current token’s
child is a proposition and the chunk of the child includes a protein. The second
feature fires if and only if the current token’s child is a protein and its dependency
label is OBJ.
•Shortest path: Distance of the nearest protein from the current token is used as
the feature. This is an integer-valued feature that takes the value equal to the number
of tokens between the current token and the nearest protein.
• Word prefix and suffix: Fixed length (say, n) word suffixes and prefixes may be
helpful to detect event triggers from the text. Actually, these are the fixed length
character strings stripped either from the rightmost (for suffix) or from the leftmost
(for prefix) positions of the words. If the length of the corresponding word is less
than or equal to n-1 then the feature values are not defined and denoted by ND. The
feature value is also not defined (ND) if the token itself is a punctuation symbol or
contains any special symbol or digit. This feature is included with the observation
that event triggers share some common suffixes and/or prefixes. In this work, we
consider the prefixes and suffixes of length up to four characters.
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4 Datasets and Experimental Results

We use the BioNLP-09 shared task datasets. The events were selected from the GE-
NIA ontology based on their significance and the amount of annotated instances in
the GENIA corpus. The selected event types all concern protein biology, implying
that they take proteins as their theme. The first three event types concern protein
metabolism that actually represents protein production and breakdown. Phosphory-
lation represents protein modification event whereas localization and binding denote
fundamental molecular events. Regulation and its sub-types, positive and negative
regulations are representative of regulatory events and causal relations. The last five
event types are universal but frequently occur on proteins. Detailed biological inter-
pretations of the event types can be found in Gene Ontology (GO) and the GENIA
ontology. From a computational point of view, the event types represent different
levels of complexity.

Training and development datasets were derived from the publicly available event
corpus [7]. The test set was obtained from an unpublished portion of the corpus. The
shared task organizers made some changes to the original GENIA event corpus.
Irrelevant annotations were removed, and some new types of annotation were added
to make the event annotation more appropriate. The training, development and test
datasets have 176,146, 33,937 and 57,367 tokens, respectively.

4.1 Experimental Results

We generate 15 different classifiers by varying the feature combinations of 3 differ-
ent classifiers, namely Support Vector Machine (SVM), K-Nearest Neighbour (IBk)
and Naïve Bayesian classifier. We determine the best configuration using develop-
ment set. Due to non-availability of gold annotated test datasets we report the final
results on 3-fold cross validation. The system is evaluated in terms of the standard
recall, precision and F-measure. Evaluation shows the highest performance with a
SVM-based classifier that yields the overall recall, precision and F-measure values
of 33.17%, 56.00% and 41.66%, respectively.

The dimension of vector for our experiment is 15*19 = 285 where 15 repre-
sents number of classifiers and 19 represents number of output classes. We construct
an ensemble from these 15 classifiers. Differential Evolution (DE) based ensemble
technique is developed that determines the appropriate weights of votes of each class
in each classifier. When we set population size, P=100, cross-over constant, CR=1.0
and number of generations, G = 50, with increase in F over range [0,2], we get the
highest recall, precision and F-value of 42.90%, 47.40%, 45.04%, respectively.

We observe that for F < 0.5 the solution converges faster. With 30 generations
we can reach to optimal solution (for case when F < 0.5). For F = 0.0, the so-
lution converges at the very beginning. We observe the highest performance with
the settings P=100, F=2.0, CR=0.5 and G=150. This yields the overall recall, pre-
cision and F-measure values of 42.76%, 49.21% and 45.76%. This is actually an
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improvement of 4.10 percentage of F-measure points over the best individual base
classifier, i.e. SVM.

5 Conclusion and Future Works

In this paper we have proposed differential evolution based ensemble technique for
biological event extraction that involves identification and classification of complex
bio-molecular events. The proposed approach is evaluated on the benchmark dataset
of BioNLP 2009 shared task. It shows the F-measure of 45.76%, an improvement
of 4.10%.

Overall evaluation results suggest that there is still the room for further improve-
ment. In this work, we have considered identification and classification as one step
problem. In our future work we would like to consider identification and classifi-
cation as a separate problem. We would also like to investigate distinct and more
effective set of features for event identification and classification each. We would
like to come up with an appropriate feature selection algorithm. In our future work,
we would like to identify arguments to these events.
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A Novel Clustering Approach Using Shape 
Based Similarity* 

Smriti Srivastava, Saurabh Bhardwaj, and J.R.P. Gupta 

Abstract. The present research proposes a paradigm for the clustering of data in 
which no prior knowledge about the number of clusters is required. Here shape 
based similarity is used as an index of similarity for clustering. The paper exploits 
the pattern identification prowess of Hidden Markov Model (HMM) and over-
comes few of the problems associated with distance based clustering approaches. 
In the present research partitioning of data into clusters is done in two steps. In the 
first step HMM is used for finding the number of clusters then in the second step 
data is classified into the clusters according to their shape similarity. Experimental 
results on synthetic datasets and on the Iris dataset show that the proposed algo-
rithm outperforms few commonly used clustering algorithm.  

Keywords: Clustering, Hidden Markov Model, Shape Based similarity. 

1 Introduction  

Cluster analysis is a method of creating groups of objects or clusters in such a way 
that the objects in one cluster are very similar to each other while the objects in dif-
ferent clusters are quite different. Data clustering algorithms could be generally 
classified into the following categories [1]: Hierarchical clustering, Fuzzy cluster-
ing, Center based clustering, Search based clustering, Graph based clustering, Grid 
based clustering, Density based clustering, Subspace clustering, and Model based 
clustering algorithms. Every clustering algorithm is based on the index of similarity 
or dissimilarity between data points. Many authors have used the distances as the 
index of similarity. Commonly used distances are Euclidean distance, Manhattan 
distance, Minkowski distance, and Mahalanobis distance [2] . As shown in [3] the 
distance functions are not always adequate for capturing correlations among the ob-
jects. It is also shown that strong correlations may still exist among a set of objects 
even if they are far apart from each other. HMMs are the dominant models for  
the sequential data. Although HMMs have extensively used in speech recognition, 
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pattern recognition and time series prediction problems but they have not been 
widely used for the clustering problems and only few papers can be found in the li-
terature. Many researchers have used single sequences to train the HMMs and pro-
posed different distance measures based on a likelihood matrix obtained from these 
trained HMMs. Clustering of sequences using HMM, were introduced in [4] . In 
this a (Log-Likelihood) LL based scheme for automatically determining the num-
ber of clusters in the data is proposed. A similarity based clustering of sequences 
using HMMs is presented in [5]. In this, a new representation space is built in 
which each object is described by the vector of its similarities with respect to a pre-
determinate set of other objects. These similarities are determined using LL values 
of HMMs. A single HMM based clustering method was proposed in [6] , which uti-
lized LL values as the similarity measures between data points. The method was 
useful for finding the number of clusters in the data set with the help of LL values 
but it is tough to actually obtain the data elements for the clusters as the threshold 
for the clusters was estimated by simply inspecting the graph of LL. 

The present research proposes an HMM based unsupervised clustering algo-
rithm which uses the shape similarity as a measure to capture the correlation 
among the objects. It also automatically determines the number of clusters in the 
data. Here the hidden state information of HMM is utilized as a tool to obtain the 
similar patterns among the objects.  

The rest of the paper is organized as follows. Sect. 2 briefly describes the 
HMM. Sect. 3 details the proposed shape based clustering paradigm. In Sect. 4 
Experimental results are provided to illustrate the effectiveness of proposed mod-
el. Finally, conclusions are drawn in Sect. 5. 

2 Hidden Markov Model 

Hidden Markov Model (HMM) [7][8] springs forth from Markov Processes or 
Markov Chains. It is a canonical probabilistic model for the sequential or temporal 
data It depends upon the fundamental fact of real world, “Future is independent of 
the past and given by the present”. HMM is a doubly embedded stochastic 
process, where final output of the system at a particular instant of time depends 
upon the state of the system and the output generated by that state. There are two 
types of HMMs: Discrete HMMs and Continuous Density HMMs. These are dis-
tinguished by the type of data that they operate upon. Discrete HMMs (DHMMs) 
operate on quantized data or symbols, on the other hand, the Continuous Density 
HMMs (CDHMMs) operate on continuous data and their emission matrices are 
the distribution functions. HMM Consists of the following parameters  
 
O {O1,O2,… ,OT }     :  Observation Sequence 
Z  {Z1, Z2,…,ZT }    :  State Sequence 
T   :  Transition Matrix 
B   :  Emission Matrix/Function 
π   :  Initialization Matrix 
λ(T, B, π)  :  Model of the System 
                       :  Space of all state sequence of length T 
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m{mq1,mq2,….mqT}    :  Mixture component for each state at each time 
cil, µil, ∑il                   : Mixture component (i state and l component) 
 
There are three major design problems associated with HMM:  

Given the Observation Sequence {O1, O2, O3,.., OT}  and the Model λ(T, B, 
π), the first problem is the computation of the probability of the observation se-
quence P (O|λ).The second is to find the most probable state sequence Z {Z1, 
Z2,.., ZT}, 

The third problem is the choice of the model parameters λ (T, B, π), such that 
the probability of the Observation sequence, P (O|λ) is the maximum.  

The solution to the above problems emerges from three algorithms: Forward, 
Viterbi and Baum-Welch [7].  

2.1   Continuous Density HMM 

Let O = {O1,O2,..,OT } be the observation sequence and Z {Z1, Z2,…,ZT}be the 
hidden state sequence. Now, we briefly define the Expectation Maximization 
(EM) algorithm for finding the maximum-likelihood estimate of the parameters of 
a HMM given a set of observed feature vectors. EM algorithm is a method for ap-
proximately obtaining the maximum a posteriori when some of the data is miss-
ing, as in HMM in which the observation sequence is visible but the states are 
hidden or missing. The Q function is generally defined as  
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To define the Q function for the Gaussian mixtures, we need the hidden variable 
for the mixture component along with the hidden state sequence. These are pro-
vided by both the E–step and the M-step of EM algorithm given 
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3 Shape Based Clustering   

Generally different distance functions such as Euclidean distance, Manhattan dis-
tance, and Cosine distance are employed for clustering the data but these distance 
functions are not always effective to capture the correlations among the objects. In 
fact, strong correlations may still exist among a set of objects even if their dis-
tances are far apart from each other as measured by the distance functions. Fig.1 
shows ‘4’ objects with ‘5’ attributes among a set of 300 objects which were allot-
ted in different clusters when the segmental k-means applied to partition them in 
six clusters. As it is clear from the Fig.1 that these objects physically have the 
same pattern of shape and also have the strong correlation among each other 
which is shown with the help of correlation matrix between the ‘4’ data elements 
in Table 1. So by taking the motivation from here in the present research we have 
extended the basic concept of Shape Based Batching (SBB) procedure as intro-
duced in [9],[10]. Earlier it was shown that by carefully observing the datasets and 
their corresponding log-likelihoods (LL), it is possible to find the shape of the in-
put variation for certain value of log-likelihood but further it is found that to detect 
the shape by simply observing is not always easy. Moreover, in some datasets it is 
very difficult to determine the threshold for the batch allocation. Although the 
states are hidden, for many practical applications there is often some physical sig-
nificance attached to the states of the model. In the present research it is found that 
the patterns of objects corresponding to any particular state of HMM is highly cor-
related and have different pattern or uncorrelated with the objects corresponding 
to any other state, so here the concept of SBB is modified and in this modified 
SBB the shape is a function of the state and not of the log likelihoods.  
 

       Table 1 Correlation among different  
                       row vectors 

 

 

Fig. 1 Clustering results with the segmental K- means 

 Data-1 Data-2 Data-3 Data-4 

Data-1 1.000 0.988 0.955 0.905 

Data-2 0.988 1.000 0.989 0.959 

Data-3 0.955 0.989 1.000 0.990 

Data-4 0.905 0.959 0.990 1.000 
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Here unsupervised clustering algorithm is proposed in which important thing to 
note is that the numbers of clusters are not fixed, and the algorithm automatically 
decides the number of clusters. The whole procedure is as shown in Fig. 2. First of 
all the number of clusters in the data set are obtained. The steps for obtaining the 
number of clusters are as follows. Estimate the HMM model parameters λ(T,B,π) 
for the entire input dataset using Baum–Welch/Expectation maximization algo-
rithm, for the appropriate values of the state ‘Z’ and mixture components ‘m’. 
Once the HMM has been trained, the forward algorithm is used to compute the 
value of P(O|λ) which can then be used to calculate the LL of each row of the da-
taset . Now by sorting the LL values in the ascending (descending) order we can 
get the clear indication regarding the number of clusters in the dataset.   

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 
 

Fig. 2 Procedure for Shape Based Clustering 

Now after getting the information about the number of clusters initialize the 
value of the parameters of the HMM. This includes initialization of transition ma-
trix ‘T’, initialization matrix ‘π’ and the mixture component ‘m’ for each state. 
Take the number of states as equal to the number of clusters .The Continuous 
Density Hidden Markov Model (CDHMM) is trained using Baum Welch/ Expec-
tation maximization algorithm for the entire input dataset After freezing the HMM 
parameters the next step is to find the optimal state sequence, with the help of  
‘Viterbi algorithm’ by taking the entire input dataset as the ‘D’ dimensional ob-
servation vector sequence. Now the observation sequence and the corresponding 
optimal state sequence is obtained. After doing this one important thing is ob-
served that the data vectors which are associated with the same state have identical 
shape while the data vectors with different states have no similarity in their 
shapes. So once the optimal value of hidden state sequence is deduced the next 

Dataset Train with HMM 
Sort LL in Increasing 
/ Decreasing order 

Find No of     
Clusters (K) 

States = K 
Train with 

HMM 

Optimal State Sequence  Sort According to states 

Calculate Correlation Matrix 
Change ‘m’ to get the 
required correlation 

Get Shape Based Clusters  
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step is to put the data into clusters according to their state. Now each cluster have 
almost identical shape but by simply observing the clusters it is difficult to find the 
required shape based similarity, so an attempt is made to get the appropriate val-
ues of ‘Z’ and ‘m’ for the required shape based clusters by calculating the value of 
correlation coefficient among the data vectors into the clusters. Here the Pearson 
R model [11] comes handy for finding the coherence (correlation) among a set of 
objects. The correlation between the two objects ‘x1’ and ‘x2’ is defined as: 

                                                     (7) 

 
Where x1 and x2 are the mean of all attribute values in ‘x1’ and ‘x2’, respectively. 
It may be noted that Pearson R correlation measures the correlation between two 
objects with respect to all the attribute values. A large positive value indicates a 
strong positive correlation while a large negative value indicates a strong negative 
correlation. Now the correlation coefficients can be used as a threshold value of 
the similarity between the data vectors in the clusters and by using this value as a 
threshold the appropriate value of ‘Z’ and ‘m’ can be determined for the shape 
based clusters. Using these basic criteria, an algorithm was developed which ar-
ranged the data into clusters. 

3.1 Steps for Shape Based Clustering Algorithm    

Step 1: Take the number of states equal to the number of clusters and estimate the 
HMM parameters λ(T, B,π) for the entire input dataset by taking the appropriate 
value of the mixture components ‘m’. 

Step 2: Calculate the optimal value of hidden state sequence with the help of 
“Viterbi Algorithm” by taking the input as a ‘D’ dimensional observation vector. 

Step 3: Rearrange the complete dataset according to their state values.  
Step 4: Calculate correlation matrix by using the Pearson R model as in (7). 
Step 5: Change the value of ‘m’ and repeat the steps 1-4 until the required to-

lerance of correlation is achieved. 

The effectiveness of the proposed model can be demonstrated by taking the Iris 
plants database. The data set contains ‘3’ classes of ‘50’ instances each, where 
each class refers to a type of Iris plant. Fig.3 shows the patterns of Iris data before 
clustering. Now as a first step entire Iris data is trained with the help of Baum–
Welch/Expectation maximization. Once the HMM has been trained, the forward 
algorithm is used to calculate the LL of each row of the dataset. Fig.3 shows the 
graph of LL vales sorted in ascending order. As it is clear from the Fig.3 that we 
can get the information regarding the number of clusters, but to choose the thre-
shold value for allocating the data to the clusters by simply watching the LL graph 
(Fig.4) is not possible. This is the main drawback in previous approaches which is 
now removed in the present research. After getting the information regarding the 
number of clusters the shape based clustering approach is applied as described ear-
lier. After applying step 1-step 5 of proposed algorithm Table 2 is obtained. The 
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Table 2 States and LL values of Iris data 

A
ttributes

5.1 4.9 4.7 4.6 5.0 6.3 5.8 7.1 6.3 6.5 7.0 6.4 6.9 5.5 6.5

3.5 3.0 3.2 3.1 3.6 3.3 2.7 3.0 2.9 3.0 3.2 3.2 3.1 2.3 2.8

1.4 1.4 1.3 1.5 1.4 6.0 5.1 5.9 5.6 5.8 4.7 4.5 4.9 4.0 4.6

0.2 0.2 0.2 0.2 0.2 2.5 1.9 2.1 1.8 2.2 1.4 1.5 1.5 1.3 1.5

No. 1 2 3 4 5 51 52 53 54 55 101 102 103 104 105

LL 0.6 0.1 0.2 0.1 0.5 335.5 214.2 309.7 158.1 298.1 162.4 142.5 181.9 109.3 158.8

States 1 1 1 1 1 3 3 3 3 3 2 2 2 2 2
 

Table 3 Actual parameters of the model   

Sigma(:,:,1) Mean

0.2706    0.0833    0.1788    0.0545 5.936 5.006 6.589

0.0833    0.1064    0.0812    0.0405 2.770 3.428 2.974

0.1788    0.0812    0.2273    0.0723 4.262 1.462 5.553

0.0545    0.0405    0.0723    0.0487 1.327 0.246 2.026

Sigma(:,:,2) Initial Matrix

0.1318    0.0972    0.0160    0.0101 0.000 1.000 0.000

0.0972    0.1508    0.0115    0.0091

0.0160    0.0115    0.0396    0.0059 States =3

0.0101    0.0091    0.0059    0.0209

Sigma(:,:,3) Transition Matrix

0.4061    0.0921    0.2972    0.0479 1.000 0.000 0.000

0.0921    0.1121    0.0701    0.0468 0.000 0.980 0.020

0.2972    0.0701    0.3087    0.0477 0.020 0.000 0.980

0.0479    0.0468    0.0477    0.0840
 

 
 
 
 
 

 

description of this table is as follows: Row 1 to Row 4 shows the 4 attribute values 
of the IRIS data. Row 5 shows the number of data vector, Row 6 shows the LL 
values corresponding to data vectors and Row 7 shows the optimized state values 
associated with that particular data vector. Due to the limitation of page width it is 
not possible to show the complete table. So only ‘5’ values of each class is shown. 
The values of LL in the table are only displayed to show the effectiveness of our 
method over LL based clustering method. As it is clear from the table that the LL 
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values between the data element ‘54’ is almost equal to the LL value of data ele-
ment ‘105’ but these two elements belong to two different clusters. Hence it can 
be said that the LL based clustering method is not adequate, while it is clear from 
the Table 2 that the ‘states’ clearly partition the data accurately and in this dataset 
(Iris dataset) the misclassification is zero meaning  we are getting 100 % accuracy.  
The plots of three clusters obtained after the application of proposed algorithm are as 
shown in Fig. 5 and the actual parameters of the model are shown in the Table 3. 

 
 

 
 
Fig. 3 Iris Plant Data Patterns                                   Fig. 4 Iris Data LL Values 

4 Experimental Results 

To show the effectiveness of the proposed method it is applied on both the syn-
thetic data and the real world data. 
 

Table 4 Parameters for synthetic data generation 

Class -1
1/3 1/3 1/3 1/3 μ1=1 =0.6

T = 1/3 1/3 1/3 π  = 1/3 B  = μ2=3 =0.6
1/3 1/3 1/3 1/3 μ3=5 =0.6

Class -2
1/3 1/3 1/3 1/3 μ1=1 =0.5

T = 1/3 1/3 1/3 π  = 1/3 B  = μ2=3 =0.5
1/3 1/3 1/3 1/3 μ3=5 =0.5

Class -3
1/3 1/3 1/3 1/3 μ1=1 =0.4

T = 1/3 1/3 1/3 π  = 1/3 B  = μ2=3 =0.4
1/3 1/3 1/3 1/3 μ3=5 =0.4
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4.1 Synthetic Data 

The description of the synthetic data is given in [5]. The data contains 3 classes. 
The training set is composed of 30 sequences (of length 400) from each of the 
three classes generated by 3 HMMs. The parameters of the synthetic are as shown 
in the Table 4. The comparison of results with the previous approaches is as 
shown in Table 5. The results of the starting three rows are taken from [5]. 

4.2 Real Data 

We have tested the proposed approaches on classical Iris Plants Database. The da-
ta set contains 3 classes of 50 instances each, where each class refers to a type of 
iris plant (Irisvirginica, Irisversicolor, Irissetosa). The dataset consists of the fol-
lowing four attributes: sepal length, sepal width, petal length, and petal width. The 
comparison of results with the previous approaches is as shown in Table 6. The 
data in the column of Errors lists the numbers of data points which are classified 
wrongly. The starting four rows of the table are taken from [12].  

 

 

Fig. 5 Iris Data Cluster 

 
Table 5 Comparison of previous methods 
 

Learning  Algorithm Accuracy (%) 

MLOPS [5] 95.7 

1 – NN on S T [5] 98.9 

1 – NN on S T [5] 98.9 

Shape Based Clustering  98.888 
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Table 6 Comparison of previous methods 
 

5 Conclusion 

This present research proposes a novel clustering approach based on the shape si-
milarity. The paper shows that the distance functions are not always adequate for 
clustering of data and strong correlations may still exist among the data points 
even if they are far apart from each other. The method is applied in a two phase 
sequential manner. In the first phase, HMM is applied on the dataset to yield 
HMM parameters assuming a certain number of states and gaussian mixtures. 
Then the log likelihood values are obtained from the forward algorithm. The 
sorted log likelihood values give the clear indication regarding the number of clus-
ters into the dataset. Next the shape based clustering algorithm is applied to cluster 
the dataset. The method overcomes the problem of finding the threshold value in 
LL based clustering algorithms. The proposed method is tested on real (Iris data) 
as well as on the synthetic dataset. The results of simulation are very encouraging; 
the method gives 100% accuracy on Iris dataset while about 99% accuracy on the 
synthetic test data. Further the shortcoming of previous HMM based clustering 
approaches in which the number of HMMs required were equal to that of number 
of sequences/classes [4] [5] is removed  by utilizing only single HMM for cluster-
ing and hence reducing the computational time and the complexity considerably.  
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Knowledge Discovery Using Associative 
Classification for Heart Disease Prediction* 

M.A. Jabbar, B.L. Deekshatulu, and Priti Chandra 

Abstract. Associate classification is a scientific study that is being used by 
knowledge discovery and decision support system which integrates association 
rule discovery methods and classification to a model for prediction. An important 
advantage of these classification systems is that, using association rule mining 
they are able to examine several features at a time.  Associative classifiers are 
especially fit to applications where the model may assist the domain experts in 
their decisions. Cardiovascular deceases are the number one cause of death 
globally. An estimated 17.3 million people died from CVD in 2008, representing 
30% of all global deaths. India is at risk of more deaths due to CHD. 
Cardiovascular disease is becoming an increasingly important cause of death in 
Andhra Pradesh.  Hence a decision support system is proposed for predicting heart 
disease of a patient. In this paper we propose a new Associate classification 
algorithm for predicting heart disease for Andhra Pradesh population. Experiments 
show that the accuracy of the resulting rule set is better when compared to existing 
systems. This approach is expected to help physicians to make accurate decisions. 

Keywords: Andhra Pradesh, Associative classification, Data mining, Heart 
disease.  

1   Introduction 

The major reason that the data mining has attracted great deal of attention in the 
information industry in the recent years is due to the wide availability of huge 
amounts of data and imminent need for turning such data into useful information 
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and knowledge. The information gained can be used for applications ranging from 
business management, production control, and market analysis to emerging design 
and science exploration and health data analysis. Data mining, also known as 
knowledge discovery in data bases (KDD), is the process of automatically 
discovering useful information in large data repositories [1].Association rule 
mining and classification are analogous tasks in data mining, with the exception 
that classification main aim is to build a classifier using some training instances 
for predicting classes for new instance, while association rule mining discovers 
association between attribute values in a data set. Association rule uses 
unsupervised learning where classification uses supervised learning .The majority 
of traditional classification techniques use heuristic-based strategies for building 
the classifier [2].In constructing a classification system they look for rules with 
high accuracy. Once a rule is created, they delete all positive training objects 
associated with it. Thus these methods often produce a small subset of rules, and 
may miss detailed rules that might play an important role in some cases. The 
heuristic methods that are employed by traditional classification technique often 
use domain independent biases to derive a small set of rules, and therefore rules 
generated by them are different in nature and more complex than those that users 
might expect or be able to interpret [3]. Both classification rule mining and 
association rule mining are indispensable to practical applications. Thus, great 
savings and convenience to the user could result if the two mining techniques can 
somehow be integrated.  

Associative classifications (AC) is a recent and rewarding technique that 
applies the methodology of association into classification and achieves high 
classification accuracy, than traditional classification techniques and many of the 
rules found by AC methods can not be discovered by traditional classification 
algorithms. This generally involves two stages.  

1) Generate class association rules from a training data set.  
2) Classify the test data set into predefined class labels. 

The various phases in Associative classification are Rule generation, Rule 
pruning, Rule ranking, and Rule sorting, Model construction and Prediction. The 
rule generation phase in Associative classification is a hard step that requires a 
large amount of computation. A rich rule set is constructed   after applying 
suitable rule pruning and rule ranking strategies. This rule set which is generated 
from the training data set is used to build a model which is used to predict test 
cases present in the test data set.  

Coronary heart disease (CHD) is epidemic in India and one of the major causes 
of disease burden and deaths.  Mortality data from the Registrar General of India 
shows that cardiovascular diseases are a major cause of death in India now. 
Studies to determine the precise causes of death in Andhra Pradesh have revealed 
that cardiovascular diseases cause about 30% in rural areas [4].Medical diagnosis 
is regarded as an important yet complicated task that needs to be executed 
accurately and efficiently. The automation of this system should be extremely 
advantageous. Medical history of data comprises of a number of tasks essential to 
diagnosis particular disease. It is possible to acquire knowledge and information 
concerning a disease from the patient -specific stored measurement as far as 



Knowledge Discovery Using Associative Classification for Heart Disease Prediction 31
 

medical data is concerned. Therefore data mining has developed into a vital 
domain in health care [5]. A classification system can assist the physician to 
examine a patient. The system can predict if the patient is likely to have a certain 
disease or present incompatibility with some treatments. Associative classification 
is better alternative for predictive analysis [6].This paper proposed a new 
associative classification method. Considering the classification model, the 
physician can make a better decision.  

Basic concepts in Associative classification and heart disease are discussed in 
section 2, 3 and common algorithms surveyed in Section 4.Section 5 describes our 
proposed method. Experimental results and comparisons are demonstrated in 
section 6. We will conclude our final remarks in Section 7. 

2   Associative Classification 

According to [7] the AC problem was defined as Let a training data set T has M 
distinct Attributes A1, A2 ...Am and C is a list of class labels. The number of rows 
in D is denoted | D |.  Attributes could be categorical or continuous. In case of 
categorical attributes, all possible values are mapped to a set of positive integers. 
For continuous attributes, a discreteisation method is first used to transform these 
attributes into categorical cases.  

Definition-1:- An item can be described as an attribute name Ai and its value a i, 
denoted (Ai, a i)  

Definition-2:- A row in D can be described as a combination of attribute names Ai 
and values a ij  , plus a class denoted by Cj.  

Definition -3:- An item set can be described as a set of items contained in a 
training data.  

Definition -4:- A rule item r is of the Form < item set->c) where c C is the class.  

Definition -5:- The actual occurrence (actoccr) of a rule r in D is the no. of rows 
in D that match the item set defined in r.  

Definition -6:- The support count (supp. Count) of rule item r < item set, c> is the 
No. of rows in D that matches r’s item set, and belongs to a class c.  

Definition -7:- The occurrence of an item set I in T is the no. of rows in D that 
match I.  

Definition -8:- A rule r passes the min supp threshold if (supp count (r) >= min-
supp)  

Definition -9:-A rule r passes min.confidence threshold if (sup. Count (r) / actoccr 
(r)) >= min.confidence 

Definition -10:- An item set I that passes the min .supp threshold is said to be a 
frequent item set.  

Definition -11:- Associate classification rule is represented in the Form (item set 
→c) where antecedent is an item set and the consequent is a class.   
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The main task of AC s to discover a subset of rules with significant supports and 
higher confidence subset is then used to build an automated classifier that could be 
used to predict the classes of previously unseen data.  
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Fig. 1 Steps in Associative Classification 

Table 1 A Training Data set 

 
  
 
 
 
 
 
 
 
 
 

3   Heart Disease  

Coronary heart disease is the single largest cause of death in developed countries 
and is one of the main contributors to disease burden in developing countries. 
According to WHO an estimated 17.3 million people died from CVD in 2008, 
representing 30% of all global deaths .Of these deaths, an estimated 7.3 million 
were due to coronary heart disease and 6.2 million were due to stroke. By 2030 
almost 23.6 million people will die from CVD’s mainly from heart disease and 
stroke [8].Coronary heart disease (CHD) is epidemic in India and one of the Major 
causes of disease burden and deaths. Mortality data from the Registrar general of 
India shows that CVD are a Major cause of death in India and in Andhra Pradesh 
30% deaths in rural areas. The term heart disease encompasses the diverse 
diseases that affect the heart. Cardiovascular disease or heart diseases are a class 
of disease that involves the heart or blood vessels. Cardiovascular disease results 
in severe illness, disability, and death. Narrowing of the coronary arteries results 

Row 
id 

A B C Class 
Label 

1 a1 b2 c1 c1 

2 a2 b1 c2 c0 

3 a3 b3 c3 c1 

4 a2 b2 c0 C0 
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in the reduction of blood and oxygen supply to the heart and leads to the coronary 
heart disease. Myocardial   infractions, generally known as heart attacks, and 
angina pectoris or chest pain are encompassed in the CHD.  A sudden blockage of 
a coronary artery, generally due to a blood clot results in a heart attack, chest pains 
arise when the blood received by the heart muscles is inadequate [9]. Over 300 
risk factors have been associated with coronary heart disease and stroke. The 
major established risk factors are 1) Modifiable risk factors 2) Non-modifiable 
risk factors 3) Novel risk factors [8].  

The following features are collected for heart disease prediction in Andhra 
Pradesh based on the data collected from various corporate hospitals and opinion 
from expert doctors.  

1) Age 2) Sex 3) Hypertension 4) Diabetic 5) Systolic Blood pressure 6) 
Diastolic Blood pressure 7) Rural / Urban.Comprehensive and integrated 
action is the means to prevent and control cardio vascular diseases.  

4   Related Work  

One of the first algorithms to use an association rule mining approach for 
classification was proposed in [10] and named CBA. CBA implement the famous 
Apriori algorithm [11] in order to discover frequent item sets.  

Classification based on multiple association rules (CMAR) adopts the FP-growth 
ARM Algorithm [12] for discovering the rules and constructs an FP-Tree to mine 
large databases efficiently [13]. It consists of two phases, rule generation and 
classification. It Adopts FP-growth algorithm to scan the training data to find 
complete set of rules that meet certain support and confidence thresholds. 
Classification based on predictive association rules (CPAR) is a greedy method 
proposed by [14]. The Algorithm inherits the basic idea of FOIL [15] in rule 
generation and integrates it with the features of AC.Accurate and effective, multi 
class, multi label associative classification was proposed in [7]. A new approach 
based on information gain is proposed in [16] where the attribute values that are 
more informative are chosen for rule generation. Numerous works in literature 
related with heart disease have motivated our work. Some of the works are discussed 
below.  

Cluster based association rule mining for heart attack prediction was proposed 
in [17].Their method is based on digit sequence and clustering. The entire data 
base is divided into partitions of equal size. Each partition will be called as cluster. 
Their approach reduces main memory requirement since it considers only a small 
cluster at a time and it is scalable and efficient.  

Intelligent and effective heart attack prediction system using data mining and 
artificial neural net work was proposed in [18].They employed the multilayer 
perception neural network with back – propagation as the training algorithm. The 
problem of identifying constrained association rules for heart disease prediction was 
studied in [19]. These constraints are introduced to decrease the number of patterns. 

Enhanced prediction of heart disease with feature subset selection using genetic 
algorithm was proposed in [20]. The objective of their work is to predict 
accurately the presence of heart disease with reduced number of attributes. 
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We propose a better strategy for associative classification to generate a compact 

rule set using only positively correlated rules, thereby the less significant rules are 
eliminated from the classifier.  Informative attribute centric rule generation 
produces a compact rule set and we go for an attribute selection approach. We 
used Gini Index measure as a filter to reduce number of item sets ultimately 
generated. This classifier will be used for predicting heart disease. 

5   Proposed Method 

Most of the associate classification Algorithms adopt Apriori candidate generation 
step for the discovery of the frequent rule items. The main drawback in terms of 
mining efficiency of almost all the AC algorithms is that they generate large 
number of candidate sets, and they make more than one pass over the training data 
set to discover frequent rule items, which causes high I/O overheads. The search 
space for enumeration of all frequent item sets is 2m   which is exponential in m, 
where m, number of items. 

Two measures support and confidence are used to prune the rules. Even after 
pruning the infrequent items based on support and confidence, the Apriori [11] 
association rule generation procedure, produces a huge number of association 
rules. If all the rules are used in the classifier then the accuracy of the classifier 
would be high but the building of classification will be slow. 

An Informative attribute centered rule generation produces a compact rule set. 
Gini Index is used as a filter to reduce the number of candidate item sets. In the 
proposed method instead of considering all the combinations of items for rule 
generation, Gini index is used to select the best attribute. Those attributes with 
minimum Gini index are selected for rule generation.  
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We applied our proposed method on heart disease data to predict the chances of 
getting heart disease. Let us consider a sample training data set given in table 2 

 
Table 2 Example Training data 
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After calculating Gini index of each attribute car type has the lowest Gini 
index. So car type would be the better attribute. The rules generated like the 
following are considered for classifier.  

1) Car type=sports, shirt size=small, gender = male->class C0 
2) Car type=sports, shirt size=medium, gender = female->class C0 
3) Car type=luxury, shirt size=small, gender = female->class C1 
4) Car type=luxury, shirt size=small, gender=male->class C1 

 
Proposed Algorithm:  
Input: Training data set T, min-support, min- confidence 
Output: Classification Rules.  

1) n ← no. of Attributes  
C- Number of classes, 
Classification rule X → ci  

2) For each attribute Ai calculate Gini weighted average where  
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3) Select best attribute  
Best Attribute = Minimum (Weighted Average of Gini (attribute))  

4)      For each t   in training data set  
       i) (X → ci ) = candidates Gen. (Best attribute, T)  
       ii) If (Support (X → ci) > min-support  and min.confidence (x → (i))  
       iii)   Rule set ← (X → ci)  
5) From the generated association classification rules, test the rules on the 

test data and find the Accuracy.  
In our proposed method, we have selected the following attributes for heart 

disease prediction in Andhra Pradesh. 
1) Age 2) Sex 3) Hypertension 4) Diabetic 5) Systolic   BP 6) Dialectic BP 7) 

Rural / Urban .We collected the medical data from various corporate hospitals   
and applied our proposed approach to analyze the classification of heart disease 
patients 

6   Results and Discussion 

We have evaluated the accuracy of our proposed method on 9 data sets from SGI 
Repository [21]. A Brief description about the data sets is presented in Table 3. 
The accuracy is obtained by hold out approach [22], where 50% of the data was 
randomly chosen from the data set and used as training data set and remaining 
50% data was used as the testing data set.  The training data set is used to 
construct a model for classification. After constructing the classifier; the test data 
set is used to estimate the classifier performance. Class wise distribution for each 
data set is presented from Table 4-10 

Accuracy Computation: Accuracy measures the ability of the classifier to 
correctly classify unlabeled data.  It is the ratio of the number of correctly 
classified data over the total number of given transaction in the test data-set. 
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Accuracy = Number of objects correctly Classified  
   Total No. of objects in the test set.  

Table 11 and Fig. 2 Represents the classification rate of the rule sets generated by 
our algorithm. Table 12 represents the accuracy of various algorithms on different 
data sets. Table 13 shows the size of the rules set generated by our algorithm, 
CBA, C4.5.The table indicates that classification based association rule methods 
often produce larger rules than traditional classification techniques. Table 14 
shows the classification rules generated by our method, when we applied on heart 
disease data sets. 

 

 

Fig. 2 Accuracy of Various Data sets 

 
 

Table 3 Data set Description Table 4 Class distribution for weather 
Data 

 

Data Sets Transac
tions 

Items Classes 

   3 of 9 
Data 

150 9 2 

XD6 Data 150 9 2 
Parity 100 10 2 
Rooth 
Names 

100 4 3 

 Led7 Data 100 7 10 
Lens Data 24 9 3 

Multiplexer 
Data 

100 12 2 

Weather 
Data 

14 5 2 

Baloon data 36 4 2 

Table 5 Class distribution for lens Data 
 

Class Frequency  Probability 

Yes 9 9/14=0.64 

 No 5 5/14=0.36 

Class Frequency Probability 
Hard 
Contact 
lenses 

4 0.16 

soft 
Contact 
lenses 

5 0.28 

No  
Contact 
lenses 

15 0.625 
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Table 6 Class distribution for Balloon Data   

 
 

Class Frequency Probability 
True 4 0.44 
False 5 0.55 

Table 7 Class distribution for Multiplexer 
Data   
 

Class Frequency Probability 
true 55 0.55 
false 45 0.45 

 
Table 8 Class distribution for Parity Data 
 

Class Frequency Probability 
true 58 0.58 
false 42 0.42 

Table 9 Class distribution for XD6 data 
 

Class Frequency Probability 
true 41 0.27 
false 109 0.72 

Table 10 Class distribution for 3 of 9 data 

 

 

Class Frequency Probability 
true 73 0.48 
false 77 0.51 

Table 11 Accuracy of various data sets by 
Our algorithm 
 

Data set Accuracy 
3 of 9 Data 80 
 XD6 Data 78 
Parity 82 
 Rooth Names 77 
Led7 Data 80 
Lens Data 84 
Multiplexer Data 50 
Weather Data 80 
Baloon data  83 

 
Table 12 Accuracy of various algorithms on different data sets 
 

Data  Set C4.5 Naïve Bayes CBA Our Approach 

Contact lenses 83.33 70.83 66.67 84 

Led7 73.34 73.15 71.10 80 

Vote Data 88.27 87.12 87.39 88.5 

Weather Data 50.0 57.14 85 80 
 

Table 13 Rule Set generated by various algorithms  on different data sets    
 

Data Set C4.5 CBA Our Proposed 
Method 

 Contact lenses 4 6 13 

Led7 37 50 29 

Vote Data 4 40 30 

Weather Data - - 5 

Balloon Data 5 3 13 
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Table 14 Rules Generated for Heart Disease Prediction are 
 

Sl.no Rules 

1 Age>45,gender=male,systolicBP>120,Urban 
peopleHeart Disease 

2  Age>55,gender=female,HypertensionHeart 
Disease 

3 Age>45,gender=male,Hypertension,Diabetic 
peopleHeart Disease 

4 Age>55,gender=female,Hypertension,Diabetic 
people Heart Disease 

5 Age>55,gender=female,Hypertension,systolic 
BP>120 Heart Disease 

 

Rule 1 says that persons with age group above 45 and who lives in urban areas 
of Andhra Pradesh, they have high chance of getting heart disease. 

Rule 2 states that females in Andhra Pradesh with age group above 55 and 
hypertension have a high probability of having heart disease. 

Rule 3 to 5 confirms heart disease for risk factors like hypertension, diabetic. 
These rules characterize the patients with heart disease. 

7   Conclusions and Future Work  

In this paper, we have applied associative classification algorithm to medical 
health data to explore risk factors associated with heart disease. Associate 
classifiers are especially fit to applications where the model may assist the domain 
experts in their decisions. There are many domains such as medical, where the 
maximum accuracy of the model is desired. The model is applied for Andhra 
Pradesh population. Andhra Pradesh is at risk of more deaths due to CHD. 
Coronary heart disease can be handled successfully if more research is encouraged 
in this area. In the near feature we will investigate extraction of patterns associated 
with Heart Disease using associative classification and evolutionary algorithms. 
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An Application of K-Means Clustering for
Improving Video Text Detection
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Abstract. In the present work, we explore an extensive applications of Gabor filter
and K-means clustering algorithm in detection of text in an unconstrained complex
background and regular images. The system is a comprehensive of four stages: In
the first stage, combination of wavelet transforms and Gabor filter is applied to ex-
tract sharpened edges and textural features of a given input image. In the second
stage, the resultant Gabor output image is grouped into three clusters to classify the
background, foreground and the true text pixels using K-means clustering algorithm.
In the third stage of the system, morphological operations are performed to obtain
connected components, then after a concept of linked list approach is in turn used
to build a true text line sequence. In the final stage, wavelet entropy is imposed on
an each connected component sequence, in order to determine the true text region
of an input image. Experiments are conducted on 101 video images and on standard
ICDAR 2003 database. The proposed method is evaluated by testing the 101 video
images as well with the ICDAR 2003 database. Experimental results show that the
proposed method is able to detect a text of different size, complex background and
contrast. Withal, the system performance outreaches the existing method in terms
of detection accuracy.
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1 Introduction

Texture, Color and Shape based multimedia database registering and retrieving re-
quires a task of text detection in images, video etc. Text detection is the process of
determining the location of text in an image. Text region detection is mainly based
on texture and dominant orientation. Text regions are detected either by analyzing
the edges of the candidate regions or by using textural properties of an image. It pro-
vides primal information for text extraction and verification. Though many efforts
have been devoted to, it remains a challenge due to variations of background, font
of a text image. Text Information Extraction techniques can be broadly divided into
two classes: i) region based and ii) texture based methods. In Region based meth-
ods connected components(CC) or edges are found on the basis of their perceptive
difference with the background. This is followed by merging of the CCs or edges to
get the text bounding boxes. In Texture based methods text in an image has distinct
textural properties that gets distinguish from the background [1].

Most of the proposed text detection methods use text features, color, edge and
texture information. So to extract a text from an image and discriminate it from the
background, many researchers have applied heuristic rules based on empirical con-
straints and other few researchers have used machine-learning methods trained on
real data. Aradhya et.al.[2] describe the text detection method using wavelet trans-
form and Gabor filter. Kaushik et.al.[3] propose an approach for text detection, using
morphological operators and Gabor wavelet. Phan et. al.[4] describe an efficient text
detection based on the Laplacian operator. Shivakumara et.al.[5] proposed a Wavelet
Transform Based technique for video text detection. Recently, few research works
have carried out on K-means and connected component analysis in the domain of
text detection in video images. Shivakumara et.al.[6] describe a method based on
the Laplacian in the frequency domain for video text detection.

From the literature study, it is clear that, though the concept of K-means algo-
rithm and a connected component analysis have used in many of the text detection
approaches, the detection accuracy of the text region can still be improved without
missing any data. By sustaining the development of the system [2], we propose a
system with the combination of Gabor filter and K-means clustering is extensively
used to detect the true text region accurately in attaining better detection rate with a
very few missing data in numbers.

The remaining of our paper is structured as follows: In Section 2, as per the stages
the proposed method is described. Section 3 presents the experimental results and
performance evaluation on considered datasets, and finally in Section 4 conclusions
are drawn.

2 Proposed Methodology

Proposed method is an improvised work of a robust multilingual text detection ap-
proach based on transforms and wavelet entropy [2]. An efficient texture feature
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information is extracted by applying wavelet transforms and Gabor filter as de-
scribed in [2]. The resulted Gabor output image is grouped into three clusters to
classify the background, foreground and the sharpened texture edges obtained by
applying the K-means clustering. In the next stage, morphological operations are
performed to obtain connected components, then after a concept of linked list ap-
proach is in turn used to build a true text line sequence. In the final stage, wavelet
entropy is imposed on an each connected component sequence in order to determine
the true text region of an input image. The complete text detection procedure of our
work is explained in the following subsections.

2.1 An Integrated Approach of Gabor Filter and K-Means
Clustering for an Efficient Text Region Classification

The work performed using Wavelet transform and Gabor based method [2] is em-
ployed in our proposed method. In this we selected an average image of details of
three orientation such as horizontal, vertical and diagonal images. The obtained de-
tail information represents the sharpen edges of an image in all three orientations
and this is subsequently used by Gabor filter to extract the textural information.

Gabor filter is optimally localized as per the uncertainty principle in both the
spatial and frequency domain. That is the Gabor filter is highly selective in both
position and frequency. This results in sharper texture boundary detection as in [2].
The main purpose of applying K-means clustering to a resultant Gabor image is to
classify a highest energy class as a text candidates and the remaining classes as a
uncertainty and non-text pixels. In the present work we considered three clusters to
classify objects based on the feature set.

Choosing K is often an ad hoc decision based on prior knowledge, assumptions
and practical experience [11]. Likewise we practically worked on choosing K value.
Initially we set the value K=2 and observed true text pixels including false deteceted
blocks. The obtained text classification result is shown in Figure 1(b) for the input
image Figure 1(a). When we set the value K=3, we observed the true text regions
are well classified compared to two clusters set in the first demonstration and results
obtained to the same input image is shown in Figure 1(c) accordingly. The main idea
behind applying K-means clustering by choosing a value K=3 for resultant Gabor
image is, it considerably reduces the non-text pixels and efficiently classifies the text
region from the background.

2.2 Morphological Operations and an Implementation of a
Linked List Approach

To the obtained K-means clustering resultant image, we applied morphological op-
erations to get a connected components of true text pixels. A concept of linked list
approach [7] is then used to build a true text line sequence in order to get a sequence
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Fig. 1 (a)Sample Input Image of 101 video images (b) K-means clustering images obtained
for an input image when K=2 (c) K-means clustering image obtained for an input image when
K=3

Fig. 2 (a) Resultant images obtained after applying morphological operations and as a se-
quence of true text line sequence of components after applying linked list approach (b) Re-
sulted image of truly detected text region

of connected components to detect a sequence of true text regions of an input image.
The results obtained for these stages are shown in Figure 2(a).

2.3 Wavelet Entropy

From the obtained sequence of connected components, we imposed the wavelet
entropy to the corresponding region of a sequence of connected components in an
input image, inorder to extract true text region as well to eliminate falsy blocks of an
image. Then we extracted an energy information from an input image of the regions
specified. Average energy of all the regions specified in the input image is fixed as
threshold α . If the specified sequence of a text region ≥ α , where α is the threshold,
it is considered as a text region or else considered as a non-text region. Figure 2(b)
shows the text region obtained from the above mentioned procedure.

3 Experimental Results and Performance Evaluation

The proposed system is tested on two datasets. Firstly, a dataset of 101 video images
provided by [4] comprising news programmers, sport video and movie clips. The
dataset also includes both graphic text and seen text of different languages, e.g.
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English, Chinese and Korean in the dataset. Second,the most cited ICDAR 2003
dataset [12], which contains images with text of varying sizes and positions. In order
to evaluate the performance of proposed method, we used the following criteria:

• Truly Detected Block(TDB): A detected block that contains a text line, partially
or fully.

• False Detected Block(FDB): A detected block that does not contain text.
• Text Block with Missing Data(MDB): A detected block that misses some char-

acters of a text line (MDB is a subset of TDB).

Table 1 shows the results obtained for existing and proposed method on the database
provided by [4]. For each image in the dataset we manually count the Actual Text
Blocks(ATB). The performance measures defined as follows:

• Detection Rate (DR) = TDB / ADB
• False Positive Rate (FPR) = FDB /( TDB + FDB )
• Miss Detection Rate (MDR) = MDB / TDB

Table 1 shows the comparative study of proposed and existing methods. From this
table is clear that the obtained TDBs are more i.e. the system detects more number
of true text blocks, FDBs are sustained as in Transforms and Gabor based method,
which indicates that there exists few alarms. MDBs are considerably reduced, which
shows that the miss detection of text blocks are very few in number. We compared
the proposed method with the existing text detection methods such as Edge-based
[8], Gradient-based [9], Uniform-colored [10], Laplacian [4] and Transforms and
Gabor based [2] methods. In order to evaluate the performance of the proposed
method we considered 101 test images provided by [4]. From Table2, it is clear that
the proposed method has higher DR and lesser MDR compare to existing methods
and FPR is sustained as of Transforms & Gabor based method. The main goal of
the proposed system is to achieve highest DR by detecting true text blocks of an
image, we reached DR=98.9%, MDR=3.0% though FPR=13.7% which is sustained
as of Transforms & Gabor based method. By the conduct of experiment, it is proved
that the propose method exhibits higher detection rate and considerably lesser miss
detection rate than the existing methods.

We also evaluated proposed method on a standard ICDAR 2003 dataset. Table3,
shows obtained results and performance evaluation with the existing Transforms and
Gabor based method on standard ICDAR 2003 dataset. The resultant text detection

Table 1 Results obtained for the dataset of 101 video imaages of[4]

Method ATB TDB FDB MDB

Edge-based[8] 491 393 86 79
Gradient-based[9] 491 349 48 35
Uniform-colored[10] 491 252 95 94
Laplacian[4] 491 458 39 55
Transform & Gabor based[2] 491 481 78 53
Proposed method 491 486 78 15
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Table 2 Performance results obtained on dataset[8]

Method DR FPR MDR

Edge-based[8] 80.0 18.0 20.1
Gradient-based[9] 71.1 12.1 10.0
Uniform-colored[10] 51.3 27.4 27.4
Laplacian[4] 93.3 7.9 7.9
Transform& Gabor based[2] 97.9 13.9 11.0
Proposed method 98.9 13.7 3.0

image of ICDAR 2003 dataset image is shown in Figure 3(b) for an input image
shown in Figure 3(a). The vital part of our proposed method is that classifying the
resultant Gabor image into three clusters by applying K-means clustering algorithm.
With this we could able to detect true text regions effectively.

Table 3 Measures and Performance results obtained on ICDAR2003

Method ATB TDB FDB MDB DR FPR MDR

Transform & Gabor based[2] 124 119 74 23 95.96 38.34 19.3
Proposed method 124 120 34 3 96.7 22 2.5

Fig. 3 (a) An input image of ICDAR 2003 dataset (b) The resulted text detection image

4 Conclusion

The proposed system is a development of an efficient text detection approach able to
detect text of multilingual languages of different fonts, contrast and in unconstrained
background. The key concept of our system is to detect true text region without
missing any data, which is performed extensively by using the combination of Gabor
filter and K-means algorithm. A concept of wavelet entropy which is used in our
previous work [2] is applied to a result of the above mentioned combination of
concepts to detect a true text region of an image. Experiments are conducted on
two different datasets comprising of challenging images and varying background



An Application of K-Means Clustering for Improving Video Text Detection 47

images: (1) standard ICDAR 2003 dataset, (2) dataset of 101 video images. The
present improvised proposed system performance analysis has done on dataset of
101 video images and standard ICDAR 2003 dataset. The proposed system exhibits
better text detection with drastically decreasing the missing of data in a exact text
region detection.
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Integrating Global and Local Application  
of Discriminative Multinomial Bayesian 
Classifier for Text Classification 

Emmanuel Pappas and Sotiris Kotsiantis1 

Abstract. The Discriminative Multinomial Naive Bayes classifier has been a cen-
ter of attention in the field of text classification. In this study, we attempted to in-
crease the prediction accuracy of the Discriminative Multinomial Naive Bayes by 
integrating global and local application of Discriminative Multinomial Naive 
Bayes classifier. We performed a large-scale comparison on benchmark datasets 
with other state-of-the-art algorithms and the proposed methodology gave better 
accuracy in most cases. 

1   Introduction 

Text classification has been an important application since the beginning of digital 
documents. Text Classification is the assignment of classifying a document under 
a predefined category. Sebastiani gave a nice review of text classification domain 
[17].  

In this study, we attempted to increase the prediction accuracy of the Discri-
minative Multinomial Naive Bayes [19] by integrating global and local application 
of Discriminative Multinomial Naive Bayes classifier. Finally, we performed a 
large-scale comparison with other state-of-the-art algorithms on benchmark data-
sets and the proposed methodology had enhanced accuracy in most cases. 

A brief description of data pre-processing of text data before machine learning 
algorithms can be applied is given in Section 2. Section 3 describes the most well 
known machine learning techniques that have been applied in text classification. 
Section 4 discusses the proposed method. Experiment results of the proposed 
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method with other well known classifiers in a number of data sets are presented in 
section 5, while brief summary with further research topics are given in Section 6. 

2   Data Preprocessing 

A document is a sequence of words [2]. So each document is typically represented 
by an array of words. The set of all the words of a data set is called vocabulary, or 
feature set. Not all of the words presented in a document are useful in order to 
train the classifier [13]. There are worthless words such as auxiliary verbs, con-
junctions and articles. These words are called stop-words. There exist many lists 
of such words which can be removed as a preprocess task. Stemming is another 
ordinary preprocessing step. A stemmer (which is an algorithm which performs 
stemming), removes words with the same stem and keeps the stem or the most 
general of them as feature [17]. 

An auxiliary feature engineering choice is the representation of the feature val-
ue [26]. Frequently, a Boolean indicator of whether the word took place in the 
document is satisfactory. Other possibilities include the count of the number of 
times the word is presented in the document, the frequency of its occurrence nor-
malized by the length of the document, the count normalized by the inverse docu-
ment frequency of the word.  

The aim of feature-selection methods is the reduction of the dimensionality of 
the data by removing features that are measured irrelevant [3]. This transformation 
procedure has a number of advantages, such as smaller dataset size, smaller com-
putational requirements for the text classification algorithms and considerable 
shrinking of the search space. Scoring of individual words can be carried out using 
some measures, such as document frequency, term frequency, mutual information, 
information gain, odds ratio, χ2 statistic and term strength [5], [15], [18]. What is 
universal to all of these feature-scoring methods is that they bring to a close by 
ranking the features by their independently determined scores, and then select the 
top scoring features. Forman presented benchmark comparison of twelve metrics 
on well known training sets [3]. Since there is no metric that performs constantly 
better than all others, researchers often combine two metrics [6].  

Feature Transformation varies considerably from Feature Selection approaches, 
but like them its purpose is to reduce the feature set size [26]. This approach com-
pacts the vocabulary based on feature concurrencies. Principal Component Analy-
sis is a well known method for feature transformation [23]. In the text mining 
community this method has been also named Latent Semantic Indexing (LSI) [1].  

3   Machine Learning Algorithms 

After feature selection and transformation the documents can be without difficulty 
represented in a form that can be used by a ML algorithm. Many text classifiers 
have been proposed in the literature using different machine learning techniques 
such as Naive Bayes, Nearest Neighbors, and lately, Support Vector Machines. 
Although many approaches have been proposed, automated text classification is 
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still a major area of research mainly because the effectiveness of current auto-
mated text classifiers is not perfect and still needs improvement.  

Naive Bayes is often used in text classification applications and experiments 
because of its simplicity and effectiveness [8]. However, its performance is often 
degraded because it does not model text well. Schneider addressed the problems 
and show that they can be resolved by some simple corrections [16]. In [25], an 
auxiliary feature method is proposed as an improvement to simple Bayes. It de-
termines features by a feature selection method, and selects an auxiliary feature 
which can reclassify the text space aimed at the chosen features. Then the corre-
sponding conditional probability is adjusted in order to improve classification  
accuracy.  

Mccallum and Nigam [14] proposed the NB-Multinomial classifier with good 
results. Klopotek and Woch presented results of empirical evaluation of a Baye-
sian multinet learner based on a new method of learning very large tree-like Baye-
sian networks [9]. The study suggests that tree-like Bayesian networks can handle 
a text classification task in one hundred thousand variables with sufficient speed 
and accuracy.  

In learning Bayesian network classifiers, parameter learning often uses Fre-
quency Estimate (FE), which determines parameters by computing the appropriate 
frequencies from dataset. The major advantage of FE is its competence: it only 
needs to count each data point once. It is well-known that FE maximizes likeli-
hood and therefore is a characteristic generative learning method. In [19], the au-
thors proposed an efficient and effective discriminative parameter learning 
method, called Discriminative Frequency Estimate (DFE). The authors’ motiva-
tion was to turn the generative parameter learning method FE into a discriminative 
one by injecting a discriminative element into it. DFE discriminatively computes 
frequencies from dataset, and then estimates parameters based on the appropriate 
frequencies. They named their algorithm as Discriminative Multinomial Bayesian 
Classifier. 

Several authors have shown that support vector machines (SVM) provide a fast 
and effective means for learning text classifiers [7], [10], [21], [24]. The reason 
for that is SVM can handle exponentially many features, because it does not have 
to represent examples in that transformed space, the only thing that needs to be 
computed efficiently is the similarity of two examples. 

kNN is a lazy learning method as no model needs to be built and nearly all com-
putation takes place at the classification stage. This prohibits it from being applied to 
large datasets. However, k-NN has been used to text categorization since the early 
days of its research [4] and is one of the most effective methods on the Reuters cor-
pus of newswire stories – a benchmark corpus in text categorization. 

A problem of supervised algorithms for text classification is that they normally 
require high-quality training data to build an accurate classifier. Unfortunately, in 
many real-world applications the training sets present imbalanced class distribu-
tions. In order to deal with this problem, a number of different approaches such as 
sampling have been proposed [12], [20]. 
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4   Proposed Methodology 

The proposed model simple trains a Discriminative Multinomial Bayesian Classi-
fier (DMNB) classifier during the train process. For this cause, the training time of 
the model is that of simple DMNB. During the classification of a test document 
the model calculate the probabilities each class and if the probability of the most 
possible class is at least two times the probability of the next possible class then 
the decision is that of global DMNB model. However, if the global DMNB is not 
so sure e.g. the probability of the most possible class is less than two times the 
probability of the next possible class; the model finds the k nearest neighbors us-
ing the selected distance metric and train the local simple DMNB classifier using 
these k instances. Finally, in this case the model averages the probabilities of 
global DMNB with local DMNB classifier for the classification of the testing in-
stance. It must be mentioned that local DMNB classifier is only used for a small 
number of test documents and for this reason classification time is not a big prob-
lem. Generally, the proposed ensemble is described by pseudo-code in Fig 1.  

 
Training: 
Build Global DMNB in all the training set  
Classification: 
1. Obtain the test document 
2. Calculate the probabilities of belonging the document in each class of the dataset. 
3. If the probability of the most possible class is at least two times the probability of the 

next possible class then the decision is that of global DMNB model else 
a. Find the k(=50) nearest neighbors using the selected distance metric (Man-

hattan in our implementation) 
b. Using as training instances the k instances train the local DMNB classifier 
c. Aggregate the decisions of global DMNB with local DMNB classifier by av-

eraging of the probabilities for the classification of the testing instance. 

Fig. 1 Integrating Global and Local Application of Naive Bayes Classifier (IGLDMNB) 

Combining instance-based learning with DMNB is inspired by improving 
DMNB through relaxing the conditional independence assumption using lazy 
learning. It is expected that there are no strong dependences within the k nearest 
neighbors of the test instance, although the attribute dependences might be strong 
in the whole dataset. Fundamentally, we are looking for a sub-space of the in-
stance space in which the conditional independence assumption is true or almost 
true. 

5   Comparisons and Results 

For the purpose of our study, we used well-known datasets from many domains 
text datasets donated by George Forman/Hewlett-Packard Labs (http://www.hpl. 
hp.com/personal/George_Forman/). These data sets were hand selected so as to 
come from real-world problems and to vary in characteristics.  



Integrating Global and Local Application of DMNB Classifier for Text Classification 53
 

For our experiments we used Naive Bayes Multinomial algorithm and Dis-
criminative Multinomial Naive Bayes classifier. The Sequential Minimal Optimi-
zation (or SMO) algorithm was the representative of the Support Vector Machines 
in out study. It must be mentioned that we used for the algorithms the free avail-
able source code by the book [23]. In order to calculate the classifiers’ accuracy, 
the whole training set was divided into 10 mutually exclusive and equal-sized sub-
sets and for each subset the learner was trained on the union of all of the other 
subsets.  Then, the average value of the 10-cross validation was calculated.  

In Table 1, we present the average accuracy of each classifier. In the same ta-
bles, we also represent with “v” that the proposed IGLDMNB algorithm looses 
from the specific algorithm. That is, the specific algorithm performed statistically 
better than IGLDMNB according to t-test with p<0.05. Furthermore, in Table 1, 
“*” indicates that IGLDMNB performed statistically better than the specific clas-
sifier according to t-test with p<0.05. In all the other cases, there is no significant 
statistical difference between the results (Draws).  

Table 1 Comparing the proposed algorithm with other well known algorithms 

Data-set IGLDMNB DMNB SMO NB-Multinomial 

oh0 92.14 91.23 81.96* 89.03* 

oh10 84.58 83.81 74.86* 81.24* 

oh15  85.22 84.77 72.72* 83.78 

re0 83.99 83.78 75.47* 80.38 

re1 83.10 82.86 74.29* 83.35 

tr11 89.27 86.23* 74.17* 84.79* 

tr12 91.06 86.91* 74.46* 83.05* 

tr21 92.52 91.93 79.46* 63.37* 

tr23 93.29 91.17* 74.12* 71.55* 

tr41 96.97 96.36 87.02* 94.42* 

 
The proposed method is significantly more accurate than single NB-

Multinomial in 7 out of the 10 data sets, while it has not significantly higher error 
rates than NB-Multinomial in any data set. Moreover, the proposed algorithm is 
significantly more accurate than SMO algorithm in all data sets. Finally, the pro-
posed method is significantly more accurate than simple DMNB [21] in 3 out of 
the 10 data sets, while it has not significantly higher error rates than DMNB in any 
data set.  

In brief, we managed to improve the performance of the Discriminative Multi-
nomial Bayesian Classifier obtaining better accuracy than other well known classi-
fiers. We have implemented the proposed algorithm in a software tool (see Fig. 2). 
The tool expects the training set as an Attribute-Relation File Format. The class at-
tribute must be in the last column. After the training of the model (from few sec-
onds to few minutes to complete), one is able to predict the class of the new text. 
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Fig. 2 A screenshot of the implemented tool 

6   Conclusion 

The text classification problem is a machine learning research topic, specially giv-
en the vast number of documents available in the form of web pages and other 
electronic texts like discussion forum postings, emails, and other electronic docu-
ments [22]. In this work, we managed to improve the performance of the Dis-
criminative Multinomial Bayesian Classifier. We performed a large-scale com-
parison with other a state-of-the-art algorithms on 10 standard benchmark datasets 
and we took better accuracy in most cases. Reuters Corpus Volume I (RCV1) is an 
archive of over 800,000 manually categorized newswire stories recently made 
available by Reuters, Ltd. for research purposes [11]. Using this collection, we can 
compare more extensively the proposed algorithm. 
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Protein Secondary Structure Prediction Using
Machine Learning

Sriparna Saha, Asif Ekbal, Sidharth Sharma,
Sanghamitra Bandyopadhyay, and Ujjwal Maulik

Abstract. Protein structure prediction is an important component in understanding
protein structures and functions. Accurate prediction of protein secondary structure
helps in understanding protein folding. In many applications such as drug discovery
it is required to predict the secondary structure of unknown proteins. In this paper we
report our first attempt to secondary structure predication, and approach it as a se-
quence classification problem, where the task is equivalent to assigning a sequence
of labels (i.e. helix, sheet, and coil) to the given protein sequence. We propose an
ensemble technique that is based on two stochastic supervised machine learning
algorithms, namely Maximum Entropy Markov Model (MEMM) and Conditional
Random Field (CRF). We identify and implement a set of features that mostly deal
with the contextual information. The proposed approach is evaluated with a bench-
mark dataset, and it yields encouraging performance to explore it further. We ob-
tain the highest predictive accuracy of 61.26% and segment overlap score (SOV) of
52.30%.

1 Introduction

Predicting protein structure and function from amino acid sequences has a key role
in molecular biology. Proteins are made of long chains of amino acid residues.
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A gene encodes a specific amino acid sequence. After translation it folds into a
unique three-dimensional conformation. The problem of protein structure predic-
tion is to predict this conformation (the protein’s tertiary structure) from the amino
acid sequence (the protein’s primary structure). The structure of a protein determines
the biological function of a protein. Thus structure prediction is an important step
for predicting function of that protein. Potential applications of structure prediction
range from elucidation of cellular processes to vaccine design. As the number of
known protein sequence is increasing due to various genome and other sequencing
projects, the problem of protein secondary structure prediction is becoming more
important [Thorton(2001)].

In this paper we report our preliminary work on protein secondary structure
prediction, where the overall problem is cast as a sequence classification prob-
lem. Given a sequence of protein sequence, the task is to assign correct labels,
i.e. helix, sheet, and coil. As base classifiers we use two stochastic learning algo-
rithms, namely Maximum Entropy Markov Model (MEMM) and Conditional Ran-
dom Field (CRF). We identify a set of features that mostly deal with the contextual
information. Based on the different feature subsets, several classification models
are built using these two algorithms. Thereafter these models are then combined
together into a final system using a weighted voting approach. The system is evalu-
ated in terms of two prediction metrics, namely accuracy and segment overlap score
(SOV). The proposed approach is evaluated on the benchmark dataset of RS126, and
we observed the highest prediction accuracy (Q3) of 61.26% and segment overlap
score (i.e. SOV) of 52.30%.

2 Proposed Approach

The problem of protein secondary structure prediction belongs to the larger domain
of classification problems. The task in such problems is to observe some context
(read residue) b ∈ B and predict its class (read segment) a ∈ A accurately. This
involves constructing a classifier B → A. Mathematically, it is the same as imple-
menting a conditional probability distribution p, so that the probability p

(
a
b

)
is the

probability of residue a given some context (which may be a collection of residues
and other “features”) b. This classifier is built on a probabilistic model rather than
a deterministic one because the “context”is never large enough to reliably specify a
deterministic f : B → A.

Here we use two such probabilistic models, the Maximum Entropy Markov
Model (or, MEMM) and the Conditional Random Fields (CRFs). Both of these
models treat the protein secondary structure prediction problem as the so-called
input-output problem where the task is to take an input sequence and produce an
output sequence containing the labels of the corresponding input sequence. For the
problem at hand, the cardinality of the set of residues is 20. The secondary struc-
ture definition program DSSP that we use assigns these residues to eight different



Protein Secondary Structure Prediction Using Machine Learning 59

classes. For the sake of simplicity of implementation, we reduce these to 3 classes,
namely Helix (H), Sheet (E) and Coil(C).

The maximum entropy Markov model (MEMM) estimates probabilities based on
the principle of making as few assumptions as possible, other than the constraints
imposed. It agrees with the maximum likelihood distribution, and has the exponen-
tial form

P(t|h) = 1
Z(h)

exp(
n

∑
j=1

λ j f j(h, t)) (1)

where, t is the structure type, h is the context (or history), f j(h, t) are the features
with associated weight λ j and Z(h) is a normalization function.

We use the OpenNLP Java based MaxEnt package1 for the computation
of the values of the parameters λ j. We use the Generalized Iterative Scaling
[Darroch and Ratcliff(1972)] algorithm to estimate the MaxEnt parameters.

Maximum Entropy Markov Models serve well as probabilistic frameworks in
wide variety of application but they suffer from the so-called label bias problem
where the classifier tends to be more biased towards states with fewer outgoing
transitions. This is due to the fact that states with low-entropy next state distributions
are less likely to notice an observation sequence. A more robust model, Conditional
Random Field [Lafferty et al(2001)Lafferty, McCallum, and Pereira] is defined as a
random field globally conditioned on the sequences to be labeled. This global model
can efficiently avoid the demerits of MEMM.

Conditional Random Field (CRF) [Lafferty et al(2001)Lafferty, McCallum, and
Pereira] is an undirected graphical model, a special case of which corresponds to
conditionally trained probabilistic finite state automata. Being conditionally trained,
CRF can easily incorporate a large number of arbitrary, non-independent features
while still having efficient procedures for non-greedy finite-state inference and train-
ing. We use C++ based CRF++ package 2, a simple, customizable, and open source
implementation of CRF for segmenting or labeling sequential data.

Initially, a number of models are built based on MEMM and CRF. Each of the
MEMM and CRF is fed with a number of features that are extracted automatically
from the given training data. We build a number of models of these classifiers by
considering various feature subsets. Finally these models are combined together
into a final system by defining appropriate voting mechanisms, i.e. majority voting
or weighted voting. In case of majority voting the label proposed by the majority of
the models is assigned to the corresponding sequence. In case of weighted voting,
the weights are calculated based on the accuracy of the classifiers.

From the training data we extract a feature vector consisting of the features and
class label. Now, we have a training data in the form (Wi,Ti), where, Wi is the ith

protein sequence and its feature vector and Ti is its corresponding output class.
For MEMMs we use the traditional neighborhood window features surrounding to
the current protein sequence. In our analysis, we also incorporate dynamic features
wherein we use the predicted output of the previous two context observations as a

1 http://maxent.sourceforge.net/
2 http://crfpp.sourceforge.net
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part of the context of current observation. This is done in order to incorporate the
fact that the residues belonging to same segments tend to lie in proximity. For CRF,
we consider various combinations from the set of feature templates as given by,
F1 ={wi−m, . . . ,wi−1,wi,wi+1, . . . ,wi+n; Combination of wi−1 and wi; Combination
of wi and wi+1; B (bigram feature template)}

The bi-gram feature template computes the feature combinations of the current
and previous tokens.

3 Datsets, Metrics and Evaluation Results

We experiment with the benchmark dataset of RS126. It consists of 126 proteins
with sequence similarity less than 25%. In order to perform three-fold cross val-
idation we generate three different subsets. One is withheld for testing while the
remaining two are used as the training sets. This process is repeated three times to
perform three-fold cross validation.

Data Encoding: DSSP is the most widely used secondary structure definition pro-
gram that assigns residues to eight different segment classes based on hydrogen
bonding patterns. These eight classes are reduced to three for the sake of simplicity
of implementation. The H, G and I are mapped to H; E is mapped to E and the rest
are mapped to C, where H,E,C ∈ SegmentClasses. This is motivated by the fact
that for the data set used in the study, this reduction minimizes number of discrete
states.

Evaluation Metrics: For our analysis, we use two standard metrics of accuracy
measurement, the per residue accuracy where we compare every predicted segment
for each residue with the solved segment determined by secondary structure defi-
nition program. The result is just a linear one to one comparison of predicted and
solved structure. However, this accuracy metric has some intrinsic flaws as pointed
out by [Zemla et al(1999)Zemla, Venclovas, Fidelis, and Rost]. So we have used the
modified Segment overlap method illustrated in Zemla et al(1999)Zemla, Venclo-
vas, Fidelis, and Rost. In our observation, the accuracy determined by this method
is less than the per-residue accuracy but this metric is quite useful over the former.

Experiments and Discussions: We report the results of 3-fold cross validation. Ta-
ble 1 presents the results of MEMM by considering only the contextual information
of the current protein sequence. In table, MEMMstatic5 represents MEMM with a
static feature set of previous two and next two sequences, i.e. wi+2

i−2 = wi−2 . . .wi+2

and MEMMstatic7 represents the MEMM with a static feature set of window size 7.
We then introduce the dynamic information into models that incorporate the out-
put labels of the previous two elements. Results are reported in Table 2 that shows
significant drop in the overall performance. Thereafter, we evaluate the CRF based
model. Table 3 reports the results of CRF classifier, CRFstatic7 represents the CRF
model with features set that considers a context of previous three and next three
elements. The second model also incorporates the bigram feature that computes the
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Table 1 Results of MEME-I

PR SOV
MEMMstatic5 57.349 44.534
MEMMstatic7 55.358 44.295

Table 2 Results of MEME-II

PR SOV
MEMMdynamic5 36.990 27.549
MEMMdynamic7 38.975 7.3205

combinations of the current and previous elements in sequence. The second model
does not perform well, may be due to the lack of enough evidences in training. Com-
parisons between MEMM and CRF show the superiority of the later over the former.
In Table 4 we report the evaluation figures of CRF by considering the bi-gram (i.e.
two residues in sequence) or tri-gram (i.e. three residues in sequence) combination
of all adjacent residues. The first row does not include the bi-gram feature combi-
nation whereas the second one includes the bi-gram feature combination.

Table 3 Results of CRF-I

PR SOV
CRFstatic7 54.627 33.323
CRFdynamic7 52.425 27.05

Table 4 Results of CRF-II

PR SOV
CRFcumstatic7 56.853 41.907
CRFcumdynamic7 56.824 48.074

Ensemble of the Classifiers

We constructed 8 different models of MEMM and CRF by varying the different
subsets of features. These models are shown below:

1. Model-1: MEMM with previous two and next two residues, i.e. wi+2
i−2 =

wi−2 . . .wi+2 of wi.
2. Model-2:MEMM with previous three and next three residues, i.e. wi+3

i−3 =
wi−3 . . .wi+3 of wi.

3. Model-3:MEMM with previous two and next two residues, i.e. wi+2
i−2 =

wi−2 . . .wi+2 of wi, and output labels of previous two residues, i.e. ti−2ti−1.
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4. Model-4: MEMM with previous three and next three residues, i.e. wi+3
i−3 =

wi−3 . . .wi+3 of wi, and output labels of previous two residues, i.e. ti−2ti−1.
5. Model-5: CRF with previous three and next three residues, i.e. wi+3

i−3 =
wi−3 . . .wi+3 of wi.

6. Model-6:CRF with previous three and next three residues, i.e. wi+3
i−3 = wi−3 . . .

wi+3 of wi; and the bigram feature template that computes the feature combina-
tion of the current and previous residues.

7. Model-7:CRF with previous three and next three residues, i.e. wi+3
i−3 = wi−3 . . .

wi+3 of wi; combination of wi−1 and wi.
8. Model-8: CRF with previous three and next three residues, i.e. wi+3

i−3 = wi−3 . . .
wi+3 of wi; combination of wi−1 and wi, output label of the previous residue, i.e.
ti−1 .

These models are combined together into a final system by majority and weighted
voting methods. In majority voting, the final label is determined from the majority
of the models’ outputs. Random selection is used for resolving ties.

Where AccVoting is the accuracy of model ensembled by taking majority voting
among different models. AccVoting achieved the PR and SOV values of 50.22%, and
34.99%, respectively.

Performance in this model shows that there is a considerable difference among
the outputs as predicted by different machine learning frameworks or even same
machine learning frameworks under different feature sets. It is to be noted that these
systems could even perform better when they act stand-alone. In the weighted vot-
ing construction, we consider the conditional probabilities of each class as the corre-
sponding weight. The conflicts are again resolved by random selection among ties.
We conduct the following two set of weighted voting experiments:

1. Set-1: Each classifier assigns weight to each of the three possible classes (i.e. E,
H and C) for each residue. Thus, in total we have 24 outputs for each residue.
For each of the three classes we have eight confidence scores. These are summed
and normalized by dividing with 8 (i.e. maximum possible confidence weights).
Finally, for each residue, we have three normalized scores, each one for three
different classes. Based on the weight, the final class label is assigned to the
corresponding residue.

2. Set-II: In each classifier, we assign a class label to a residue depending upon the
highest confidence value. We form an ensemble of eight classifiers by consid-
ering only these winning classes. The final class label is determined from these
eight confidence scores.

Where AccWeightedVoting is the accuracy measured by conducting a weighted vot-
ing among participating frameworks. The weight is the corresponding confidence
value. AccWeightedVoting achieved the PR and SOV values of 60.93%, and 51.66%,
respectively.

Where AccWWC is the accuracy measured by conducting a weighted voting
among the winners of participating frameworks. AccWWC achieved the PR and SOV
values of 61.26%, and 52.30%, respectively.
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Results with these weighted voting mechanisms suggest that the ensemble that
was constructed by considering only the wining classes performs better. It is to be
noted that individual model sometimes performs better in comparison to the ensem-
ble formed by majority voting approach.

4 Conclusion

Protein structure prediction is an important component in understanding protein
structures and functions. In this paper we have reported our preliminary work on
protein secondary structure predication using the supervised machine learning ap-
proaches. We have proposed an ensemble technique that is based on two stochastic
supervised machine learning algorithms, namely Maximum Entropy Markov Model
(MEMM) and Conditional Random Field (CRF). We have identified and imple-
mented a set of features that mostly deal with the contextual information and pre-
vious knowledge. The proposed approach is evaluated with a benchmark dataset,
namely RS126. We obtain the highest predictive accuracy of 61.26% and segment
overlap score (SOV) of 52.30%. In future we would like to investigate some biolog-
ically motivated set of features.
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Refining Research Citations through Context 
Analysis 

G.S. Mahalakshmi, S. Sendhilkumar, and S. Dilip Sam* 

Abstract. With the impact of both the authors of scientific articles and also 
scientific publications depending upon citation count, citations play a decisive role 
in the ranking of both researchers and journals. In this paper, we propose a model 
to refine the citations in a research article verifying the authenticity of the citation. 
This model will help to eliminate author-centric and outlier citations thereby 
refining the citation count of research articles. 

1   Introduction 

This model is intended to serve as an environment for calculating the context 
relevant citations and thereby its count and ultimately finding an article‘s citation 
impact. The journal impact factor [17] was designed mainly to compare the 
citation impact of one journal with other journals. A journals impact factor is 
based on two factors: 

 

• numerator denoting the number of citations in the current year to any items 
published in the journal in the previous two years  

• denominator denoting the number of substantive articles in the last two 
years.  

 

The numerator is not always accurate due to guest citations or false citations. This 
system aids in overcoming this problem by finding the appropriate numerator 
count by evaluating the citations made for context relevance. In this paper, we 
propose to find the context relevancy between the cite and the base paper it cites 
by extracting a citation context around the cite placeholder. We extend the notion 
of semantic similarity between two entities to consider inherent relationships 
between concepts/words appearing in the citation contexts extracted, using fuzzy 
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cognitive maps. Extracting entity description by referring to an ontology such as 
Wordnet [http://wordnet.princeton.edu/] and Wikipedia [http://en.wikipedia.org/ 
wiki/Main_Page], has been used in earlier frameworks. We build on such earlier 
techniques and use our evolved domain specific ontology for computing 
similarity. Our similarity computation using fuzzy cognitive maps provides a 
closer resemblance to the workings of the human mind. 

2   Related Work 

2.1   Research Impact Analysis 

The impact factor of a journal is calculated as the frequency with which its 
published papers are cited up to two years after publication [19]. It is a hidden 
process [2–4] and is highly sensitive to the categorisation of papers as ‘citeable’ 
(e.g., re-search-based) or ‘frontmatter’ (e.g., editorials and commentary) [6]. 
Attempts to replicate or to predict the reported values have generally failed [5–8]. 
With the emergence of more sophisticated metrics for journals [3, 4, 9, 10], the job 
of assessing the importance of specific papers is becoming an important area of  
research. However, impact factor—or any other journal-based metric for that 
matter—cannot escape an even more fundamental problem: it is simply not 
designed to capture qualities of individual papers [16]. 

An article with higher citations need not actually be concluded as the best, 
because more authors will lead to more self-citations [15].For finding a journal‘s 
impact factor, the time frame for citations is a major criterion to be accounted for. 
Initial-ly, the time frame for impact factor calculation was assumed as 2. In later 
years another factor called ‘Eigen factor’ evolved to solve this issue [Impact 
Factor Cochrane Database of Systematic Reviews (CDSR),2009]. However even 
in this methodology, the self-citation counts are eliminated. In addition, related 
indices like immediacy index, cited half-life and aggregate impact factor are 
considered. These indices suit well but only for the journal as a whole rather than 
for an individual article of the respective journal. However a newer index, namely 
‘h-index,’ is coined by Hirsch to solve this issue [16] [18].Though h-index was 
very useful, it does not account for the number of authors of an article. It 
possesses no significance to the authors, their positions or contributions in the 
article, etc [18].The h-index is merely a natural number and it does not include the 
self-citations that the particular article has gained. This is similar to the issue 
addressed in the ‘Eigen factor’. Other issues found with the h-index are that it 
does not account for article content. It just measures the article productivity i.e. 
page count. The scientific impact of a publication can be determined not only 
based on the number of times it is cited but also based on the citation speed with 
which its content is noted by the scientific community. This is tackled through 
speed index [18], which is the number of months that have elapsed since the first 
citation. Further empirical studies in different disciplines based on larger data sets 
will be needed to test the validity of the citation speed index. Many of the  
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disadvantages that have been discussed in connection with the h-index and its 
variants surely apply to the citation speed index [18]. Seglen has shown that 
citation rate used in Thomson ISI is proportional to the article length [19]. It is not 
true in many cases as citation rate does not depend on article length. In addition, a 
journal‘s impact factor should be decided by the impact created by individual 
articles. 

2.2   Fuzzy Cognitive Maps 

Fuzzy Cognitive Map is a directed and weighted graph of concepts and relation-
ships between the concepts. FCM is derived from Cognitive Map. Based on the 
CM structure, FCM was proposed by Kosko [2]. As a great improvement com-
pared to CM, FCM introduces fuzzy quantitative relationship between concepts to 
describe the weight of the causal relationship. FCM has iterative characteristic. In 
FCM, the arcs are not only directed to show the direction of causal relations, but 
also accompanied by a quantitative weight within the interval [0, 1]. In general, 
FCMs have been found useful in many applications: administrative sciences, game 
theory, information analysis, popular political developments, electrical circuits 
analysis, cooperative man machines, distributed group-decision support and 
adaptation and learning, etc. [2]. An FCM represents the whole system in a 
symbolic manner, just as humans have stored the operation of the system in their 
brains, thus it is possible to help man‘s intention for more intelligent and 
autonomous systems. FCMs model the possible worlds as collection of classes and 
causal relations between classes. In this system FCM based document similarity 
measure has been used. 

3   Citation Analysis 

3.1   Wordnet Based Methods to Identify Domain Specific Words 

This process takes as input the bigrammed and trigrammed documents. There is a 
possibility that the bi-grams and tri-grams collected may contain incomplete 
words or hyphenated words which must to be removed Thus we take each and 
every word and check if it is a valid synset. If it is found to be valid synset 
possessing some meaning, we consider those words. Those words that does not 
prove to be a valid sysnet are considered junk and hence to be removed. This is 
achieved with the help of Wordnet. There is a possibility that the bi-grams and tri-
grams collected may contain author names, country names and other words that 
are irrelevant to the domain considered. Thus the set of author names comprising 
all the authors’ names is collected from the metadata of the corpus. Those words 
that found to have a match with this list are considered to be junk and they are re-
moved. Thus we have a set of words which are nouns having valid meanings. The-
se words can be used for creating concepts in Ontology. 
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Fig. 1 Refining Citations through Context Analysis 

3.2   Evolving FCM 

The context that is retrieved is stemmed and stop words are removed. Keywords 
are identified and they are mapped to the knowledge tree (Ontology) that we are 
using. The keywords that are identified in a document undergo mapping. These 
concepts are represented in the form of cognitive maps which represent the 
documents structure where the concepts act as nodes and the link between each 
other concept as edge. The fuzziness represents how two documents (base and the 
citation) considered say Ci are closely related to each other. FCM Based 
Similarity Matrices are constructed for each FCM where the rows and columns of 
each matrix are the nodes found in both the FCMs. Now these matrices hold the 
FCMs evolved for both the documents. Now cosine similarity measure is 
implemented to find the similarity for these 2 matrices and a similarity quotient is 
identified. 

3.3   Polarization and Sentiment Analysis 

For each of the citation context Concci of each of the citation Ci to the base paper, 
sentiment analysis is done to find the sentiment of the citation context towards the 
base paper. This is done by maintaining a list of training words that includes 
positive, negative and neutral sentiment words [1] together with certain rules for 
analysing the sentiment. Citation context retrieved is compared against this 
training list of words and sentiment analysis is done. 
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3.4   Detection of Citation Outlier 

Citation outliers are those citations that are relevant to the base paper but not 
greatly relevant to it. Base paper might be a outlier to its citation. eg, If the base 
article talks about data mining, one of its citation talks about opinion mining, then 
the base paper is considered to be an outlier to its citation. 

Latent Dirichlet Allocation LDA is used for topic modelling [17] .in LDA, each 
document may be viewed as a mixture of various topics. A probability distribution 
is found based on Gibbs sampling and distribution of a content over various topics 
is identified. In our proposed system, contents of the base paper and all its 
citations are topic modelled and distribution of the base paper and each of its cites 
across various topics is identified. Now the topic across which citations are 
distributed widely is compared against the topics across which the base paper is 
distributed. If they are found to be the same or found 50% similar minimally, then 
the citations are found to be apt, else the base paper is considered to be an outlier 
for that citation. Rating the article, our proposed system aims to analyse the article 
based on the citation impact it has got. Citation impact is analysed mainly based 
on the context relevancy, sentiment analysis and outlier detection. 

4   Results and Observation 

4.1   Data Set 

A set of 1000 documents is considered from the corpus and tested on the system. 
Results were tabulated and they are validated by manually identified values and 
the system is found to return decent results. 

Table 1 Refinement of Citations in the Machine Learning Domain 

Article 
ID 

Total 
References 

Total 
Cites 

Reduced 
References

Reduced
Cites 

Quality 
References 

1 10  20 3 7 30% 
2 17  31 6 10 35.29% 
3 12  23 2 2 16.67% 
4 18  30 9 24 50% 
5 12  4 6 12 50% 
6 19  28 7 14 36.84% 
7 15  20 8 18 53.33% 
8 16  20 5 16 31.25% 
9 15  6 4 8 26.67% 
10 16  25 9 15 56.25% 
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4.2   Refining Citations 

Table 1 shows the reduction in the number of citations in the machine learning 
domain. In a sample of ten papers, more than half the citations and references 
were found to be outliers in the papers. From the table, it is evident that on an 
average only 40 percent of the references, citations in a scientific publication are 
relevant. From these observations it can be inferred that citations alone can‘t be 
used a parameter for measuring research impact. 

Figure 2 summarizes the percentage of quality citations (relevant) across five 
domains. 

 

Fig. 2 Percentage of Quality references across domains 

5   Conclusion and Future Work 

From the initial experiments, it is evident that the citation count is not the most 
reliable measure to quantify impact of an article or an author. It is required to 
analyse the content of research articles and identify further parameters to arrive at 
relevant references and citations in the article. In future, this model will be refined 
to use the citation sentiment analysis to study the integrity in the cites and thereby 
using the same for refining the citations. 
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Assessing Novelty of Research Articles Using 
Fuzzy Cognitive Maps 
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Abstract. In this paper, we compare and analyze the novelty of a scientific paper 
(text document) of a specific domain. Our experiments utilize the standard Latent 
Dirichlet Allocation (LDA) topic modeling algorithm to filter the redundant 
documents and the Ontology of a specific domain which serves as the knowledge 
base for that domain, to generate cognitive maps for the documents. We report 
results based on the distance measure such as the Euclidean distance measure that 
analyses the divergence of the concepts between the documents. 

1   Introduction 

We are facing an ever increasing volume of research publications. These have 
brought challenges for the analysis of novelty in these texts. Our main objective is 
to rate and find the novel information present in a journal of a specific domain. A 
large set of documents (corpus) of a specific domain is maintained so that the in-
put journal of that domain is compared with those journals/documents to get the 
novelty score. The documents that are similar to the input document are found. 
After the similar documents are found, all those documents along with the input 
document are subjected to mapping by referring over Knowledge Base (Ontology) 
of that domain. The generated maps are Fuzzy Cognitive Maps (FCM) and  
they contain the required information to perform novelty computation. The 
corresponding maps of two documents are compared to find the divergence 
between two documents. To find the novel regions/parts of the input document, we 
have proposed a new measure to calculate the novelty score. Finding novelty in the 
scientific documents requires a knowledge base of a specific domain to analyse the 
concepts present in the documents. We used Ontology as the knowledge base for 
the domain to know the hierarchy of concepts and their relationships. 
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2   Related Work 

2.1   Sentence-Level Approach 

Sentence Level Novelty Detection aims at finding relevant and novel sentences 
given a query/topic and a set of documents. The cosine similarity is the widely 
used metric in the sentence level approach [9]. In Xiaoyan Li and Bruce Crofts 
work on Answer updating approach to Novelty Detection [2], they treated new 
information as new answers to questions that represented user’s information 
requests (query). In Flora S. Tsais work on Novelty Detection for text documents 
[5], the named entities are assigned weights by using two different metrics, If the 
number of unique entities exceeded a particular threshold, the sentence was 
declared as novel. The other model such as vector space model [6] [1], Graph 
based text representation [4] ,Language model [3] ,Overlap relations [13] etc. are 
implemented for sentence level Novelty detection. 

2.2   Document-Level Approach 

In Zhang et als work on novelty and redundancy detection in adaptive 
filtering[12], the cosine metric and a mixture of probabilistic language models 
which is shown to be effective are used. Flora S. Tsais proposed D2S: Document-
to-sentence framework for novelty detection [8] in which the novelty score of each 
sentence is determined to compute the novelty score of the document based on a 
fixed threshold. 

3   System Design and Implementation 

3.1   Distributional Similarity 

By using LDA, the topic distributions over a number of documents are obtained. 
In this model each document d is represented by a topic distribution Ɵd. Kullback-
Leibler divergence is a non-symmetric or distributional similarity measure of the 
difference between two probability distributions P and Q. Here it is used to the 
difference between topic distributions of two documents [12] which is one way to 
measure the redundancy of one document given another. 

      (1) 

Where R is the redundancy of document dt over document di and Ɵd is the topic 
model for document d and is a multinomial distribution. The documents that have 
least divergence value with the input document are selected so that redundant 
documents are filtered out and the documents that are more similar to the input 
document are selected for further processing. 

R(dt|di) = KLDiv(Ɵdt, Ɵdi)=
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3.2   Ontology Mapping 

We view the ontology as the concept tree of that domain where each node 
represents a concept and their parent and child nodes represent their generalized 
and specialized form respectively. The concepts information include the level 
information of the concept in the tree i.e. height and depth of the concept in the 
tree, the occurring concepts (term) frequency in the document, the path to the root 
node of the concept etc. based on the needs of the novelty score computation. The 
map-ping process is per formed for the input document and for each document 
that is found during the similarity process and corresponding mappings are 
generated in xml format. 

3.3   Divergence Analysis 

The hopping distance between two nodes (concepts) represents the closeness of 
concepts to each other. For example, the hopping distance between the "RSSI 
measures" and "Route Request process" is 2 which have a common parent node 
"Route discovery". For further computation, Concept matrices are constructed for 
each document where the rows and columns of each matrix are the concepts found 
in both the documents and their corresponding matrix values are the hopping 
distance values between the nodes. 

 

Fig. 1 Mapping snapshot to demonstrate hopping distance 

3.4   Novelty Score Estimation 

Each concept found in a document is assigned weight based on the number of 
other concepts which are present under the same category. For example, in a 
document, if there are n concepts associated with a concept X or those that come 
under the same category as concept X, the weight assigned to the concept X will 
be n+1. The summation of all the concepts weights gives the total value of the 
document. Consider there are n concepts that have been spoken in a document. 
The total weight W(d) of the document is given by 

                            (2) W(d) = 
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Where W(Ci) is the weight of the concept Ci. After the concepts in each document 
are weighted, then those documents are compared with the input document to 
compute the novelty score and those concepts that contributed to the novelty 
score. When a concept of the input document is found in the comparing document 
and if its weight is the minimum weight or equal to one, then that concept is 
ignored and its weight is deducted. But if its weight is more than the minimum 
weight, then its related or associated concepts are considered and are checked for 
their occurrence in the comparing document. If found, the number of those 
concepts found in the comparing document are used to deduct the weight of the 
comparing concept. This is repeated for all the concepts in the input document. 
The ratio of the new weight of the document to the initial weight of the document 
gives the novelty score. Consider W(d|dt) is the total weight of the computed 

concepts in the document d with respect to document dt. 

Novelty score(d|dt) = W(d|dt)/W(d)                   (3) 

Where W(d) is the initial weight of the document. The weights of concepts that 
are below or equal to the minimum weight are ignored and those that are above 
the minimum weight are considered to be the combination of concepts that 
contributed to the novelty score. These concepts are considered to be the novelty 
regions of the input document with respect to the comparing document. Once the 
concepts that contributed to the novelty of the document have been found, their 
term occurrence is searched in the document. The sections or paragraphs that 
contain those terms are retrieved to summarize the novelty regions of the 
document. 

4   Results and Observation 

Initial experiments were done to find the change in the novelty scores by 
introducing a survey paper in the corpus. We considered a survey paper of 
wireless sensor networks domain whose concepts matched the concepts defined in 
the Ontology at 7.2%. It is introduced in the dataset to observe if the novelty 
scores of each document changes. Similarly we observed the changes with respect 
to another survey paper which matched at 11.4% in the Ontology. 

From the table 1, we observe that when a survey paper is introduced, the 
number of documents for which the novelty has been reduced depends on the 
number of concepts in the survey paper that are matched to the concepts defined in 
ontology. The number of novelty reduced documents when compared with survey 
pa-per(wireless sensor networks) matching 7.2% of concepts mapped in Ontology 
is less than that of when compared with survey paper(wireless sensor networks) 
matching 11.4% of concepts mapped in Ontology. 

The table 2 shows the variation of novelty score of 10 research papers in the 
wire-less sensor networks domain. From the table 2, we can identify 2 cases which 
ex-plain the impact of survey papers on the research papers of that domain. 
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Table 1 Novelty reduced Documents in each domain 

Sub-Domain Name Number of  
Documents 

Number of novelty reduced documents after 
comparison / Overall reduction in the Novelty 
(%) 

 With Survey  With Survey 
 Paper 1  Paper 2 

Wireless networks 66 24  4.8% 40  9.2% 
Wireless Sensor 54 28  7.18% 34  12.79% 
Adhoc 57 25  5.8% 39  14.3% 
Multimedia 28 12  3.8% 16  13.1% 
Peer to Peer 45 28  6.2% 26  7.8% 
Cloud Computing 8 4  0.73% 3  3.9% 
Network Traffic 82 30  4.72% 38  6.59% 
Security 94 25  5.26% 41  5.42% 
QOS 64 29  6.2% 27  10.7% 
Mobile 31 13  4.81% 15  12.77% 
Web service 33 14  3.03% 14  3.12% 
Optical Network 57 21  5.52% 31  7.85% 
Biometrics 19 4  6.34% 6  12.11% 
Others 247 86  3.9% 96  5.68% 

Table 2 Novelty scores for sample documents in Wireless Sensor Networks domain 

Document ID  Novelty Score  

 Initial Addition of Addition of 
  Survey Paper 1 Survey Paper 2 

1 0.86017 0.779661 0.533898 
    

2 0.527851 0.527851 0.527851 
    

3 0.652174 0.304348 0.304348 
    

4 0.608374 0.490148 0.608374 
    

5 0.426667 0.426667 0.266667 
    

6 0.875 0.791667 0.441667 
    

7 0.974217 0.961326 0.810313 
    

8 0.86017 0.779661 0.533898 
    

9 0.757895 0.610526 0.6 
    

10 0.86017 0.779661 0.533898 
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1. The novelty score of the research paper reduces after comparing with 
survey papers when more concepts or concepts with more depth (more 
associated concepts) are matched with survey papers than any others.  

2. The novelty score of the research papers does not reduce after com-
paring with survey papers when less number of concepts or concepts with 
less depth(less associated concepts) are matched with survey papers.  

5   Conclusion and Future Work 

On the basis of the studies, it is concluded that the system has shown promising 
results in identifying the relevant documents and filtering redundant documents 
with respect to a given document, using LDA and Kullback Leibler Divergence. 
The use of Ontology(Knowledge base) of a specific domain has enabled the 
system to measure the novelty of a document belonging to that particular domain 
and has highly contributed in the proper analysis of each document which in turn 
effects the overall performance of the system. Since measuring the novelty of a 
document is domain specific, the system requires a well-defined ontology for that 
particular domain. Thus the novelty present in a research paper of a specific 
domain is measured with respect to top relevant documents and given as a novelty 
score for the research paper. The concepts in the document that contributed to the 
novelty score are summarized to the user. 

Our definition of novelty in research publication is based on the contribution of 
new combination of concepts and its depth. It can be further enhanced by 
analysing the contribution of each concept at the sentence level. The sentence 
level approach analyse the definition of concepts explored at deeper level which 
includes part of speech tagging, identifying entities etc. By improving the 
definition of concepts in the Ontology, the results can be enhanced. 
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Towards an Intelligent Decision Making Support

Nesrine Ben Yahia, Narjès Bellamine, and Henda Ben Ghezala

Abstract. This paper presents an intelligent framework that combines case-based
reasoning (CBR), fuzzy logic and particle swarm optimization (PSO) to build an
intelligent decision support model. CBR is a useful technique to support decision
making (DM) by learning from past experiences. It solves a new problem by retriev-
ing, reusing, and adapting past solutions to old problems that are closely similar to
the current problem. In this paper, we combine fuzzy logic with case-based reason-
ing to identify useful cases that can support the DM. At the beginning, a fuzzy CBR
based on both problems and actors’ similarities is advanced to measure usefulness
of past cases. Then, we rely on a meta-heuristic optimization technique i.e. Particle
Swarm Optimization to adjust optimally the parameters of the inputs and outputs
fuzzy membership functions.

1 Introduction

Decision making (DM) whenever and wherever it is happening is crucial to organi-
zations’ success. DM represents process of problem resolution based on four phases
as it is proposed by [1] and revisited by [2]: intelligence (problem identification), de-
sign (solutions generation), choice (solution selection) and review (revision phase).

In order to make correct decisions, we use the Case based reasoning (CBR) tech-
nique to support DM. CBR is a means of solving a new problem by reusing or
adapting solutions of old similar problems [3]. It solves a new problem by retriev-
ing, reusing, and adapting past solutions to old problems that are closely similar to
the current problem [4]. The most important part of a case-based reasoning system
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is the selection of the similarity measurement, because, if the one selected is in-
appropriate, the system will generate erroneous outputs. To address this problem,
Main et al. in [5] explain how fuzzy logic applies to CBR.

Fuzzy logic is similar to the process of human reasoning and it lets people com-
pute with words [6]. It is useful when the information is too imprecise to justify and
when this imprecision can be exploited to realize better rapport with reality [6].

Thus, in this paper we combine the use of fuzzy logic and case-based reasoning.
Then, in order to make more efficiency, an optimal design of membership functions
of fuzzy sets is desired [7]. Therefore, we rely on a meta-heuristic optimization
technique i.e. Particle Swarm Optimization to adjust the parameters of the inputs and
outputs fuzzy membership functions. We select this technique thanks to its ability
to provide solutions efficiently with only minimal implementation effort and its fast
convergence [8].

The outline of this paper is as follows. In section two, we begin with a brief back-
ground to illustrate the crucial concepts involved in case-based reasoning and fuzzy
logic followed by a discussion of the usefulness of combining these two techniques
to support decision making. In section three, we present our fuzzy case-based rea-
soning process. In section four, PSO is used to optimize the proposed process by
optimizing the membership functions of fuzzy sets.

2 Fuzzy Case-Based Reasoning Supported Decision Making

2.1 Overview of Case Based Reasoning and Fuzzy Logic

Thanks to Case-based reasoning (CBR), we can learn from past experience and
avoid repeating mistakes made in the past. CBR process is based on four steps: (a)
identifying key features, (b) retrieving similar cases, (c) measuring case similarity
and selecting best ones (d) modifying and adapting the existing solution to resolve
the current problem [9]. According to classic or crisp logic each proposition must
either be true or false, however fuzzy logic [6] is a solution to represent and treat the
uncertainty and imprecision using linguistic terms represented by membership func-
tions. Fuzzy logic process is based on three phases: fuzzification, fuzzy inference,
and defuzzification. Fuzzification transforms the crisp values into fuzzy values and
maps actual input values into fuzzy membership functions. The membership func-
tion of a fuzzy set A is defined by μA(x) and it represents the degree of membership
of x to the fuzzy set A. The second phase in the fuzzy logic process involves the in-
ference of the input values. The fuzzy inference system generates conclusions from
the knowledge-based fuzzy rule set of IF-THEN linguistic statements. The final
phase is the defuzzification where fuzzy results are converted into crisp values.

There are several advantages of using fuzzy logic techniques to support the case-
based reasoning in the retrieval stage [10]. First, it simplifies comparison by con-
verting numerical features into fuzzy terms. Second, fuzzy sets allow simultaneous
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indexing of a case on a single feature in different sets with different degrees of
membership which increases the flexibility of case matching.

2.2 Similarity Measurement in CBR

In this paper, we consider a case i as a set of (Ai, Pi, Alti, Si) where Ai represents
the actor involved in the case (who lived the experience), Pi represents the problem,
Alti represents the different proposed alternatives to solve Pi and Si represents the
choice among alternatives.

Then, to measure similarity, we distinguish between two types of similarity: one
between current situation problem and problems saved in past cases and another
between current situation actor and actors saved in past cases. Similarity between
two elements i and j (two problems or two actors) is computed using the function
CalculSimilarity(element i, element j) described in Fig. 1.

Fig. 1 Calculus of weights

For example, we will apply this function to measure similarities between actors’
attributes (an element consists in an actor) then we consider that each actor A, is
characterized by the set of attributes (languages, nationality, topics of interest, age).
For the nominal attributes (Languages, Topics of interest and Nationality) the weight
is incremented by 1 for each similar attributes but for the continuous attribute (Age),
we set α to 0.035 (α =1/28 where 28 is the difference between the minor age 25 and
the greater one 53). In addition, we suppose given an actor Acurrent characterized by
a set of attributes as follows ((Arabic, English, French), (Tunisian), (CSCW, KM,
DM), 25), Table 1 illustrates the compute of the similarities between attributes of
past actors cases and attributes of Acurrent . Problems’ similarities are calculated with
the same manner. The global similarity between current and past cases is then the
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Table 1 Calculus of similarities between Acurrent and actors saved in past cases

Languages Nationality Topics of inter-
est

Age Similarity with Acurrent

Arabic, French Tunisian IR, DB, KM 30 0.53
Arabic, French French AI, KM 28 0.4
English, French French CSCW, BPM 42 0.32
Arabic, English, Spanish Spanish SOA, SMA 35 0.21
Arabic, English, French Tunisian KM, DM 25 1
English, French French DB, SGBD 53 0.12
French, Spanish Spanish SE, OS 29 0
French, Spanish French WWW 45 0.1
Arabic, English, French English PL, CSCW 35 0.51

sum of the similarity between current and past problems with the similarity between
current and past actors. As these values are crisp, each case is classified as useful or
not useful for the current situation. In fact, if we propose a threshold t then each case
with the degree of similarity exceeds t is classified as useful else it is not useful. In
next section, we rely on fuzzy logic to fuzzy these values and represent uncertain
cases.

2.3 Using Fuzzy Logic to Support CBR

In the proposed fuzzy logic process, two inputs are considered which are likeness
and closeness and one output which consists of usefulness. Likeness and close-
ness variables represent respectively the values of problems’ and actors’ similari-
ties. Each variable has three linguistic values: likeness has the values (low, medium,
high), closeness has the values (minor, average, major) and usefulness has the val-
ues (poor, good, excellent). In this paper, we use triangular membership functions
feature, which is specified by three parameters, as it is characterized by a mathe-
matical simplicity. The inputs membership functions parameters, in our case, are
ai j, bi j, ci j where i ∈ [1..2] represents ith linguistic variable and j ∈ [1..3] represents
jth linguistic value of ith linguistic variable and the outputs membership functions
parameters a j, b j, c j where j ∈ [1..3].

The fuzzy inference system makes conclusions using the knowledge-based fuzzy
rules which is based on a set of IF-THEN linguistic statements. In this paper, the
MIN-MAX inference method is used. It consists in using the operators min and
max for respectively AND and OR. Table 2 illustrates the matrix inference of our
fuzzy control system.

Once the functions are inferred and combined, they are defuzzified into a crisp
output which drives the system. In our case, defuzzification of the output variable
usefulness is based on Center Of Gravity defuzzification method.
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Table 2 The proposed fuzzy inference system

Likeness/Closeness minor average major

low poor poor good
medium poor good excellent
high excellent excellent excellent

3 Using Particle Swarm Optimization in FCBR

3.1 Overview of Particle Swarm Optimization

Particle Swarm Optimization (PSO) is introduced in [11] as a new evolutionary and
metaheuristic computation technique inspired by social behavior simulation of fish
schooling. We select this technique thanks to its ability to provide solutions effi-
ciently with only minimal implementation effort and its fast convergence [8]. The
population in PSO is called a swarm where the individuals, the particles, are candi-
date solutions to the optimization problem in the multidimensional search space. For
each iteration t, every particle i is characterized by its position xi(t) and its velocity
vi(t) which are usually updated synchronously in each iteration of the algorithm.
Each particle converges towards positions that had optimized fitness function values
in previous iterations by adjusting its velocity according to its own flight experi-
ence and the flight experience of other particles in the swarm. There are two kinds
of position, Pbesti that represents personal best position of particle i and Gbest that
represents the global best position obtained by all particles [12]. In this paper, we
choose the PSO version with constriction factor for its speed of convergence [13].
In this case, the position xi(t+1) and velocity vi(t+1) at the iteration t+1 for particle
i are calculated using following formulas:

xi(t + 1) = xi(t)+ vi(t) (1)

Vi(t +1) = K ∗ (vi(t)+c1 ∗ r1 ∗ (Pbesti−xi(t+1))+c2∗ r1 ∗ (Gbest −xi(t+1)) (2)

Where K: the constriction factor given by K = 2/ | 2 - c -
√

c2 - 4c |
With c=c1 + c2 and c>4.
r1 and r2: random numbers between 0 and 1.
c1: self confidence factor and c2: swarm confidence factor.

3.2 Using PSO to Optimize the Proposed FCBR

In this approach, we rely on PSO to optimally adjust the inputs’ parameters: ai j, bi j,
ci j where i ∈ [1..2], j ∈ [1..3] and the output’s membership functions parameters a j,
b j, c j where j ∈ [1..3]. The fitness function, in our case, consists of the error function
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of cases retrieval which must be minimized. The evolution of PSO Algorithm can
be summed up in the following pseudo code:

1. Initial swarm population is composed of 30 particles, Number of Iterations is
1000, c1= 2.8 and c2=1.3. The choice of the population size, the values of c1

and c2 are based on the study done in [14] and initial positions and velocities of
particles are randomly generated.

2. The fitness of each particle is calculated.
3. The local best of each particle Pbesti and the global best Gbest values are updated.
4. If the maximum iteration number is reached, the best set of parameters is given.
5. Otherwise, position and velocity of each particle are updated using (1) and (2)

and we loop to 2.

4 Tests

In this section, we aim to test the proposed fuzzy logic process with setting differ-
ent values of input variables (likeness and closeness) and getting values of output
variable (usefulness) as it is shown in Table 3.

Table 3 Data tests

Likeness Closeness Usefulness

2.0 5.0 2.5000000000000053
5.5 5.5 5.603448275862117
5.2 2.1 3.180850532598447
2.5 4.6 2.500000000000006
1.5 8.3 5.000000000000018
3.9 1.8 2.5000000000000213

5 Conclusion

In this paper, we present a mixed framework that combines case-based reasoning
(CBR), fuzzy logic and particle swarm optimization to build an intelligent decision
support model. CBR is used to search and retrieve past useful cases that can help in
the current problem resolution. The similarity measurement is based on both prob-
lems and actors similarities. Then in order to support CBR, fuzzy logic is used to
avoid instable cases retrieval in case of uncertainty and imprecision. In order to make
more efficiency, we rely on Particle Swarm Optimization to adjust the parameters of
the inputs and outputs fuzzy membership functions.
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An Approach to Identify n-wMVD for 
Eliminating Data Redundancy  

Sangeeta Viswanadham and Vatsavayi Valli Kumari* 

Abstract. Data Cleaning is a process for determining whether two or more records 
defined differently in database, represent the same real world object. Data Clean-
ing is a vital function in data warehouse preprocessing. It is found that the prob-
lem of duplication /redundancy is encountered frequently when large amounts of 
data collected from different sources is put in the warehouse. Eliminating redun-
dancy in the data warehouse resolves conflicts in making wrong decisions. Data 
cleaning is also used to solve problem of “wastage of storage space”. One way of 
eliminating redundancy is by retrieving similar records using tokens formed on 
prominent attributes. Another approach is to use Conditional Functional Depen-
dencies (CFD’s) to capture the consistency of data by combining semantically 
related data. Existing work on data cleaning do not deal with the case of multi-
valued attributes. This paper deals with nesting based weak multi-valued depen-
dencies (n-wMVD) which can handle multi-valued attributes and redundancy 
removal. Our contributions are of two fold (i) An approach to convert the given 
database to wMVD (ii) Implementation of n-wMVD to eliminate redundancy. The 
applicability of our approach was tested. The results are encouraging and are pre-
sented in the paper.  

Keywords: Conditional Functional Dependencies (CFD), weak Multi-valued De-
pendencies (wMVD), nesting based weak Multi-valued Dependencies (n-wMVD). 

1   Introduction 

Data warehouses collect large amounts of data from a variety of sources. They 
load and refresh continuously, so that the probability of some sources containing 
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redundant information can be eliminated. Further, even data warehouses are used 
for decision making, so the correctness of the data is vital to avoid inferring wrong 
conclusions. [2] 

Data cleaning is a complex process in data warehousing that deals in detecting 
and removing inconsistencies (redundancies) to improve data quality.  Data clean-
ing should be performed together with schema related transformations. [3] Data 
cleaning determines redundancy by considering any two tuples to see whether 
both refer to the same real world object.  Then it either combines the tuples to 
represent the consolidated information if they are similar or retains only one of 
them if they are exactly same. 

The existing techniques for data cleaning are multi-fold. One way is achieved 
by Tokenization. This allows finding tokens on prominent attributes. The work 
that depends on the data may not be efficient in identifying exact duplicates. Con-
ditional Functional Dependencies (CFDs) can identify inconsistencies by forming 
appropriate application specific integrity constraints. Violations of CFDs result in 
redundancy and can be detected using SQL.  This is a constraint based method of 
improving data quality. It can deal with the situation with single valued dependen-
cies but not with multi-valued dependencies. 

This paper introduces an extension of CFDs referred to as weak Multi-Valued 
Dependencies (wMVD) to deal with multi-valued attributes and n-wMVDs in 
capturing inconsistencies.  

The remaining paper is organized into sections, where section 2 discusses re-
lated work, section 3 introduces how to eliminate redundancy, section 4 explains 
methodology to reduce redundancy, section 5 deals with experimental analysis 
and section 6 concludes the paper.     

2   Related Work 

Existing technique for removing redundancy is token management [3]. In this 
method tokens are formed using attributes of the database to get all similar records 
together. Token management includes  
 
(i) Selection and Ranking of fields.     (ii) Formation of Tokens based on Ranking. 
(iii)Sort the database using the tokens  (iv) Detection of duplicates and elimination. 
 
It uses pre-determined threshold named Similarity Match Count (SMC) to decide 
on a match between to input records.  
 
(a) If (SMC = 1.0) is a perfect match 
(b) Else if (SMC<=0.99   and  SMC >=0.67) then is a near match 
(c)    Else if (SMC<=0.66   and SMC >=0.33) then it may match 
(d)    Else it do not match (no match) 

This cannot be done in unstructured databases. 
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According to [4] an unstructured database can be handled by forming applica-
tion specific integrity constraints called Conditional Functional Dependencies 
(CFD’s).  

Definition 1 (CFD’s): Consider a relation schema R defined over a fixed set of 
attributes attr(R). 

A CFD Φ on R is a pair (R : X → Y, Tp), where  

(i) X, Y are sets of attributes from (R),  

(ii) R : X → Y is a standard FD, referred to as the FD embedded in Φ; and  

(iii) Tp is a tableau with all attributes in X and Y, referred to as the pattern 
tableau of Φ, where for each A in X or Y and each tuple t ∈Tp, t[A] is 
either a constant ‘a’ in the domain dom(A) of A, or an unnamed variable 
‘_ ’. If A appears in both X and Y, we use t[AL] and t[AR] to indicate the 
A field of  t corresponding to A in X and Y , respectively. We write Φ as 
(X → Y, Tp) when R is clear from the context. 

A first step for data cleaning is the efficient detection of constraint violations in 
the data. Given an instance I of a relation schema R and a set Σ of CFDs on R, it is 
to find all the inconsistent tuples in I, i.e., the tuples that (perhaps together with 
other tuples in I) violate some CFD in Σ. 

3   Eliminating Redundancy 

This paper introduces an extension of CFDs referred to as weak Multi-Valued 
Dependencies (wMVD) to deal with multi-valued attributes. wMVDs are capable 
of capturing inconsistencies using Nesting.   

Our contributions in this paper are in 
two phases. In the first phase we prove 
that the given database is in wMVD by 
considering conditions. In second phase 
we use the concept of nesting [5] to 
eliminate redundancy in the database. 

The overall architecture of our system 
is shown in Figure 1. The system is di-
vided into two phases. 

 
Phase I: In this phase, first we consider 
a database and if satisfies conditions to 
prove it is wMVD. 

 
Definition 2 (wMVD): Let R be a rela-
tion schema and X, Y are sets of 
attributes, where X, Y ⊆ R. A weak 
multivalued dependency (wMVD) is an expression X-w->Y and the relation R is 
said to satisfy the wMVD X-w->Y, 

Fig. 1 A model for achieving n-wMVD 
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          if and only if for all tuples t1, t2, t3 ∈ R  such that   
t1[XY]      =     t2[XY]    and       t1[X(R-Y)] =    t3[X(R-Y)]   

                               there is some tuple t4 ∈ R such that  
          t4[XY]      =     t3[XY]    and       t4[X(R-Y)] =    t2[X(R-Y)] 

Example:  Suppose we have the relation schema Flat Relation (DANCE) with 
attributes Course (C), Lady (L) and Gentleman (G). The intention is to record 
information about who partners up with whom in which course. Naturally, some 
pairs do not change their partners at all, but sometimes pairs switch. The following 
is a hypothetically small relation over DANCE shown in Table 1.We can prove that 
the Table 1.  Flat relation satisfies wMVD.  

Let us assume first 5 Tuples in Flat Relation are mapped as follows  
    2→t1, 3→t4, 4→t3 and 5→t2  
        and attributes X → C, Y → L and (R-XY) →G  
        then the following conditions hold good  

                  t1(CL) =  t2(CL)                t4(CL) =  t3(CL) 
 t1(G)   =  t3(G)                  t4(G)   =  t2(G) 
                    C-w->L is proved. 

In this relation, the pairs (Lorena,Flavio) and (Flor,Ruy) have switched at least 
once while the pair (Racquel,Jose) always dance together. It is evident that this 
relation does not satisfy the MVD Course->>Lady, for instance because Racquel 
never dances with Flavio. However, the relation does satisfy the weak MVD 
Course-w-> Lady. 

 
Phase II: In this phase, we prove that nesting in wMVD (n-wMVD) helps in re-
ducing redundancy and wastage of space. 

 
The first normal form condition of relational model is restrictive for some  
applications. 

Definition 3 (First Normal Form): A relation is said to be in First Normal Form 
(1NF) if and only if each attribute of the relation is atomic. More simply, to be in 
1NF, each column must contain only a single value and each row must contain the 
same number of columns. 

Complex-valued data models can help us to overcome several limitations of re-
lational data model in designing many practical data base applications. One of the 
complex-value data model is the nested relational model in which an attribute 
contains an atomic value or a nested relation. 

 
Definition 4 ( Nesting):  Nesting is a fundamental operation for the nested rela-
tional data model, in which data tuples that have matching values on some fixed 
attribute set can be represented as a single nested tuple by collecting set of the 
different tuple values on the remaining attributes. This concept can be explained 
by using Table 1 as input and result is shown in Table 3.  
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4   Methodology 

This section includes two algorithms to convert the given flat database to nested 
database to reduce redundancy. 

Algorithm 1. It deals with the conversion of flat database to wMVD satisfied 
database. 

Algorithm 2.  It deals with the conversion of wMVD database to n-wMVD da-
tabase. 

Algorithm 1 returns a database which satisfies wMVD.  We can clearly observe 
from the given input database (Table 1) contains 17 tuples. After verifying (Table 
1) with the algorithm 1 a resultant table produced 14 tuples as an output which is 
wMVD database shown in (Table 2). The tuples which do not satisfy the given 
four conditions are removed and remaining tuples are retained in the database.  It 
is clearly observed that a tuple (Latin, Racquel, Jose), (Raquel, Jose) do not pair 
with others.  Such a tuple is retained in the database.  Whereas tuple (Latin, Flor, 
Martin), “Flor” is paired with others but “Martin” never paired with others. Such 
tuples are removed as they are not satisfying wMVD conditions. So, all such 
tuples are deleted from the database. 

 
Algorithm 1: Flat relation to wMVD conversion 

Input      :  A Flat Relation or Database (DB) 
Output   :  Database table which satisfy weak multi-valued dependency (WDB) 
Assumptions : Cursor (CR) Variables = { C1, T1, T2, T3, T4, X } , 

           DB Attributes C ( Course ) , L ( Lady ) , G ( Gent )  
           ‘ N’ represents total no of records in the DB 

Method  :  Entire Database is scanned for identifying the  
                  pairs of tuples satisfying wmvd 

1. Select the first record from the DB into Cursor X 
2. Begin 
3.      Open Cursor X 
4.   Fetch a record from the Cursor X into T1  
5.    For I in 1 to N  do 
6.         For each tuple (C1.TK) in DB do         
7.        If (T1.C= C1.TK) and (T1.L = C1.TK.L) then 
8.    If  (T1.G= C1.TK.G) then 
9.         Continue to select next record from the C1.TK; 
10.    Else 
11.    If (T1.C

 
= C1.TK.C and T1.L

 
= C1.TK.L

 
 and T1.G<> C1.TK.G ) then 

12.        Store the attribute values of  C1.TK
 
into corresponding ones of T2 

13.           End if 
14.    End if 
15.   End if 
16.         For each tuple (C1.TK) in DB do 
17.             If (T1.G<> C1.TK.G) then 
18.                       Continue to select next record from C1.TK 
19.             Else 
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20.  If (T1.C
 
= C1.TK.C

 
 and T1.G

 
 = C1.TK.G

 
 and T2.L

 
<> C1.TK.L) then     

21.            Store the attribute values of  C1.TK
 
  into corresponding ones of T3 

22.                End if 
23.       End if 
24.    For each tuple (C1.TK) in DB do 
25.           If (T3.C

 
= C1.TK.C

 
 and T3.L = C1.TK.L

 
 and T2.G = T1.G ) then 

26.              Store the attribute values of  C1.TK
 
into corresponding ones of T4 

27.      End if 
28.                If (T1.C

 
= T2.C and T1.L = T2.L and T1.G

 
 = T2.G and  

T1.G
 
 =  T3.G and T2.G = T4.G) then  

29.         Insert all the four tuples (T1, T2, T3, T4) values into the Database 
30.          End if 
31.        End for 
32.      End for 
33.         End for 
34.              Fetch the next record from the Cursor X into T1 

35.         End for 
36.            Insert the distinct tuples ( L should have exactly      
                one relation with G and vice versa ) into the WDB 
37.      End Begin                        

 
Table 1 Flat Relation                                          Table 2 wMVD Relation 

 

T-
Id 

Cou 
rse(C) 

Lady(L)    Gentle 
man(G) 

1 Latin Racquel Jose 
2 Latin Lorena Flavio 
3 Latin Flor Ruy 
4 Latin Flor Flavio 
5 Latin Lorena Ruy 
6 Swing Dulcinea Quixote 
7 Swing Dulcinea Sancho 
8 
9 
10 
11 
12 
13 
14 

Swing 
Swing 
Street 
Street 
Street 
Street 
Street 

Theresa 
Theresa 
Beatrice 
Eve 
Queen L. 
Eve 
Queen L. 

Sancho 
Quixote 
Dante 
Tupac 
DMX 
DMX 
Tupac 

 
 
 
 

 
 

T-Id Cou 
rse(C) 

Lady(L)     Gentle 
man(G) 

1 Latin Racquel Jose 
2 Latin Lorena Flavio 
3 Latin Flor Ruy 

4 Latin Flor Flavio 
5 Latin Lorena Ruy 
6 Swing Dulcinea Quixote 

7 Swing Dulcinea Sancho 

8 
9 
10 
11 
12 
13 
14 

Swing 
Swing 
Street 
Street 
Street 
Street 
Street 

Theresa 
Theresa 
Beatrice 
Eve 
Queen L. 
Eve 
Queen L. 

Sancho 
Quixote 
Dante 
Tupac 
DMX 
DMX 
Tupac 

15 Latin Flor Martin 
16 Swing Dulcinea DavidSon 

17 Street Eve   Quixote 
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The concept of nesting is a useful notion in the study of non-first-normal-form 
relations [6]. 

Let U be a set of attributes and R a relation over U. In this Relation an attribute 
will either be an ordinary attribute or a nested set of attributes. Let X, Y attributes 
of R and subsets of U. 

Let Φ ≠X⊆U and Y=U-X 
                     NESTx (U, R) = (Ux,Rx) 
where Ux is a set of attributes, equal to (U-X).  
Rx= {t|∃a tuple u ∈ πy(R) such that t[Y] =u and t[X]={v[X]|v∈R and   
v[Y]=u}}. 
 

Example 
Consider the relation  

 (U={C, L, G}, R) in Table 1. 
 NestG(U, R)=( {C, L, G' }, Rx) 
   where G' is a multi-valued data of G 
              Rx is a nested relation which is shown in Table 3 

Algorithm 2 [1] returns a database which satisfies n-wMVD. The output of Algo-
rithm 1 (Table 3) is given as an input to Algorithm 2. It converts the wMVD data-
base (Table 3) into n-wMVD database (Table 2). 

Table 3 n-wMVD Relation 

Tuple-Id Course(C) Lady(L)     Gentleman(G) 
1 Latin Racquel {Jose} 
2 Latin Lorena {Flavio, Ruy} 
3 Latin Flor {Flavio, Ruy} 
4 Swing Dulcinea {Quixote, Sancho} 
5 Swing Theresa {Quixote, Sancho} 
6 Swing  Beatrice {Dante} 
7 Street Eve {Tupac, DMX} 
8 Street  Queen L. {Tupac, DMX} 

5   Experimental Analysis 

In this section, we present our findings about the performance of our schemes for 
reducing redundancies over wMVD databases. 

Setup: For the experiments, we used postgres SQL on Windows XP with 1.86 
GHz Power PC dual CPU with 3GB of RAM. 

Data: Our experiments used Adult Database (UCI) with a few synthetic attributes 
addition. 

There are two alternative evaluation strategies for the comparison of flat and 
nested relations. 1. Time for Query Execution.  2. Size of the Relation. 
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Time for Query Execution: We studied the impact of reduced redundancy in the 
nested relation by varying time. In this we considered number of tuples whose 
value varied from 100 to 700 tuples in 100 increments can be observed in Table 4 
and Fig.2. 

Table 4 Times for Query Execution  

0
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5

100 300 500 700

Ti
m

e(
m

se
c)

 
Number of Tuples 

Flat
Relation

Nested
Relation

No.of 
Tuples 

Flat Relation 
Time(msec) 

NestedRelation 
 Time(msec) 

100 0.605 0.157 
200 1.249 0.19 
300 1.659 0.225 
400 2.218 0.27 
500 3.061 0.33 
600 3.242 0.357 
700       4.3 0.37  

 Fig. 2 Graph representing Query Execution time 

 
Size of the Relation: In this experiment we investigated how the redundancy is 
reduced by considering the space occupied by the flat and nested relations on the 
disk by varying number of tuples can be seen in Table 5 and Fig. 3. 

Table 5 Size of the Relation  
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Si
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Number of Tuples 

Flat
Relation
Nested
Relation

 No. of 
Tuples 

Flat Relation 
Size(KB) 

Nested Relation 
Size(KB) 

100 16 8 
200 24 9 
300 32 9.5 
400 40 10 
500 48 16 
600 56 20 
700 64 15  

 
Fig. 3 Graph representing size of the Relation 

6    Conclusions 

We presented, the nesting based wMVD’s (n-wMVD’s) proved to be good in 
eliminating redundancy in generalized databases. We considered a single attribute 
for nesting and showed the experiments resulting in space and time saving of 
nested relation over a flat relation.  There is naturally much more to be done,  
first to remove redundancy on fly databases (incremental databases), second  
 



An Approach to Identify n-wMVD for Eliminating Data Redundancy 97
 

application of nesting on different unstructured and semi structured data and third 
extending of nesting on multiple attributes and to verify with different attribute 
combinations. 
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Comparison of Question Answering Systems 

Tripti Dodiya and Sonal Jain* 

Abstract. Current Information retrieval systems like Google are based on key-
words wherein the result is in the form of list of documents. The number of re-
trieved documents is large. The user searches these documents one by one to find 
the correct answer. Sometimes the correct or relevant answer to the searched key-
words is difficult to find. Studies indicate that an average user seeking an answer 
to the question searches very few documents. Also, as the search is tedious it de-
motivates the user and he/she gets tired if the documents do not contain the con-
tent which they are searching for. Question-answering systems (QA Systems) 
stand as a new alternative for Information Retrieval Systems. This survey has been 
done as part of doctoral research work on “Medical QA systems”. The paper aims 
to survey some open and restricted domain QA systems. The surveyed QA sys-
tems though found to be useful to obtain information showed some limitations in 
various aspects which should resolved for the user satisfaction.  

Keywords: Information retrieval systems, Question Answering system, Open QA 
systems, Closed QA systems. 

1   Introduction 

Current search engines are based on keywords wherein the result is in the form of 
list of documents. The number of retrieved documents is large. For instance: que-
rying about obesity results in more than 186,000,000 documents. The user 
searches these documents one by one to find the correct answer. Sometimes the 
correct or relevant answer is difficult to find. Studies indicate that an average user 
seeking an answer to the question searches very few documents. Also, as the 
search is tedious, it demotivates the user and gets tired if the documents do not 
contain the content which they are searching for. 
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QA systems, unlike information retrieval (IR) systems, can automatically ana-
lyze a large number of documents and generate precise answers to questions posed 
by users. These systems employ Information Extraction (IE) and Natural Lan-
guage Processing (NLP) techniques to provide relevant answers. QA systems are 
regarded as the next step beyond search engines [8]. 

While the research on automated QA in the field of Artificial Intelligence (AI) 
dates back to 1960s, more research activities involving QA within the IR/IE com-
munity have gained momentum by the campaigns like TREC evaluation which 
started in 1999 [10]. Since then techniques have been developed for generating 
answers for three types of questions supported by TREC evaluations, namely, fac-
toid questions, list questions, and definitional questions. 

2   Literature Survey 

QA systems are classified in two main parts [8]: (a) open domain QA system (b) 
restricted domain QA system. 

Open domain QA systems deal with questions about nearly everything and can 
only rely on general ontology and world knowledge [8]. Alternatively, unlimited 
types of questions are accepted in open domain question answering system. 

Restricted domain QA systems deal with questions under a specific domain (for 
example, biomedicine or weather forecasting) and can be seen as an easier task 
because NLP systems can exploit domain-specific knowledge frequently forma-
lized in ontology. Alternatively, limited types of questions (or questions related to 
a particular domain) are accepted in restricted domain system. 

Some of the open domain QA systems and restricted domain QA systems are 
surveyed as part of the research work on “Medical QA Systems”. 

2.1   START(SynTactic Analysis Using  
ReversibleTransformations) 

START is the world’s first Web-based open QA system developed by Boris Katz 
and associates in December 1993 [3]. Currently, the system answers questions 
about places, movies, people, dictionary definitions, and more. START parses in-
coming questions, matches the queries created from the parse trees against its 
knowledge base (KB) and presents the appropriate information segments to the 
user. It uses a technique “natural language annotation” which employs natural lan-
guage sentences and phrases “annotations” as descriptions of content that are  
associated with information segments at various granularities. An information 
segment is retrieved when its annotation matches an input question. This tech-
nique allows START to handle variety of questions from different domains [3]. 

START system was tested using some sample questions related to various 
domain, and most of them were answered. Resluts were precise and few of  
them were supported with images. Figure 1 shows the question and the result 
displayed along with the source. However, dissatisfaction was observed in some 
cases. For instance, output for question “procedure for kidney stone removal” was 
unsuccessful as shown in Figure 2. 
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Fig. 1 START QA result along with source  

 

Fig. 2 START QA result for restricted domain question 

Limitations 

The survey results concluded that START answered to almost many questions 
pertaining to different domains, but when questions are more related to restricted 
domain, many were unsuccessful. 

START can be accessed at http://start.csail.mit.edu/ 

2.2   Aqualog 

Venessa lopez et al. in [11,12] discusses Aqualog as a portable QA system that 
takes queries in natural language, an ontology as input, and returns answers drawn 
from knowledge bases (KBs), which instantiate the input ontology with domain-
specific information. The techniques used in Aqualog are: 

• It makes use of the GATE NLP platform in linguistic component 
• String metrics algorithms 
• WordNet (open domain ontology) 
• Novel ontology-based similarity services for relations and classes, to make 

sense of user queries with respect to the target knowledge base. 
 
AquaLog is coupled with a portable and contextualized learning mechanism to ob-
tain domain-dependent knowledge by creating a lexicon [11,12]. It is portable as 
its architecture is completely independent from specific ontology’s and knowledge 
representation systems. It is also portable with respect to knowledge representa-
tion, because it uses a modular architecture based on a plug-in mechanism to 
access information about an ontology, using an OKBC-like protocol. AquaLog 
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uses KMi ontology and is coupled with the platform WebOnto , a web server 
which contains the knowledge models or ontologies in an OCML format.  
 

Limitations 

• AquaLog does not handle temporal reasoning. The results are not proper for 
questions formed with words like: yesterday, last year etc. 

• It does not handle queries which require similarity or ranking reasoning. For in-
stance: “what are the top/most successful researchers?”. 

• It does not handle genitives. For example: What’s, Project’s etc. 

2.3   MedQA (Askhermes) 

MedQA developed by Lee et al. [7] is a biomedical QA system. It is developed to 
cater to the needs of practicing physicians. The system generates short text an-
swers from MEDLINE collection and the Web. The current system implementa-
tion deals with definitional questions, for example: ”What is X?”. Figure 3 shows 
sample question “kidney stone removal” with output extracted from Google, 
PubMed and OneLook along with time taken to search the result.  

 

Fig. 3 MedQA results with the posted question 

Limitations 

Minsuk Lee et al. in [2,7] concluded that MedQA out-performed three online in-
formation systems:  Google, OneLook, and PubMed in two important efficiency 
criteria; a) time spent and b) number of actions taken for a physician to identify a 
definition. However, some limitations observed are: 

• Capacity is limited due to its ability to answer only definitional question.  
• Another important issue is speed. As the QA systems needs to process large 

documents and incorporates many computational intensive components it con-
sumes more time. 

• It does not capture semantic information which plays an important role for an-
swer extraction and summarization. 

MedQA can be accessed at www. askhermes.org/MedQA/ 
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2.4   HonQA 

HonQA developed by HON (Health On the Net) foundation is a multilingual bio-
medical system useful for both patients and health professionals [13]. It is  
restricted domain and has multilingual support in English, French and Italian lan-
guages. Figure 4 shows the advanced search option with selection of the language 
and source for the search. By default the search is done in the database of certified 
websites. 

 

Fig. 4 Search results of HonQA 

The results displays multiple definitions, source, question type and medical 
type. The user is also asked to rate the answer for further reference. 

Limitations  

The survey results shows that HonQA results are short definitional answers, whe-
reas the users expect more details pertaining to the query. Time taken to extract 
the answers is high.  

HonQA can be accessed at www.hon.ch/QA/ 

2.5   QuALiM 

Michael kaisser et al. in [6] describes the demo of QuALiM open domain QA sys-
tem. The results are supplemented with relevant passages. In [6] Wikipedia is used 
as search engine. QuALiM uses linguistic methods to analyse the questions and 
candidate sentences in order to locate the exact answers [5]. 

Limitations 

Michael kaisser et al. in [6] concluded with some issues faced regarding the delay 
caused due to search engines API’s, post processing delay and results fetched 
from Wikipedia that needs to be resolved. 
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3   QA Systems in Other Languages 

QA Systems generally have been developed in English as majority of documents 
available on the internet are in English. However, there are examples of QA sys-
tems that have been developed in foreign languages like Arabic, Spanish etc. 

Table 1 QA systems in other languages 

Name Language Details 

AQUASYS [9] Arabic  Fact based questions 

QARAB [1] Arabic Extracts answers from Arabic newspapers 

GeoVAQA [4] Spanish Voice Activated Geographical Question Answering System 

Table 2 Comparative study of open and restricted domain QA systems 

       System observed  

                 [paper ref.]  

Features  

 

Start 

[3] 

Aqualog  

[11,12] 

MedQA 

[2,7] 

HonQA 

[13] 

Qualim 

[5,6] 

Open/Restricted do-
main 

Open Restricted Restricted Restricted Open 

Language used for 
Implementation 

Common 
LISP 

Java Perl Not specified Java 

Wordnet support Yes Yes No Not specified Yes 

Ontology support Yes Yes No Not specified No 

Ontology portability Not required Yes No No Not required 

Supports multilingual 
documents 

Yes No No Yes No 

Language used to dis-
play result  

English English English English, Ital-
ian, French 

English 

4   Evaluation and Results 

For the evaluation, sample questions were generated for open and restricted do-
main QA systems. The medical QA systems were evaluated by doctors and their 
satisfaction level with 5 point likert scale was recorded. Restricted domains were 
tested with MedQA, HonQA and START while for open domain START was 
used. Some sample questions were not answered which we considered as dissatis-
factory for the result. Table 3 lists some sample questions. 
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Table 3 Sample questions input to QA systems 

Open Domain Restricted Domain

Who is the president of India What is length of large intestine 

When was Gandhiji born What is the function of pancreas 

Who invented electricity What is normal blood pressure in adult 

Which is fastest flying bird Which are the reproductive organs of human body 

Which country has the largest army How to calculate BMI 

Who is world’s fastest runner How many bones are there in human body 

How many planets are there in the milky way When was penicillin invented 

 
The evaluation results in case of restricted and open domain systems are given   

below.  

 

 

Fig. 5 Results of HonQA and MedQA for restricted domain sample questions 

 

Fig. 6 Results of START QA for restricted and open domain sample questions 

Looking at the above results, we can conclude that the user satisfaction level in 
case of restricted and open domain QA systems is less. As per the oral inputs giv-
en by the users, the dissatisfaction was also because of the format and the content 
provided in the results.  
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5   Conclusion 

QA systems represent the next step in information access technology. By deliver-
ing precise answers they can more effectively fulfill users’ information needs. 
Corresponding to the growth of information on the web, there is a growing need 
for QA systems that can help users better utilize the ever-accumulating informa-
tion. The surveyed QA systems though found to be useful to obtain information, 
showed some limitations in various aspects which can be resolved for the user sa-
tisfaction. Also, continued research toward development of more sophisticated 
techniques for processing NL text, utilizing semantic knowledge, and incorporat-
ing logic and reasoning mechanisms, will lead to more useful QA systems. 

6   Future Scope 

In the survey, many of the limitations discussed needs to be overcome. The results 
should be formatted to be more understandable to the user. Speed is an important 
issue. Obviously, the higher is the speed, the greater is the user satisfaction. It 
makes a challenge for QA systems to deliver optimal response times. 
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Transform for Simplified Weight Computations 
in the Fuzzy Analytic Hierarchy Process 

Manju Pandey, Nilay Khare, and S. Shrivastava* 

Abstract. A simplified procedure for weight computations from the pair-wise 
comparison matrices of triangular fuzzy numbers in the fuzzy analytic hierarchy 
process is proposed. A transform T:R3→R1 has been defined for mapping the tri-
angular fuzzy numbers to equivalent crisp values. The crisp values have been used 
for eigenvector computations in a manner analogous to the computations of the 
original AHP method. The objective is to retain both the ability to capture and 
deal with inherent uncertainties of subjective judgments, which is the strength of 
fuzzy modeling and the simplicity, intuitive appeal, and power of conventional 
AHP which has made it a very popular decision making tool.  

Keywords: Fuzzy, AHP, Triangular Fuzzy Number, Fuzzy Synthetic Extent, 
Weight Vector, Eigenvector, Decision Making, Optimization and Decision Making. 

1   Introduction 

Conventional AHP treats decision making problems as follows [1, 2, 3, 4]. All de-
cision making problems have at least one objective or goal, set of more than one 
alternative or option (from which a choice of the best alternative has to be made), 
and a set of criteria (and possibly sub-criteria) against which these alternatives are 
to be compared. In conventional AHP, first, the problem objective(s) and the crite-
ria to be considered are defined. Second, the problem is arranged into a hierarchy 
with the problem objective or goal at the top level, criteria and sub-criteria at the 
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intermediate levels, and the alternatives or options at the final level. Fig.1 shows 
the hierarchy for a decision making problem with 5 criteria and 5 options or alter-
natives. Third, pair-wise comparisons of the criteria are made and the (norma-
lized) eigenvector of the pair-wise comparison matrix is computed to prioritize the 
criteria. Fourth, for each criterion, pair-wise comparisons of the alternatives are 
made and the (normalized) eigenvector of the pair-wise comparison matrix is 
computed for ranking the alternatives with respect to a particular criterion. Fifth, 
weighted sum of ranks of each alternative with respect to different criteria and the 
corresponding criteria priorities is computed to determine overall ranks of alterna-
tives. Last step, the alternatives are ranked in the order of rank/cost ratio.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Arrangement of Goal, Criteria, and Options in AHP 

 
Conventional AHP uses a 9-point ratio scale called Saaty’s scale which is used 

by the decision makers for assigning criteria and alternative weights during the 
pair-wise comparisons. The simplicity, intuitive appeal and power of AHP as a 
decision making tool is beautifully illustrated with a hypothetical example in [5]. 

Fuzzy logic was propounded by Lotfi Asker Zadeh with the objective of ma-
thematically handling situations with inherent uncertainties and imprecision and 
subjective matters which are not readily amenable to mathematical modeling [6]. 
Fuzzy AHP is an application of the extent analysis method [7, 8, 9]. The scale for 
choosing preferences is based on triangular fuzzy numbers (TFNs). For prioritiz-
ing criteria and alternatives, fuzzy AHP relies on the computation of synthetic 
fuzzy extent values from pair-wise comparison matrices. The degree of possibility 
concept is used for determining the order relationship between triangular fuzzy 
numbers. Computations are based on fuzzy number arithmetic [10, 11, 12, 13] and 
fuzzy addition, subtraction, multiplication, and inverse operations are defined. The 
original AHP method, however, uses matrix eigenvector computations in the pri-
oritization steps, and simple ordering and arithmetic of real numbers.  

In this paper, a transform T:R3→R1 has been defined for mapping TFNs to 
equivalent crisp numbers. The transform is an attempt to represent the value of the  
 

Goal 

Criteria 1 Criteria 2 Criteria 5 Criteria 3 Criteria 4 

Option 1 Option 3 Option 2 Option 4 Option 5 
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TFN closely. The crisp equivalents of the triangular fuzzy numbers are then used 
for matrix eigenvector computations and for ordering in a manner analogous to the 
original AHP method. It is empirically shown through some numerical examples 
that the priority vectors match closely those obtained from Chang’s fuzzy AHP. 

2   Triangular Fuzzy Numbers 

A triangular fuzzy number depicted in Fig. 2 is a triplet (l,m,u) where l,m,u∈R, 
i.e., (l,m,u) ∈  R3. The triangular fuzzy number [10][11][12][13] is defined as  
follows: 
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The “value” of the TFN is “close to” or “around” m [13]. Membership is linear on 
both sides of m and decreases to zero at l for values less than m and at u for values 
greater than m.  
 

 
Fig. 2  Triangular Fuzzy Number 

3   Transform 

The origin of the axis is translated to (m,I) and rotated clockwise by 90º as shown 
in Fig.3. The transformed positive X-axis is now along the negative Y-axis in the 
original system and the transformed positive Y-axis is along positive X-axis of the 
original system. 
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Fig. 3  Axis translated to (m,1) and rotated clockwise by 90º 

 
Coordinates of the key points in the transformed system are in Table 1 below 

Table 1 Coordinates with reference to the new coordinate system 

Coordinate in Old System Transformed Coordinate 
(0,0) (1,-m) 
(l,0) (1, l-m) 
(m,0) (1,0) 
(u,0) (1,u-m) 
(m,1) (0,0) 

 
Following computations have been performed with reference to the new coor-

dinate system. 
 

• Equation of the membership line to the right of the core m is yR=(u-m)x 
• Equation of the membership line to the left of the core m is yL=(l-m)x 
• Difference is yR - yL = (u-m)x - (l-m)x=(u-l)x 
• Corresponding membership is x  
• Product of membership and difference functions is x(u-l)x.  
• Averaging the product 
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The equivalent crisp value is: (core value + average value), or,  
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3
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For example, the crisp value corresponding to the triangular fuzzy number (1,4,10) 
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4   Method 

The proposed method involves computing the normalized eigenvectors of the crisp 
matrices corresponding to a given TFN pair-wise comparison matrix. The ele-
ments of the crisp matrix are the crisp transforms of the corresponding elements of 
the TFN matrix.  

For comparison of results we demonstrate the method on three TFN matrices 
taken from literature [14, 15, 16]. For the TFN matrices considered, the reader is 
referred to the original papers which are publicly accessible on the internet. TFN 
matrices are mentioned in Tables 2 of [14], 1 of [15], and 2 of [16] respectively. 

4.1 Numerical Example No. 1 

From the TFN matrix of [14] we derive the following matrix of equivalent crisp 

values using the formula developed in the paper, i.e., vc = 
3

)( lu
m

−
+  

















1443.1837.059.0

33.11443.1837.0

833.1333.11443.1

333.2833.1333.11

 

Normalized eigenvector corresponding to the real eigenvalue is computed as 

[ ]T
19.023.028.031.0 . Here values have been rounded to two decimal  

places. Difference vector between this priority vector and the priority vector  
computed using Chang’s synthetic extent method in [14] is 

[ ]T
00.001.001.001.0−  and the root mean squared difference is 0.00866. 

4.2   Numerical Example No. 2 

From the TFN matrix of [15] we derive the following matrix of equivalent crisp 
values using the formula developed in the paper  

 





















1196.271.0983.043.1

683.0144.0523.077.0

28.246.3185.1816.2

7.1893.2003.1134.2

113.1283.26.085.01

 

 

Normalized eigenvector corresponding to the real eigenvalue is 

[ ]T
18.009.032.025.016.0 . Here values have been rounded to two decimal 

places. Difference vector between this priority vector and the priority vector  
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computed using Chang’s synthetic extent method in [15] is 

[ ]T
01.004.000.002.002.0 −−  and the root mean squared difference is 

0.0224. 

4.3   Numerical Example No. 3 

From the TFN matrix of [16] we derive the following matrix of equivalent crisp 
values using the formula developed in the paper  

 























11.2531.2270.6331.047

1.09311.191.1930.963

1.3071.43710.4331.263

3.481.2233.95310.847

2.1672.1171.482.0531

 

 

Normalized eigenvector corresponding to the real eigenvalue is 

[ ]T
149.0164.0154.0274.0259.0 . Here values have been rounded to  

three decimal places. Difference vector between this priority vector and the  
priority vector computed using Chang’s synthetic extent method in [16] is 

[ ]T
001.0000.0013.001.0013.0 −−  and the root mean squared difference is 

0.0082. 

5   Advantages over Chang’s Method 

In Chang’s method, priority vectors are computed from the pair-wise comparison 
matrices of triangular fuzzy numbers using the following steps. First, the fuzzy 
synthetic extents are computed by summing all rows which is then divided by the 
total sum of rows for normalization.  

 

Fig. 4 Ordering of two triangular fuzzy numbers in Chang’s method 

 M2                  M1 

1 

     D 

V(M2≥M1) 

0 l2          m2     l1   d  u2 m1               u1 
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~

In the second step, these fuzzy synthetic extent values are ordered by compu-
ting the degrees of possibility, V, of each fuzzy number being greater than the oth-
er in the fuzzy synthetic extent vector. 

The fuzzy synthetic extents Si of the first step are computed for a matrix Pmn of 

triangular fuzzy numbers using the equation  



=


=



=
=

m

1i

n

1j
ij

P

~

n

1j
ij

P

~

iS  

In the second step, if M1 and M2 are two triangular fuzzy numbers as shown in 
Fig. 4 above, then the degree of possibility, V, of M2 ≥ M1 is given by 


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
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

=

=

=≥

 otherwise        ,
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2u   1l  if                                             0,

1m   2m  if                                             1,

)1M2V(M  

For a m x n matrix of triangular fuzzy numbers, Chang’s method involves m x (n-
1) fuzzy addition operations and m fuzzy division operations for computing the 
fuzzy synthetic extents. Also in the ordering step, it involves m(m-1)/2 degree of 
possibility, i.e., V calculations. 

Chang’s method has the following limitations: 
 

• The method requires knowledge of fuzzy sets and fuzzy arithmetic in-
volving triangular fuzzy numbers. 

• The method involves ordering fuzzy numbers, that is, the ranking of 
fuzzy numbers based on the computation of degree of possibility. This is 
not intuitive. 

• It does not extend classical AHP method of Saaty for priority vector 
computations. 

 

Considering the above, the advantages of the method of this paper over Chang’s 
method can be summarized as follows: 
 

• The method does not require any knowledge of fuzzy arithmetic involv-
ing triangular fuzzy numbers.  

• The method involves ordering numbers on the real line, which is intui-
tive, has a definite geometric interpretation, and is well understood.  
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• After the transform is applied to individual elements of the triangular 
fuzzy number matrix, computation proceeds exactly as in Saaty’s classic-
al analytic hierarchy process method. 

Therefore, the method is easy to follow and adopt for a decision maker making  
the transition from classical AHP to fuzzy AHP. The results of the method  
closely match those of Chang’s method as has been demonstrated in three numeri-
cal examples.  

6   Conclusions 

The transform and method discussed in this paper concern a simplified technique 
for computing the priority vectors from the pair-wise comparison matrices of tri-
angular fuzzy numbers in the context of the fuzzy analytic hierarchy method. The 
resulting priority vectors closely match those obtained from Chang’s fuzzy syn-
thetic extent analysis which is the backbone of the fuzzy AHP method. It can be 
seen that with the sole exception of ranks 3 and 4 of numerical example 3 which 
get interchanged between the method developed in this paper and Chang’s me-
thod, the order is preserved, and no other discrepancy in the order relation of the 
priorities is observed. In the exception mentioned also, it needs to be noted that the 
priorities assigned to 3 and 4 are the same if truncated to two decimal places by 
Chang’s method, and therefore these ranks should be expectedly closer. The simi-
lar results are obtained by a rather simple transformation of the triangular fuzzy 
numbers in the pair-wise comparison matrices to equivalent crisp numbers and 
then proceeding in a manner similar to conventional AHP. Unlike Chang’s me-
thod, the method does not require knowledge of fuzzy arithmetic, involves order-
ing of crisp real numbers in place of ordering fuzzy numbers, and involves priority 
vector computations using the familiar method of conventional AHP. Present me-
thod therefore has the simplicity, intuitive appeal and power of conventional AHP 
while retaining the ability to capture and deal with subjective information which is 
characteristic of fuzzy modeling.  
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Parameterizable Decision Tree Classifier on
NetFPGA

Alireza Monemi, Roozbeh Zarei,
Muhammad Nadzir Marsono, and Mohamed Khalil-Hani

Abstract. Machine learning approaches based on decision trees (DTs) have been
proposed for classifying networking traffic. Although this technique has been proven
to have the ability to classify encrypted and unknown traffic, the software implemen-
tation of DT cannot cope with the current speed of packet traffic. In this paper, hard-
ware architecture of decision tree is proposed on NetFPGA platform. The proposed
architecture is fully parameterizable to cover wide range of applications. Several
optimizations have been done on the DT structure to improve the tree search per-
formance and to lower the hardware cost. The optimizations proposed are: a) node
merging to reduce the computation latency, b) limit the number of nodes in the same
level to control the memory usage, and c) support variable throughput to reduce the
hardware cost of the tree.

Keywords: Data Mining, Machine Learning, Search Tree.

1 Introduction

One of the most critical factors of network management and surveillance tasks is
to identify network traffic accurately and rapidly. Classical methods of identifying
network applications based on detecting well known port numbers are not reliable
anymore [8]. On the other hand, some other approaches such as deep packet inspec-
tion (DPI) as well as statistical approaches [4] have been proposed. DPI solutions
have high accuracy but need constant updates of signatures. Besides, these solu-
tions cannot classify the encrypted packets, such as P2P applications. Statistical
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approaches which are based on machine learning are more suitable in the term of
encryption, privacy, and protocol obfuscation.

Traffic classification based on machine learning can be divided into two cate-
gories: supervised [10] and unsupervised [15] classifications. Y. Wang [14]
compared the both methods for traffic classification and showed that supervised ma-
chine learning based on decision trees (DTs) provides higher accuracy with faster
classifying speed. However, there are some limitations as almost all the proposed
methods were implemented in software [2, 3] and capable to classify traffic offline.
Reference [15] shows that the above implementations are not able to keep up with
line speed for online traffic classification due to their requirement on computation
and storage. In this scenario, in order to make DT classifier suitable for online traf-
fic classification, the advantage of hardware implementation is used to improve the
performance of the DT.

In this paper, the hardware DT classifier prototyped for NetFPGA[6] is proposed.
The NetFPGA is a versatile platform which allows the development of rapid proto-
type of Gigabit rate network applications on line-rate. The proposed DT architecture
is fully parameterizable in the term of the throughput, number of features, features
size, tree depth and maximum required node in the same level.

The remainder of this paper is organized as follows: Section 2 introduces some
related works which used DTs. Section 3 discusses the hardware architecture of de-
cision tree as well as the required optimization. In Section 4, we present our DT
hardware architecture targeting NetFPGA board. The synthesis results of the imple-
mentation is given in Section 5. Finally, we conclude our work in Section 6.

2 Related Works

In the past few years, several traffic classifications based on machine learning have
been proposed [11]. These approaches offer high accuracy and are able to classify
both unknown and encrypted traffic. Almost all of the proposed methods discussed
only the classification accuracy. The performance and timing issue were not dis-
cussed due to the software implementation. Hence, these approaches are only suit-
able for offline traffic classification due to the performance reasons. Reference [15]
studied the performance of five machine learning (Naı̈ve Bayes (NBD, NBK), C4.5
Decision Tree (C4.5), Bayesian Network (BayesNet), Naı̈ve Bayes Tree (NBTree))
traffic classifiers. It shows that machine learning based traffic classification are slow
and are incapable to keep up with line rates for online traffic classification.

There are only a few articles discuss the hardware implementation of DTs
[1, 7, 12, 13]. In [7], the basic approach to implement DT in hardware is to imple-
ment all DT nodes in a single module. The main drawback of this approach is the
low throughput since new instances cannot be inserted until the previous instance
has been classified. Other hardware DTs based on the equivalence between DTs and
threshold networks are presented in [1]. This work provides a high-throughput clas-
sification since the signals have to propagate through only two levels, irrelevant of
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the depth of the original DT. However, both mentioned approaches/architectures for
hardware realization of DTs require a considerable amount of hardware resources.
To increase the throughput, [13] proposed a new pipeline architectures, single mod-
ule per level, which is specified for implementing oblique decision tree. Reference
[12] used the pipeline architecture for implementing axis-parallel DT specific for
packet classification.

In contrast to these related works, we use the advantages of the above approaches
to implement the axis-parallel decision tree for NetFPGA projects. Our goal is to
have a prototype DT which is fully parameterizable, minimized in term of the hard-
ware cost and can work with maximum available line speed of the NetFPGA.

3 Decision Tree

Decision trees are one of the most efficient predictive models in machine learning
which introduced first by Breiman et al in 1984 [5]. Decision tree is a classifier in the
form of a tree structure which includes either terminal nodes (leaf node) indicating
classifications or non-terminal nodes (root node and decision nodes) contain feature
test conditions. Instances are classified by being directed from the parent of the tree
to a terminal node which specifies the classification of the instance.

Based on the method used on making the decision at a node, the decision trees are
categorized in two main groups: axis-parallel and oblique. In the first group, only
one feature is used at each non-terminal node for making the decision, whereas in
the second group, more than one feature are needed. In this work, we focus on the
implementation of axis-parallel decision tree (DT) in hardware. A DT with depth of
6 is illustrated in Fig. 1(a).

The method which is used to implement a DT in hardware is to map the tree nodes
inside block RAMs and locating each individual block RAM in a single module. The
decision tree is created by connecting these modules in a pipeline chain.

3.1 Basic DT Design

In the basic design, each level of the DT is mapped into one single module and the
tree structure is created by connecting these modules in a pipeline chain. In this
structure, each single module is able to process one instance in each clock cycle.
This results in the throughput of one instance per one clock cycle. The process la-
tency is equal to the tree depth which contains the last leaf node. In order to map
one level of DT on hardware, all nodes located in that level are mapped in one
block RAM. Inside this block RAM, the two child nodes connected to the same par-
ent node are mapped in 2 consecutive memory addresses. The size of each module
block RAM SBRAM and the total required memory MTotal for implementing a DT are
obtained from equations (1b) and (1c).
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W = MFW + 
log2(NF)�+ 
log2(MNSL)� (1a)

SBRAM = 2Nnode(W ) bit (1b)

MTotal = Tnode(W ) bit (1c)

where W is the block RAM data width, Tnode is the total number of nodes inside the
DT, Nnode is the number of existed nodes in a level of DT, MFW is the maximum
feature width in bit, NF is number of input features, and MNSL is the maximum
number of node in the same level of DT.

3.2 DT Design Optimization

3.2.1 Node Merging

To decrease the number of parallel block RAMs and reduce the computation latency,
the node merging algorithm is used, where the two consecutive stages of a DT is
merged into one stage. As illustrated in Fig. 1(b) each parent merged node can have
up to four child merged nodes. This optimization results in the reduction of the
number of pipeline modules as well as the latency by half while the total memory
required remains unchanged.

In a merged node, the input features are compared by three compare values in the
same time. These three compare values are the compare values of the three nodes
inside a merged node. The four child merged nodes are stored in four consecu-
tive memory addresses inside the module block RAM. The size of the block RAM
in each module is defined in equation (2). Note that the total required memory is
defined in equation (2) is approximately equal to the basic design obtained from
equation (1c) for the same DT.

W = 3MFW + 
3log2(NF )�+ 
log2(MNSL)� (2a)

SBRAM = 4Nm node(W ) bit (2b)

MTotal = (T node/3)(W) bit (2c)

where Nm node is the number of merged nodes in the same stage of DT.
The differences of our proposed node merging algorithm with the one in [12] is

that we merged even the parent nodes which one or both of their child nodes are
leafs. Thus, a merged node can reach to a leaf in any of its tree nodes, in contrast to
[12] in which a node has to be classified just by the parent node. This optimization
reduces the maximum memory size for implementing a DT.

To understand it better, imagine a complete tree which all of its nodes are classi-
fied in the 8th level is implemented in hardware. This tree has 127 leafs in its lowest
level. In our proposed design, this tree needs a total of 3 modules in pipeline chain
while the lowest-level module block RAM just needs 64 rows. The architecture in
[12] cannot merge the level 7 and 8 into one stage because all the nodes in the
7th level are connected to the leafs. Hence, it needs to add another module to the
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Leaf node
Decision node
Root node

(a) (b)

Fig. 1 (a) A Simple DT with Depth of 6. (b) The Merged DT

pipeline chain and place one individual leaf in one row of the block RAM (which
now needs 127 rows to store all the leafs). The pseudo code of the node merging
algorithm is explained in Algorithm 1.

Algorithm 1. Pseudo code of the merged node
if f eatures in[ f sel1]> cmp v1 then

if f eatures in[ f sel2]> cmp v1 then
RAM addr = addr in

else
RAM addr = addr in+1

end if
else

if f sel2 == 0 then {//the first child node is a leaf}
if f eatures in[ f sel3]> cmp v3 then

RAM addr = addr in
else

RAM addr = addr in+1
end if

else
if f eatures in[ f sel3]> cmp v3 then

RAM addr = addr in+2
else

RAM addr = addr in+3
end if

end if
end if

3.2.2 Limiting Number of Nodes in the Same Level

In both basic and Merged designs, the block RAM address size of each module is
equal to the number of existed nodes/merged nodes inside that level/merged level.
Hence, the total required memory is equal to the number of tree nodes multiply
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by the total memory needed for implementing a single node. The problem of this
structure is that the DT is not able to be updated with a new tree without FPGA
reconfiguration since the number of nodes inside each level of a DT may vary due
to the training data set used to build that DT. One solution to above problem is to
impediment a complete DT in hardware. A complete DT is a tree which all of the
instances are classified in last level. Hence, no matter how many nodes are in each
level, the tree is able to be placed in hardware. The problem with this new design is
that the tree depth cannot exceed a limited number due to lack of available memory
inside the FPGA device. To address this problem, the maximum number of nodes
inside one stage of the DT is considered not to exceed than a fixed number (MNSL). It
is possible because in reality not all the instances are classified in the last DT stage.
Most of nodes are ended to the leaf in the middle of the DT mostly depends on the
training data set used to build the tree. In our proposed design, we allow the DT
users to define this value as a parameter in the Verilog program. This value can be
estimated by testing several training data sets in building the DT. The block RAM
size of each module and the total memory needed is obtained from equations (3b)
and (3c).

W = 3MFW + 
3log2(NF )�+ 
log2(MNSL)� (3a)

SBRAM =

{
4n(W ) 4n < MNSL

MNSL(W ) elsewhere
bit (3b)

MTotal =
n=D/2

∑
n=1

SBRAM bit (3c)

where D is the tree depth and n is the merged level index.

3.2.3 Support Variable Throughput

The original DT structure has the ability to classify one instance per one clock cy-
cle. Therefore, a new instance can enter in every clock cycle. In this structure, the
total DT hardware cost is directly related to the tree depth. In our design, given the n
throughput, then we merge the n modules of the pipeline chain in one merged mod-
ule. The merged module share the computational part ( e.g. multiplexer, adder and
registers) of one single module. Its block RAM size equals to the total for all n mod-
ules. For this purpose, the addr in part of each node except for the n− th module is
updated with the address of the next node inside the merged module. A new instance
and the nodes values are entered to a merged module in every n clock cycles. The
instance features are latched for n clock cycles while for the next n−1 clock cycles,
the input node values are fed back to the merged module from its own block RAM.
This optimization reduces the hardware cost by the factor of approximately 1

n while
not affecting memory usage and computation latency.
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4 NetFPGA Implementation

NetFPGA [6] is a low cost configurable hardware platform for processing network
in line-rate. The platform consists of the Xilinx Virtex II-Pro 50 FPGA running at
125 MHz, four 1Gbps Ethernet ports, SRAM, DRAM, and PCI interface to com-
municate with the host computer. NetFPGA open source hardware and software
programs are available in [9]. The NetFPGA comes with four main open-source ref-
erence designs (NIC, switch, router and hardware accelerated Linux router). Most
of the projects have been done by modification or development on one of these main
reference designs.

The NetFPGA reference designs have the limitation of processing 64-bits of the
packet data in each clock cycle which causes the minimum number of clocks needed
to process a single packet inside one NetFPGA pipeline module is 16 clock cy-
cles. Therefore, if the feature instances are selected from an individual packet, the
maximum needed throughput would be 1 instance per 16 clock cycles. Another
possible way to send feature instances to the NetFPGA is through packetizing of
instances and sending them via UDP packets. Since, only 64-bit of data is processed
in each clock cycle. The minimum clock cycles between receiving two consecutive
instances varies based on the total length of features.

4.1 Basic Design on NetFPGA

Fig. 2 illustrates the functional block diagram of the basic decision tree. As it shown
the mapping of a single node in memory, each node is converted to three values: the
compare value cmp v, the feature selector f sel, and the memory address addr in.
The f sel value is fed to a multiplexer to select the appropriate feature from feature
instances. The selected feature is compared with the cmp v. If the feature value is
bigger than the cmp val, the next node memory address is the addr in. Otherwise it
is addr in+ 1. The read value from the memory determine the node in data of the
next module. If a node reaches to a leaf node, the f sel carries the zero value (done
pin is asserted) while the cmp v contains the class number.

Fig. 2 The Function Block
Diagram of one Tree Level
in Basic Design
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4.2 Our Proposed Architecture

A binary search tree which is mapped into a pipeline structure is illustrated in Fig. 3.
Every module has four inputs, F in, node in, valid in, and next instance rd, and
five outputs, F out, node out, valid out, class, and done. The pipeline structure
is made by connecting F out and node out port of a single module to the neigh-
bor module F in and node in ports. The next instance rd signal is connected to all
pipeline modules and controls the number of clock cycles which a single instance
remains inside a module. A single module of the pipeline structure is illustrated in
Fig. 4. The instance features which are given to a module by f eatures in port are
captured in a register when the next instance rd is asserted. The output of this reg-
ister is connected to the f eatures out port which provides the instance features for
the next neighbor module. The f eatures reg is connected to three parallel multi-
plexers. These multiplexers are controlled by f sel taken from the node data. The
node data includes six parts, three node compare values (cmp v), three node feature
selectors ( f sel), and the address (addr in). The selected features are compared with
the cmp v values and create three cmp signal. The cmp is set if the value of input
features is bigger than cmp v value otherwise is reset.
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Fig. 3 Functional Block Diagram of the Pipeline DT

The four child nodes are stored in four consecutive memory addresses, the ad-
dress of next child node is obtained by using these three signals (cmp1, cmp2, cmp3)
and the feature selector of the second child node. The node in port is used to receive
the node data from the previous module in pipeline chain one clock cycle after the
next instance rd is asserted. Otherwise the node data is provided by internal block
RAM. When an instance is classified and valid reg is assigned the done pin is as-
serted. At the same time, the valid out pin is reset to inform next module not to
process the f eature in values anymore. A leaf is reached when one of the three
f sels contains the zero value. In this case, the (cmp v) of the node with zero f sel
value contains the instance class.

In order to achieve on-the-fly update, we use a dual-port RAM. The port A of
memory is connected to DT and another port is connected to the host computer.
The Mem sel pin and its inverted signal are used as the most significant bit of port
A and B addresses, respectively. Using this structure, the DT is able to read nodes
data from one half of memory while the host computer is able to update new DT on
another half of the memory.
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5 Resources and Timing on NetFPGA

Table 1 illustrates the hardware cost for the implementation of a DT with the depth
of 32, input features number of 15, maximum feature width of 32 bit, and the MNSL

equals to 127 on Vertex 2vp50ff1152-7. The hardware cost is compared for differ-
ent clocks per instance. As expected, the hardware cost is reduced approximately
by half when the clock per instance is doubled. The difference in memory usage
for different clocks per packet is because of fixes size internal block RAMs. The
required operating frequency is provided by dividing the NetFPGA core clock fre-
quency (125 Mhz) by two using internal Digital Clock Manager (DCM).

Table 1 Device utilization comparison for different clks per instance on the Vertex
2vp50ff1152-7

clks per instance Number of Slices Number of BRAMs Maximum Frequency

2 3956 / 23616 (17%) 32 /232(14%) 68 MHz
4 1997 / 23616 (8.4%) 25 /232(11%) 67.6 MHz
8 1297 / 23616 (5.5%) 28 /232(12%) 64 MHz

6 Conclusion

In this paper, a fully parameterizable DT based on NetFPGA was proposed. Three
architecture optimization strategies are proposed: a) node merging to decrease the
number of parallel block RAMs and computation latency, b) limiting number of
nodes in the same level to control the memory usage and c) support variable
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throughput to decrease hardware cost. We showed that our design is fully param-
eterizable in terms of throughput, number of feature size, tree depth and maximum
required node in the same level. Our proposed architecture can be applied for any
network traffic classifications which utilize DT to classify network traffic, online.
As a future work we plan to implement our DT hardware structure for detecting and
mitigating network traffic on NetFPGA.
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Diagnosing Multiple Faults in Dynamic Hybrid
Systems

Imtiez Fliss and Moncef Tagina

Abstract. Due to their quite complex nature, Dynamic Hybrid Systems represent a
constant challenge for their diagnosing. In this context, this paper proposes a general
multiple faults model-based diagnosis methodology for hybrid dynamic systems
characterized by slow discernable discrete modes. Each discrete mode has a contin-
uous behavior. The considered systems are modeled using hybrid bond graph which
allows the generating of residuals (Analytical Redundancy Relations) for each dis-
crete mode. The evaluation of such residuals (detection faults step) extends previous
works and is based on the combination of adaptive thresholdings and fuzzy logic
reasoning. The performance of fuzzy logic detection is generally linked to its mem-
bership functions parameters.Thus, we rely on Particle Swarm Optimization (PSO)
to get optimal fuzzy partition parameters. The results of the diagnosis module are
finally displayed as a colored causal graph indicating the status of each system vari-
able in each discrete mode. To make evidence of the effectiveness of the proposed
solution, we rely on a diagnosis benchmark: The three-tank system.

1 Introduction

With the spread and the omnipresence of the dynamic hybrid systems, there is a
great need for more efficiency, safety and reliability of these systems. The need for
diagnostic tools is then crucial in this case as it is a key technology guaranteeing
these criteria. In fact, correct and timely diagnosis helps the operator to take the ad-
equate corrective actions in time. Diagnosis is the process of detecting an abnormal-
ity in the system behavior and isolating the cause or the source of this abnormality.
This problem is more complex in case of multiple occurrences of faults. However,
this case should be taken into account, as the performance of physical processes is
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affected by the presence of a single fault and is severely affected in case of mul-
tiple faults. In this context, this paper deals with the diagnosis of multiple faults
in dynamic hybrid systems. These systems are characterized by the exhibition of
both continuous and discrete dynamic behaviors. In this work, we consider hybrid
systems whose dynamic evolution is described through the succession of a number
of slow discernable discrete modes[4]. Each mode is characterized by a continuous
evolution of its states. The transition from one mode to another occurs when a num-
ber of constraints are checked. Faults can affect either the sequence of discrete states
or the continuous behavior in each discrete mode. In this paper, we focus in the di-
agnosis of multiple faults affecting the continuous behavior in each discrete mode
of the dynamic hybrid systems. In this context, we propose to extend previous work
[8]dealing with diagnosing multiple faults in continuous systems to dynamic hybrid
systems. The proposed approach relies on the extension of Analytical Redundancy
Relations (ARRs), a well known residual generating approach used in continuous
systems, into hybrid plants inspired from [4]. In this case, we calculate to each dis-
crete mode the corresponding ARRs. ARRs are symbolic equations representing
constraints between different known process variables (parameters, measurements
and sources). The evaluation of such residuals is done using the combination of
adaptive thresholdings and fuzzy logic detection. The performance of fuzzy detec-
tion is closely linked to the fuzzy membership functions. For efficiency, an optimal
design of membership functions is desired[9]. Thus, we choose to use an optimiza-
tion technique to adjust the parameters of the fuzzy partitions: the Particle Swarm
Optimization (PSO) [3]. The result of detection step is then presented as a colored
causal graph. This result is then used in the isolation step which relies on the causal
reasoning and gives final findings to the operator helping him to make proper cor-
rective actions. To test the performance of the proposed approach, we rely on a
simulation of a benchmark in the diagnosis domain: the three- tank hydraulic sys-
tem. The remainder of this paper is organized as follows: section two details the
proposed approach. While, the third section presents and discusses the simulation
results we get, the fourth section points out our contribution to the literature. Finally,
some concluding remarks are made.

2 The Proposed Approach for Diagnosing Multiple Faults in
Dynamic Hybrid Systems

The diagnosis result indicates whether the system is normally functioning or there
are some single or multiple faults that occur. In this work, the considered systems
are dynamic hybrid systems characterized by the evolution of m slow discernable
discrete modes. Each i mode {i in {1,.., m}} has a continuous evolution of possible
configurations. The faults that can affect such systems are either caused by inad-
equate evolution of discrete modes or by the continuous behavior of each discrete
mode. We concentrate, in this paper, on faults affecting the continuous behavior of
system variables in each discrete mode. The aim of our work, consists, first of all,
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in detecting the presence of faults. Such a step results in deciding if each continu-
ous behavior of each mode is faulty or not regardless of disturbances. To get this
decision, we rely on the comparison of the system behavior to a reference model.
This model should respect the particularities of the dynamic hybrid system to be di-
agnosed. A best manner to model systems is to use a hybrid bond graph [18] which
has the pros of bond graph modeling [5] and introduces the mode switching thanks
to the use of Switching elements (Sw) which evolution is described as a finite state
sequential automata. The result of this comparison is called residuals. To generate
these residuals, several approaches can be used:parity relations [12], state estima-
tion [15], and methods based on parameter identification [11]. In this work, we drew
inspiration from the work of Cocquempot et al. [4], which defines an extension of
Analytical redundancy relations for each system mode as shown in fig.1.

Fig. 1 Extension of Analytical Redundancy Relations for Hybrid systems [10]

For each discernable discrete mode, we generate corresponding residuals thanks
to the use of bond graph modeling through the use of the procedure described in
[21]. Then for each discrete mode, an evaluation of the system behavior is provided.
The architecture of the whole proposed approach is described in fig.2.

In this step, we rely on previous works[8] which consists first of all in evaluating
residuals using the Hôfling’s adaptive thresholdings [14]. The result of such method
is not too robust to disturbances, thus, we integrate the use of fuzzy logic reasoning
considered as the best framework dealing with disturbances and uncertainties. Fuzzy
logic fault detection consists in interpreting the residuals by generating a value of be-
longing to the class AL (Alarm) between 0 and 1 that allows one to decide whether
the measurement is normal or not. The gradual evolution of this variable from 0
to 1 represents the evolution of the variable to an abnormal state [7]. In practical
cases, fuzzy logic effectiveness is closely linked to its partitions parameters. So, to
get the best results, optimal values of these parameters should be used. In this con-
text, we rely on Particle Swarm optimization technique, which is characterized by
an easy implementation and no gradient information requirement. There have been
several versions of Particle Swarm Optimization. We choose in our research one
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Fig. 2 The proposed approach

of the basic versions as they focus on cooperation rather than competition and are
characterized by no selection:the PSO version with constriction factor. This version
is also characterized by its speed of convergence [3].

For each discrete mode, the results of the detector combining the adaptive thresh-
oldings and the fuzzy reasoning are displayed as a causal graph whose nodes are
either red (suspected to be faulty) or green (normally functioning). Once at least
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one fault is detected, the isolation procedure is activated. This procedure is based on
the causal graph reasoning and consists in looking for the source or the cause of the
single or multiple detected faults. The details of such a reasoning are given in [6].
Finally and in order to assist the operator to make the proper corrective actions, the
results are summed up as a colored causal graph.

3 Application of the Proposed Approach to an Industrial
Process

The proposed solution is tested on a simulation of the three- tank hydraulic system.

3.1 Process Description

The considered hybrid process, shown in fig. 3, consists of three cylindrical tanks
(Tank1, Tank2 and Tank3) that can be filled with two identical, independent pumps
acting on the outer tanks 1 and 2.Tanks communicate through feeding valves that
can assume either the completely open or the completely closed position. Pumps are
controlled through on/off valves. The total number of valves is six. The liquid levels
h1, h2, h3 in each tank represent continuous valued variables. The flow liquid rate
from tank i to tank j is given by the following formula:

Qi j = az × S× sgn(hi− h j)×
√

2× g×|hi− h j| (1)

Where:

• hi (measured in meters) is the liquid level of tank i for i=1, 2, 3, respectively.
• az the outflow coefficient.
• S is the sectional area of the connecting valve.
• g the gravitational constant.

Fig. 3 The three-tank sys-
tem [1]
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The global purpose of the three- tank system is to keep a steady fluid level in the
Tank 3, the one in the middle. A first step of our work concerns the modeling of the
considered system. Thus, and as we previously mentioned, we rely on hybrid bond
graph.

3.2 The System Hybrid Bond Graph Model

The hybrid bond graph model of the three- tank system is giving in fig.4. The tanks
are modeled as capacitances and the valves are modeled as resistances. Msf1 and
Msf2 correspond to flows volume applied to the system. 0- and 1- junctions repre-
sent respectively the common effort and common flow. The switching 1i-junctions
represent idealized discrete switching element that can turn the corresponding en-
ergy connection on and off. These switching junctions are specified as a finite state
sequential automata.

Fig. 4 The three-tank sys-
tem Hybrid Bond Graph
model

The levels of fluid in the tanks are all governed by continuous differential equa-
tions. These equations change as the valve configurations change. Then, a specific
valve configuration determines the mode of the system. Since there are six valves,
there are 64 total modes of the system. Each mode is governed by a different set of
Analytic Redundancy Relations. For each mode of the three-tank system, the gener-
ation of Analytic Redundancy Relations is done directly from the bond graph model
based on the procedure described in [21] and [9].

3.3 Experimental Results

The proposed approach was implemented on the three-tank hydraulic system in or-
der to evaluate its performance. In this context, we considered as a first step forty
discernable discrete modes whose evolution is given in fig.5. We performed a series
of more than one hundred- forty tests (by injecting single and multiple faults) for
several system functioning modes. At each test scenario, we checked if proper deci-
sion is finally given. The Simulation results we get are summed up in the following
figures (fig. 6, fig.7 and fig. 8), knowing that the decision has the value of 1 in case
of correct decision and 0 otherwise. According to simulation results (fig. 8) and
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Fig. 5 Discrete modes evo-
lution

Fig. 6 Results in case of injecting simple faults

Fig. 7 Results in case of injecting multiple faults

the preliminary result got in [10], the proposed approach gives promising diagnosis
results. In fact, it gives the correct decision in almost 88 % of tested cases. This
result is obtained thanks to the combination of the use of adaptive thresholdings and
fuzzy logic optimized by Particle Swarm Optimization technique. In fact, according
to the results we get, the integration of these two detection techniques overcomes the
limitations of individual strategies of each method and ameliorate significantly the
diagnosis result. This can also explain by the use of causal reasoning in the local-
ization step which analyzes the propagation paths in the graph to determine whether
fault hypotheses are sufficient to account for other secondary faults, resulting from
its propagation in the process over time. Then, only variables that are really faulty
are announced defective [6]. The proposed approach provides us also with a repre-
sentative results facilitating the operator’s decision making thanks to use of colored
causal graph displaying the systems variables state. For instance, in case of injecting
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Fig. 8 Correct diagnosis
rates

Fig. 9 Result of injecting {De2and Msf2} using the proposed diagnosing approach

multiple faults in De2 and Msf2 in the discrete mode in which all valves are in on
functioning mode, the final findings are shown in fig.9.

4 Related Works and Discussion

A literature review shows that there are several approaches addressing the diagnosis
of dynamic hybrid systems problem[2,13,16,17,19,20,22,23] based on extension of
continuous systems approaches. We generally find two diagnosing options: works
based on residual generation techniques and others based on causal reasoning. For
instance, in [19], authors present a diagnosis methodology based on the use of a hy-
brid observer to track system behavior. The observer uses the state equations models
for tracking continuous behavior in a mode, and hybrid automata for detecting and
making mode transitions as system behavior evolves. Detection of mode changes
requires access to controller signals for controlled jumps, and predictions of state
variable values for autonomous jumps. If a mode change occurs in the system, the
observer switches the tracking model (different set of state space equations), initial-
izes the state variables in the new mode, and continues tracking system behavior
with the new model. The fault detector compares the observations from the sys-
tem and the predictions from the observer to look for significant deviations in the
observed signals. In the same option, authors in[17] present a novel approach to
monitoring and diagnosing real-time embedded systems that integrates model-based
techniques using hybrid system models with distributed signature analysis. They
present a framework for fault parameterization based on hybrid automata models.
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The developed model is used to generate the fault symptom table for different fault
hypotheses. The fault symptom table is generated off-line by simulation and is com-
piled into a decision tree that is used as the on-line diagnoser. The model compares
observed sensor events with their expected values. When a fault occurs, the devia-
tion from the simulated behavior triggers the decision-tree diagnoser. The diagnoser
either waits for the next sensor event or queries the mode estimator to search for a
particular event, depending on the next test. This approach has the advantage of de-
tecting faults due to the continuous variables and the occurrence of disruptive events.
In [4] the well known parity space approach is extended to hybrid systems in order
to identify on-line the current mode and to estimate the switching instants. The fault
detection consists in generating residuals between the input variables and measured
outputs and analytical redundancy relations determined from the inputs and the out-
puts as well as their derivations, independently of the system discrete mode. The
structured residuals are used to determine the current mode and to detect continu-
ous and discrete faults. On the other hand, qualitative modeling by causal graph is
proposed in [13] through a representation based on hybrid continuous causal Petri
nets (HC2PN). Causal links (transitions) between continuous variables (the places)
are represented through quality transfer functions quality (QFT) based on informa-
tion on Gain (K), late (r) and time constant (r) (transitions). The evolution of the
input variables and the qualitative response (QR) are at a QFT approximated by a
piecewise affine function via a segmentation procedure. Each segment is called an
episode. Crossing speed of a transition (change of marking) is a function of constant
time piecewise, depending on the detected episodes, on the evolution of the marking
of the upstream place and parameters of the QFT. The model HC2PN is then inte-
grated into supervisor modeled by a Petri Nets through an interface event, forming a
structure similar to Petri net models of Hybrids and monitoring approaches. The sys-
tem fault detection, influencing continuous variables, is carried out asynchronously;
fault location is performed by chaining backward / forward causal links between
variables by using their temporal characteristics. Another approach based on causal
reasoning has been proposed in [16]. This approach is based primarily on model-
ing the system by a hybrid bond graph model and then generates a graph of faults
propagation, which can describe the temporal and causal relationships between dif-
ferent faults modes on one side, and observations related to another. This approach
integrates the use of failure-propagation graph-based techniques for discrete-event
diagnosis and combined qualitative reasoning and quantitative parameter estimation
methods for parameterized fault isolation of degraded components (sensors, actua-
tors, and plant components).

Unlike these works, the major contribution of our work consists in detecting and
localizing multiple faults in dynamic hybrid systems using both generating residual
reasoning and causal reasoning. In fact, we rely in the detection step on the gener-
ation of analytical redundancy relations (ARRs) in each discrete discernable mode.
These ARRs are generated through the using of hybrid bond graph and are evaluated
using a combination of adaptive thresholdings and fuzzy logic optimized using PSO.
Exploiting fuzzy reasoning allows us to get the most accurate decision even if resid-
uals are affected by the noise contamination and uncertainty effects. On the other
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hand, the results of detection step are summed up as a colored causal graph which
is used in the isolation step. Indeed, isolation step consists in generating a causal
propagation reasoning. As it uses a backward/forward procedure starting from an
inconsistent variable localized as a faulty node: red node in the generated colored
causal graph. The use of colored causal graph to display the diagnosis results fa-
cilitates the operator’s understandings and helps him to make adequate corrective
actions in time.

5 Conclusion

This paper addresses the problem of multiple faults in dynamic hybrid systems.
These systems are assumed to have slow discernable discrete modes characterized
by continuous behaviors.The continuous behaviors could be affected by single or
multiple faults. Thus, we propose, in this paper, a general approach to diagnose sin-
gle and multiple faults in dynamic hybrid systems relying on extension of previous
works dealing with continuous systems. The proposed approach exploits the per-
formance of combining adaptive thresholdings and fuzzy logic reasoning optimized
using Particle Swarm Optimization. Experiments are based on the case of the hybrid
dynamic system: three-tank hydraulic system, considered as a benchmark in the di-
agnosis field. They have proven the efficacy of the proposed approach. We intend
in future work to consider faults affecting the discrete mode evolution of dynamic
hybrid systems
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Investigation of Short Base Line Lightning
Detection System by Using Time of Arrival
Method

Behnam Salimi, Zulkurnain Abdul-Malek,
S.J. Mirazimi, and Kamyar MehranZamir

Abstract. Lightning locating system is very useful for the purpose of giving exact
coordinates of lightning events. However, such a system is usually very large and ex-
pensive. This project attempts to provide instantaneous detection of lightning strike
using the Time of Arrival (TOA) method of a single detection station (comprises of
three antennas). It also models the whole detection system using suitable mathemat-
ical equations. The measurement system is based on the application of mathematical
and geometrical formulas. Several parameters such as the distance from the radia-
tion source to the station and the lightning path are significant in influencing the
accuracy of the results (elevation and azimuth angles). The signals obtained by all
antennas were analysed using the LabVIEW software. Improvements in the light-
ning discharge locating system can be made by adopting a multi-station technique
instead of the currently adopted single-station technique.

Keywords: Time of arrival, Short base line, Lightning locating system.

1 Introduction

Nowadays, the higher the rate of urbanism and building construction especially in
tropical areas, the bigger concern on the safety of facility and human beings due
to lightning strikes. Issues related to lightning locating systems are actively being
researched. The research is very useful for the purpose of human safety and for the
lightning protection system. It can also benefit the insurance companies and weather
forecast organizations. Step leaders propagate electromagnetic waves in the range
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of kHz-GHz within an electrical discharge [8]. There are several available methods
to analyse and locate lightning signals such as the time of arrival [7], magnetic di-
rection finding, and interferometry methods. One of the best techniques to improve
the accuracy of the detection is to combine two or more methods as one measure-
ment system [3]. A new technique to estimate the location of lightning strike with a
better accuracy, based on the measurement of induced voltages due to lightning in
the vicinity of an existing overhead telephone line is proposed [1]. In this work, the
TOA method utilising three broadband antennas is used for lightning locating due
to its many advantages.

2 Methods

The geometry of the installed antennas is demonstrated in Figure 1. This system con-
sists of three circular plate antennas. They are placed 14.5 meter apart to form two
perpendicular base lines. The antenna output signals were fed into a four-channel
digital oscilloscope (Tektronix MSO4104) operating at 8-bit, 5Gs/s using three 50
m long coaxial cables (RG 59, 75 Ω ).

The TOA method detects the electromagnetic waves arrival at the antennas and
computes the time difference of arrival. To accomplish this, the detected signals
should be properly captured and stored. Generally, the amount of data storage
involved is huge and costly. The sequential triggering method had been used to
overcome the problem [4]. Various methods can be used to analyse the captured
waves. In this work, LabVIEW software based cross correlation method is imple-
mented to calculate the time delays. The LabVIEW software has the advantage of
low cost and short processing time [2].

With the help of several geometric formulas, the elevation and azimuth angles of
the radiation source can be settled. Together these angles specify the locus of the
radiation source [6].

2.1 Direction Analysis

The fundamental concept of this TOA technique is to determine the time delay of ar-
rival between signals impinging on a pair of antenna. The simple TOA is composed
of two antennas. Consider two broadband antennas set apart in a horizontal position
on the ground by a distance d, as shown in Figure 2. The signals which come from a
common source detected by antenna 1 is r1 (t) and by antenna 2 is r2 (t). Assuming
that the radiation source is very far compared to the distance d, the incident angle
can be expressed by:

θ = cos−1
(

c.�t
d

)
(1)
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Fig. 1 The location of 1st, 2nd and 3rd antennas

Where ’c’ is the light speed in space (3*108 m/s) and it is the time delay of ar-
rival. By applying two-antenna sensors, only one dimension localization can be
obtained [5].

Fig. 2 Direction of radiation source estimated using two antennas sensors in TOA technique
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2.2 Direction Finding by Three Antennas

By implementing two-antenna sensors, only one-dimension localization can be ob-
tained. To provide the location in a two-dimension (2D), a third antenna should be
added. This extra antenna can determine the elevation and azimuth angles. The first
and second antennas form the first base line, while the second and third antennas
form the second base line. These two base lines are perpendicular to each other.
This is shown in Figure 3.

Fig. 3 The geometry of three antennas position and the radiation source direction

As can be seen in equations (2) and (3) the time differences between antennas 1,
2 and 3, are as follows:

t21= t2- t1 (2)

t23= t2- t3 (3)

Here, t1, t2, and t3 are the arrival times of signals at antennas 1, 2, and 3, respectively.
With the help of Figure 3, the incident angles of the radiation source for the base
lines of antennas 2 and 1 (θ21), and antennas 2 and 3 (θ23), can be determined by
the following relations:

t21=
dcosθ21

c
(4)

t23=
dcosθ23

c
(5)
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It is more comprehensible to describe the lightning source in the elevation and az-
imuth format compared to the incident angles. Hence, the incident angles obtained
by above equations were converted to elevation and azimuth. From Figure 3:

cosθ21 = cosβ sinα (6)

cosθ23 = cosβ cosα (7)

Using equations (4) to (7) the elevation (β ) and azimuth (α) can be obtained.

α = tan−1
(

t21

t23

)
(8)

β = cos−1

⎛
⎝c

√
t2
21 + t2

23

d

⎞
⎠ (9)

3 Results

The following signals (shown in Figure 4) were captured on 16 April 2011 (during
thunderstorm in a total of one hour duration of a lightning event), one lightning
sample was analysed by measuring the peak voltage, the front time, and the decay
time The maximum peak voltage for this event is 15.5 V. Figure 5 and 6 illustrate
the calculated azimuth and elevation angles of lightning signals based on mentioned
formula (α , β ) in time domain. The amplitude is in degrees. Although figures 5 and
6 displays the location of radiation source, it can be observed that the quantity of
degree is fluctuated between 60 to 90 and -15 to 40 and these transforms are due to

Fig. 4 Signal recorded on 16 April 2011
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Fig. 5 The variation of the elevation of lightning discharge (using cross-correlation in time
domain)

Fig. 6 The variation of the azimuth of lightning discharge (using cross-correlation in time
domain)

some reasons such as rapid changing in lightning path, noise affections, and signal
interferences. In this work, using mathematical simulation with LabView, it is shown
that, the TOA method is roughly accurate to calculate azimuth and elevation. The
distance between antennas, and also the use of long cables were cause of problems
which affect the results.

4 Conclusion

A circular plate antenna system for locating the cloud-to-ground lightning strike has
been utilization short base-line configuration. The time domain signal analysis was
conducted to determine the time difference of the broadband VHF electromagnetic
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pulses detected by the sensors. The cross correlation technique was applied to main-
tain the high resolution analyses. From the experiment that was conducted, the TOA
method is suitable for lightning locating system. However, there are many consider-
ations before and during detection of lightning location. The lightning position due
to lightning detection must be within certain area which is not affected by other sig-
nals or noises. Besides that, the use of long cables affect the result because the cable
itself can become sensor which detect signals from lightning or noise. The system
can be said to successfully map a cloud-to-ground lightning discharge in 2D mode.

Acknowledgements. The authors would like to thank Universiti Teknologi Malaysia (Re-
search Vot No. 4C022) and Tenaga Nasional Berhad, Malaysia for funding and supporting
this research.
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Investigation on the Probability of
Ferroresonance Phenomenon Occurrence in
Distribution Voltage Transformers Using ATP
Simulation

Zulkurnain Abdul-Malek, Kamyar MehranZamir,
Behnam Salimi, and S.J. Mirazimi

Abstract. Ferroresonance is a complex non-linear electrical phenomenon that can
make thermal and dielectric problems to the electric power equipment. Ferrores-
onance causes overcurrents and overvoltages which is dangerous for electrical
equipment. In this paper, ferroresonance investigation will be carried out for the
33kV/110V VT at PMU Kota Kemuning, Malaysia using ATP-EMTP simulation.
Different preconditions of ferroresonance modes were simulated to ascertain possi-
ble ferroresonance conditions in reality compare with simulated values. The effect
of changing the values of series capacitor is considered. The purpose of this series
of simulations is to determine the range of the series capacitance value within which
the ferroresonance is likely to occur.

Keywords: Ferroresonance, EMTP, Voltage Transformers, Over-voltages, Over-
currents.

1 Introduction

The term ’ferroresonance’ has appeared in publications dating as far back as the
1920s, and it refers to all oscillating phenomena occurring in an electrical circuit
which contains a non-linear inductor, a capacitor and a voltage source [1, 7]. The
first step in understanding the ferroresonance phenomenon is to begin with the ’res-
onant’ condition. Resonance can be explained by using a simple RLC circuit as
shown in Figure 1.

This linear circuit is resonanting when at some given source of frequency the in-
ductive (XL) and capacitive (XC) reactance cancel each other out. These impedance
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Fig. 1 RLC circuit for
explaining ferroresonance

values can be predicted and change the with frequency. The current (I) in the cir-
cuit depends on the resistance (R). If this resistance is small, then the current can
become very large in the RLC circuit. If the inductor in Figure 1 is replaced by an
iron cored non-linear inductor, the exact values of voltage and current cannot be
predicted as in a linear model. The inductance becomes nonlinear due to saturation
of flux in the iron core. The understanding that ferromagnetic material saturates is
very important. Ferromagnetic material has a property of causing an increase to the
magnetic flux density, and therefore magnetic induction [3, 5, 6].

Fig. 2 Magnetization curve

As the current is increased, so does the magnetic flux density until a certain point
where the slope is no longer linear, and an increase in current leads to smaller and
smaller increases in magnetic flux density. This is called the saturation point. Fig-
ure 2 shows the relationship between magnetic flux density and current. As the
current increases in a ferromagnetic coil, after the saturation point the inductance of
the coil changes very quickly. This causes the current to take on very dangerously
high values. It is these high currents that make ferroresonance very damaging. Most
transformers have cores made from ferromagnetic material. This is why ferroreso-
nance is a concern for transformer operation [2, 4].
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2 Simulation Model

TNB(Tenaga Nasional Berhad, Malaysia) Transmission has had several failures of
33kV voltage transformers (VT) in the system. The simplified single line diagram
for the 132/33 kV PMU Kota Kemuning is shown in Figure 3. The Engineering
Services Department TNB Transmission Division reported that at 00:45 hour, PMU
Kota Kemuning 3T0 (Fig. 3) tripped due to the explosion of 33 kV red phase VT.
The equipment detail is shown in Table 1.

Table 1 VT detailed specifications

VT Type UP 3311
From V50
Accuracy Class 0.5
Primary Voltage 33/3
Secondary Voltage 110/3
Rated output 100 VA
Standard BS 3941
Insulation Level 36/70/170 kV
Number of phase 1
Frequency 50 Hz
V.F 1.2 Cont 1.9 30 SEC

It was also reported that there were cracks on the VT and parts of it had chipped
off. All three VT fuses of 33kV Incomer at the Double Busbar Switchgear had
opened circuited and the screw cap contact surface with the termination bars was
badly pitted.

The system arrangement shown in Figure 3 can be effectively reduced to an
equivalent ferroresonant circuit as shown in Figure 4.

The sinusoidal supply voltage (e) is coupled to the VT through a series capacitor
Cseries. The VT’s high voltage winding shunt capacitance to ground can greatly
contribute to the value of Cshunt . The resistor R is basically made up of the VT’s
equivalent magnetizing branch resistance (core loss resistance). The nonlinear in-
ductor is represented by a nonlinear flux linkage (λ ) versus current (i) curve (Fig. 4).

3 Simulation of Capacitance Precondition

The simulated circuit in ATP is shown in Figure 5. The switch can represent the
circuit breaker or the disconnection of the fuse due to its operation. After the circuit
breaker or the fuse opens, it is proposed that the supply voltage can still be coupled
to the VT through equivalent series capacitance, Cseries.

The voltage transformer was modeled as a nonlinear inductor in parallel with a
resistance in the magnetizing branch (Rc). The circuit opening is represented by
a time controlled switch. The values of all circuit components in Figure 5 were



152 Z. Abdul-Malek et al.

 

132kV MAIN BUSBAR 

132kV RESERVE 

36 kV 1600A 
NEUTRAL 
EARTHING 
EQUIPMENT 

TO LVAC 

 

90 MVA 
132/33kV 

Yd1 
TRANSF. T3 

9 x 1C 630mm2 
XLPE CABLE 

ETR 250kVA 
33/0.415kV ZNyn11 

3 x VT 
33/  

CL. 0.5, 100VA/PH 

E-SW 

33T10 
2000A VCB 
VY-30P250 

INCOMER No. 1 

33kV RESERVE BUSBAR 

33kV MAIN BUSBAR 

VTF 3.15A 
PANEL METERING 

1C - 630mm2 XLPE CABLE 

316 314 

310 

3T0 

Fig. 3 Single line diagram of the substation

Fig. 4 Reduced equivalent
ferroresonant circuit

Fig. 5 The ATP simulated
reduced equivalent ferrores-
onant circuit

U

Rc

VIN TR IOUT
Cseries

Cshunt
VS



Investigation on the Probability of Ferroresonance Phenomenon Occurrence 153

Table 2 Circuit Components Values

Parameter Measured value

CHV-gnd 97.4 pF
DF of CHV-gnd 51.88 %
CHV-LV 640.7 pF
DF of CHV-LV 0.938 %
CLV-gnd 328.7 pF
DF of CLV-gnd 7.462 %
Rc 16.9 MΩ (calculated from open circuit test

data)

Table 3 The effect of changing the value of series capacitor

Cseries Peak Voltage at Peak Current at Frequency of Ferroresonance
(pF) Transformer(kV) Transformer(mA) System (Hz) Occur

(before) (after) (before) (after) (before) (after)

8000 (26.944) (27.941) (4.136) (3.947) (50)(50) NO
4000 (26.943) (28.895) (4.137) (4.483) (50)(50) NO
2000 (26.943) (32.884) (4.137) (5.612) (50)(50) NO
1500 (26.943) (35.297) (4.135) (5.951) (50)(50) Yes
1000 (26.943) (52.429) (4.136) (47.166) (50)(50) Yes
500 (26.944) (44.228) (4.136) (20.813) (50)(50) Yes
350 (26.943) (41.609) (4.137) (9.143) (50)(50) Yes
200 (26.943) (24.275) (4.137) (3.548) (50)(50) NO
100 (26.943) (8.846) (4.134) (1.245) (50)(50) NO
50 (26.943) (3.035) (4.135) (5.561) (50)(50) NO

determined based on as far as possible the actual parameters. The following values
in Table 2 were obtained from measurements made on the VT.

The simulation was carried out with a fixed value of shunt capacitor (Cshunt) at
97.4 pF and the value of resistance in magnetizing branch (Rc) at 16.9 MΩ . The
circuit was supplied by AC source peak voltage of 26.94 kV with 50 Hz frequency.
The time controlled switch was closed at 0 sec and disconnected after 0.25 sec.
Table 3 shows the effect of variation in the series capacitor values. The peak voltage
and the peak current at the VT were recorded before and after the switch operation.
The time from 0 sec until 0.25 sec was considered as the before switch opening,
and the remaining time was considered as after. The output waveforms for 1000 pF
series capacitor where ferroresonance has occurred is shown in Figure 6. Figure 7
and Figure 8 show the output waveforms for 100 pF and 2000 pF series capacitor
value where ferroresonance has not occurred.

It is clear from Figure 8 which shows that ferroresonance does not occur at 2000
pF of series capacitor although there is a small changes in the measured voltage and
current of the system around disconnected time.
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Fig. 6 The output waveform for 1000 pF series capacitor

Fig. 7 The output waveform for 100 pF series capacitor
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Fig. 8 The effect of changing series capacitor value for parallel RLC circuit by fixed the
value of Cshunt at 97.4 pF and the value of Rc at 16.9 MΩ . Cseries of 2000 pF

4 Conclusion

From the simulations it can be concluded that the value of series capacitor should
be in the range of about 400 pF to 1400 pF (for 3-times magnification) in order
for the ferroresonance to occur. As mentioned earlier, if the ferroresonance occurs
due to a switching operation to disconnect the supply from the VT, the possible
sources of this capacitor are the intercable capacitance, the busbar-VT capacitance,
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the opened circuit breaker capacitance, or the opened fuse capacitance. It can be
said that, this range of values of series capacitance is relatively large compared
to physically realised values. Therefore it can be concluded that once the VT is
disconnected from the supply, there is no possibility of ferroresonance to occur since
the supply voltage pre-condition cannot be physically met. In the simulation with
Cseries variation, it was found that there is no possibility of ferroresonance to occur
due to disconnection of supply from the VT. This is due to the very high value of
the series capacitance which is required.
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Design of SCFDMA System Using MIMO 

Kaushik Kapadia and Anshul Tyagi* 

Abstract. The aim of paper is to design SCFDMA system using SFBC and re-
ceiver diversity which provides satisfactory performance over fast fading channel 
environment. The performance evaluation will be checked through MATLAB 
R2009b simulator. There are comparisons of performance among 1x1 SCFDMA 
system, 2x1 SCFDMA system using SFBC, 1x2 SCFDMA system using receiver 
diversity and 2x2 SCFDMA system using SFBC and receiver diversity. We de-
scribe design of SCFDMA system using transmitter diversity technique and  
receiver diversity technique. We have compared the performance of these systems 
with the conventional SCFDMA system. The main focus is on design of 
SCFDMA system using SFBC and receiver diversity which enables desired sys-
tem to combat detrimental effects of fast fading.  

Keywords: 3rd Generation Partnership Project Long Term Evolution(3GPP-LTE), 
Binary Phase Shift Keying(BPSK), Discrete Fourier Transform(DFT), Inverse 
Discrete Fourier Transform(IDFT), Localized Frequency Division Multiple  
Access(LFDMA), Maximum Ratio Receiver Combining(MRRC), Multiple Input 
Multiple Output(MIMO), Orthogonal Frequency Division Multiple Access 
(OFDMA), Peak to average power ratio(PAPR), Single Carrier Frequency Divi-
sion Multiple Access(SCFDMA), Space Frequency Block Code(SFBC). 

1   Introduction 

SCFDMA system is used in 3GPP-LTE and upcoming generation mobile commu-
nication. That is due to its possession of advantages of OFDMA as well as signifi-
cant decrease in PAPR [1]. SCFDMA is a method of wireless communication 
under consideration to be deployed in future cellular systems. Advantages over 
OFDMA include less sensitivity to carrier frequency offsets [2,3] and lower  
PAPR [4]. The PAPR is not a big issue for base station as there is unlimited avail-
ability of power supply; hence in 3GPP-LTE OFDM is used for forward link 
                                                           
Kaushik Kapadia · Anshul Tyagi 
Communication Systems, E&C Dept. 
Indian Institute of Technology, Roorkee, Uttarakhand, India 
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communication that is from base station to mobile terminals. But PAPR creates 
more challenges to the instrument running on external limited power supplied 
batteries. For systems with high PAPR such as multicarrier system (OFDMA) 
there is need to design extremely linear power amplifier. But design of extremely 
linear power amplifier enhances cost of system to larger extent. Hence 3GPP-LTE 
uses SCFDMA technique for reverse link communication, that is from mobile 
terminals to base station. Though SCFDMA technique is able to reduce PAPR yet 
the need to increase the reliability of communication and data rate handling capa-
bility requires the use of MIMO techniques. SFBC is one of the MIMO techniques 
used for achieving diversity gain. SCFDMA may be used in downlink satellite 
communication, due to lack of power sources available at satellite, there is re-
quirement to minimize value of PAPR. 

SCFDMA system uses Multiuser detection algorithms for avoiding interference 
from neighbouring cells at cell edge [5,6]. Scheduling algorithms (channel depen-
dant and static scheduling) are used to allocate resource to user based on channel 
conditions or in fixed fashion [7,8]. Power allocation to subcarriers of a specific 
user is constant, it follows maximum subcarrier power constraint and total power 
constraint. 

Section 2 gives a description of 2x2 SCFDMA system using SFBC and MRRC 
techniques. Section 3 gives simulation results. Section 4 gives concluding remarks.  

2   Design of 2x2 SCFDMA System Using SFBC and MRRC  

The input bit stream  ܾ଴, ܾଵ, … ܾெିଵ  is encoded by a channel encoder (convolutional 
or turbo) and modulated using (BPSK/QPSK/QAM), arranged in groups of M 
symbols and DFT is performed. Let  ݔ଴, ,ଵݔ …  ெିଵ  be discrete time domain signalsݔ
and ܺ଴, ଵܺ, … ܺெିଵ  are the discrete frequency domain signals. ܺ௞ ൌ ∑ ௠݁షೕమഏೖ೘ಾெିଵ௠ୀ଴ݔ   , 0 ൑ ݇ ൑ ܯ െ 1                                   (1) 

Frequency domain M symbols are mapped to N symbols using LFDMA.  
Let ଴ܻ, ଵܻ, ଶܻ, … , ேܻିଵ  be resulting subcarrier mapped symbols and then IDFT is  
performed.  

௟ܻ ൌ ൜ ௟ܺ , 0 ൑ ݈ ൑ ܯ െ 1        0  , ܯ െ 1 ൏ ݈ ൑ ܰ െ 1                           (2) 

௡ݕ ൌ ொ௠ା௤ݕ ൌ ൞ ଵொ ݍ                                                        ,ሺ௡ሻ೘೚೏ ಾݔ ൌ 0ଵொ ൬1 െ ݁ೕమഏ೜ೂ ൰ ଵெ ∑ ௫೛  ଵି௘ೕమഏ൜ሺ೘ష೛ሻಾ  శ ೜ೂ.ಾൠெିଵ௣ୀ଴ ݍ     , ് 0         (3) 

where,                             ܰ ൌ 0 ܯܳ ൑ ݊ ൌ ܳ݉ ൅ ݍ ൑ ܰ െ 1 0 ൑ ݉ ൑ ܯ െ 1 0 ൑ ݍ ൑ ܳ െ 1 
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Fig. 1 (a) Transmitter of 2x2 SCFDMA system  (b) Receiver of 2x2 SCFDMA system 

At transmitter time domain modulated output of SCFDMA system is spatially 
mapped using SFBC. There are two output modulated spatially mapped streams  y0୬  and  y1୬  for antenna1 and 2 which are further processed as a stream for  
individual SCFDMA system. Let 0ݕ௡ ൌ ሾ0ݕ଴, ,0ଵݕ ,0ଶݕ … , 0ேିଵሿݕ 1௡ݕ , ൌሾ1ݕ଴, ,1ଵݕ ,1ଶݕ … ,  1ேିଵሿ be signals in time domain transmitted from antenna1ݕ
and 2 [9,10]. 

Table 1 Mapping single data stream to two antenna for 2x2 (Tx-Rx)* ݕ௡ ݕ଴ ݕଵ ݕ ڮேିଶ ݕேିଵ 0ݕ௡(Antenna-1)  ݕ଴  െݕଵ∗ ݕ ڮሺேିଶሻ െݕሺேିଵሻ∗ ∗ሺேିଶሻݕ ሺேିଵሻݕ ڮ ∗଴ݕ ଵݕ 1௡(Antenna-2)ݕ   

 
PAPR of 2x2 (Tx-Rx)* SCFDMA system is given by:  ܴܲܲܣ ൌ ௉௘௔௞ ௣௢௪௘௥஺௩௘௥௔௚௘ ௣௢௪௘௥ ൌ ୫ୟ୶  ൛ ∑ ൫ԡ௬଴೙ԡమାԡ௬ଵ೙ԡమ൯ಿషభ೙సబ ൟభಿ ൛ ∑ ሺԡ௬଴೙ԡమାԡ௬ଵ೙ԡమሻಿషభ೙సబ ൟ                (4) 

Let ܴܲܲܣ଴ be threshold PAPR. Cumulative distribution function(CDF) is given by ܨ௉஺௉ோሺܴܲܲܣ଴ሻ ൌ ܴܲܣܲ}ܲ ൑  ଴ሽ                 (5)ܴܲܣܲ

Complementary cumulative distribution function(CCDF) is given by 1 െ ଴ሻܴܲܣ௉஺௉ோሺܲܨ ൌ ܴܲܣܲ}ܲ ൐  ଴ሽ     (6)ܴܲܣܲ

 

      

Fig. 2 2x2 (Tx-Rx)* system 

݄ଵଵ ൌ ሾ݄0଴, ݄0଴, ݄0ଵ, ݄0ଵ, … , ݄0ே/ଶିଵ, ݄0ே/ଶିଵሿ ݄ଵଶ ൌ ሾ݄1଴, ݄1଴, ݄1ଵ, ݄1ଵ, … , ݄1ே/ଶିଵ, ݄1ே/ଶିଵሿ ݄ଶଵ ൌ ሾ݄2଴, ݄2଴, ݄2ଵ, ݄2ଵ, … , ݄2ே/ଶିଵ, ݄2ே/ଶିଵሿ ݄ଶଶ ൌ ሾ݄3଴, ݄3଴, ݄3ଵ, ݄3ଵ, … , ݄3ே/ଶିଵ, ݄3ே/ଶିଵሿ 
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Resulting time domain complex signals are parallel to serially converted and then 
cyclic prefix is inserted then digital to analogue conversion takes place and at last 
up-conversion occurs and then transmitted through antenna1 and 2.  

Transmitted signal gets attenuated through channel. Let ݎ଴ ൌ ሾ0ݎ଴, 0ݎଵ, … , ଵݎ 0ேିଵሿ  andݎ ൌ ሾ1ݎ଴, ,1ଵݎ … ,  1ேିଵሿbe signal received at antenna1 andݎ
2 in time domain after down-converting and passing through analogue to digital 
convertor and ݊଴ ൌ ሾ݊0଴, ݊0ଵ, … , ݊0ேିଵሿ  and ݊ଵ ൌ ሾ݊1଴, ݊1ଵ, … , ݊1ேିଵሿ  be 
samples of additive white Gaussian noise (AWGN) at antenna1 and 2.  

On the two receiver side at antenna1 and 2 received symbol stream is given to 
two different parallel processing units one is the channel estimator and on the 
other side cyclic prefix is removed and serial to parallel converted for further 
analysis. These time domain symbols are then channel equalized using zero forc-
ing approach using estimates of channel coefficient found by channel estimator. 
Channel path gains are assumed to be constant over two bit transmission period as 
shown in figure 2.  

At receiver1 ݎ଴௞and ݎ଴,௞ାଵ ൌ ଴ሺ௞ାଵሻbe the received symbols corresponding to ݇௧௛ and ሺ݇ݎ ൅ 1ሻ௧௛  BPSK symbol period. ݎ଴௞ ൌ ݄ଵଵ௞0ݕ௞ ൅ ݄ଶଵ௞1ݕ௞ ൅ ݊଴௞            (7) ݎ଴ሺ௞ାଵሻ ൌ ݄ଵଵሺ௞ାଵሻ0ݕሺ௞ାଵሻ ൅ ݄ଶଵሺ௞ାଵሻ1ݕሺ௞ାଵሻ ൅ ݊଴ሺ௞ାଵሻ    (8) ݎ଴௞ ൌ ݄ଵଵ௞ݕ௞ ൅ ݄ଶଵ௞ݕሺ௞ାଵሻ ൅ ݊଴௞            (9) ݎ଴ሺ௞ାଵሻ ൌ ݄ଵଵ௞ሺെy୩ାଵ∗ ሻ ൅ ݄ଶଵ௞ሺy୩∗ሻ ൅ ݊଴ሺ௞ାଵሻ     (10) 

Let  ݕ෤଴  be the estimated transmitted signal at antenna1. ݕ෤଴௞ ൌ ଵ∆ ൛ሺ݄ଵଵ௞∗  ൈ ݎ଴௞ሻ ൅ ൫݄ଶଵ௞  ൈ ∗଴ሺ௞ାଵሻݎ  ൯ൟ , ∆ൌ ԡ݄ଵଵ௞ԡଶ ൅ ԡ݄ଶଵ௞ԡଶ         (11) 

Similarly estimate of ݕ௞ାଵ can be obtained by ݕ෤଴ሺ௞ାଵሻ ൌ ଵ∆ ൛ሺ݄ଶଵ௞∗  ൈ ଴௞ሻݎ  െ ൫݄ଵଵ௞  ൈ ݎ଴ሺ௞ାଵሻ∗ ൯ൟ   (12) 

෤଴௞ݕ ൌ ൝ ଵ∆ ൛ሺ݄ଵଵ௞∗  ൈ ଴௞ሻݎ  ൅ ൫݄ଶଵ௞  ൈ ∗଴ሺ௞ାଵሻݎ  ൯ൟ              ݇ ൌ 0,2,4, … ܯ െ 2ଵ∆ ൛൫݄ଶଵሺ௞ିଵሻ∗  ൈ ଴ሺ௞ିଵሻ൯ݎ  െ ൫݄ଵଵሺ௞ିଵሻ  ൈ ݎ଴௞∗ ൯ൟ ݇ ൌ 1,3,5, … ܯ െ 1     (13) 

At receiver2 ݎଵ௞ and ݎଵ,௞ାଵ ൌ ଵሺ௞ାଵሻݎ be the received symbols corresponding to ݇௧௛ and ሺ݇ ൅ 1ሻ௧௛ BPSK symbol period. ݎଵ௞ ൌ ݄ଵଶ௞0ݕ௞ ൅ ݄ଶଶ௞1ݕ௞ ൅ ݊ଵ௞     (14) ݎଵሺ௞ାଵሻ ൌ ݄ଵଶሺ௞ାଵሻ0ݕሺ௞ାଵሻ ൅ ݄ଶଶሺ௞ାଵሻ1ݕሺ௞ାଵሻ ൅ ݊ଵሺ௞ାଵሻ    (15) 
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ଵ௞ݎ  ൌ ݄ଵଶ௞ݕ௞ ൅ ݄ଶଶ௞ݕሺ௞ାଵሻ ൅ ݊ଵ௞       (16) ݎଵሺ௞ାଵሻ ൌ ݄ଵଶ௞ሺെy୩ାଵ∗ ሻ ൅ ݄ଶଶ௞ሺy୩∗ሻ ൅ ݊ଵሺ௞ାଵሻ   (17) 

 

Let  ݕ෤ଵ  be the estimated transmitted signal at antenna2. ݕ෤ଵ௞ ൌ ଵ∆భ ൛ሺ݄ଵଶ௞∗  ൈ ଵ௞ሻݎ  ൅ ൫݄ଶଶ௞  ൈ ∗ଵሺ௞ାଵሻݎ  ൯ൟ  , ∆ଵൌ ԡ݄ଵଶ௞ԡଶ ൅ ԡ݄ଶଶ௞ԡଶ   (18) 

Similarly estimate of ݕ௞ାଵ can be obtained by ݕ෤ଵሺ௞ାଵሻ ൌ ଵ∆భ ൛ሺ݄ଶଶ௞∗  ൈ ଵ௞ሻݎ  െ ൫݄ଵଶ௞  ൈ ∗ଵሺ௞ାଵሻݎ  ൯ൟ     (19) 

෤ଵ௞ݕ ൌ ቐ ଵ∆భ ൛ሺ݄ଵଶ௞∗  ൈ ݎଵ௞ሻ ൅ ൫݄ଶଶ௞  ൈ ∗ଵሺ௞ାଵሻݎ  ൯ൟ              ݇ ൌ 0,2,4, … ܯ െ 2ଵ∆భ ൛൫݄ଶଶሺ௞ିଵሻ∗  ൈ ଵሺ௞ିଵሻ൯ݎ  െ ൫݄ଵଶሺ௞ିଵሻ  ൈ ݎଵ௞∗ ൯ൟ ݇ ൌ 1,3,5, … ܯ െ 1     (20) 

These two receive antenna symbol stream combined through MRRC scheme. The 
two received signals on antenna1 and 2 are combined to improve reliability in case 
of fading environment. If received signal gets faded through one of the link other 
may not be faded and this decreases bit error rate compared to that of SCFDMA 
system. Symbols are arranged in groups of N and analyzed in frequency domain 
using DFT. ̃ݎ௞ ൌ ଵଶ ෤଴௞ݕ} ൅  ෤ଵ௞ሽ                 (21)ݕ

௞ݎ̃ ൌ ൞ ௛భభೖ∗   ௥బೖା௛మభೖ  ௥బ,ೖశభ∗ଶ∆ ൅ ௛భమೖ∗   ௥భೖା௛మమೖ  ௥భ,ೖశభ∗ଶ∆భ       ݇ ൌ 0,2, … ܯ െ 2௛మభ,ೖషభ∗ ௥బ,ೖషభି௛భభ,ೖషభ௥బೖ∗ଶ∆ ൅ ௛మమ,ೖషభ∗ ௥భ,ೖషభି௛భమ,ೖషభ௥భೖ∗ଶ∆భ ݇ ൌ 1,3, … ܯ െ 1     (22) 

Symbols are arranged in groups of N and analyzed in frequency domain using 
DFT. ෨ܴ଴, ෨ܴଵ, ෨ܴଶ, … , ෨ܴேିଵ be N -point DFT of  ̃ݎ଴, ,ଵݎ̃ ,ଶݎ̃ … , ேିଵ. ෨ܴ௡ݎ̃ ൌ ∑ ௟eషౠమಘ౤ౢNNିଵ୪ୀ଴ݎ̃   , 0 ൑ ݊ ൑ ܰ െ 1                       (23) 

N symbols are de-mapped to M symbols required as per specified user’s subcar-
rier. ܼ଴, ܼଵ, … , ܼெିଵ  be de-mapped M symbols from  ෨ܴ଴, ෨ܴଵ, ෨ܴଶ, … , ෨ܴேିଵ  . For 
first user symbols are de-mapped in following fashion and for further user value of 
k will enhance in a arirhmetic fashion. ܼ௞ ൌ ෨ܴ௞  , 0 ൑ ݇ ൑ ܯ െ 1                                            ሺ24ሻ 

These M equalized symbols are then converted back to time domain using IDFT. ݖ଴, ,ଵݖ ,ଶݖ … , ,ெିଵ be M -point IDFT of  ܼ଴ݖ ܼଵ, ܼଶ, … , ܼெିଵ  . 
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௠ݖ  ൌ ଵெ ∑ ܼ௞݁ೕమഏೖ೘ಾெିଵ௞ୀ଴   , 0 ൑ ݉ ൑ ܯ െ 1          (25) 

The processed symbols are then BPSK demodulated and then decoded. ݓ௠ ൌ ൜0                    ݂݅  ܴ݁ሺݖ௠ሻ ൏ 01                    ݂݅  ܴ݁ሺݖ௠ሻ ൒ 0  , 0 ൑ ݉ ൑ ܯ െ 1      (26) 

Bit error rate can be calculated from comparison of output bit stream with the 
input bit stream. Let bit error rate be denoted by BER. ݁௞ ൌ ܾ௞ െ ,  ௞ݓ 0 ൑ ݇ ൑ ܯ െ 1       (27) 

Non zero entries in e results in error. To evaluate BER, let counting number of non 
zero entries in e be Ne,i. And performing over large number of turns N0.  ܴܧܤ ൌ  ଵேబ ଵெ ∑ ௘ܰ,௜ேబ௜ୀଵ             (28) 

௘ܰ,௜ ൌ ∑ ห݁௜,௞หெିଵ௞ୀ଴        (29)  

Bit Error Rate for 2x2 (Tx-Rx)* SCFDMA system 

ܴܧܤ ൌ  1ܰ଴ ܯ1 ෍ ෍ ۔ە
ܴ݁  ݂݅                |௞ܾ|ۓ ൬ ܯ12 ෍ ෍ ෤଴௟ݕ} ൅ ෤ଵ௟ሽ݁ି௝ଶగ௞௟ேݕ ݁௝ଶగ௞௠ெேିଵ௟ୀ଴ெିଵ௞ୀ଴ ൰ ൏ 0|ܾ௞ െ 1|         ݂݅  ܴ݁ ൬ ܯ12 ෍ ෍ ෤଴௟ݕ} ൅ ෤ଵ௟ሽ݁ି௝ଶగ௞௟ேݕ ݁௝ଶగ௞௠ெேିଵ௟ୀ଴ெିଵ௞ୀ଴ ൰ ൒ 0

ெିଵ
௞ୀ଴

ேబ
௜ୀଵ  

Bit Error Rate for 2x1 (Tx-Rx)* SCFDMA system 

ܴܧܤ ൌ  1ܰ଴ ܯ1 ෍ ෍
۔ۖەۖ
ܴ݁  ݂݅                |௞ܾ|ۓ ൭ ܯ1 ෍ ෍ ෤௟݁ି௝ଶగ௞௟ேேିଵݕ

௟ୀ଴ ݁௝ଶగ௞௠ெெିଵ
௞ୀ଴ ൱ ൏ 0

|ܾ௞ െ 1|         ݂݅  ܴ݁ ൭ ܯ1 ෍ ෍ ෤௟݁ି௝ଶగ௞௟ேேିଵݕ
௟ୀ଴ ݁௝ଶగ௞௠ெெିଵ

௞ୀ଴ ൱ ൒ 0
ெିଵ
௞ୀ଴

ேబ
௜ୀଵ  

෤௞ݕ ൌ ൞1∆ ൛ሺ݄଴௞∗  ൈ ௞ሻݎ  ൅ ൫݄ଵ௞  ൈ ∗ሺ௞ାଵሻݎ  ൯ൟ                      ݇ ൌ 0,2,4, … ܯ െ 21∆ ൛൫݄ଵሺ௞ିଵሻ∗  ൈ ሺ௞ିଵሻ൯ݎ  െ ൫݄଴ሺ௞ିଵሻ  ൈ ݇     ௞∗൯ൟݎ  ൌ 1,3,5, … ܯ െ 1  

Bit Error Rate for 1x2 (Tx-Rx)* SCFDMA system 

ܴܧܤ ൌ  1଴ܰܯ ෍ ෍
۔ۖەۖ
ۓ |ܾ௞|       ܴ݁ ൭ ܯ1 ෍ ෍ ൬ݎ଴௞݄଴௞ ൅ ଵ௞݄ଵ௞൰ݎ ݁ି௝ଶగ௞௟ேேିଵ

௟ୀ଴ ݁௝ଶగ௞௠ெெିଵ
௞ୀ଴ ൱ ൏ 0

|ܾ௞ െ 1|  ܴ݁ ൭ ܯ1 ෍ ෍ ൬ݎ଴௞݄଴௞ ൅ ଵ௞݄ଵ௞൰ݎ ݁ି௝ଶగ௞௟ேேିଵ
௟ୀ଴ ݁௝ଶగ௞௠ெெିଵ

௞ୀ଴ ൱ ൒ 0
ெିଵ
௞ୀ଴

ேబ
௜ୀଵ  
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3   Simulation Result 

The proposed system has been simulated in MATLAB R2009b.  

3.1   Simulation Parameters 

Table 2 Simulation Parameters 

Transmitter 

Modulation BPSK 
Tx * DFT size 16 
Tx  * IDFT size 512 
Subcarrier mapping Localized 
Scheduling Static (Round robin) 
Subcarrier spacing 15kHz 
Channel encoder none 

Channel 

Bandwidth 5MHz 

Channel model 
Rayleigh fast fading,  flat 
fading (single path) 

Noise environment 
(AWGN) Additive White 
Gaussian Noise 

Receiver Channel estimation Perfectly known 
 Number of runs 105

 

Fig. 3 BER Vs SNR plot for single and multi user SCFDMA using MIMO 

  

Fig. 4 Phase and amplitude of channel tap   Fig. 5 CCDF of PAPR 
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4   Conclusion and Future Work 

BER performance: 2x2 SCFDMA system using SFBC and MRRC has the best 
performance. While 2x1 SCFDMA system using SFBC has better performance 
than 1x2 and 1x1 SCFDMA systems. While 1x2 SCFDMA system using receiver 
diversity has better performance than 1x1 SCFDMA system. 

From simulation results it is clear that 2x2 SCFDMA system using SFBC and 
MRRC at an SNR 6db less can perform similar to that of 1x1 SCFDMA system. 
While 2x1 SCFDMA system using SFBC at an SNR 4db less can perform similar 
to 1x1 SCFDMA system. While 1x2 SCFDMA system using MRRC at an SNR 
2db less can perform similar to 1x1 SCFDMA system. 

From simulation results it is clear that at a threshold of 7db PAPR the probabil-
ity of crossing the threshold PAPR is approximately 1 for 2x2 SCFDMA system 
using SFBC and receiver diversity and 2x1 SCFDMA system using SFBC. While 
the probability of crossing the threshold PAPR of 7db is approximately 10-3 for 
1x2 SCFDMA system using receiver diversity and 1x1 SCFDMA system. 

The future work may involve channel estimation for system, multiple tapped 
(frequency selective), channel dependent scheduling and more than two antennas. 
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Testing an Agent Based E-Novel System –  
Role Based Approach* 

N. Sivakumar and K. Vivekanandan 

Abstract. Agent Oriented Software Engineering(AOSE) methodologies are meant 
for providing guidelines, notations, terminologies and techniques for developing 
agent based systems. Several AOSE methodologies were proposed and almost no 
methodology deals with testing issues, stating that the testing can be carried out 
using the existing object-oriented testing techniques. Though objects and agents 
have some similarities, they both differ widely. Role is an important mental 
attribute/state of an agent. The main objective of the paper is to propose a role 
based testing technique that suits specifically for an agent based system. To   
demonstrate the proposed testing technique, an agent based E-novel system has 
been developed using Multi agent System Engineering (MaSE) methodology. The 
developed system is tested using the proposed role based approach and found that 
the results are encouraging. 

Keywords: Agent-Oriented Software Engineering, Multi-Agent System, Role 
based testing. 

1   Introduction 

A software development methodology refers to the framework that is used to 
structure, plan, and control the process of developing a software system. A wide 
variety of such frameworks have evolved over the years, each with its own 
recognized strengths and weaknesses. Now-a-days agent based systems are the 
solutions for complex application such as industrial, commercial, networking, 
medical and educational domain [1]. The key abstraction in these solutions is the 
agent. An “agent” is an autonomous, flexible and social system that interacts with 
its environment in order to satisfy its design agenda. In some cases, two or more 
agents should interact with each other in a Multi Agent System (MAS) to solve a 
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problem that they cannot handle alone. The agent oriented methodologies provide 
us a platform for making system abstract, generalize, dynamic and autonomous. 
This important factor calls for an investigation of suitable AOSE frameworks and 
testing techniques, to provide high-quality software development process and 
products. 

Roles provide a well-defined interface between agents and cooperative 
processes [2]. This allows an agent to read and follow, normative rules established 
by the cooperation process even if not previously known by the agent. Their major 
motivation to introduce such roles is to increase the agent system’s adaptability to 
structural changes. Several AOSE methodologies were analysed and compared 
and found that the strong weakness observed from almost all the methodologies 
were, there is no proper testing mechanism for testing the agent-oriented software. 
Our survey states that the agent based software are currently been tested by using 
Object-Oriented (OO) testing techniques, upon mapping of Agent-Oriented (AO) 
abstractions into OO constructs [3]. However agent properties such as Autonomy, 
Proactivity, and Reactivity etc., cannot be mapped into OO constructs. There 
arises the need for specialized testing techniques for agent based software. The 
main objective of the paper is to propose a testing mechanism based on agent’s 
important mental state, the role. 

The Paper is organized as follows: Section 2 describes the literature study on 
the existing work on agent oriented methodologies and existing testing techniques. 
Section 3 explains the analysis, design and implementation process of an agent 
based E-Novel system using MaSE methodology. Section 4 explains the proposed 
role based testing mechanism and its effectiveness towards agent based system. 

2   Background and Related Works 

Agent-oriented software engineering is a new discipline that encompasses  
necessary methods, techniques and tools for developing agent-based systems. 
Several AOSE methodologies [4] were proposed for developing software, 
equipped with distinct concepts and modelling tools, in which the key abstraction 
used in its concepts is that of an agent. Some of the popular AOSE methodologies 
were MASCommonKADS, MaSE, GAIA, MESSAGE, TROPOS, 
PROMETHEUS, ADLEFE, INGENIAS, PASSI, AOR Modeling. Very few 
methodologies provide validation support but fail to contribute complete testing 
phase. The TROPOS methodology has an agent testing framework, called eCAT. 
eCAT is a tool that supports deriving test cases semi-automatically. Goal oriented 
testing [5] contributes TROPOS methodology by providing a testing process 
model, which complements and strengthens the mutual relationship between goals 
and test cases. PROMETHEUS methodology provides only debugging support. 
PASSI methodology contributes only unit testing framework. INGENIAS 
provides basic interaction debugging support through INGENIAS Agent 
Framework (IAF). Table 1 clearly indicates that the existing AOSE methodologies 
does not support testing phase, stating that testing an agent system has been 
accommodated using existing traditional and object-oriented testing techniques. 
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Table 1 Lifecycle coverage of several AOSE methodologies [4] 
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Analysis Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Design Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Coding No No No No Yes Yes Yes Yes Yes No 

Testing No No No No No No No No No No 

 
Role is an important mental attribute of an agent and often agent changes its 

roles to achieve its designated goal. Roles are intuitively used to analyze agent 
systems, model social activities and construct coherent and robust teams of agents. 
Roles are a useful concept in assisting designers and developers with the need for 
interaction. Generic Architecture for Information Access (GAIA) methodology [6] 
and Multiagent Systems Engineering (MaSE) methodology [7] were role-based 
methodologies for development of multi-agent systems.  

3   Proposed Work 

The main objective of this paper is to propose a role based testing technique that 
suits specifically for an agent based system. Role based testing is applied at 
different abstraction level such as unit, integration, system and acceptance. To    
illustrate the role based testing approach, an agent based E-novel system was    
developed using MaSE methodology. E-novel system is deployed on internet 
community to assist in interaction between novelists and readers. In the e-novel 
community, system accepts and contains a number of novels authored by various 
novelists. Readers simply browse to find and read novels. However, readers    
typically spend lot of time to browse and review a list of novels through categories 
and ranking. An e-novel system which is a subsystem designed from the notion of 
this study for this community.  

E-Novel system has been developed using MASE methodology which is an    
iterative process. It deals the capturing the goals and refining the roles of an agent. 
It appears to have significant tool support.  agentTool is a graphically based, fully 
interactive software engineering tool, which fully supports each step of MaSE 
analysis and design. Fig.1 represents goal hierarchy diagram of e-novel system  
designed using agentTool. The analysis phase involves capturing goal, Applying 
use cases and Refining roles (Fig 2) whereas the design phase involves Creating 
agent classes, Constructing conversations, Assembling agent classes  (Fig 3) and 
System design.  
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Fig. 1 Goal Hierarchy Diagram for E-Novel System 

Fig. 2 Role Diagram for E-Novel System 

Fig. 3 Agent Template Diagram for E-Novel System 
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After analysis and design, the Agent-based E-Novel system is implemented   
using JADE (Java Agent Development Framework),  a software platform that  
provides basic middleware layer functionalities which are independent of the 
specific application and which simplify the realization of distributed applications 
that exploit the software agent abstraction [10]. 

4   Testing 

Testing is inseparable in software development process. Though testing is   
mandatory, there is a hindrance for its uptake due to the fact that the existing 
AOSE methodologies failed to prioritise agent-oriented testing, stating that agent 
systems can be tested using the existing conventional and object-oriented software 
testing technique. Currently testing is accomplished by mapping Agent-Oriented 
(AO) abstractions into OO constructs. However agent properties such as     
Autonomy, Proactivity, and Reactivity etc., cannot be mapped into OO constructs.  
This leads to the need for specialized agent-oriented software testing technique for 
agent-oriented software systems. In this paper, role based testing technique is  
proposed for effectively testing an agent based system.  

4.1   Role Based Testing 

Roles have been used both as an intuitive concept in order to analyse MAS and 
model inter-agent social activity and as a formal structure in order to implement 
coherent and robust agent-based software. Every individual agent has its own goal 
to be achieved and plans to do to fulfill the goal. In addition to goal and plan, role 
is one important mental state of the agent, which is defined as a set of capabilities 
and expected behavior. A role [8][9] can be represented as 

 <Goal, Responsibilities, Protocol, Permissions> 

• Goal, for which the agent playing this role is responsible 
• Responsibilities, Which indicates the functionalities of agents playing such 

roles  
• Protocol, which indicates how an agent playing such role can interact with 

agents playing other role 
• Permissions, which are a set of rights associated with the role. 

 
Role based testing provides the full range of assurance and correctness for agents 
to manage the complexity of highly dynamic and unpredictable environments with 
a high degree of interaction and distributivity. Every Agent involved in the E-
Novel system has their own roles for their accomplishment. Some roles involves 
only one agent and other involves more than one agent thereby interaction among 
agent is facilitated. Fig 5 represents the role diagram which shows the Goal-Role-
Responsibility relationship. 
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Let ‘x’ be the number of agents involved in Agent-based E-novel system,  
 
        Agents = {A1, A2, A3, ... ,Ax} 

 
Let ‘i’ be the number of goals that every agent in the agent based e-novel system 
has to achieve. 
   Goals = {G1, G2, G3, .... Gi} 
 
Let ‘j’ be the number of roles carried out by individual agent to accomplish every 
goal. 
   Roles = {R1, R2, R3, ...., Rj} 
 
Let ‘k’ be the number of functionalities to be accomplished for every role 
    

   Responsibilities = {Re1, Re2, Re3, ….Rek} 
 
After identifying the roles and their corresponding responsibilities of every agents 
involved in the MAS, test cases has to be derived to test whether the roles for the 
agents accomplish their task for the given set of inputs. Analyzing the Goal-Role 
relationship, it is found that, as long as the agent performs its role  properly, the 
goal of the system is been achieved by default. Thus testing whether the agent 
performs its role properly is a challenging task. This paved way for a role-oriented 
testing mechanism by which the role functionalities were tested by deriving 
appropriate test cases. Random based test case generation technique is been used 
for generating test cases that suits for role based approach.  

4.2   Role Schema 

Roles schema provide a well-defined interface between agents and cooperative 
processes. This allows an agent to read and follow, normative rules established by 
the cooperation process even if not previously known by the agent. Their major         

Responsibilities 1…k 

MAS 

Agent1  Agent x 

Goal1 Goal  i

Role 1  Role j 

 Responsibilities 1…k 

Fig. 5 Role Model 
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motivation to introduce such roles is to increase the agent system’s adaptability to 
structural changes. They formally define a role as an entity consisting of a set of   
required permissions, a set of granted permissions, a directed graph of service       
invocations, and a state visible to the runtime environment but not to other agents. 
Sample role schema for an agent based e-novel system is represented in Table 2. 

Table 2 Sample Role Schema 

Role Name : Prioritize Novel 

Agent involved : Recommendation Agent 

Goal: To present the best novel to the reader 

Description: This role helps to prioritize the novels based on the author popularity and 

reader’s interest. 

Protocol and Activities: Analyzing No. of novels written by the author, Popularity among 

the readers, Novel writing skill and presentation skill, 

Permissions: Read Request query, Result, Security policy, Change  Result format // encrypt,   

Request format // decrypt 
Responsibilities: Activeness: (count no. of novels + popularity of the novelist + writing skill 
+ presentation skill + no. of readers read that novel 
                             Completeness: Suggesting best novel to the reader 

4.3   Random Based Test Case Derivation 

According to our approach, the role of an agent comprises the logic of the test. As 
every role of an agent has number of responsibilities to get satisfied, the derivation 
of test case focuses on the responsibilities and thereby validates  whether the role 
hold by the agent serves the purpose. Random based test cases generation 
technique is applied for generating test suites. This technique generates test cases 
selecting the communication protocol and randomly generated messages. A 
sample test case is represented in Table. 3.  

Table 3. Sample Test case for E-Novel system based on role 
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Once every roles were identified and test cases were generated, we  tested  our  
system in JADE Test Suite and we found that correctness of the system is 
validated fully and thereby role based  testing can be applied for testing agent-
oriented system 
 

 
Fig. 6 Snapshot of JADE Test Suite 

5   Conclusion  

Testing being very important activity in Software Development Life Cycle 
(SDLC), there is no well defined testing technique for agent based system. None 
of the existing AOSE methodologies deals with testing phase stating testing can be 
carried out by using existing object-oriented technique. Although there is a well 
defined OO testing technique to test the agent based systems AO constructs cannot 
be mapped completely into OO constructs. Thus there arises vacancy for testing 
phase in the SDLC that should be filled-up. This paper deals with a new agent 
based testing technique i.e role based testing designed specifically for agent-
oriented software so as to fit in the existing AOSE methodologies. To demonstrate 
our proposed testing technique, we developed an agent based E-novel system     
using  MASE methodology  and  tested  the  system  using role  based  approach  
and  found  that  our  results  are encouraging. Thus the proposed testing technique 
performs adequately and accurately for testing the completeness of agent based 
system. 
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Comparative Genomics with Multi-agent 
Systems* 

Juan F. De Paz, Carolina Zato, Fernando de la Prieta, Javier Bajo, 
Juan M. Corchado, and Jesús M. Hernández 

Abstract. The detection of the regions with mutations associated with different 
pathologies is an important step for selecting relevant genes. The corresponding 
information of the mutations and genes is distributed in different public sources 
and databases, so it is necessary to use systems that can contrast different sources 
and select conspicuous information. This work proposes a virtual organization of 
agents that can analyze and interpret the results from Array-based comparative 
genomic hybridization, thus facilitating the traditionally manual process of the 
analysis and interpretation of results. 

Keywords: arrays CGH, knowledge extraction, visualization, multiagent system. 

1   Introduction 

Different techniques presently exist for the analysis and identification of 
pathologies at a genetic level. Along with massive sequencing, which allows the 
exhaustive study of mutations, the use of microarrays is highly extended. CGH 
arrays (aCGH) (Array-based comparative genomic hybridization) are a type of 
microarray that can analyze information on the gains, losses and amplifications [7] 
in regions of the chromosomes to detect mutations [5], [3]. Expression arrays 
measure the expression level of the genes. aCGH are currently used to detect 
relevant regions that may require deeper analysis. In these cases, it is necessary to 

                                                           
Juan F. De Paz · Carolina Zato · Fernando de la Prieta · Javier Bajo · Juan M. Corchado 
Department of Computer Science and Automation, University of Salamanca 
Plaza de la Merced, s/n, 37008, Salamanca, Spain 
e-mail: {fcofds,carol_zato,fer,corchado}@usal.es 
 
Jesús M. Hernández 
IBMCC, Cancer Research Center, University of Salamanca-CSIC, Spain 
e-mail: jhmr@usal.es 
 

Jesús M. Hernández 
Servicio de Hematología, Hospital Universitario de Salamanca, Spain 



176 J.F. De Paz et al.
 

work with vast amounts of information, which necessitates the creation of a 
system that can facilitate the automatic analysis of data that, in turn, facilitates the 
extraction of relevant information using different data bases. For this reason, it is 
necessary to automate the aCGH processing. 

aCGH, also called microarray analysis, is a new cytogenetic technology that 
evaluates areas of the human genome for gains or losses of chromosome segments 
at a higher resolution than traditional karyotyping. When working with aCGH, 
segments of DNA (Deoxyribonucleic Acid) are selected from public genome 
databases based upon their location in the genome. Computer software analyzes 
the fluorescent signals for areas of unequal hybridization of patient versus control 
DNA, signifying a DNA dosage alteration (deletion or duplication). These arrays 
offer genome-covering resolution that can offer precise delineation of breakpoints. 
This is important in determining common regions of overlap and implicated genes. 
Due to their small target size, oligonucleotide arrays suffer from poorer signal to 
noise ratios that often results in a significant number of false-positive outliers. At 
present, tools and software already exist to analyze the data of arrays CGH, such 
as CGH-Explorer [2], ArrayCyGHt [12], CGHPRO [1], WebArray [8] or 
ArrayCGHbase [4], VAMP [6]. The problem with these tools is the lack of 
usability and of an interactive model. For this reason, it is necessary to create a 
visual tool to analyse the data in a simpler way. 

The process of arrays CGH analysis is broken down into a group of structured 
stages, although most of the analysis process is done manually from the initial 
segmentation of the data. This study presents a multi-agent system [10] that 
defines roles to automatically perform the different stages of the analysis. In the 
first stage, the data are segmented [11] to reduce the number of gains or losses 
fragments to be analyzed. The following steps vary in terms of the type of analysis 
being performed and include: grouping, classification, visualization, or extraction 
of information from different sources. The system tries to facilitate the analysis 
and the automatic interpretation of the data by selecting the relevant genes, 
proteins and information from the previous classification of pathologies. The 
system provides several representations in order to facilitate the visual analysis of 
the data. The information for the identified genes, CNVs (Copy-number 
variations), pathologies etc. is obtained from public databases.  

This article is divided as follows: section 2 describes our system, and section 3 
presents the results and conclusions. 

2   Multi-agent System 

The multi-agent system designed to analyze our data is general enough that it can 
be adapted for other types of data analysis. The multi-agent system is divided into 
different layers: the analysis layer, the information management layer. The 
developed system receives data from the analysis of chips and is responsible for 
representing the data for extracting relevant segments on evidence and existing 
data. Working from the relevant cases, the first step consists of selecting the 
information about the genes and transcripts stored in the databases. This 
information will be associated to each of the segments, making it possible to 
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quickly consult the data and reveal the detected alterations at a glance. The data 
analysis can be carried out automatically or manually.  

2.1   Analysis Roles 

The analysis roles contains the agents responsible for performing the actual 
microarray analyses. The information management layer compiles the information 
from the database and generates local databases to facilitate their analysis. The 
visualization layer facilitates the management of both the information and the 
algorithms; it displays the information and the results obtained after applying the 
existing algorithms at the analysis layer.  

The agents at the analysis layer adapt to the specific class of microarray, in this 
case the aCGH, and within the aCGH they adapt to the different types of 
microarrays with which they work. To perform the data analysis, the agents are 
incorporated for: segmentation, Knowledge extraction, and Clustering. 

The segmentation process is performed by taking into account the differential 
normalization for gains and losses. The segmentation process is based on the 
mad1dr (median absolute deviation, 1st derivative) value for each of the arrays, 
which determines the threshold for gains or losses that is considered relevant for 
each case. This metric provides a surrogate measure of experimental noise. 

For this particular system, the use of chi Square was chosen because it is the 
technique that makes it possible to work with different qualitative nominal 
variables to study factor and its response. The contrast of Chi Square makes it 
possible to obtain as output the values that can sort the attributes by their 
importance, providing an easier way to select the elements. As an alternative, gain 
functions could be applied in decision trees, providing similar results. 

2.2   Information Management Roles 

Once the relevant segments have been selected, the researchers can introduce 
information for each of the variants. The information is stored in a local database. 
These data are considered in future analyses although they have to be reviewed in 
detail and contrasted by the scientific community. The information is shown in 
future analyses with the information for the gains and losses. However, because 
only the information from public databases is considered reliable, this information 
is not included in the reports. 

Besides the system incorporates a role to retrieve information from UCSC 
(University of California Santa Cruz) and use this information to generate reports. 
This information is important in order to select the relevant segments.  

3   Visual Analysis 

A visual analysis is performed of the data provided by the system and the 
information recovered from the databases. New visualizations are performed in 
order to more easily locate the mutations, thus facilitating the identification of 
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mutations that affect the codification of genes among the large amount of genes. 
Visualization facilitates the validation of the results due to the interactivity and 
ease of use of previous information. Existing packages such as CGHcall [9] in R 
do not display the results in an intuitive way because it is not possible to associate 
segments with regions and they do not allow interactivity.  

The system provides a visualization to select the regions with more variants 
and relevant regions in different pathologies. The visualizations make is possible 
to extract information from databases using a local database.  

A visual analysis is performed of the data provided by the system and the 
information recovered from the databases. New visualizations are performed in 
order to more easily locate the mutations, thus facilitating the identification of 
mutations that affect the codification of genes among the large amount of genes. 
Visualization facilitates the validation of the results due to the interactivity and 
ease of use of previous information. Existing packages such as CGHcall [9] in R 
do not display the results in an intuitive way because it is not possible to associate 
segments with regions and they do not allow interactivity.  

The system provides a visualization to select the regions with more variants 
and relevant regions in different pathologies. The visualizations make is possible 
to extract information from databases using a local database.  

4   Results and Conclusions 

In order to analyze the operation of the system, different data types of array CGH 
were selected. The system was applied to two different kinds of CGH arrays: BAC 
aCGH, and Oligo aCGH. The information obtained from the BAC aCGH after 
segmenting and normalizing is represented in Tab. 1. As shown in the figure, there 
is one patient for each column. The rows contain the segments so that all patients 
have the same segments. Each segment is a tuple composed of three elements: 
chromosome, initial region and final region. The values vij represent gains and 
losses for segment i and patient j. If the value is positive, or greater than the 
threshold, it is considered a gain; if it is lower than the value, it is considered a 
loss.  

Table 1 BAC aCGH normalized and segmented 

Segment Patient 1 Patient 2 ... Pantient n 
Init-end v11 v12 ... v1n 
Init-end v21 v22 ... v2n 

 
The system includes the databases because it extracts the information from 

genes, proteins and diseases. These databases have different formats but basically 
there is a tuple of three elements for each row (chromosome, start, end, other 
information). Altogether, the files downloaded from UCSC included slightly more 
than 70,000 registries. 
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Fig. 1 Selection of segments and genes automatically 

Figure 1 displays the information for 18 oligo arrays cases. Only the 
information corresponding to chromosome 11 is shown. The green lines represent 
gains for the patient in the associated region of the chromosome, while the red 
lines represent losses. The user can select the regions and use these highlighted 
regions to generate reports. 

When performing the visual analysis, users can retrieve information from a 
local database or they can browse through UCSC. For example, figure 2 contains a 

 

 

Fig. 2 Report with relevant genes 



180 J.F. De Paz et al.
 

report with the information for the segment belonging to the irrelevant region 
shown in the previous image. 

In order to facilitate the revision and learning phases for the expert, a different 
visualization of the data is provided. This view helps to verify the results obtained 
by the hypothesis contrast regarding the significance of the differences between 
pathologies. Figure 3 shows a dendrogram with the information of the groups. The 
expert can review the clusters and modify the group belong each patient selecting 
each patient. 

 

 

Fig. 3 Reviewing clustering process  

The presented system facilitates the use of different sources of information to 
analyze the relevance in variations located in chromosomic regions. The system is 
able to select the genes, variants, genomic duplications that characterize 
pathologies automatically, using several databases. This system allows the 
management of external sources of information to generate final results. The 
provided visualizations make it possible to validate the results obtained by an 
expert more quickly and easily. 
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Causal Maps for Explanation in Multi-Agent
System

Aroua Hedhili, Wided Lejouad Chaari, and Khaled Ghédira

Abstract. All the scientific community cares about is understanding the complex
systems, and explaining their emergent behaviors. We are interested particularly in
Multi-Agent Systems (MAS). Our approach is based on three steps : observation,
modeling and explanation. In this paper, we focus on the second step by offering
a model to represent the cause and effect relations among the diverse entities com-
posing a MAS. Thus, we consider causal reasoning of great importance because
it models causalities among a set of individual and social concepts. Indeed, multi-
agent systems, complex by their nature, their architecture, their interactions, their
behaviors, and their distributed processing, needs an explanation module to under-
stand how solutions are given, how the resolution has been going on, how and when
emergent situations and interactions have been performed. In this work, we investi-
gate the issue of using causal maps in multi-agent systems in order to explain agent
reasoning.

Keywords: Multi-Agent Systems, Explanation, Reasoning, Causal Maps.

1 Introduction

Multi-agent systems are developed in various domains such as computer networks,
industrial applications, process control, air traffic, simulation, etc. In spite of the
rapid growth of the international interest in MAS field and the high number of
developed applications, there is no global control on their execution, and no one
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knows what effectively happens inside, which steps are performed, how knowledge
is shared, how interactions are exchanged, how the solution path is computed, and
how results are obtained. Because of this ignorance, agent behaviors are not always
clearly reproducible for humans. Our objective is to give the user the possibility to
become familiar with such dynamic, complex and abstract systems, to understand
the way to manage the nondeterministic process, how solutions are given, how the
resolution has been going on, how and when emergent situations and interactions
have been performed. Explanation gives an answer to these questions. It gives in-
formation about reasoning, actions, interactions and events executed ”inside” one
agent or among all agents. We can consider the MAS as a set of Knowledge Based
Systems (KBSs), in this case the different reasons for explanation in this area belong
to MASs like, it presents a demonstration tool to show how the resolution system
is well-adapted to the used knowledge or it describes the represented knowledge of
the field and the used inference techniques for learning purposes or for assistance to
the resolution process, etc. However, the need of explanation in MAS is related to
some other reasons :

• Agent behaviors are not always clearly reproducible for humans.
• During the execution, the multi-agent system is considered as a ”black box”.
• Explanation fosters the control of an agent ; the expert could have a control on

the agent if he/she knows ”how” and ”why” the agent has done an action.
• Explanation is a way to detect and understand the emergence phenomenon in

MAS since Daniel Memmi [4] points out that the emergence is restricted to
the problem of description and explanation and it is an example of scientific
explanation.

Besides, the existing works presented in the literature are focused on explanations
in kBSs and particularly expert systems [5, 7, 10]. There are a few research works
related to multi-agent systems, they remain specific to some MAS applications. Af-
ter a deep research, we found an explanation facility called Java Platform Anno-
tation Processing Architecture (JPAPA) [9]. The main idea of this method is that
agent software should be able to give information about itself. Using the framework
JPAPA, the programmer puts information into the source code. The programmer an-
notates those parts of the software that are important for the end-user to understand
the behavior of an agent. Annotations are similar to comments in a source code;
the difference exists in the intended recipient of the annotation content, who is the
end-user instead of the programmer. Also, the source code comments are skipped
whereas the content of annotations is visible even at runtime. This method is specific
to Java applications and it just describes how the agent has done the action. Another
approach proposed in [11] considers that the agent should explain its action. The
explanation is generated by recalling the situation in which the decision was made
and replaying the decision under variants of the original situation. The severe limita-
tion of this solution is the overload of the agent ; the agent should resolve a problem
and give an explanation; which has an effect on the system performance.



Causal Maps for Explanation in Multi-Agent System 185

Our work consists in establishing a generic methodology to explain reasoning
in MAS based on causal maps. In this context, Chaib braa, [2], mentioned in his
research that this methodology provides a foundation to explain how agents have
done actions, but he did not detailed his idea. We consider that to understand and
explain a complex process, we need to observe it. For this purpose, we developed
first an observation module which detects the agents’ events and describes each
agent activity in an intelligent trace [1], the figure 1 illustrates an example of the
trace.

Fig. 1 Reasoning trace

In this trace, the agent event was structured in an explanation structure labeled
KAGR (Knowledge, Actions, Goals, Relations). This structure defines the resources
used by an agent to solve a problem. Our current issue is to manage the attributes
structure and the relations between the attributes to answer the question ”how the
action has been done?”. In this paper, we highlight the use of causal maps to achieve
this issue.

2 Causal Maps

Causal Maps or Cognitive Maps (CM) [2] are represented as a directed graph where
the basic elements are simple. The concepts are represented as points, and the causal
links between these concepts are represented as arrows between these points. The
strategic alternatives; all of the various causes, effects can be considered as concept
variables, and represented as points in the causal map. Causal relationships can take
different values based on the most basic ones ”+” (positive) such as (promotes,
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enhances, helps, is benefit to, etc.), ”-” (negative) as (hurts, prevents, is harmful
to, retards, etc.), and ”0” (neutral) such as (has no effect on, does not matter for,
etc.). With this graph, it is relatively easy to see how concepts are related to causal
relationships and to see the overall causal relationships of one concept with another.
For instance, the CM of the figure 2, explains how a PhD student makes his week
planning. We consider that in a week, a PhD student (the agent) should prepare

Fig. 2 A cognitive map

his paper to submit it and assist the team meeting to expose his research work.
Indeed, this portion of a CM states that ”Prepare the paper” is favorable to ”Submit
the paper” but it is harmful to ”Assist team meeting”. Also, ”Assist team meeting”
is harmful to the concept ”Submit the paper”. This shows that a CM is a set of
concepts as ”Prepare the paper”, ”Submit the paper”, ”Assist team meeting”, and
a set of signed edges representing causal relations like ”promote(s)”, ”enhance(s)”,
”decrease(s)”, etc. In fact, the real power of a causal map resides in its representation
by a graph. The graph model makes then relatively easy to see how concepts are
linked to causal relationships.

Usually, a CM is employed to cope with the causal reasoning. Causal reasoning is
useful in multi-agent environments because it shows the presence of causal relation-
ships and the logical effects produced when some events occur. Causal maps were
widely addressed in multi-agent environment for several goals. Most of the works
retrieved in the literature deal with causal maps as a mean to make a decision in
distributed environment [2, 6]; to analyze or to compare the causal representation
of agents for coordination or for conflict resolution [2]; to facilitate the complex
phenomena for students in agent based learning systems [3]. Therefore, we find
no further mention of using CM to explain a reasoning process in an intelligent,
complex, and distributed systems. It is obvious for us to experiment it.

3 Reasoning Explanation Using Causal Maps

We extract the links between the KAGR attributes associated to an agent and we
analyze the existent combinations of these elements in order to understand the agent
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reasoning. Each attribute is presented with two fields. The first field contains the
number of elements in the attribute. The second field defines the elements. The first
example is related to the event ”LeaveHomeEvent” with the blue representation
of the explanation structure. The second presents the event ”TakeCarEvent” with
the orange representation. Notice that, the explanation structure has two colors to
indicate that it is different at the two moments.

Fig. 3 Agent explanation
structure

The detected event ”LeaveHomeEvent” through the observation module has the
following structure’s attributes :

• The attribute K has the value ”1” in the first field, it means that the agent has
one knowledge, the second field has the definition K1=”the node 1 presents the
home”.

• The attribute A has the value ”1” in the first field, it means that the agent has done
one action at the moment t. The action is described by the second field which has
the definition A1=”cross the road 1”.

• The attribute G has the value ”2” in the first field, the second field has the defini-
tion G1=”go to work” as a global goal and G2=” leave the home” as an interme-
diate goal.

• The attribute R has the value ”0”.

Then, the second detected event ”TakeCarEvent” has this explanation structure :

• The attribute K has the value ”1” in the first field, it means that the agent has
one knowledge, the second field has the definition K1=”the car is in front of the
house”.

• The attribute A has the value ”2” in the first field, it means that the agent has
done two actions at a moment t. The actions are described by the second field
which has the definition A1=”Go straight 4 steps” and A2=”send a message to
agent 2”.
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• The attribute G has the value ”2” in the first field, the second field has the definition
G1=”go to work” as a global goal and G2=”take the car” as an intermediate goal.

• The attribute R has the value ”1” in the first field, the second field has the follow-
ing definition R1=”the sent message to agent 2 contains: the car is not here”.

Our solution consists in modeling each attribute of KAGR by a causal map. So, each
agent has a causal map at four levels:

1. The first level treats the agent goals, deduced from the attribute ”G” of the agent
structure. This level is labeled ”CM Goals”. It shows the causal relations between
the agent goals. The agent goals are the concepts of the map. This level exhibits
the links between sub-goals and their sequence to reach the local goal then the
MAS functionalities under agent goals.

2. The second level concerns the agent actions, deduced from the attribute ”A” of
the agent structure, this level is labeled ”CM Actions”. In this map, the concepts
are the actions. CM Actions is linked to CM Goals to establish the actions done
by the agent to achieve a goal from the first map. Moreover, through this level,
the causal relations between agent actions are illustrated.

3. The third level presents the agent knowledge in a CM labeled ”CM Knowledge”,
deduced from the attribute ”K” of the agent structure, in order to fix how the agent
has done an executed action in the CM Actions.

4. The fourth level presents the agent relations, ”CM Relations”, deduced from the
attribute ”R” of the agent structure. This level is linked to the second one when
the agent cooperates with others to execute its actions. It is also linked to the third
level when the agent interacts with others to enrich its knowledge.

We notice that for each agent, four instances of a CM are respectively associated to
the attributes of the explanation structure. Dependencies links are then constructed
among those instances. The explanation process is performed following an incre-
mental method starting from agents and leading to the group of agents. The global
CM corresponding to the whole system is constructed thanks to the relationships
between the agents CMs at a higher level. This point will be discussed in a future
work since it is in progress.

4 Experimentation

The proposed approach was tested on a multi-agent application of transport network
simulation MATSim [8]. This application provides a toolbox to implement large-
scale agent-based transport simulations. The tested scenarios consist in achieving
the goal ”Go home” from a fixed position. Thus, the CM Goals contains just this
concept. The agent should follow a plan of links (streets) and nodes (crossroads) to
accomplish its actions. In the first scenario, the agent leaves the node 1 to attain the
home situated in the link 12, it follows a set of streets that contains the links 1, 2, 7
and 12. There are two possible actions ”left link” and ”entered link”. The following
figure illustrates the CM Actions and the CM Knowledge of the agent created from
an XML file. The XML file contains the explanation structure KAGR of the agent.
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Fig. 4 Agent Causal Map 1

As shown in the figure 4 the agent accomplishes a collection of actions presented
in the CM Actions in order to achieve its goal. The link between the actions are
green to mention the value ’+’. In fact, we consider that the relations between these
concepts have the positive value, each one promotes the other: the concerned agent
will be able to realize the action ”left link 1” since the action ”departure from the
node 1” was achieved. Moreover, the concept ”the node 2 in the position p2 and
the current link is 1” enhances the concept ”left link 1”. In this scenario, the agent
uses its own knowledge, presented in the sub-graph CM Knowledge. The relation
between the knowledge concepts has the neutral value, there is no effect between
them.

The second scenario presents a different agent behavior. The agent takes a car to
go home. The followed plan contains the streets 1 and 2. An agent ”traffic light” is
also situated between the two streets. The figure 5 depicts the actions achieved in the
CM Actions. We note that the agent uses its own knowledge, in CM Knowledge,
as ”the node 2 in the position p2 and the current link is 2”. Besides, through
CM Relations, we deduce that the agent accomplishes the actions ”stop at the traffic
light” and ”pass the traffic light” after receiving a message from the agent ”traffic
light” and it achieves the action ”take the car” after receiving the message ”the car
is in the garage” from another agent identified ”agent 1”.
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Fig. 5 Agent Causal Map 2

5 Conclusion

In this paper, we point out the issue of using causal maps to explain reasoning in
MAS. The concepts of the map were retrieved directly from an intelligent trace and
the value of arrows was deduced from the reasoning process done by an agent to
achieve a goal. This approach constructs for each agent a sub-set of linked causal
maps associated with the KAGR structure. The idea is to emphasize the individual
agent role and its participation in the resolution process. In a future work, an exper-
imentation based on the explanation of a rescue multi-agent system is going on to
validate a more complex causal map structure. Then, we wish to deal with the rela-
tionships at a global level including an agent organization CM linking the sub-sets
of smaller CM expressed at the agent level. Thus, we transform the approach from
an explanation at fine granularity to higher granularity reflecting the switch from the
agent to the group.
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(émergence et explication) (1996)

5. Dieng, R.: Explanatory Knowledge tools for expert systems. In: 2nd International Con-
ference on Applications of A.I. to Engineering, Cambridge, M.A., USA (1987)

6. Druckenmiller, D.A., Acar, W.: Exploring agent-based simulation of causal maps: toward
a strategic decision support tool. Doctoral Dissertation, Kent State University Kent, OH,
USA (2005)

7. Spinelli, M., Schaaf, M.: Towards explanations for CBR-based applications. In: Hotho,
A., Stumme, G. (eds.) Proceedings of the LLWA Workshop, Germany, pp. 229–233
(2003)

8. Nagel, K., Axhausen, K.W., Balmer, M., Meister, K., Rieser, M.: Agent-based simulation
of travel demand, Structure and computational performance of MATSim-T. In: 2nd TRB
Conference on Innovations in Travel Modeling, Portland (2008)

9. Ludwig, B., Schiemann, B., et al.: Self-describing Agents. Department of Computer Sci-
ence 8. University Erlangen-Nuremberg (2008)

10. Swartout, W., Moore, J.: Explanation in second generation expert systems. In: David, J.-
M., Krivine, J.-P., Simmons, R. (eds.) Second Generation Expert Systems, pp. 543–585.
Springer (1993)

11. Lewis Johnson, W.: Agents that Explain Their Own Actions. In: Proceedings of the
Fourth Conference on Computer Generated Forces and Behavioral Representation
(1994)



A. Abraham and S.M. Thampi (Eds.): Intelligent Informatics, AISC 182, pp. 193–205. 
springerlink.com                                           © Springer-Verlag Berlin Heidelberg 2013 

Hierarchical Particle Swarm Optimization  
for the Design of Beta Basis Function Neural 
Network 

Habib Dhahri*, Adel M. Alimi, and Ajith Abraham 

Abstract. A novel learning algorithm is proposed for non linear modeling and 
identification by the use of the beta basis function neural network (BBFNN). The 
proposed method is a hierarchical particle swarm optimization (HPSO). The 
objective of this paper is to optimize the parameters of the beta basis function 
neural network (BBFNN) with high accuracy. The population of HPSO forms 
multiple beta neural networks with different structures at an upper hierarchical 
level and each particle of the previous population is optimized at a lower 
hierarchical level to improve the performance of each particle swarm. For the beta 
neural network consisting n particles are formed in the upper level to optimize the 
structure of the beta neural network. In the lower level, the population within the 
same length particle is to optimize the free parameters of the beta neural network.  
Experimental results on a number of benchmarks problems drawn from regression 
and time series prediction area demonstrate that the HPSO produces a better 
generalization performance. 

1   Introduction  

Architecture design of the artificial neural network can be formulated as an 
optimization problem. Evolutionary Algorithms (EA) like neural network (NNs) 
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represents an evolving technology inspired by biologically motivated 
computational paradigms. NNs are derived from the brain theory to simulate the 
learning behavior of an individual, while EAs are developed from the theory of 
evolution to evolve whole population toward a better fitness. Although these two 
technologies seem quite different in the time period action, the number of 
involved individuals and the process scheme, their similar dynamic behaviors 
stimulate research on whether a synergistic combination of these two technologies 
may provide more problem solving power than either alone. Without the help of a 
proven guideline, the choice of an optimal network design for a given problem is a 
difficult process. In this paper, we deal with the so-called Beta Basis Function 
Neural Network BBFNN (Alimi, 2000) that represents an interesting alternative in 
which we can approximate any function. One of the most important issues in the 
BBF neural network applications is the network learning, i.e., to optimize the 
adjustable parameters, which include the centers vectors, the widths of the basis 
functions and the parameters forms. Another important issue is to determine the 
network structure or the number of BBF nodes. 

Several attempts have been proposed for this, to optimize the parameters 
artificial neural network such us the pruning algorithm (Stepniewski, 1997) and 
the growing algorithm (Guang-Bin, 2005). Unfortunately, these techniques show 
many deficiencies and limitations (Angeline, 1994).  

The applying of evolutionary algorithms to construct neural nets is also well 
known in the literature. The most representative algorithms include Genetic 
Algorithms (Sexton, 1999), Flexible Neural Trees (Chen & Yang, 2005), (Chen & 
Abraham, 2009) Particle Swarm Optimization (Dhahri, 2008), (Dhahri & Alimi, 
2010) and the method of Differential Evolution (Subudhi, 2011).  

The PSO algorithm has been shown to perform better than the Genetic 
Algorithm (GA) or the Differential evolution (DE) over several numerical  
benchmarks (Xu, 2007). 

The ordinary prototype of PSO algorithm operates on a species with fixed-
length particle, which is viewed as a set of potential solutions to a problem. The 
fixed-length PSOs that are usually thought of as optimizers operating within a 
fixed parameter space, variable-length PSO may be applied to design problems in 
which the individual can have a variable number of components such as in our 
application when the size of the beta basis function neural network are variable. 

Building a hierarchical Beta neural system is a difficult task. This is because we 
need to define the architecture of the system, as well as the free parameters of each 
neuron. 

Two approaches could be used to tackle this problem. One approach is that an 
expert supplies all the required knowledge for building the system. The other one 
is to use optimization techniques to construct the system.  

The aim of the proposed paper is to extend the work (Dhahri, 2010) that focus 
only on optimizing the beta neural parameters with a fixed structure. In this paper 
we want to verify if the PSO performs in the automatic designing of the BBFNN, 
including not only the parameters transfer functions but also architecture. As we 
will see, the architecture obtained is optimal in the sense that the number of 
connections is minimal without losing efficiency.  
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In order to design optimal neural network architecture, this work proposes a 
new topology using hierarchical particles swarm optimization. In the upper level, 
the HPSO concentrates on the definition of the structure of the BBFNN. At the 
lower level, the PSO with a fixed dimension is applied to determine the free 
parameters of the beta basis function neural network. Therefore, no assumption is 
made about the topology of the BBFNN or the other neural information. 

This work is organized as follow: Section 2 describes the basic BBF network 
and the concept of opposition based particle swarm optimization. The hierarchical 
opposition based particle swarm optimization is the subject of section 3. The set of 
experimental results are provided in section 4. Finally, the work is discussed 
concluded in section 5. 

2   The Beta Basis Function Neural Network (BBFNN) and PSO 
Algorithm 

This section first describes the basic concept of the BFNN to be designed in this 
study. The basic concept of PSO employed in BBFNN optimization is then 
described. 

2.1   The Beta Basis Function Neural Network (BBFNN)   

In this section, we want to introduce the beta basis function neural network that 
will be used in the remainder of this paper. The BBF Neural Network (BBFNN) is 
a three-layer feed-forward neural network which consists of the input layer, the 
hidden layer and the output layer. Each neuron of the hidden layer employs a beta 
basis function as nonlinear transfer function to operate the received input vector 
and emits the output value to the output layer. The output layer implements a 
linear weighted sum of the hidden neurons and yields the output value.  

Besides the centre 
nc IR∈  the beta basis function may also present a width 

parameter
n

IRσ ∈ , which can be seen as a scale factor for the distance x c− and 

the parameter forms ip   and iq . 

Fig.1 shows the schematic diagram of the BBF network with ni inputs, n beta 
basis function, and one output units.  

If the BBF network consists of n beta basis function and the outputs units are 
linear, the response of the ith yi output units is  

1

0( , ),1 (1), , ,
n

i

T

i i ij i i i i iy w w B x nc p qb iσ
=

= ≤= ≤     

In general, five types of adjustable parameters which should be determined for 

BBF neural network: the centre vector [ ]
1
, ...,

m
c c c= , the width vector, 

[ ]1, ..., mσ σ σ= , the parameters former [ ]1 ¨, ..., mp p p= , [ ]1 ¨, ..., mq q q= and W is 

the weight matrix  
0 1

  [ , , ..., ] . T

i i im
W w w w=  
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The Beta basis function ( , ), , ,i i i i iB x c p qσ , i =1,…,n, is defined by: 

( )
( )( ) ( )( ) ] [0 1

1 1 , (2)

0

σ σβ =

+ − + −
+ − ∈

   
      



i i
p q

i i i i i i

i i i i
x

p q x c p q c x
if x x x

p q

else
i

 

Where pi > 0, qi > 0, x0, x1 are the real parameters, x0 < x1 and 

 1 0i i

i i

p x q x
c
i p q

+
=

+
                                                   (3) 

In the multi-dimensional case, the beta function is defined by  

1

( , , , )( ) ( , , , )
i n

i i i i

i

i
c p q x c p qβ σ β σ

=

=

= ∏                            (4)                                                

 

Fig. 1 The architecture of BBFNN 

2.2   The Basic Particle Swarm Optimization Algorithm   

PSO was introduced by Kennedy and Eberhart (Kennedy, 1995) is inspired by the 
swarming behavior of animals and human social behavior. A particle swarm is a 
population of particles, where each particle is a moving object that ‘flies’ through 
the search space and is attracted to previously visited locations with high fitness. 
In contrast to the individuals in evolutionary computation, particles neither 
reproduce nor get replaced by other particles. Each particle consists of a position 
vector x, which represents the candidate solution to the optimization problem, the 
fitness of solution x, a velocity vector v and a memory vector p of the best 
candidate solution encountered by the particle with its recorded fitness. The 
position of a particle is updated by 

d d d
i i ix x v+=                                                        (5) 

and its velocity according to 

1 1 2 2
( ) ( )d d d d d d

i i i i i i
v w v c pbest x c gbest xφ φ= + − + −                     (6) 
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where
1 2,φ φ are uniform distributed random numbers within

min max,φ φ  (typically 

min 0φ = ) and (
max 1φ = ) that determine the weight between the attraction to 

position  d

i
pbest , which is the best position found by the particle  and  dgbest  the 

overall best position found by all particles. A more general version of PSO 

considers dgbest  as the best position found in a certain neighborhood of the 

particle, which does not generally contribute to performance improvements. Note 
that 1φ  and 2φ are generated for each component of the velocity vector. Moreover, 

the so-called inertia weight w controls how much the particles tend to follow their 

current direction compared to the memorized positions d

i
pbest and dgbest . Instead 

of the inertia weight w, one can use another parameter, the so-called constriction 
factor χ , which is multiplied with the entire equation in order to control the 

overall velocity of the swarm. In the preliminary parameter tuning experiments it 
turned out that the tuning of the velocity update rule using the inertia weight 
yielded clearer and better results. Finally, the velocity of the particles is limited by 
a maximum velocity vmax, which is typically half of the domain size for each 

parameter in vector d

ix . The initialization of the algorithm PSO algorithm (using 

randomly chosen object feature vectors from the data set), but additionally 
requires the initialization of the velocity vectors, which are uniformly distributed 
random numbers in the interval [-vmax, vmax]. After initialization, the memory of 
each particle is updated and the velocity and position update rules are applied. If a 

component of the velocity d

i
v  of a particle exceeds vmax it is truncated to this 

value, Moreover, if a component of the new position vector is outside the domain, 
it is moved back into the search space by adding twice the negative distance with 
which it exceeds the search space and the component of the velocity vector is 
reversed. This process is applied to all particles and repeated for a fixed number of 

iterations. The optimization result is the best recorded candidate solution ( dgbest  

in the last iteration) and fitness at the end of the run. 

2.3   The Opposition Based Particle Swarm Optimization 
Algorithm  

All the techniques based on the evolutionary algorithm generate randomly the 
solutions as an initial population. These candidates’ solutions specified by the 
objective function will be changed to generate new solutions. The best individual 
in evolved population can be misleading because the applying of the heuristic 
operators (selection, mutation and crossover) or the update of the position in PSO 
algorithm can steer the population toward the bad solutions.  Consequently, the 
convergence to the guess value is often computationally very expensive. To 
escape to these drawbacks of the evolutionary algorithms, the dichotomy search is 
proposed to accelerate the convergence rate and to ameliorate the generalization 
performance. In other word the search space is halved in two sup-spaces, in order 
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to decrease the convergence time. Let be [a, b] the search space of the solution s 
and x is the solution belong to the first half. We define a concept called the 
opposite number to look for the guess solution in the second half. The OPSO 
(Dhahri & Alimi, 2010) algorithm uses the idea of opposite number to create the 
initial and the evolved populations to improve the performance of PSO technique. 
In the rest of this section, we define the concept of opposite number in single 
dimension and multi-dimension. 

Definition: Let x be a real number in the interval [a, b], the opposing number x  
is defined as follows: 

  [ ]0,1
2 2

2 2

a b a b
x x if x

a b a b
x x if x

α

α

α
∈

+ +
= +

+ +
= −

  
   


     





                       (7) 

Definition: Let M=(x1, x2, x3, …, xn) be a point in the n–dimensional space, where  

x1, x2, x3, …, xn 
nIR∈  and i∀ ∈ {1,2…n}, xi∈[ai,bi]. The opposing point of M 

is defined by 1 2( , ...., )M x x x n  where its components are defined as: 

[ ]0,1
2 2

2 2

α

α

α
∈

+ +
= +

+ +
= −

  
   


     





i i
i i i

i i
i i i

i i
i

i
i i

i

a b a b
x x if x

a b a b
x x if x

           (8) 

The initial velocities, vi(0), i = 1, . . . , NP , of all particles are randomly 
generated. 

Step1 (Particle evaluation): Evaluate the performance of each particle in the 
population according to the beta neural system. In this paper, the evaluation 
function f  is defined as the RMSE error .According to f, we can find individual 
best position pbest of each particle and the global best particle gbest .  

Step 2 (Velocity update): At iteration t, the velocity vi of each particle i is updated 
using its individual best position pbest, and the global best position, gbest. Here, 
the following mutation operator t is adopted 

1 1 2 2
( ) ( ) (9)ϕ ϕ= + − + −d d d d d d

i i i i i i
v w v c pbest x c gbest x    

Where c1 and c2 are positive constants, 
1
φ  and 

2
φ  are uniformly distributed 

random numbers in [0,1], and wi controls the magnitude of vi .  

Step 3 (Position update): Depending on their velocities, each particle changes its 
position according to the crossover operator: 

d d

i i

d

iP P v= +                                                         (10) 
d d d

i i i
OP OP v= +                                                         (11) 
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Step 4 (End criterion): The OPSO learning process ends when a predefined 
criterion is met. In this paper, the criterion is the goal or total number of iterations. 

3   Hierarchical Multi-dimensional Opposition Based-PSO  

In this section, an automatic design method of hierarchical beta basis function 
neural network is presented. The hierarchical structure is created and optimized 
using particle swarm optimization and the fine turning of the neuron’s parameters 
encoded in the structure is accomplished using opposition –based particle swarm 
optimization algorithm. 

The hierarchical Beta neural system not only provides a flexible architecture for 
modeling nonlinear systems, but can also reduce the neurons number. The 
problems in designing a hierarchical beta basis function include the following: 

• selecting an appropriate hierarchical structure; 
• optimizing the free parameters and the linear weights. 

The Combining of the structure optimization of the BBFNN by PSO algorithm 
and the parameter optimization ability of the opposition based particle swarm 
optimization lead to the following algorithm for designing the beta basis function 
neural network. 

----------------------------------------------------------------------------------------- 

1. Set the initial values of parameters used in the PSO. Create the initial 
population. 

2. Do structure optimization using PSO algorithm as described in Section 2. 
3. If the better BBFNN architecture found, then go to step 4), otherwise go 

to step 2). The criteria concerning with better structure is the fitness of 
each individual.  

4. Parameter optimization using OPSO algorithm as described in last 
section. In this step, the BBFNN architecture is predetermined, and it is 
the best BBFNN taken from the end of run of the PSO algorithm. All of 
the neurons’ parameters encoded in the best BBFNN will be optimized by 
OPSO algorithm order to decrease the fitness value. 

5. If the maximum numbers of OPSO algorithm then go to step 6); 
otherwise go to step 4). 

6. If satisfactory solution is found, then stop; otherwise go to step 2). 
----------------------------------------------------------------------------------------- 

3.1   Higher Level Configuration 

This subsection section introduces the higher level, which consists of multiple 
populations (species). The proposed algorithm contains multiple swarms, each of 
which contains Psi particles. A species forms a group of particles that have the 
same number of particles and is only responsible to optimize the architecture of 
the beta basis function neural network. 

Furthermore, each particle is defined within the context of a topological 
neighborhood that is made up of itself and other particles in the multi-swarm. At 
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each iteration t, a new velocity for a particle i is obtained by using the best 
position psi(t) and the neighborhood best position pg

si(t) of the multi-swarm. In 
other words, instead of having the best position and the neighborhood best 
position of one a swarm, we define the best position and the neighborhood best 
position of each swarm in the multi swarm. 

Instead of operating at a fixed dimension, the HPSO algorithm is designed to 
seek the optima dimension. In the HPSO algorithm, the main idea is to evaluate a 
new velocity value for each particle according to its current velocity, the distance 
from the global best position. The new velocity value is then used to calculate the 
next position of the particle in the search space. This process is then iterated a 
number of times or until a minimum error is achieved. This opens the question of 
exactly how create the new velocity from particles with different lengths. 

In order to make this hypothesis feasible, we must take into account if we pass 
from the dimension i to the dimension j (i < j), we add (j-i ) axis of supplementary 
coordinates  that will be orthogonal to the i axes.  In other words, we project the 
vectors on the space where the dimension is the maximum size of the three 
vectors. 

Fig.3 shows a sample of projection operator P which can be expressed as 
follows: 

1 2 3 4max( ) [ (1, ( , , ) ( ))],i i iP x x zeros x x x x l x= − , 1 4i≤ ≤                (12) 

Where [.] is vector, zeros is zeros array, max is the maximum of the four vectors 
and l is the length of the vector xi. Once the projection P operator is applied, the 
classical variant of Particle swarm optimization PSO is used 
 

 

Fig. 2 Projection operator in one dimension 

The selection of the best beta basis function neural network by the proposed 
algorithm requires the evaluation of each particle swarm. The performance –
evaluation criterion used in this paper is the root mean square error (RMSE) 
between the desired and actual outputs. 

The lower level configuration of HPSO is responsible for particle optimization. 
For each of sub swarm, the particles are sorted according to their performance. 
The best performing one is selected in this level. 

4   Computational Experiments 

The proposed algorithm HPSO is also compared with DE-NN and ODE-NN for 
the time series prediction problem. For DE and ODE parameter setting, the 
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population size is 50, the upper and lower bounds of weights is [0, 1], the mutation 
constant M is 0.6, the crossover constant C is 0.5 and the jumping probability Jr is 
0.3.  For HPSO algorithm the population size is 50. The constant c1 and c2 are 2 

and 
1
φ  and 

2
φ  are uniformly distributed random numbers in [0,1]. 

4.1   Nonlinear Plant Control  

In this example, the plant to be controlled is expressed by 
 

2 2

( ) ( 1) 2 ( ) 2.5
( 1) ( ) (13)

8.5 ( ) ( 1)
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p p p
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p p

y t y t y t
y t u t

y t y t
 

 

The same plant is used in (Subudhi, 2011). The current output of the plant depends 
on two previous outputs values and one previous input values. The input u(k) was 
assumed to be random signal uniformly in the interval [-2, 2]. The identification 
model be in the form of  

 

( 1) ( ( ), ( 1)) ( )+ = − +pi p py t f y t y t u t
                        (14)

 

 

Where ( ( ), ( 1))p pf y t y t − is the nonlinear function of  ( )py t  and ( 1)py t −  which 

will be the inputs for HPSO-BBFNN neural system identifier. The output from 
neural network will be 

piy . In this experiment, 500 training patterns are generated 

to train the BBFNN network and 500 for the testing data. After training, the 
following same test signal u(k) of the other compared models is used for testing 
the performance of BBFNN models: 

 

2cos(2 /100) 200
( ) (15)

1.2sin(2 / 20) 200 500

π

π

≤
=

< ≤




t if t
u t
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The RMSE value, which is taken as the performance criterion. The parameters of 
HPSO were chosen as the previous example. The Fig.3 shows the actual and 
predicted output of the plant for the test signal with the beta BBFNN model. From 
the figures it is clear that desired output and the identified by HPSO is nearly the 
same.  
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Fig. 3 HPSO identification performance 
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Table 1 Comparison of training and testing errors 

Input Training error (RMSE) Testing error (RMSE) 

DE ODE HMDDE HPSO DE ODE HMDDE HPSO 

y(k),y(k − 1) 
u(k) 0.0207 0.0190 0.0190 0.0150 0.1186 0.11370 0.110 0.010 

 
Table 1 gives the comparison of performance HPSO for the design of Beta 

Basis Function Neural Network to DE based methods for Artificial Neural 
Network. The comparison of these methods is applied in terms of root mean 
squared error (RMSE). From the results it is clear that the proposed HPSO 
algorithm has a root mean squared error test (RMSE) of 0.10 with four beta basis 
function neural net. Finally it is concluded that the proposed HPSO is having 
better identification performance than that of the other approaches. 

4.2   Box and Jenkins’ Gas Furnace Problem 

In this section, the proposed HPSO –BBFNN are applied to the Box-Jenkins time 
series data (gas furnace data) which have been intensively studied as a benchmark 
problem in previous literature (Chen, 2006), (Pox, 1970). The data set originally 
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Fig. 4 Training of Box-Jenkins time series ((y (t-1), u(t-2)) 
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Fig. 5 Identification performance (y(t-1), u(t-2)) 
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Table 2 Comparison of training and testing errors of Box and Jenkins 

Input Training error (RMSE) Testing error (RMSE) 
DE ODE HMDDE HPSO DE ODE HMDDE HPSO 

 y(t − 1), 
u(t − 3) 

0.1501 0.1411 0.1328 
0.01477

0.4400 0.4194 0.2276 
0.2168 

 y(t − 3), 
u(t − 4) 

0.3402 0.2850 
0.0210 0.0200 

0.7838 0.7773 0.4224 
0.0012 

 y(t − 2), 
u(t − 4) 

0.3256 0.2898 
0.1365 0.1469 

0.6733 0.6602 0.3200 
0.2136 

 y(t − 1), 
u(t − 2) 

0.2909 0.2924 
0.1735 0.020 

0.4906 0.6801 0.2334 
0.0052 

 y(t − 1), 
u(t − 4) 

0.2991 0.2926 0.2411 0.2258 0.5430 0.5132 0.3745 0.3876 

 y(t − 4), 
u(t − 4) 

0.3274 0.3428 0.1594 0.2782 12.259 0.8894 0.4549 0.3101 

 y(t − 2), 
u(t − 3) 

0.2968 0.3051 0.1702 0.0200 1.1340 0.7199 0.2700 0.0027 

 y(t − 1), 
u(t − 1) 

0.4638 0.4151 0.1598 0.1696 0.6183 0.6056 0.2577 0.2291 

 y(t − 4), 
u(t − 3) 

0.7266 0.4301 
0.1921 0.2018 

1.2405 1.2771 0.6148 
0.2476 

 y(t − 1), 
u(t − 6) 

0.6012 0.5661 0.6619 
0.6253 

0.8469 0.8410 0.6638 
0.5762 

 y(t − 3), 
u(t − 3) 

0.5172 0.5176 
0.1600 0.1696 

1.0067 1.0347 0.2521 
0.2273 

 y(t − 2), 
u(t − 2) 

0.6314 0.6261 
0.1615 0.1686 

0.9889 0.9753 0.2773 
0.2283 

 y(t − 1), 
u(t − 5) 

0.6220 0.6303 
0.3333 0.3332 

0.6873 0.6518 0.5595 
0.5226 

 y(t − 4), 
u(t − 5) 

0.7038 0.6373 
0.0178 0.020 

1.0149 0.9698 0.0203 
0.0028 

 y(t − 2), 
u(t − 1) 

0.8934 0.6844 
0.1960 0.2022 

1.8368 1.2726 0.2759 
0.2478 

 y(t − 2), 
u(t − 5) 

0.7222 0.6804 
0.2165 0.2213 

0.9176 1.1808 0.4021 
0.3843 

 y(t − 3), 
u(t − 5) 

0.7138 0.7338 
0.1346 0.1567 

0.9536 1.0470 0.2307 
0.2233 

 y(t − 3), 
u(t − 2) 

0.8766 0.8600 
0.2128 0.2022 

1.8184 1.4138 0.2760 
0.2461 

 y(t − 4), 
u(t − 6) 

1.3988 1.1126 
0.1379 0.146 

1.7628 1.4677 0.2635 
0.2138 

 y(t − 2), 
u(t − 6) 

1.6264 1.1945 0.3389 0.3334 1.3352 1.2639 0.5590 0.5264 

 y(t − 4), 
u(t − 2) 

1.1799 1.1963 0.2152 0.2205 1.6725 1.6377 0.2737 0.2336 

 y(t − 3), 
u(t − 6) 

1.2063 1.2424 
0.2175 0.2229 

27.468 1.4641 0.4027 
0.3899 

 y(t − 3), 
u(t − 1) 

1.5725 1.2702 0.2135 0.2203 1.7123 1.6475 0.2803 0.2535 

 y(t − 4), 
u(t − 1) 

1.4250 1.4352 0.2270 0.2267 2.0821 2.0217 0.2695 0.2386 
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consist of 296 data points [y(t),u(t)]. For the design of the experiment, the delayed 
term of the observed gas furnace process data, y(t), is used as system input 
variables made up of by ten  terms given as follows: y(t − 1), y(t − 2), y(t − 3), 
y(t − 4), y(t − 5) u(t − 1), u(t − 2), u(t − 3), u(t − 4), u(t − 6). Consequently, the 
effective number of data points is reduced to 296 providing 100 for training and 
190 samples for testing. Here we have taken two inputs for simplicity one is from 
furnace output and other is from furnace input so we have build 24 models of 
different input and output. The criterion used was the Root Mean Square Error 
(RMSE). Each case is trained for 2000 epochs and the number of neurons belongs 
to the interval [2, 10]. Table 2 gives the training and testing performances of these 
24 models. As can be seen from this table, HPSO-BBFNN model is powerful for 
Box-Jenkins process in training. Compared with the recent results presented in 
(Subudhi, 2011), we can see that the proposed algorithm can achieve accuracy 
with a smaller number of nodes. 

The training and testing gas furnace process data are shown in Fig. 4. Fig. 5 
shows the predicted time series and the desired time series. From the Table 2, it is 
clear that HPSO is having less training and testing errors in comparison to DE, 
ODE, and HMDDE counterpart. The RMSE for testing turned out to be the least 
for 24 cases in HPSO-BBFNN approach. 

5   Conclusion 

This paper proposes a new hierarchical evolutionary BBFNN based on PSO 
algorithm. The integration of PSO and OPSO enables the BBFNN to dynamically 
evolve its architecture and adapts its parameters simultaneously. The design of the 
topology of BBFNN is defined automatically at the higher level of the proposed 
algorithm, whereas in lower level, we optimize the free parameters of beta neural 
network. The second contribution of this work is to propose the multi-dimensional 
particle swarm optimization which represents the key point in determining the 
optimal number of beta basis function neural network. The experimental results on 
two problems demonstrate that HPSO is capable of evolving the BBFNN with 
good general generalization ability. 
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Fuzzy Aided Ant Colony Optimization 
Algorithm to Solve Optimization Problem* 

Aloysius George and B.R. Rajakumar 

Abstract. In ant colony optimization technique (ACO), the shortest path is 
identified based on the pheromones deposited on the way by the traveling ants and 
the pheromones evaporate with the passage of time. Because of this nature, the 
technique only provides possible solutions from the neighboring node and cannot 
provide the best solution. By considering this draw back, this paper introduces a 
fuzzy integrated ACO technique which reduces the iteration time and also 
identifies the best path. The proposed technique is tested for travelling sales man 
problem and the performance is observed from the test results. 

Keywords: Fuzzy logic (FL), ACO, Travelling sales man problem, fuzzy rules, 
shortest path. 

1   Introduction  

Difficult combinatorial optimization problems can be solved by the nature-
inspired technique called ACO [12] in a moderate amount of computation time 
[3]. ACO simulates the behavior of ant colonies in identifying the most efficient 
routes from their nests to food sources [7]. Dorgio initiated the idea of identifying 
good solutions to combinatorial optimization problems by imitating the behavior 
of ants [9]. Ants when searching for food initially search the region adjacent to 
their nest in a random manner. The ant estimates the quantity and the quality of 
the food as soon as the food source is identified and takes a portion of it back to 
the nest [10]. An aromatic essence termed as pheromone is used by real ants to 
communicate with each other [13]. A moving ant marks the path by a succession 
of pheromone by laying some of this substance on the ground [11]. Both the 
length of the paths and the quality of the located food source determine the 
quantity of the pheromone dropped on the paths [13]. The pheromones have to 
evaporate for a longer time if it takes more time for the ant to travel to its nest and 
return again [2]. The reason for the ants to select the shorter path has been found 
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to be due to the pheromone concentration deposited mostly on such paths [15]. 
Therefore, computational problems which can be downsized to determination of 
good paths can be solved by ACO through graphs by using the concept of "ants" 
[6]. By employing this concept, a population of artificial ants that searches for 
optimal solutions is created by the combinatorial optimization problem creates 
according to the constraints of the problem [16].  

Combinatorial optimization problems such as Routing problem (e.g., Traveling 
Salesman Problem (TSP) and Vehicle Routing Problem (VRP)), Assignment 
problem (e.g., Quadratic Assignment Problem), Scheduling problem (e.g., Job Shop) 
and Subset problem (e.g., Multiple Knapsack, Max Independent Set) extensively 
employ the ACO algorithms [5,14, 19]. A majority of these applications require 
exponential time in the worst case to determine the optimal solution as they belong 
to NP-hard problems [21] [20]. In VRP the vehicle returns to the same city from 
where it started after visiting several cities [4].  

2   Related Works 

Some of the recent research works related to ant colony optimization are discussed 
below. 

Chen et al. [22] have introduced a two-stage solution construction rule 
possessing two-stage ACO algorithm to solve the large scale vehicle routing 
problem. Bin et al. [23] have proposed an enhanced ACO to solve VRP by 
incorporating a new strategy called ant-weight strategy to correct the increased 
pheromone, and a mutation operation. Tao et al. [24] have proposed a fuzzy 
mechanism and a fuzzy probable mechanism incorporating unique fuzzy ACS for 
parameter determination.  

Chang et al. [17] have proposed an advanced ACO algorithm to improve the 
execution of global optimum search. Berbaoui et al. [18] have proposed the 
optimization of FLC (Fuzzy Logic Controller) parameters of SAPF through the 
application of the ACO algorithm. Gasbaoui et al. [1] have proposed an intelligent 
fuzzy-ant approach for the identification of critical buses and optimal location and 
size of capacitor banks in electrical distribution systems.  

Salehinejad et al. [8] have discussed a multi parameter route selection system 
employing an ACS, where the local pheromone has been updated using FL for 
detecting the optimum multi parameter direction between two desired points, 
origin and destination.  

3   Shortest Path Identification Using ACO and Fuzzy Logic 

In ACO, the shortest path is identified based on the pheromones deposited on the 
way by the traveling ants and the pheromones evaporate with the passage of time. 
Thus, based on the pheromones the ants identify the shortest path to reach the food 
from their home. There are some disadvantages in using this method because the 
local optimization technique only provides possible solutions from the 
neighboring node and cannot provide the best solution. Due to this draw back the 
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iteration time is large and also the best solution is identified based on the selected 
best path in the first iteration. So here we propose a fuzzy integrated ACO 
technique to overcome this drawback. Here FL is used for selecting the shortest 
path weight between two places so that the number of iterations is less and this 
reduces the consumed time. Here, we have selected the TSP for demonstrating the 
optimization problem.  

TSP is one of the most important problems in practical consideration. The main 
process is to identify the shortest path for the customer who is traveling from one 
place to another place. There may be different routes for reaching one place from 
another place. For selecting the shortest path two important conditions are 
considered, they are.  

• The cost must be low 
• Distance and time must also be low 
• The customer starts from one place and ends at the same place itself with 

one condition that the customer should meet each cities once. 

3.1   Fuzzy Integrated Ant Colony Optimization for TSP 

FL is used for selecting shortest path for ants in ant colony optimization. By 
selecting the weightage of each path using fuzzy the time consumption is reduced 
considerably and also we get the correct shortest path. To accomplish this, firstly, 
the weight for each path between the two cities in forward and reverse directions 
is calculated and by using these values, FL rules are generated.  

Let N  be the number of cities to be traveled by the salesman, i  be the source 
point of the salesman, j  be the destination point of the salesman. The limit for i  

and j  is Ni ≤≤1  and Nj ≤≤1 . 

The probability of moving from state i  to state j  is    


=

ijij

ijij
ijP

ητ
ητ

.

.
                                                  (1) 

where, ijτ  is the amount of pheromone deposited for transition from state i  to 

state j  and ijη  is the desirability of state transition ij . 

By using the above equation the probability for each path between two cities 
are calculated. The iteration is said to be the number of iteration in which the ant 
is moving in the path i to j . And the contribution weight is the inverse of the cost 

value from the original data set. 

3.1.1   Generating Fuzzy Rules 

The most significant step of the proposed fuzzy integrated ACO is to generate 
fuzzy rules to feed fuzzy intelligence to the ants. Triangular membership function  
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is used as the membership grade to train the FL. Probability, iteration and 
contribution weight are given as input to the FL and fuzzy weight matrix is 
obtained as the output. The inputs to the FL are fuzzified into three sets; they are 
high, medium and low. Similarly the output is fuzzified into two sets; they are 
high and low. By considering these input and output variables the fuzzy rules are 
generated, which are mentioned in Table 1.  

Table 1 Fuzzy rules using AND logic  

S.No Fuzzy Rules 

1 lowFthenlowWandlowIandhighPif ====     ,           

2 lowFthenmediumWandlowIandhighPif ====     ,           

3 highFthenhighWandlowIandhighPif ====     ,           

4 lowFthenlowWandmediumIandhighPif ====     ,           

5 highFthenmediumWandmediumIandhighPif ====     ,           

6 highFthenhighWandmediumIandhighPif ====     ,           

7 highFthenlowWandhighIandhighPif ====     ,           

8 highFthenmediumWandhighIandhighPif ====     ,           

9 highFthenhighWandhighIandhighPif ====     ,           

10 lowFthenlowWandlowIandmediumPif ====     ,           

11 lowFthenmediumWandlowIandmediumPif ====     ,           

12 highFthenhighWandlowIandmediumPif ====     ,           

13 highFthenlowWandmediumIandmediumPif ====     ,           

14 highFthenmediumWandmediumIandmediumPif ====     ,           

15 highFthenhighWandmediumIandmediumPif ====     ,           

16 highFthenlowWandhighIandmediumPif ====     ,           

17 highFthenmediumWandhighIandmediumPif ====     ,           

18 highFthenhighWandhighIandmediumPif ====     ,           

19 lowFthenlowWandlowIandlowPif ====     ,           

20 highFthenmediumWandlowIandlowPif ====     ,           

21 highFthenhighWandlowIandlowPif ====     ,           

22 lowFthenlowWandmediumIandlowPif ====     ,           

23 highFthenmediumWandmediumIandlowPif ====     ,           

24 highFthenhighWandmediumIandlowPif ====     ,           

25 highFthenlowWandhighIandlowPif ====     ,           

26 highFthenmediumWandhighIandlowPif ====     ,           

27 highFthenhighWandhighIandlowPif ====     ,           
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3.2   Shortest Path Identification 

ACO is used here to obtain the shortest path between the source and the 
destination point. The fuzzy weight matrix obtained from the FL is used to 
identify the shortest path. To calculate the shortest path, first the probability of 
moving from the source to destination i.e. i  to j  for all the possible combinations 

is calculated using the equation-1. The pheromone deposited for moving from one 
city to another city is to be updated during all iterations. The amount of 
pheromone to be deposited is calculated for each movement of ant from one city 
to another city.  

The amount of pheromone to be deposited is calculated using the equation 2.  








=τΔ

otherwise

L

Q

kij

;0

 touritsin  ij curve usesk ant  if;    (2) 

Where, ijτΔ  is the amount of pheromone deposited, Q  is a constant and kL  is 

the constant for the thk  ant’s tour.  

After calculating the amount of pheromone to be deposited the next process is 
to calculate the pheromone to be updated. The pheromone to be updated mainly 
depends on the pheromone evaporation coefficient and the amount of pheromone 
deposited.   

Pheromone update is calculated using the formula given below, 

ijij
new

ij τΔ+τρ−=τ ).1(                    (3) 

Where, ρ  is the pheromone evaporation coefficient. 

By updating the pheromone, the above process is repeated and from the result 
obtained by calculating the probability for every possible path, the shortest path 
for the corresponding route is identified. The two different paths calculated are the 
forward and the reverse path. 

Forward path is said to be the path in which the ant moves from i  to j . The 

cost function for the path is calculated based on the distance travelled by the 
salesman. For example we get one cost function by calculating the probability for 
city 1 to 2. The cost function for city 2 to 1 is also calculated for the returning path 
of the ant. This path is said to be a reverse path. The cost function is calculated for 
the path of city 2 to 1. The cost function of the path from city 1 to 2 and 2 to 1 are 
different. The forward and reverse cost functions are calculated for each path.  

This fuzzy integrated ant colony optimization obtains the shortest path very 
quickly. The time required is very low because of the integration of FL with the 
ant colony optimization. The shortest path obtained is accurate because the weight 
matrix is obtained by considering the probability, iteration and contribution 
weight. 
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4   Results and Discussion 

The proposed technique was implemented using MATLAB 7.10 and for testing 
we generated an asymmetric data that sales man traveling for 50 cities. After 
testing with the proposed fuzzy integrated ant colony optimization, the results are 
compared with the conventional ant colony optimization technique. The 
performance of proposed method is identified clearly from the comparison graph. 
Here, we selected paths by sending 30 and 20 ants for 50 tours respectively for 
every set of ants and evaluated the Total cost consumed by the proposed ACO and 
conventional ACO, which are tabulated in Table 2. 

Table 2 Cost comparison between proposed and conventional ACO under different Test 
cases 

Test Cases 
Proposed ACO 

($) 
Conventional ACO 

($) 
30 Ants, 50 Tours 1211 1309 
20 Ants, 50 Tours 1251 1313 

4.1   30 Ants traveling for Different Tours and Identifying Shortest 
Paths 

Here, using proposed technique we identified shortest path for 30 ants traveling in 
50 tours is discussed. Initially we see the shortest path obtained for 30 ants 
travelling in 50 tours. Fig 2, shows the four different shortest paths identified 
using proposed method and Fig-3 shows the convergence comparison graph 
between the proposed method and conventional ACO for 30 ants traveling in 50 
cities.  
 

 

Fig. 1 Shortest path for traveling 50 cities identified using proposed method for 50 tours 
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Fig. 2 Convergence comparison graph between the proposed ACO and conventional ACO 

4.2   20 Ants Traveling for Different Tours and Identifying 
Shortest Paths 

Here, from our proposed technique we identified shortest path for 20 ants 
traveling in 50 tours. Initially we see the shortest path obtained for 20 ants 
travelling in 50 tours. Fig 3 shows the four different shortest paths identified using 
proposed method for 20 ants travelling for 50 tours and Fig 4 shows convergence 
comparison graph between the proposed method and conventional ACO for 20 
ants traveling in 50 cities. 

 

 
Fig. 3 Shortest path for traveling 50 cities identified using proposed method at tour number 50 

 
Fig. 4 Convergence comparison graph between the proposed ACO and conventional ACO 
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5   Conclusion 

In this paper, the proposed technique is implemented in MATLAB 7.10 and tested 
for travelling salesman problem. The proposed method is tested for different ants, 
by sending different number of tours and identified different shortest path. The 
most important parameter in the proposed method is cost; the minimum tour cost 
of proposed method is compared with conventional ACO. The minimum tour cost 
for proposed ACO for 20 ants is 1251 $ & for conventional ACO 1313 $ and the 
minimum tour cost for proposed ACO for 30 ants is 1211 $ & for conventional 
ACO 1309 $. By using the shortest path identified using the proposed method; the 
total cost is low and also the time to meet all the cities also low. From the above 
results it is clear that the minimum tour cost of proposed method is very low when 
compared with conventional ACO method. 
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Self-adaptive Gesture Classifier Using Fuzzy 
Classifiers with Entropy Based Rule Pruning 

Riidhei Malhotra*, Ritesh Srivastava, Ajeet Kumar Bhartee, and Mridula Verma 

Abstract. Handwritten Gestures may vary from person to person. Moreover, they 
may vary for same person, if taken at different time and mood. Various rule-based 
automatic classifiers have been designed to recognize handwritten gestures. These 
classifiers generally include new rules in rule set for unseen inputs, and most of 
the times these new rules are distinguish from existing one. However, we get a 
huge set of rules which incurs problem of over fitting and rule base explosion. In 
this paper, we propose a self adaptive gesture fuzzy classifier which uses maxi-
mum entropy principle for preserving most promising rules and removing redun-
dant rules from the rule set, based on interestingness. We present experimental re-
sults to demonstrate various comparisons from previous work and the reduction of 
error rates. 

Keywords: Handwritten Gesture Classifier, Fuzzy Classifier, Fuzzy Logic, Entro-
py, Rule Pruning. 

1   Introduction 

Classification is a machine learning technique used to predict group membership for 
data instances. Classification techniques appear frequently in many applications 
areas, and have become the basic tool for almost any pattern recognition task. 
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In many applications, it is necessary to update an existing classifier in incre-
mental fashion to accommodate new data, without compromising classification 
performance on old data, in handwritten gesture application, for instance. The ad-
vantage of online handwritten gesture classifier is that, it is built on-the-fly, from 
scratch and uses only few data, and incrementally adopts new unseen classes at 
any moment in the lifelong learning process. With the rapid development of ges-
ture language, it nowadays has been applied in many fields such as human-
computer interaction, visual surveillance.  

Good feature selection is essential for gesture classification to make it tractable 
for machine learning, and to improve classification performance. Shannon's en-
tropy and two Bayesian scores are available for columns that contain discrete and 
discretized data. In this work, we are using Shannon’s Entropy Method. By com-
paring the features of an unknown gesture with the existing ones stored in the da-
tabase, it is possible to identify the type of the gesture examined.  

Abdullah Almaksour Eric Anquetil [14] proposed a hand written gesture classi-
fication system which is able to efficiently classify basic signs gestures for 
handwritten gesture recognition application. For gesture classification and recog-
nition, different learning structures and algorithms as well as fuzzy logic sets are 
used. An automatic self adaptive Handwritten Gesture Classifier suffers from 
problems of rules over-fitting, because there is a huge possibility of addition of 
new rules in rule set for unseen inputs, most of the times these new rules are dis-
tinguish from existing one. Ultimately, we get a huge set of rules which incurs 
problem of over-fitting and rule base explosion. In this work, we have used a me-
thod ANFIS (Adaptive-Network-based Fuzzy Inference System) [2], [3] from 
Fuzzy Logic [4] for the task of classification. 

A brief description of the related work is presented in section 2. Data collection 
is explained in section 3. Section 4 discusses proposed approach and results. Sec-
tion 5 contains the conclusion and future work.  

2   Related Work 

The presented paper combines an incremental clustering algorithm with a fuzzy 
adaptation method in [1], in order to learn and maintain the model that is the 
handwritten gesture recognition system. The self-adaptive nature of this system al-
lows it to start its learning process with few learning data, to continuously adapt 
and evolve according to any new data, and to remain robust when introducing a 
new unseen class at any moment in the life-long learning process. 

Format of fuzzy implications and reasoning algorithm are used, for the method 
of identification of a system using its input-output data, as shown in [5]. The ar-
chitecture and learning procedure underlying ANFIS is presented in [6], which is a 
fuzzy inference system implemented in the framework of adaptive networks. Ta-
kagi-Sugeno (TS) based on a novel learning algorithm [7] that recursively updates 
TS model structure and parameters, It applies new learning concept to the TS 
model called Evolving Takagi-Sugeno model (ETS). An online evolving fuzzy 
Model (efM) approach [8] to modeling non-linear dynamic systems, in which an 
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incremental learning method is used to build up the rule-base, the rule-base is 
evolved when “new” information becomes available by creating a new rule or de-
leting an old rule depended upon the proximity and potential of the rules, and the 
maximum number of rules to be used in the rule-base. Various works have been 
done using maximum entropy approach [9], [10], [11]. 

Statistical modeling addresses the problem of constructing a stochastic model 
to predict the behavior of a random process. In constructing this model, we typi-
cally have a sample of output at our disposal from the process. Given this sample, 
which represents an incomplete state of knowledge about the process, the model-
ing problem is to parlay this knowledge into a representation of the process. After 
that, we can use this representation to make predictions about the future behavior 
about the process. 

2.1   Maximum Entropy Modeling  

We consider a random process that produces an output value y, a member of a  
finite set Y. In generating y, the process may be influenced by some contextual  
information x, a member of a finite set X. 

Our task is to construct a stochastic model that accurately represents the  
behavior of the Random process. Such a model is the method of estimating the 
conditional probability, that a given context x, the process will output y. The prob-
ability that the model assigns to y in context to x is denoted by p (y|x). The entire 
conditional probability distribution provided by the model is denoted by p (y|x). 
We will denote by P the set of all conditional probability distributions. Thus a 
model, p (y|x) is just an element of P. Here, we have considered y as class and x as 
feature i.e. 

 

 y = {Snail, Right Circle, Right Arrow} 
     x = {Duration, Trace Points, Age Factor} 

2.2   Training Data 

To study the process, we observe the behavior of the Random process for some 
time collecting a large number of samples (x1, y1), (x2,y2), (x3,y3)……. (xN,yN) [12]. 
We can summarize the Training sample in terms of its Empirical probability dis-
tribution p ̃, defined by  

 
p ̃(x,y) ≡ (1/N) * number of times that (x,y) occurs in the sample    (2.1) 

2.3   Statistics, Features and Constraints 

Our goal is to construct a statistical model of the process that generated the train-
ing sample p(̃x,y). The building blocks of this model will be a set of statistics [13] 
of the Training sample. For example, Indicator function of a context feature f,   
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        1 if y=Snail and Duration follows Very High 
f(x,y) =                              (2.2) 
                  0 otherwise; 
 

The expected value of f with respect to the empirical distribution, is exactly the 
statistics we are interested in. we denote this expected value by 

 
                 p ̃ (f) ≡ ∑ ,ݔ ሺ̃݌ ,ݔ ሻ ݂ሺݕ ሻ௫,௬ݕ                                       (2.3) 

 
We call such a function, a Feature function or a Feature for short. When we dis-
cover any statistic to be useful, we can acknowledge its importance by constrain-
ing the expected value that the model assigns to the corresponding feature function 
f. The expected value of f with respect to the conditional probability p (y|x) 
       

                     p (f) ≡ ∑ ,ݔሻ ݂ሺݔ|ݕሺ݌ ሻݔሺ̃݌ ݕ,ݔሻݕ                              (2.4) 

 
Where, p~ (x) is the Empirical Distribution of x of the training sample. We con-

strain this expected value to be same as the expected value of f in the training 
sample. i.e.                 
 

                        p ̃ ( f ) = p ( f )                                                  (2.5) 
 

We call the requirement (2.5) a Constraint Equation or Constraint. On combining 
(2.3), (2.4) and (2.5), we get the following equation 

   ∑ ,ݔ ሺ̃݌ ,ݔ ሻ ݂ሺݕ ݕ,ݔሻݕ   = ∑ ,ݔሻ ݂ሺݔ|ݕሺ݌ ሻݔሺ̃݌ ݕ,ݔሻݕ                     (2.6) 

2.4 Maximum Entropy Principle 

Given n feature functions fi , we want p (y|x) to maximize the entropy measure 
  

H (p) ≡ - ∑ ݕ,ݔሻݔ|ݕሺ݌ ݃݋݈ ሻݔ|ݕሺ݌ ሻݔሺ̃݌                              (2.7) 
                    

Where, p is chosen from; 
 

       C ≡ { p׀p (fi ) = p ̃ ( fi) ∀ i = 1,2,….,n} ∀                     (2.8) 
 
To select a model from a set C, of allowed probability distributions, choose the 
model p* ∈ C with Maximum Entropy H (p): 

 
                P*=argmaxH (p)                                       (2.9) 

                           p* ∈ C 

Where, It can be shown that p* is always well defined; that is there is always a 
unique model p* with maximum entropy in any constrained set C. 
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3   Data Collection 

We led the experiments on the SIGN-ON LINE DATABASE. The SIGN On-Line 
Database contains data acquired from 20 writers. The collection contains unistroke 
on-line handwritten gestures that were acquired on TabletPCs and whiteboards. 
The data collection sessions were performed at the Synchromedia laboratory 
(ETS, Montreal, Canada) and by the Imadoc team (Irisa laboratory, Rennes, 
France). In total, 17 classes of gestures were collected. 

 

 C1-Snail  C2-
Whirl 

C3-X 
 

C4-  
Right 
 

 C5-Left 

C6-
Diagonlup-right 

C7-
Diagonaldown-
left 

C8-Circle 
Left 

C9-
Circle Right 

C10-
Curvedown- Left 

C11-
Curvedown-right 

 
C12-Curveright-
down 

 
C13-Curveright-
up 

 
C14-Chevron 
up 

 
C15-Chevron 
down 

 
C16-Chevron 
left 

 
C17-Chevron 
right 

Fig. 1 Seventeen Gestures Classes 

Each gesture is described by a set of 21 features. The dataset and additional in-
formation on the data collection protocol can be found in [14]. 

4   Proposed Approach and Results 

We propose an experimental setup for self adaptive gesture fuzzy classifier which 
uses maximum entropy principle for preserving most promising rules and remov-
ing redundant rules from the rule set, based on interestingness. The analysis of the 
result is done and shown by doing the comparison between the training and check-
ing error, before pruning and after pruning of the rules and in addition to it using 
defuzzification method (Centroid and Lom–Som) and comparing the training error 
and checking error using both the defuzzification methods, after pruning the rules, 
and finding out which defuzzification method is most accurate among the two. 

4.1   Evaluation 

We have tested the whole database containing the 17 gestures, but here we have 
shown the result considering the 3 gestures, 
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over-fitting problem is reduced which further reduces misclassification error. It is 
also shown that the performance accuracy is maintained, Results have been shown 
in Fig. 2(a), 2(b) and 2(c) respectively. 

5   Conclusion and Future Work 

In the context of handwritten gesture recognition systems, we presented a self 
adaptive gesture fuzzy classifier which uses maximum entropy principle for pre-
serving most promising rules and removing redundant rules from the rule set.  
Experiment results show the effectiveness of the approach in terms of reduction of 
over-fitting, which further reduces misclassification error, and thus limit the data-
base. For future work, this approach can be applied to various datasets of other 
domains. Also, to compute interestingness in the fuzzy system, some other con-
cepts may also be applied, in place of maximum entropy. More scalable methods 
can also be designed to apply this work on large datasets.    

References 

1. Almaksour, A., Anquetil, E., Quiniou, S., Cheriet, M.: Evolving Fuzzy Classifiers: 
Application to Incremental Learning of Handwritten Gesture Recognition System. In: 
International Conference on Pattern Recognition (2010) 

2. Aik, L.E., Jayakumar, Y.: A Study of Neuro-fuzzy System in Approximation-based 
Problems. Matematika 24(2), 113–130 (2008) 

3. Jang, J.-S.R.: ANFIS: Adaptive-Network-based Fuzzy Inference Systems. IEEE 
Transactions on Systems, Man, and Cybernetics 23(3), 665–685 (1993) 

4. Bedregal, B.C., Costa, A.C.R., Dimuro, G.P.: Fuzzy rule-based hand gesture recogni-
tion. In: Artificial Intelligence in Theory and Practice, pp. 285–294. Springer (2009) 

5. Takagi, T., Sugeno, M.: Fuzzy identification of systems and its applications to model-
ing and control. IEEE TSMC 15(1), 116–132 (1985) 

6. Jang, J.-S.: Anfis: adaptive-network-based fuzzy inference system. IEEE Tr. on Sys-
tems, Man and Cybernetics (Part B) 23(3), 665–685 (1993) 

7. Angelov, P., Filev, D.: An approach to online identification of takagi-sugeno fuzzy 
models. IEEE Tr. Systems, Man, and Cybernetics 34(1), 484–498 (2004) 

8. de Barros, J.-C., Dexter, A.L.: On-line identification of computationally undemanding 
evolving fuzzy models. Fuzzy Sets and Systems 158(18), 1997–2012 (2007) 

9. McCallum, A., Pereira, F.: Maximum entropy Markov models for information extrac-
tion and segmentation 

10. Zellnerr, A., Highfiled, R.: Calculation of Maximum Entropy Distributions and Ap-
proximation of Marginal Posterior Distributions. Journal of Econometric 37, 195–209 
(1988) 

11. Berger, A.L., Pietra, S.A.D., Pietra, V.J.D.: A maximum entropy approach to natural 
language processing 

12. Lazoand, V., Rathie, P.N.: On the Entropy of Continuous Probability Distributions. 
IEEE Trans. IT–24 (1978) 

13. Jaynes: Papers on probability, statistics and statistical physics. Reidel Publishing 
Company, Dordrecht (1983) 

14. http://www.synchromedia.ca/web/ets/gesturedataset 



A. Abraham and S.M. Thampi (Eds.): Intelligent Informatics, AISC 182, pp. 225–235. 
springerlink.com                                           © Springer-Verlag Berlin Heidelberg 2013 

Speaker Independent Word Recognition Using 
Cepstral Distance Measurement 

Arnab Pramanik and Rajorshee Raha* 

Abstract. Speech recognition has been developed from theoretical methods 
practical systems. Since 90’s people have moved their interests to the difficult task 
of Large Vocabulary Continuous Speech Recognition (LVCSR) and indeed 
achieved a great progress. Meanwhile, many well-known research and commercial 
institutes have established their recognition systems including via Voice system 
IBM, Whisper system by Microsoft etc. In this paper we have developed a simple 
and efficient algorithm for the recognition of speech signal for speaker 
independent isolated word recognition system. We use Mel frequency cepstral 
coefficients (MFCCs) as features of the recorded speech. A decoding algorithm is 
proposed for recognizing the target speech computing the cepstral distance of the 
cepstral coefficients. Simulation experiments were carried using MATLAB here 
the method produced relatively good (85% word recognition accuracy) results. 

1   Introduction 

Speech recognition (also known as automatic speech recognition or computer 
speech recognition) converts spoken words to text. The term "voice recognition" is 
sometimes used to refer to recognition systems that must be trained to a particular 
speaker—as is the case for most desktop recognition software. Recognizing the 
speaker can simplify the task of translating speech. Speech recognition is a 
broader solution which refers to technology that can recognize speech without 
being targeted at single speaker—such as a call system that can recognize arbitrary 
voices. 
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Fig. 1 Basic Speech Recognition System  

In speech recognition cepstral distance measure is one of the most important 
aspect. A number of distance measures have been tried and still more have been 
proposed. In this paper we developed a simple low complexity speech detection 
algorithm which measures minimum cepstral distances of the ceptral coefficients 
to detect the speech.  The cepstral distance approach which has been proposed is 
defined as z, 

Z=√(ct(i)²-cr(i)²)                                                           (1) 

Where ‘ct’ and ‘cr’ are row vectors which are composed of the cepstral 
coefficients obtained from a test utterance and a reference template respectively. 

1.1   Speech Recognition Implementation 

A Speech Recognition system can be roughly devided into two parts namely front 
end analysis and pattern recognition as shown in the Fig 1. Speech recognition at its 
most elementary level, comprises a collection of algorithms drawn from a wide 
variety of disciplines including statistical pattern recognition, signal processing, 
communication theory etc. Although each of this areas is relied on to varying 
degrees in different recognizers perhaps the greatest common denominator of all 
recognition systems is the Front end analysis or Signal processing front end, which 
converts the speech waveform to some type of parametric representation (generally 
at a considerably lower information) for further analysis and processing. 

1.2   Front End Analysis 

Typically front end analysis comprises of data aquisation, noise removal, end 
point detection and feature excraction (see Fig 3). Data aquisition consists of 
recorded voice signal which is band limited to 300Hz to 3400Hz. Likewise 
sampling rate is selected 8000Hz. After that recorded signal is filtered using a 
band pass filter. After that a proper noise cancellation technique technique has 
taken to de-noise the filtered signal. 

Denoised technique, used here is based on Wavelet Transform. After that 
uttered speech is selected from the recorded speech using end point detection 
technique. The end point detection determines the position of the speech signal in 
the time series. In the end-point detection method, it is often assumed that during 
several frames at the beginning of the incoming speech signal there the speaker 
has not said anything. So those frames give the silence or the background noise.  
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To detect the speech over the background noise concept of thresholding is used. 
This often is based on power threshold which is a function of time. Here the power 
frames are calculated and the threshold is set taking the noise frames. The frames 
above the calculated threshold are kept and other discarded leaving only high 
powered frames which consists of the speech. Proper end point detection requires 
proper calculation of threshold. After that the signal is pre-emphasized to avoid 
overlooking the high frequencies. 

In this step the pre-emphasized speech signal is segmented into frames, which 
are spaced 10 msec apart, with 5 msec overlaps for short-time spectral analysis. 
Each frame is then multiplied by a fixed length window. Window functions are 
signals that are concentrated in time, often of limited duration N0. While window 
functions such as triangular, Kaiser, Barlett, and prolate spheroidal occasionally 
appear in digital speech processing systems, Hamming and Hanning are the most 
widely used to taper the signals to quite small values (nearly zeros) at the 
beginning and end of each frame for minimizing the signal discontinuities at the 
edge of each frame. 

Hamming window, which is defined as: 

      

(2)

 
The output speech signal of Hamming windowing can be described as: 

Y[n] =h[n]*s[n], 0≤n≤N0                                          (3) 
 

After windowing the speech signal, Discrete Fourier Transform (DFT) is used to 
transfer these time-domain samples into frequency-domain ones. There is a family 
of fast algorithms to compute the DFT, which are called Fast Fourier Transforms 
(FFT) 

                           
(4)

 

If the number of FFT points, N, is larger than the frame size N0, N-N0 zeros are 
usually inserted after the N0 speech samples. 

After FFT the mel-frequency cepstral coefficients  are calculated by passing the 
FFT coefficients through the mel filterbank frame by frame. In sound processing, 
the mel-frequency cepstrum (MFC) is a representation of the short-term power 
spectrum of a sound, based on a linear cosine transform of a log power spectrum 
on a nonlinear Mel scale of frequency. Mel-frequency cepstral coefficients 
(MFCCs) are coefficients that collectively make up an MFC. They are derived 
from a type of cepstral representation of the audio clip. 

1.3   Mel Frequency Cepstral Coefficients 

The difference between the cepstrum and the mel-frequency cepstrum is that in  
the MFC, the frequency bands are equally spaced on the Mel scale, which 
approximates the human auditory system's response more closely than the 
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linearly-spaced frequency bands used in the normal cepstrum. In order to represent 
the static acoustic properties, the Mel-Frequency Cepstral Coefficients (MFCC) 
(see Fig 4) is used as the acoustic feature in the Cepstral domain. This is a 
fundamental concept which uses a set of non-linear filters to approximate the 
behaviour of the auditory system. It adopts the characteristic of human ears that 
human is assumed to hear only frequencies lying on the range between 300Hz to 
3400Hz. Besides, human's ears are more sensitive and have higher resolution to 
low frequency compared to high frequency. The filter bank (see Fig 2) with M 
filters (m=1, 2,, M), where filter m is the triangular filter given by: 

                

(5)

 

 

Fig. 2 Frequency response of Mel filter bank 

If we define ‘f’l and ‘fh’ be the lowest and highest frequencies of the filterbank 
in Hz, ‘Fs’ the sampling frequency in Hz, ‘M’ the number of filters and ‘N’ the 
size of FFT, the cantering frequency ‘f (m)’ of the mth  filter bank is 

              

(6)

 

1.4   Dynamic Featuring 

In addition to the cepstral coefficients, the time derivative approximations are used 
as feature vectors to represent the dynamic characteristic of speech signal. To 
combine the dynamic properties of speech, the first and/or second order 
differences of these cepstral coefficients may be used which are called the delta 
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differences of these cepstral coefficients may be used which are called the delta 
and these dynamic features have been shown to be beneficial to ASR 
performance. The first-order delta MFCC may be described as  

 

                                         

(7)

 

Where Ct (k) denotes the kth cepstral coefficient at frame t after liftering and P is 
typically set to the value 2 (i.e., five consecutive frames are involved). 

1.5   Pattern Recognition 

Speech patterns mainly differ in their cepstral domains. To distinguish one word 
from another their corresponding cepstral distances are noted and the minimum 
one is considered.  This gives us fairly satisfactory result. 

In case of our model the major compromise that had to be made to keep it 
simple and realizable in a short time was to have a small database. This constraint 
minimizes the versatility of our model but provides a satisfactory result in 
response to our algorithm. However this model can be furthur extented to a larger 
database and computation. 

The database of this model comprises of four words. They had to be common 
and sensible yet acoustically distinguishable and not very long to be used as 
dataset in our model. For this purpose the common 4 colours were chosen to be 
our set of words stored in our database. These words are as follows: BLACK, 
BROWN, RED, WHITE. 

The algorithm for pattern recognition using cenptral distance computation is 
as follows: 

1. Algorithm for loading database and initilize matrix and vectors 

Load Database   %MFCC of diffeneent words are loaded  

initilization: Black=zeros(13,160) 

                    Brown=zeros(13,160) 

                    Red=zeros(13,160) 

                    White=zeros(13,160) 

Black=[black1, black2, black3................black13] 

Brown=[brown , brown2, brown3......... brown13] 

Red=[red1, red 2, red3....................... red13] 

White=[white1, white2, white3...........white13]  

initilization:Cepstral_distance_black=zeros(13,160) 

                   Cepstral_distance_brown=zeros(13,160) 

                   Cepstral_distance_red=zeros(13,160) 

                   Cepstral_distance_white=zeros(13,160) 

Load test vector file 

Testtest_vector(1:160) 
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2. Algorithm for computing cepstral distances of test vectors 

For i=1:13 do 

         For j=1:160 do 

                Cepstral_distance_black (i , j)     absolute[√((Black(i , j)²-test_vector(i , j)²)] 

Cepstral_distance_brown(i , j) absolute[√((Brown(i , j)²-test_vector(i , j)²)] 

Cepstral_distance_red (i , j) absolute[√((Red(i , j)²-test_vector(i , j)²)] 

Cepstral_distance_white (i , j) absolute[√((White(i , j)²-test_vector(i , j)²)] 

        End for 

End  for 

3. Algorithm for computing minimum spetral distance matrix 

Initialization:min_distance_matrix=zeros(13,160) 

For i=1:13 

      For j=1:160 

            min_distance_matrix=minimum of { Cepstral_distance_black (i , j), 

Cepstral_distance_brown(i , j), Cepstral_distance_bred (i , j), Cepstral_distance_white(i , j)} 
      End for 

End for 

4. Algorithm for minimum cepstral distance counting and decision 
making  

initilization: counter1=0 

                     counter2=0 

                     counter3=0 

                     counter4=0 

for i=1:13 

       for=j=1:160 

  if (min_distance_matri(i , j)==Cepstral_distace_black(i , j)) 

 then increment counter1 by 1 

if (min_distance_matri(i , j)==Cepstral_distace_brown(i , j)) 

   then increment counter2 by 1 

if (min_distance_matri(i , j)==Cepstral_distace_red(i , j)) 

   then increment counter3 by 1 

if (min_distance_matri(i , j)==Cepstral_distace_black(i , j)) 

   then increment counter4 by 1 

       End for 

End for 

initilization: x=0; 
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x= maximun of {counter1, counter2, counter3, counter4} 

if counter1 is maximun then display “BLACK” 

if counter2 is maximun then display “BROWN” 

if counter3 is maximun then display “RED” 

if counter4 is maximun then display “WHITE” 

 
 
In our proposed algorithm database of four words namely BLACK, BROWN, 

RED, WHITE was taken. This datebase contains 13 samples of each words from 
different speak. Mel frequency coefficients (see Fig 4) of all 13 samples of each 
words are stored in matrix Black, Brown, Red and white respectively. 

Then cepstral distance matrix (see Fig 7) is computed for each word using the 
proposed equation as shown in the algorithm. After that each element from the 
cepstral distance matrices of four words are taken and compared. After 
comparison the minimum cepstral distance among the four is stored in a matrix 
called min_distance_matrix. After that each element od the min_distance_matrix 
is searched from the four specral distance matrices. There are four counters 
acordingly. Whenever a element from min_distance matrix matches with a 
element of a specific cepstral distance matrix, the corosponding counter is 
incremented. Finally the values of all the counters is compared and the maximum 
value is selected. The counter having the higher value decides the detected word. 

We developed this algorithm considering four words only. The basic aim of 
using a small database is to test our algorithm successfully. This algorithm can 
also be applicable using a larger database. Any word or any sound from any 
environment can be used to recognize using our speech recognition model. 

 

 

Fig. 3 Full Block Diagram representation of Pattern Recognition System 
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2   Results 

 

Fig. 4 Image plot of the Mel frequency cepstral coefficients the word “BLACK” 

 
Fig. 5 Cepstral distance of the Mel frequency cepstral coefficients of the test speech sample 
(for the word “Black”) with the respective words in the database 

 

Fig. 6 Cepstral distance of the Mel frequency cepstral coefficients of the test speech sample 
(for the word “White”) with the respective words in the database plot 
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Fig. 7 Cepstral distance matrix plot for the word “Black” 

• Following are the error matrices for some inputs: 

Table 1 Input speech: Black 

Word Black Brown Red White 

Distance 9.7937121e+000 1.0452342e+001 1.1009596e+001 1.1020715e+001 

Output response: Black Verdict: Hit 

Table 2 Input speech: Brown 

Word Black Brown Red White 

Distance 9.1330997e+000 8.7554356e+000 9.1460794e+000 8.8259277e+000 

Output response: Brown Verdict: Hit 

Table 3 Input speech: Black 

Word Black Brown Red White 

Distance 8.8259277e+000 1.0452342e+001 8.1009596e+000 1.1020715e+001 

Output response: Red Verdict: Miss 

3   Application 

In the health care domain, even in the wake of improving speech recognition 
technologies, medical transcriptionists have not yet become obsolete. The services 
provided may be redistributed rather than replaced. Speech recognition can  
be implemented in front-end or back-end of the medical documentation process. 
Application of ASR is in the military area also such as High-performance fighter 
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aircraft, Helicopters; Battle management; Training air traffic controllers; Tele-
phony and other domains. 

4   Conclusion 

This paper has presented simple and efficient pattern recognition methods using 
the cepstral separation of Mel frequency cepstral coefficients and has evaluated 
through four word vocabulary continuous speech recognition. For any speech 
recognition model database is the driving factor. In this model probably the 
greatest compromise made is the size of the database. We tested our algorithms 
with a smaller database because once it is implemented successfully then the same 
algorithms can be effective using larger database. As the algorithm development 
was the main area of concern for speech recognition system. We tested it with a 
database of sixty words. Out of these sixty words, fifty words were identified 
correctly. It is encouraged that for future improvements with larger database the 
better results will be generated and high accuracy will be delivered. The 
performance of the model can be further improved by using TMS320C6713 DSK 
i.e DSP toolkit. With its own set of function and modules computational load can 
be decreased and time-efficiency of the model can be considerably improved. 
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Wavelet Packet Based Mel Frequency  
Cepstral Features for Text Independent 
Speaker Identification* 

Smriti Srivastava, Saurabh Bhardwaj, Abhishek Bhandari, Krit Gupta,  
Hitesh Bahl, and J.R.P. Gupta 

Abstract. The present research proposes a paradigm which combines the Wavelet 
Packet Transform (WPT) with the distinguished Mel Frequency Cepstral 
Coefficients (MFCC) for extraction of speech feature vectors in the task of text 
independent speaker identification. The proposed technique overcomes the single 
resolution limitation of MFCC by incorporating the multi resolution analysis 
offered by WPT. To check the accuracy of the proposed paradigm in the real life 
scenario, it is tested on the speaker database by using Hidden Markov Model 
(HMM) and Gaussian Mixture Model (GMM) as classifiers and their relative 
performance for identification purpose is compared. The identification results of 
the MFCC features and the Wavelet Packet based Mel Frequency Cepstral (WP-
MFC) Features are compared to validate the efficiency of the proposed paradigm. 
Accuracy as high as 100% was achieved in some cases using WP-MFC Features.  

 
Keywords: WPT, MFCC, HMM, GMM, Speaker Identification. 

1   Introduction 

Human beings possess several inherent characteristics that assist them distinguish 
from one another. Over the years, biometrics has emerged as the science which 
assimilates and tries to mimic the powers of the human brain by capturing unique 
personal features and consequently performing the task of human identification. 
Voice as a biometric tool has interested plethora of researchers as it can be easily 
intercepted, recorded and processed. Moreover, voice biometrics offers simple and 
secure mode of remote access transactions over telecommunication networks by 
authenticating the speaker first and then carrying out the required transactions. 
Hence, applications of speech processing technology are broadly classified into: 
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Speech Recognition and Speaker Recognition. Speech recognition is the ability to 
identify the spoken words while speaker recognition is the ability to discriminate 
between people on the basis of their voice characteristics. Further the task of 
speaker recognition is dissected into two categories, speaker identification and 
speaker verification. Speaker identification is to classify that the test speech signal 
belongs to which one of the N- reference speakers whereas speaker verification is 
to validate whether identity claimed by an unknown speaker is true or not, 
consequently this type of decision is binary. Several recognition systems behave in 
a text-dependent way, i.e. the user utters a predefined key sentence. But, text 
dependent type of recognition process is only feasible with “cooperative 
speakers”. Consider criminal investigation as an application (an unwilling 
speaker), here recognition can only be performed in text-independent mode. With 
increased applications of speech as a means of communication between the man 
and the machine, speaker identification has emerged as a powerful tool [1]. The 
phenomenon of speaker recognition has been in application since the 1970’s [2]. 
Most of the state of art identification systems uses MFCC for front-end-processing 
as its performance is far superior compared to all other feature extraction 
mechanisms as described in [3]. The paper is organized as follows. Section 2 gives 
a description of the modules of speaker recognition. The proposed algorithm is 
described in section 3. Finally, the results are demonstrated in section 4.  

2   Modules for Speaker Recognition 

All speaker recognition systems contain two main modules, feature extraction and 
feature or pattern matching. Feature extraction is the process that extracts 
information from a voice signal of a speaker. Feature matching is the procedure to 
identify the unknown speaker by matching his features with those of known 
speakers. Sound pressure waves are acquired with the help of a microphone or 
some other voice recording device. This signal is then pre-processed. Speaker 
recognition using the pre-processed signal is accomplished in two stages, 
Enrollment or feature extraction and pattern matching or classification as depicted 
in fig.1.  

 

 
 

Fig. 1 Block Diagram of a Speaker Recognition system 
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During enrollment phase, speech sample from several speakers is recorded and 
a number of features are extracted using one out of the several methods available 
to produce individual’s “voice model or template”. During the next phase, pattern 
of an unknown utterance is compared with the previously recorded template. For 
speaker identification applications, speech utterance from an unknown speaker is 
compared with voice prints of all reference speakers. The unknown speaker is 
identified as that reference speaker whose voice model best matches with the 
model of unknown utterance. The performance of speaker identification system 
decreases with increasing population size. [1]   

2.1   Feature Extraction 

The mechanism of speech feature extraction reduces the dimensionality of the 
input signal by eliminating the redundant information while maintaining the 
discriminating capability of the signal [4]. Given the data of speech samples, a 
variety of auditory features are computed for each input set which constitute the 
feature vector. The present research proposes Wavelet Packet based Mel 
Frequency Cepstral feature extraction approach.   

2.1.1   Mel Frequency Cepstral Coefficients 

The advent of Mel Frequency Cepstral Coefficient (MFCC) technique for the task 
of feature extraction has over shadowed the existence of majority of its 
predecessor methods as it acknowledges human sound perception sensitivity with 
respect to frequency, providing better sound feature vectors. The most 
conspicuous difference between cepstral coefficients and MFCC is that the latter 
uses Mel filter banks to transform the frequency domain to Mel frequency domain 
[5]. The formula to convert f (Hz) into m (Mel) is as follows: 

 ))
700

1(10log2595(
f

m +=                                                          (1)     

The block diagram of MFCC feature extraction algorithm is as shown in fig.2. 
 

 

Fig. 2 Block Diagram implementation of the technique 

Pre-processed speech signal is frame blocked with each frame having length of 
25ms with an overlapping length of 15ms. The signal is then multiplied over 
short-time windows to avoid problems arising due to truncation of the signal. For 
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our analysis, a hamming window is utilized. For each windowed frame, spectrum 
is computed using Fast Fourier Transform (FFT).Spectrum is passed through Mel 
filter bank to obtain the Mel spectrum. In the present work, 40 filters were used 
[6].Finally, Cepstral analysis is performed on the output of Mel filter banks using 
only 13 coefficients out of 40. The logarithm followed by the Discrete Cosine 
Transform (DCT) of the Mel spectrum produces a set of feature vectors (one 
vector corresponding to each frame) which are then termed as MFCC.   

2.2   Hidden Markov Model 

Hidden Markov Model (HMM) [7,8] springs forth from Markov Processes or 
Markov Chains. It is a canonical probabilistic model for the sequential or temporal 
data It depends upon the fundamental fact of real world, “Future is independent of 
the past and given by the present”. HMM is a doubly embedded stochastic 
process, where final output of the system at a particular instant of time depends 
upon the state of the system and the output generated by that state. There are two 
types of HMMs: Discrete HMMs and Continuous Density HMMs. These are 
distinguished by the type of data that they operate upon. Discrete HMMs 
(DHMMs) operate on quantized data or symbols, on the other hand, Continuous 
Density HMMs (CDHMMs) operate on continuous data and their emission 
matrices are the distribution functions. HMM Consists of the following parameters  

O {O1,O2…OT}     :  Observation Sequence 
Z {Z1, Z2…ZT}               :  State Sequence 
T   :  Transition Matrix 
B   :  Emission Matrix/Function 
π   :  Initialization Matrix 
λ(T, B, π)  :  Model of the System 
ρ                       :  Space of all state sequence of length T 
m {mq1,mq2….mqT}    :  Mixture component for each state at each time 
cil, µil, ∑il                   : Mixture component (i state and l component) 
 
Single state HMM is known as GMM. For the purpose of text independent speaker  
identification, GMM has had a greater success over HMM [9]. There are three 
major design problems associated with an HMM outlined here. Given the 
Observation Sequence {O1, O2, O3,.., OT} and the Model λ(T, B, π), the first 
problem is the computation of the probability of the observation sequence P 
(O|λ).The second is to find the most probable state sequence Z {Z1, Z2,.., ZT}, 
the third problem is the choice of the model parameters λ (T, B,π), such that the 
probability of the Observation sequence, P (O|λ) is the maximum. The solution to 
the above problems emerges from three algorithms: Forward, Viterbi and Baum-
Welch [7]. 

2.2.1   Continuous Density HMM 

Let O = {O1,O2...OT} be the observation sequence and Z {Z1, Z2…ZT} be the 
hidden state sequence. Now, we briefly define the Expectation Maximization 
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(EM) algorithm for finding the maximum-likelihood estimate of the parameters of 
a HMM given a set of observed feature vectors. EM algorithm is a method for 
approximately obtaining the maximum a posteriori when some of the data is 
missing, as in HMM in which the observation sequence is visible but the states are 
hidden or missing. The Q function is generally defined as  
 

= ερ λλλλ q zPzPQ )'|,0()|,0(log)',(                              (2)  

To define the Q function for the Gaussian mixtures, we need the hidden variable 
for the mixture component along with the hidden state sequence. These are 
provided by both the E–step and the M-step of EM algorithm given 

E Step: 

 ∈ ∈= ρ λλλλ z )'|,,()|,,(log  )',Q( Mm mzOPmzOP                    (3) 

M Step: 

entconstrainmQaxm += )]',([arg' λλλλ                                (4) 

The optimized equations for the parameters of the mixture density are: 
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3   Proposed Method 

3.1   Discrete Wavelet and Wavelet Packet Transform 

For discrete wavelet transform we have: 
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Here F[n], ϕj0,k[n] and Ψj,k[n] are discrete functions defined in [0,M-1], a total of 
M points. Now, 
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WΦ[j0,k] are called approximation coefficients while WΨ[j0,k] are called detailed 
coefficients. These coefficients are obtained by using Mallat algorithm proposed 
in [10]. 

3.1.1   Wavelet Packet Transform 

In the DWT decomposition, to obtain the next level coefficients, scaling 
coefficients (low pass branch in the binary tree) of the current level are split by 
filtering and down sampling [10]. With the wavelet packet decomposition, the 
wavelet coefficients (high pass branch in binary tree) are also split by filtering and 
down sampling. The splitting of both the low and high frequency spectra results in 
a full binary tree shown in fig.3 and a completely evenly spaced frequency 
resolution (In the DWT analysis, the high frequency band was not split into 
smaller bands). 

 

  
 

Fig. 3 Wavelet packet decomposition tree 

3.2   Motivation 

Speech is a “Quasi-stationary” signal. MFCC utilizes short time Fourier 
Transform (STFT) which provides information regarding the occurrence of a 
particular frequency at a time instant with a limited precision, with the resolution 
according to the Heisenberg Uncertainty principle dependent on the size of the 
analysis window. 

π4

1
* ≥ΔΔ= ftFrequencyTime                                               (11) 

 
Narrower windows provide better time resolution while wider ones provide better 
frequency resolution [11]. Even though STFT tries to strike a balance between the 
time and frequency resolution, it is admonished primarily as it keeps the length of 
the analysis window fixed for all frequencies resulting in uniform-partition of the 
time-frequency plane as shown in fig.4.                                 
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Fig. 4 Time-frequency plane uniformly                        Fig. 5 Time-frequency plane non-                             
partitioned in STFT                                                       uniformly spaced (constant                        
                                                                                       area) in wavelet transform                                                                                 

 
Speech signals require a more flexible multi-resolution approach where 

window length can be varied according to the requirement to cater better time or 
frequency resolution. Wavelet Packet Transform (WPT) offers a remedy to this 
difficulty by providing well localized time and frequency resolution as shown in 
fig.5. Further, multi-resolution property of WPT makes it more robust in noisy 
environment as compared to single-resolution techniques and has better time-
frequency characteristics. But, WPT increases the computational burden and is 
time consuming.  Conventional wavelet packet transform mechanisms do not warp 
the frequencies according to the human auditory perception system. So, in this 
work an attempt is made for utilizing the advantages of the Mel Scale and multi-
resolution wavelet packet transform to generate feature vector for the task of 
speaker identification.  

3.3   Proposed Paradigm   

3.3.1   Wavelet Packet Based Mel Frequency Cepstral Features 

The block diagram for proposed approach is as shown in fig.6  
 

 
 

Fig. 6 Block diagram representation of proposed method 
 

The analytical steps followed for feature extraction are as stated: 

• The raw speech signal was primarily sampled at 48 kHz in order to 
further process it. 
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• Next, a framing window was utilized. The frame size was kept fixed to 25 
milliseconds, a skip rate of 10 milliseconds was selected to accommodate 
for the best continuity. 

• A pre-emphasis filter as described by equation (12) was next exercised in 
order to improve the overall signal-to-noise ratio. A rectangular 
Hamming window was deployed for framing. 

         
197.01)( −−= zzH                     (12)      

• The resultant signal was transformed from time domain to frequency 
domain by applying Fast Fourier Transform (FFT). Then the signal in 
frequency domain was Mel-Warped using Triangular Mel Filter Banks. 
Afterwards, signal was again transformed to time domain by applying 
Inverse Fast Fourier Transform for further processing of signal.  

• Next, wavelet packet decomposition was applied using daubechies4 (D4) 
wavelet. For a full j=7 level decomposition, the WPT corresponds to a 
maximum frequency of 31.25 Hz giving 128 sub-bands. 

• Out of 128 frequency sub-bands 35 frequency sub-bands were used for 
further processing since higher frequency coefficient contained paltry 
amount of energy and first 35 coefficients represented 99.99%. The 
energy in each band was evaluated, and was then divided by the total 
number of coefficients present in that particular band. In particular, the 
sub band signal energies were computed for each frame as, 
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• Lastly, a logarithmic compression was performed and a Discrete Cosine 
Transform (DCT) was applied on the logarithmic sub-band energies to 
reduce dimensionality: 
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3.3.2   Speaker Identification 

After extracting the features we have used HMM or single state HMM called 
Gaussian Mixture Model (GMM) for the identification. The whole procedure is as 
explained in fig.7. Having the WP-MFC Feature from the speech signals, 
CDHMMs are trained for each speaker using Baum Welch (BM) algorithm which 
gives the parameters of the corresponding CDHMMs. Now the identification 
process can be described as follows: Given a test vector ‘X’ the log-likelihood of 
the trained batches with respect to their HMM models ‘λ’ is computed as  
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)|(log λXP . From ‘N’ HMMs },........,{ 21 Nλλλ corresponding to ‘N’ speakers, 

the speaker can be identified with a test sequence using: 
 

)|(...),........|([)|( 1 Nrequired XPXPFXP λλλ =                             (15) 

Where ()F  is the maximum of the likelihood values of the model    

),........,( 21 Nλλλ . The model corresponding to the highest Log-Likelihood value 

is selected as the identified speaker. 
 
 

 
 

Fig. 7 Procedure for the classification algorithm 

4   Experimental Results 

Having acquired the appropriate test samples from the free online English speech 
database site [12], the database was created containing speech samples of 30 
distinct speakers with 10 non-identical utterances each. Speaker models were 
created using 8 samples per speaker and testing was done using 2 samples of each 
speaker. The results of the identification process using GMM and HMM are 
displayed in table1, fig.8(a) and table 2, fig.8(b) respectively. The number of  
 

 
Table 1 No. of states (Q) = 1 (GMM) 
 

S.No. 
No. of Gaussian  
Mixtures (M) 

No. of    
States (Q) 

No. of Speakers Recognized

WP-MFC Features 
 

MFCC  Features 

1. 11 1 30 28 

2. 12 1 30 28 

3. 13 1 30 28 

4. 14 1 30 28 

5. 15 1 30 28 
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Table 2 No. of states (Q) = 2 (HMM) 

S.No. 
No. of Gaussian  
Mixtures (M) 

No. of    
States (Q) 

No. of Speakers Recognized

WP-MFC Features 
 

MFCC  Features 

1. 11 1 27 25 

2. 12 1 29 28 

3. 13 1 30 27 

4. 14 1 27 28 

5. 15 1 27 29 
 
 
 

           
 
Fig. 8(a) Output Results with GMM                       Fig. 8(b) Output Results with HMM 
 
 

states (Q) was kept constant whereas the number of mixtures (M) was varied in 
each case. 

5   Conclusion 

Speaker Recognition is the use of machine to recognize a speaker from the spoken 
words. In this paper, we introduced a robust feature extraction technique for 
deployment with speaker identification system. These new feature vectors termed 
as Wavelet Packet based Mel frequency Cepstral (WP-MFC) Coefficients offer 
better time and frequency resolution. HMM and GMM were used to classify the 
acoustic data. Experimental results of the comparison between the performance of 
the proposed feature vectors and MFCC reveal the real life effectiveness of the 
proposed method. Also, better performance of GMM over HMM for speaker 
identification was confirmed. 
 



Wavelet Packet Based Mel Frequency Cepstral Features  247
 

References 

[1] Reynolds, D.A.: Speaker Identification and Verification Using Gaussian Mixture 
Speaker Models. Speech Communication 17 (1995) 

[2] Bolt Richard, H., Cooper Franklin, S., David Edward Jr., E., Denes Peter, B., 
Pickett James, M., Stevens Kenneth, N.: Speaker Identification by Speech 
Spectograms: A Scientists’ View of its Reliability for Legal Purposes. The Acoustic 
Society of America 47 (1970) 

[3] Reynolds Douglas, A.: Identification, Experimental Evaluation of Features for 
Robust Speaker. IEEE Transactions on Speech and Audio Processing 77, 257–285 
(1994) 

[4] Gaikwad Santosh, K., Gawali Bharti, W., Pravin, Y.: A Review on Speech 
Recognition Technique. International Journal of Computer Applications 10 (2010) 

[5] Sirko, M., Michael, P., Ralf, S., Hermann, N.: Computing Mel-frequency 
coefficients on Power Spectrum. IEEE Proceedings of IEEE 1, 73–76 (2001) 

[6] Chen, S.-H., Luo, Y.-R.: Speaker Verification Using MFCC and Support. In: 
Proceedings of the International MultiConference of Engineers and Computer 
Scientists (2009) 

[7] Rabiner, L.: A tutorial on hidden Markov models and selected applications in 
speech recognition, pp. 257–286 (1989) 

[8] Blimes, J.A.: A gentle tutorial of the EM algorithm and its application to parameter 
estimation for gaussian mixture and hidden markov models. International Computer 
Science Institute (1998) 

[9] Reynolds, D.A., Campbell, W.M.: Springer Handbook of Speech Processing. Text 
Independent Speaker Recognition. Springer (2008) 

[10] Mallat, S.G.: A theory for multiresolution signal decomposition: the wavelet 
representation. IEEE 111, 674–693 (1989) 

[11] Robi, P.: The Engineers Ultimate Guide to Wavelet Analysis (2012), 
http://users.rowan.edu/~polikar/wavelets/wttutorial.html 
(accessed March 20, 2012) 

[12] VoxForge (2012), http://www.voxforge.org/home/downloads/ 
speech/english (accessed February 20, 2012) 



A. Abraham and S.M. Thampi (Eds.): Intelligent Informatics, AISC 182, pp. 249–260. 
springerlink.com                                           © Springer-Verlag Berlin Heidelberg 2013 

Optimised Computational Visual Attention 
Model for Robotic Cognition* 

J. Amudha, Ravi Kiran Chadalawada, V. Subashini, and B. Barath Kumar  

Abstract. The goal of research in computer vision is to impart and improvise the 
visual intelligence in a machine i.e. to facilitate a machine to see, perceive, and 
respond in human-like fashion(though with reduced complexity) using multitudi-
nal  sensors and actuators. The major challenge in dealing with these kinds of 
machines is in making them perceive and learn from huge amount of visual infor-
mation received through their sensors. Mimicking human like visual perception is 
an area of research that grabs attention of many researchers. To achieve this com-
plex task of visual perception and learning, Visual Attention model is developed. 
A visual attention model enables the robot to selectively (and autonomously) 
choose a “behaviourally relevant” segment of visual information for further proc-
essing while relative exclusion of others (Visual Attention for Robotic Cognition: 
A Survey, March 2011).The aim of this paper is to suggest an improvised visual 
attention model with reduced complexity while determining the potential region of 
interest in a scenario. 

1   Introduction 

The visual cognition in primates is due to a custom built attentional circuit that 
helps them respond to what they perceive through vision. This process is simple, 
yet robust. The endeavour of robotics research to design a bio-inspired visual at-
tention model for the cognitive robot has strong connectivity with the research in 
cognitive psychology, computational neuroscience and computer vision as these 
are the three disciplines which cultivated the basic research on artificial modelling 
of human visual attention. The major motivation for developing computational 
models of visual attention was two-fold :1) creating a computational tool to test 
the validity of the theories/hypothesis of visual attention proposed in psychology 
and neuroscience; and 2)the potential applications of the principle of focused at-
tention in computer vision, video surveillance, and  robotics. 
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One of the most influential theories that served as a basis for many of the cur-
rent research findings in the field of visual attention is the feature integration the-
ory (FIT) [12] which was introduced in 1980. FIT states that different features are 
registered early, automatically and in parallel across the visual field, while objects 
are identified separately and only at a later stage, which require focussed attention. 
Visual features like colour, orientation, edge, intensity and others are processed 
and their saliency is captured in separate feature maps. All these feature maps are 
summed up to get master map. This map contains regions that attract our focus in 
order of decreasing saliency. FIT went through several stages of modifications to 
accommodate new findings on attention. One noticeable setback of early FIT is 
that it considers only the effect of visual strength of different features. 

A model developed by Wolfe termed as the guided search model [5] of visual 
attention overcomes FIT’s shortcomings by considering the effect of top-down 
information along with bottom-up saliency. Similar to FIT even guided search 
theory faced gradual modifications. 

Next comes the CODE theory[4] which is a combination of two theories: 1) 
COntourDEtector theory for perception grouping[van Oeffelen and Vos 1982], 2) 
Theory of Visual Attention (TVA) [Bundesen 1990]. This theory is based on a 
race model of selection. Here parallel processing of a scene takes place and the 
element that finishes the processing first is selected. A major dissimilarity of 
CODE theory from previous two theories i.e. FIT and GST, is that CODE theory 
considers both space and object as the elemental unit for attention selection, 
whereas latter two only deal with space-based attention. Many other models for 
visual attention do exist that are not mentioned here. Refer [6] for further informa-
tion on other models. 

The first computational architecture of visual attention was introduced by Koch 
and Ullman [3] in 1985.An important contribution of their work is winner-take-all 
(WTA) network. WTA allows us to select one region at a time from the saliency 
map and if the selected region is not the region of interest, it inhibits the selected 
region and finds the next winner region. This is known as inhibition of return [8]. 

A saliency based visual attention model was developed by Itti[7] . The most in-
fluential computer vision model of visual attention is the neuromorphic vision 
toolkit (NVT) which has been extensively used in many other models of visual 
attention in computer vision and robotics. A number of concepts used in NVT are 
inspired by attention model of Koch and Ullman, e.g., feature map, saliency map, 
WTA along with IOR.NVT proposes a computationally better process for calcula-
tion of saliency map. Here, a multi-scale analysis of the input images is performed 
for calculation of individual feature maps which are combined together to create a 
centralised saliency map. 

A new model visual object detection with a computational attention system 
(VOCUS) [10] proved to be efficient in overcoming the drawbacks of NVT. Func-
tionality of VOCUS is similar to that of NVT, e.g. computation of saliency map, 
implementation of WTA and IOR. VOCUS, however, performs a number of im-
provements over NVT. Some of which are: 1) allows easy extension to more fea-
tures, 2) in learning mode VOCUS computes most significant region and then 
learns merely these features whereas NVT considers whole region of object,3) in 
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VOCUS an algorithm is used to select training images while in NVT all images 
are used. Hence, this results in better accuracy in finding focus of attention in a 
given image. Fig. 2 shows the basic structure of VOCUS [10]. 

Models discussed above have proven to be the most influential models. There 
are many other models existing besides the above mentioned and these are consid-
ered to be more or less derived model. The objective of this paper is to propose an 
Improvised architecture of visual attention model to reduce the computational 
complexity by reducing the number of features considered in order to find the 
object of interest in a given image. 

 

 
Fig. 1 Architecture of NVT [7]. A Bottom-
up approach. It shows the architecture of 
NVT. The early version of NVT [7] per-
formed only bottom-up analysis of atten-
tion but a later and newer version reported 
in [12] uses top-down cues during visual 
search. 

 
 

 
 
 
 
 
 
 
 
 

2   General Characteristics of Computer Vision Based Visual 
Attention Models 

Visual attention models in computer vision share some generic characteristics 
[7][12]. Some of them are discussed below. 

2.1   Saliency Operator 

Most of the existing vision models of visual attention use the concept of saliency 
map to guide attention toward different regions of a given image. A saliency map 
is also an image whose pixel intensity values indicate relative visual saliency of 
that corresponding pixel in the original input image. Higher value indicates higher 
saliency. Most salient pixels in the saliency map will be the current focus of atten-
tion. Inhibition of return is performed in order to prevent revisiting the same re-
gion by suppressing the saliency of current focus of attention. 
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2.2   Bottom-Up and Top-Down Analysis 

The early attention models of computer vision used only bottom-up approach in 
attention selection, while the recent models impart top-down cues to get better 
results. Thus, the bottom-up cues guide visual exploration (focusing on most sa-
lient stimuli), while top-down cues guide visual search (an active scan of visual 
field in search of pre-specified object or stimuli).  

2.3   Off-Line Training for Visual Search 

Off-line training phase is required by the models prior to performing visual search. 
During this phase the model learns target specific features and uses this informa-
tion to increase the saliency of the target-like features in the test images. 

Since the way these characteristics are achieved is different, the performance 
also varies in every computational model. 

 

Fig. 2 Architecture of VOCUS[10]. A Top-down approach 

Hence, the issues and challenges involved with robotic visual attention 
[7][12][10] are: 

2.4   Optimal Learning Strategy 

Information about the visual features of the target is necessary for a robot to perform 
visual search. Multitudinal sensors and actuators present in the robot facilitate the 
robots with higher degrees of freedom in their visual perception. As of now almost 
every feature varies with arbitrary affine transformation, change in viewing angle 
and lighting condition. Thus, the robot needs to learn many different views of the 
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object in order to identify it in an arbitrary setting. A good strategy to learn the fea-
tures of an object placed at different angles with minimum human supervision 
must be present in the attention model of a robot. 

2.5   Generality 

In most of the computer vision models of visual attention present today, the bot-
tom-up (visual exploration) and top-down(visual search) phases are mutually ex-
clusive. The programmer selects the required loop of attention. This decreases the 
generality of the attention model and makes it unfit for robotic systems. The selec-
tion of the mode of attention should be autonomous depending on the requirement 
in a robotic visual attention model. 

2.6   Prior Training 

In general, cognitive robots are expected to learn while working in a manner simi-
lar to human, but almost all of the visual attention models for the robot has a prior 
separate off-line training phase to improve the recognition performance. 

Many of the above mentioned issues are interdependent on each other. For in-
stance, if the two modes of visual attention are integrated in the same framework 
for the sake of generality, there will be no room for prior training. If learning is 
performed online, it must be ensured that an intelligent learning strategy should be 
used to enable the robot to obtain enough information about the target. 

The proposed robotic cognition model developed looks at issues and challenges 
and operates in two modes: training (learning) and testing (searching).In learning 
mode the system analyses the scene and learns how to focus its attention towards 
the object of interest. The model learns the salient features and switches to search-
ing mode to target itself to the object with less computational time (minimising the 
amount of inherent information it has to explore). 

Conceptually the model shares similar behaviour to VOCUS [10]. The major 
limitation of VOCUS is that it learns the features from selected region, but doesn’t 
identify the significant features used by the cognition models. In learning phase, a 
training algorithm selects the image to be used which adds restriction to the ro-
bustness of the system.The computation of bottom-up and top-down maps adds up 
to the complexity and is taken care in the proposed system.  

In the proposed model, both bottom-up and top-down cues have been used. In 
bottom-up, three features (colour, intensity and orientation) are used to obtain 
saliency map. Features of target object are extracted by selecting the most salient 
region from the saliency map. Decision tree classifier is used to extract the impor-
tant features among the selected features that help in classifying the object. In the 
top-down approach as prior information these important features are used to find 
the target object. Since, the number of features calculated for any test image are 
selective it will reduce the computational complexity.  
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3   System Architecture 

Fig.3 represents the architecture of the proposed system for robotic cognition. It 
can be broadly divided in to two phases:  A. Training, B. Testing. Initially, a three 
channel RGB image is given to the system. Each phase has the following modules. 

 

Fig. 3 Architecture of Proposed model for robotic cognition  

3.1   Training 

In training phase the system is made to learn the required features to find the class 
of target object. 

3.1.1   Visual Attention Module (VAM) 
The image is passed to the module of visual attention model. In this module, image 
is analysed with respect to three different features i.e. colour, intensity and orienta-
tion. Three channel Image which is given as input is split in to three images each of 
single channel. Each image is of one of red(r), green (g) or blue(b) channels. As 
images are analysed with respect to three different features image to be obtained for 
each feature is attained with following metrics. To get intensity image all the three 
channel intensities are linearly combined. It can be given as following. 

                                  Intensity_image= (r+g+b)/3                                     (1) 

With respect to colour we find red(R), green (G), blue(B), yellow(Y)  values using 
following equations. 
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 R = r- ( g +  b ) / 2                                                (2) 

      G = g- ( r +  b ) / 2                                                (3) 

B = b- ( r+ g ) / 2                                                  (4) 

      Y= r + g - 2 ( | r - g | + b )                                    (5) 

(Negative Values are set as zéro) 
To analyse the image with respect to orientation two dimensional gabor filtres are 
used. A 2D gabor kernel can be mathematically defined as                                        
 

G(x,y)=݁൬ೣᇲమశംᇲమ೤ᇲమమ഑మ ൰ cos ቀ2ߨ ௫ᇱ஛ ቁ                               (6) 

Where 

x′ = x cosθ + y sin θ                                                (7) 

y′ = -x sin θ + y cos θ                                              (8) 

The parameters involved in the construction of a 2D Gabor filter are: The variance 
σ of the Gaussian function. The wavelength λ of the sinusoidal function. The 
orientation θ of the normal to the parallel stripes of the Gabor function. The spatial 
aspect ratio γ specifies the ellipticity of the support of the Gabor function. For γ=1, 
the support is circular. For γ < 1 the support is elongated in the orientation of the 
parallel stripes of the function. Here Orientation is considered for four angles. i.e 
0,45,90,135 degrees. 

Pyramids are constructed next to this, from which centre and surround are fixed 
to get the absolute differences. It’s done with following relation. S=C+L where S 
is surround, C is centre and L=1, 2; Once after getting centre and surround, centre 
surround differences are calculated to attain the feature maps. Intensity feature 
map can be obtained using following relation. 

I(c,s) = |I(c)  Θ  I(s)|                                                    (9) 

i.e. the absolute value of difference of intensities between centre and the surround. 
Similarly the colour feature maps are obtained by using the following equations. 

RG (c, s) = | (R(c) – G(c)) Θ (G(s) – R(s))|                             (10) 

BY (c, s) = | (B(c) – Y(c)) Θ (Y(s) – B(s)) |                            (11)  

Orientation feature maps are calculated as shown below.   

O (c, s, θ) = | (O(c, θ) Θ O(s, θ) |                                             (12) 

Where, ‘c’ indicates the center level of corresponding color pyramid which is 1. 
‘s’ indicates the surround levels of corresponding color pyramid which is 2,3.Θ 
denotes across scale difference. 
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3.1.2   Saliency Map Module 
In this module conspicuity maps with respect to each feature are linearly com-
bined to compute the saliency map. The feature maps of each feature are linearly 
combined to get corresponding conspicuity maps. 

3.1.3   Winner-Take-All Module 
In this module “winner-take-all algorithm” is applied on saliency map by dividing 
it in to a set of overlapping salient regions. It gets the most salient region in an 
image with respect to its intensity feature. If that region is not the area of interest 
or target object that region is inhibited, next salient region in the image is obtained 
and the process continues till the target object is attained. 

3.1.4   Extracting-Features 
Once the target object is attained then the features of that block are extracted from 
all the feature maps, conspicuity maps and saliency map. 

3.1.5   Decision Tree Module 
Extracted features of target region from different feature and conspicuity maps are 
passed as input to decision tree classifier, which in turn gives features necessary 
and sufficient to classify the target object. 

3.2   Testing 

In testing phase, the robotic cognition model detects the object of interest with 
mush less computational effort looking at information to which it has been trained. 
The cognitive model has been tuned in such a way that it automatically identifies 
the focus of attention as the object of interest. This approach is based on human 
perception whose attention is driven towards the object of interest and not towards 
any other scene information. Hence, we have modelled a driver assistance cogni-
tive system whose object of interest is a signboard. 

3.2.1   Computing Selected Features 
In this module prior knowledge attained during training is used. Only the features 
selected by the decision tree during training were computed. As shown in fig.4., 
the features used by decision tree to classify the target object is RGFM1, 
o135FM1, ICONS, IFM2, o90FM2,o90FM1.Only these features were computed 
to classify the target object. 

3.2.2   Classification Module 
This module classifies the target object based on computed features.  

3.2.3   Detect Target Object 
This module detects the target object under one class based on the decision of 
classifier. 

In this way the complexity of the system is reduced by reducing the number of 
features to be computed. 
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Fig. 4 Output of Decision tree classifier 

4   Implementation and Platform 

The proposed model of visual attention is being implemented using Opencv libra-
ries with C++ bindings. Domain chosen for this implementation is detection of 
traffic sign boards. Fig.4 shows the number of training and testing images of dif-
ferent kinds used. All the objects detected will fall under one of the following two 
classes for this domain i.e. either sign board (Sb) or Non-sign board (Nsb). Every 
classification will fall under one of the following categories: True Positive, True 
Negative, False Positive and False Negative. 

Parameters that evaluate the performance are: 

4.1   Detection Rate 

Ratio of total number of objects correctly detected to the total number of detec-
tions. It gives the efficiency of the system. 

        Detection Rate=Number of  true detections/ total detections                  (13) 

4.2   Computation Time 

It is defined as the time taken to detect the target object in a given scenario. The 
Number of training images used are show in Table 1 and the number of testing 
images used were as shown in Table 2. 

Table 1 Training images used for proposed model 

SIGNBOARD CLASS NUMBER OF 
SAMPLES 

Pedestrian Sb 10 
Bike Sb 10 

Crossing Sb 10 
Total  30 
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Table 2 Testing images used for proposed model 

SIGNBOARD CLASS NUMBER OF 
SAMPLES 

Pedestrian Sb 6 
Bike Sb 6 

Crossing Sb 6 
Total  18 

Table 3 Results obtained in comparing detection rates in bottom-up and top-down  
approaches 

 
 

The results are as given in Table 3. It shows the number of test images used and 
corresponding results obtained in both bottom-up and top-down approaches. The 
fact that can be noted here is detection rate will either improve or remains same in 
top-down when compared to bottom-up approach. 

Table 4 shows the comparison of computation times to detect target objects, 
number of attempts to detect target objects and percentage reduction in computa-
tion times for each image. Fig.5. Shows the comparison of computation times for 
bottom-up and top-down approaches. 

 
Table 4 Time taken to detect in bottom_up and top-down approaches and percentage reduc-
tion of time in top-down approach 
 

Image TIME IN 
BOTTOM
-UP 
APPROA
CH(IN 
SECOND
S) 

NUMBER 
OF 
ATTEMTS 
IN 
BOTTOM-
UP  

TIME IN 
TOP-
DOWN 
APPROAC
H(IN 
SECONDS
) 

NUMBER OF 
ATTEMPTS IN 
BOTTOM-UP 

%REDUCTION IN 
TIME 

Image1 1 1 0.5 1 50% 
Image2 5 2 2 2 60% 
Image3 7 3 3 3 57.3% 
Image4 4 2 2 2 50% 
Image5 6 3 3 3 50% 
Image6 1 1 0.5 1 50% 

SIGN-
BOARD 
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OF 
IMAGES 
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OF SIGN 
BOARDS 

NUMBER OF 
SIGNBOARDS 
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DETECTION RATE 
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TOP-
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UP 
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Crossing 
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20 
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 85% 

 
90% 

 
Pedestrian 
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20 

              
15 

 
15 

 
 75% 

 
75% 

 
 Total 

 
    48 

 
59 

 
45 

 
49 

 
 78% 

 
83% 
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Fig. 5 Comparison of computation times of Bottom-up and Top-down approaches  

5   Conclusion 

In this paper, we have proposed an optimised computational visual attention model 
for robotic cognition. This method mimics the process of human attention towards 
known object of interest. In real environment, the proposed model successfully loca-
lizes a salient area and detects the road traffic sign regions with an average reduction 
of 57.3% time in processing the attention model when compared to other existing 
models. Detection rate can also be improved by considering more number of sam-
ples. And it is robust to illumination scale, view point and partial occlusion. In future 
the model can be extended to different objects or to object categorization to prove 
the robustness of the system. 
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A Rule-Based Approach for Extraction  
of Link-Context from Anchor-Text Structure* 

Suresh Kumar, Naresh Kumar, Manjeet Singh, and Asok De 

Abstract. Most of the researchers have widely explored the use of link-context to 
determine the theme of target web-page. Link-context has been applied in areas 
such as search engines, focused crawlers, and automatic classification. Therefore, 
extraction of precise link-context may be considered as an important parameter for 
extracting more relevant information from the web-page. In this paper, we have 
proposed a rule-based approach for the extraction of the link-context from anchor-
text (AT) structure using bottom-up simple LR (SLR) parser. Here, we have 
considered only named entity (NE) anchor-text. In order to validate our proposed 
approach, we have considered a sample of 4 ATs. The results have shown that, the 
proposed LCEA has extracted 100% actual link-context of each considered AT.  

Keywords: Ontology, Augmented Context-Embedded grammar, SLR parser, 
Indexing, Focused-Crawling, Semantic-Web, NLP, Bare-Concept. 

1   Introduction 

World Wide Web (WWW) is collection of billions of pages that are linked 
together by hyperlinks. The hyperlink is often described in the following format:   
<A HREF= http://www.ai.ac.in/about.html/> Ambedkar Institute of 
Technology</A>. The first part indicates the target web-page location and the 
second part, i.e. Ambedkar Institute of Technology gives information about the 
content of the web-page, which is called anchor-text (AT). It has been very 
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challenging for the crawler and indexer to get relevant web-pages because of 
enormous size of www. Most of the researchers have widely explored the use of 
link-context to determine the theme of target web-page [1], [2], [3], [4], [5], [13]. 
Link-context has been applied in areas such as search engines [11], and focused 
crawlers [12] and automatic classification [14].  The extraction of precise link-
context may be considered as an important parameter for extracting more relevant 
information from the web-page. This saves the effort of crawling and indexing of 
useless and irrelevant pages [6]. In most of the cases AT or text around AT was 
used to derive the context of a link. This motivates us to propose a rule-based 
approach for the extraction of the link-context.  

Here, in this paper, we proposed a link-context extraction algorithm (LCEA) to 
derive context of a link from web-page. We have categorized AT into various 
bare-concepts (BC) such as named entity (NE), class name (CLN), technology (T), 
framework (F), entertainment (E), and sports (S) etc by manual analysis of 100 
web pages from Wikipedia and Open Directory project (ODP). Further, we design 
ontology of these AT’s. For illustration of our approach, we have considered only 
named entity (NE) ATs involving 14 terminals and 23 non-terminals. After that, 
we developed augmented context-embedded grammar which is used by SLR 
parser. Finally, the output of SLR parser is used by LCEA to extract precise link–
context of web-page. We have validated our proposed approach by considering 
limited samples of ATs. The results have shown that, the proposed LCEA has 
extracted 100% actual link-context of each considered AT.  

The rest of this paper is organized as follows: In section 2 related literature is 
discussed. In section 3, we present our proposed approach in detail, followed by 
conclusion and future work in section 4. 

2   Related Literature  

Since the search engines have come into existence, development of various 
techniques were witnessed in the literature, in order to get optimized result of the 
search engine. Some of the techniques were focused on the ranking of the search 
results while others are related to the crawling appropriate pages depending upon 
end user search trends and the focus area of the search engine [11], [12]. In order 
to achieve these objectives, both statistical and natural language processing [1], 
[2], [3], [4], [5], [13] based techniques have proposed. For example, in [1] a 
dependency analysis based link-context was extracted. The main idea in [1] is to 
simulate the browsing behavior of web readers. The author fractionize the 
behavior into four steps which were parsing, decomposing, grouping and 
selection. But in this technique as author itself made a statement that word 
variation between the link-context and the target web-page has made the quality of 
link-context derivation very low. In [2] authors have described an approach to 
generate automatic rich semantic annotations of text, which can be utilized by 
semantic-web. In [3] authors have given an idea that cohesive text and non-
cohesive text surrounding the AT provide rich semantic cues about a target web-
page. In [4] a scheme based on parsing of the text around anchor-link was 
proposed. In [4], it was tried to extract relevant sentence fragments in the 
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sentence. But in this approach, the applicability of parser was confined to the 
single sentence only and things were arranged based on their semantic importance 
using ontology. However, they did not use the concept of AT to extract link-
context. Technique in [5] was also related to deriving link-context from HTML tag 
tree, where firstly an HTML parser was used to find the hierarchical structure of 
the content arranged using HTML tags and then the actual AT is analyzed. In his 
approach two link-context derivation techniques were described. In first technique, 
context from aggregation nodes was derived and in second, context from text 
window was derived. But both of these techniques fail to capture the conceptual 
information of the AT, which result in finding poor quality of theme of the target 
web-page. In [13], a scheme related to link-context extraction based on semi-NLP 
approach was proposed and their results were not so encouraging with respect to 
precise extraction of link-context.  

3   Proposed Method 

In this section, we will first give the overall model of the system and then the 
issues related to the design of the system will be discussed in the subsequent sub-
sections. 

3.1   Model  

In this model, first of all we have designed ontology OWL: thing of AT [8], [10]. 
Based on this ontology, we developed augmented context-embedded SLR 
grammar [7] of NE anchor-text only. Using this grammar the AT is parsed using 
SLR parser and the output of SLR parser is passed to LCEA as an argument. 
LCEA derive the context of AT. The proposed Model is shown in Fig.1. 
 
 

 
 
 
 
 

 

 

Fig. 1 Model for extraction of link-context 

3.2   Types of Context Determination 

In order to decide the types of context of AT, we analyzed 100 web pages from 
Wikipedia and Open Directory Project (ODP). Based on manual analysis of 100 

Ontology

Context of AT 

SLR parser

Augmented Context-Embedded SLR grammar      

LCEA

AT
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web pages, we are able to categorize AT in various contexts or concepts such  
as named Entity (NE), technology (T), framework (F), phenomenon (P) and 
mechanism (M), sports (S) and entertainment (E). Ontology graph of these 
contexts/bare-concepts is shown in Fig. 2. In OWL [8], [10] there are two 
fundamental classes from which all other classes are derived, one is - OWL: Thing 
and second is - OWL: Nothing. The resource OWL: Thing is the class of all 
individuals, and every resource that is an instance of a class is implicitly a member 
of OWL: Thing. The resource OWL: Nothing represents the empty class, a class 
that has no members. In our ontology, AT is subclass of owl: thing. All of these 
concepts have rdf: is relationship with AT [9], [10].   

 
Fig. 2 Ontology graph of ATs 

NE anchor-text has further divided into 6 subclasses named as person named 
entity (PN), organization named entity (ON), discipline named entity (DN), 
country name entity (CTN), state name entity (STN) and city name entity (CN). 
All these 6 subclasses have relationship rdfs: subclass-of with NE class [10]. PN 
entity has further subdivided into two classes named as direct person name (DP) 
and indirect person name (IP). “tim” is instance of DP and “president of India” is 
instance of IP class. These instances have rdf: is-a relationship with their 
respective base classes. ON is also further subdivided into education organization 
(EO) and non-education organization (NEO) subclasses. Both of these classes 
have rdfs: subclass-of relationship with ON class [10]. DN has sub classified into 
commerce (COM), science (SC), arts (ARTs). In this ontology graph, we have 
explored  NE, anchor-text only.  

3.3   Rule-Based Development 

On the basis of above classification, we have constructed the context-embedded 
grammar as shown in table 2. Rule AT1→AT is added to make it an augmented 
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grammar for the SLR parser. Initially, we have taken just 14 terminals and 23 non-
terminals that are listed in abbreviation table 1 (used for the sake of simplicity). 
For example, for President, we have used “pre” as an abbreviation. In order to 
make discussion clear, we also used notational conventions like all terminals are 
represented using small case letters and non-terminals are represented using upper 
case letters. 

Table 1 Abbreviation table 

S. No. Abbreviation  Semantic 
Description 

S. No. Abbreviation Semantic 
Description 

1 roh Rohtak 22 SN State Name Entity 
2 raj Rajasthan 23 CTN Country Name Entity 
3 md MDU 24 CN City Name Entity 
4 uni University 25 DP Direct Person Name 

Entity 
5 tim Tim 26 IP Indirect Person Name 

Entity 
6 ber Berner 27 EO Education 

Organization 
7 ind India 28 NEO Non-Education 

Organization 
8 of of 29 SC Science discipline 
9 pre President 30 COM Commerce discipline 
10 acc Accounts 31 ART Art discipline 
11 phy Physics 32 FN First Name
12 his History 33 MN Middle Name 
13 lee Lee 34 LN Last Name
14 inf Infosis 35 DES Designation 
15 AT Anchor-Text 36 CNJ Conjector
16 NE Named 

Entity 
37 UT University Title 

17 PN Person 
Named 
Entity 

38 CL Class Name 

18 ON Organization 
Named 
Entity 

39 COY Company

19 DN Discipline 
Name Entity 

Table 2 SLR Grammar  

Rule No Rule Rule No Rule 
r0 AT1→AT     r18 IP→DES CNJ  CTN 
r1 AT→NE r19 EO→UT CN 
r2 NE→PN r20 EO→CL CNJ  STN 
r3 NE→ ON r21 NEO→COY 
r4 NE→DN r22 STN→raj 
r5 NE→ STN r23 CN→roh 
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Table 2 (continued) 

r6 NE→CTN r24                      C    CTN → ind 
r7 NE→CN r25 CL→uni 
r8 PN→DP r26 FN→tim 
r9 PN→IP r27 MN→ber 
r10 ON→EO r28 LN→lee 
r11 ON→NEO r29 CNJ→of 
r12 DN→SC r30 DES→pre 
r13 DN→COM r31 COM→acc 
r14 DN→ART r32 SC→phy 
r15 DP→FN MN LN r33 ART→his 
r16 DP→FN MN r34 UT→ md 
r17 DP→FN r35 COY→inf 

 
Using sets-of-items construction algorithm for SLR parser [7], the following 

table is constructed. 

Table 3 Collection of set of items  

State  Set of items State Set of items 
 
 
 
I0 

AT1→.AT, AT→.NE, NE→.PN, NE→.ON, 
NE→.DN, NE→.STN, NE→.CTN, NE→.CN, 
PN→.DP, PN→.IP, ON→.EO, ON→.NEO , 
DN→.SC, DN→.COM, DN→.ART, DP→.FN 
MN LN, DP→.FN MN, DP→.FN, IP→.DES 
CNJ CTN, EO→.UT  CN, EO→.CL CNJ 
STN, 
NEO→.COY, STN→.raj, CN→.roh, 
CTN→.ind, 
CL→.uni, FN→.tim, DES→.pre, COM→.acc, 
SC→.phy, ARTS→.his, UT→.md, COY→.inf

 
 
 
I21 

 
 
 
STN→raj. 

I1   AT1→AT. I22 CN→roh. 
I2      AT→NE. I23 CTN→ind. 
I3 NE→PN. I24 CL→uni. 
I4   NE→ON. I25 FN→tim. 
I5    NE→DN. I26   DES→pre. 

I6 NE→STN. I27  COM→acc. 
I7    NE→CTN. I28 SC→phy. 
I8    NE→CN. I29 ART→his. 
I9      PN→DP. I30 UT→md. 
I10 PN→IP. I31 COY→inf. 
I11 ON→EO. I32 DP→FN MN.LN 

DP→FN MN. 
LN→.lee 

I12   ON→NE. I33 MN→ber.  
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Table 3 (continued) 

I13 DN→SC. I34 IP→DES  
CNJ.CTN,CTN→.ind 

I14 DN→COM. I35 CNJ→of. 
I15    DN→ART. I36 EO→UT CN. 
I16    DP→FN. MN LN, 

DP→FN. MN, DP→FN., MN→.ber 
I37 EO→CL CNJ.STN, 

STN→.raj 
I17 IP→DESI.CNJ CTN, CNJ→.of I38 DP→FN MN LN.  
I18 EO→UT.CN, CN→.roh I39 LN→lee. 
I19 EO→CL.CNJ STN, CNJ→.of I40 IP→DES CNJ CTN. 
I20    NEO→COY. I41 EO→CL CNJ STN. 

 
Thereafter using algorithm 6.1 [7] for the construction of SLR parsing table, the 

parsing table is constructed as indicated in table 4.  

Table 4 Parsing table 

 

3.4   Link-Context Extraction Algorithm (LCEA)  

In this algorithm, we have taken three data structure as an input: 

• AL [ ] array of strings of actions carried out during parsing (from SLR 
operation table). 

• n is total number of moves to reach up to accept string in SLR operation 
table. 

• AT is the input string of which context is to be determined. 
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LCEA (AL [ ], n, AT) 

(1) Declare a string variable s, and set s=AL [n-3]. 

(2) Set NT= right hand side of arrow symbol in s 
string. 

(3) If NT = any of (STN, CTN, CN) then print NT as a 
context of given AT, and stop. 

(4) Otherwise Set s = AL [n-4].  

(5) Set NT= right hand side of arrow symbol in s 
string. 

(6) Print NT as a context of given AT, and stop. 

3.5   Testing of LCEA 

In order to test LCEA, we have taken following set of test cases of AT’s as input 
string: 

• President of India   
• Tim Berner Lee  
• University of Rajasthan  
• History 

 

SLR operation of above AT’s are shown in table 5 to table 8 respectively. The 
moves in these tables use the abbreviations which are already mentioned in table 
1. The shift operation used in these tables, shifts the terminal lies on the front of 
the input string to the top of the stack and the reduce operation, pops twice the 
elements on the ‘right hand side of the rule’ and push ‘left hand side of the rule’ 
onto the stack.    

Table 5 SLR Operation table of AT: “President of India” 

Stack Input Action 
0 pre of ind $ shift 
0 pre 26 of ind $ reduce by DES→pre 
0 DES 17 of ind $ shift 
0 DES 17of 35 ind $ reduce by CNJ→of 
0 DES 17 CNJ 34 ind $ shift 
0 DES 17 CNJ 34 ind 23  $ reduce by CTN→ind 
0 DES 17 CNJ 34 CTN 40  $ reduce by IPN→DES CNJ CTN 
0 IP 10 $ reduce by PN→IP 
0 PN 3 $ reduce by NE→PN 
0 NE 2 $ reduce by AT→NE 
0 AT 1 $ accept 
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Table 6 SLR Operation table of AT: “Tim Berner Lee” 

Stack  Input Action 
0 tim ber lee $ shift 
0 tim 25 ber lee $ reduce by FN→tim 
0 FN 16 ber lee $ shift 
0 FN 16 ber 33 lee $ reduce by MN→ber 
0 FN 16 MN 32 lee $ shift 
0 FN 16 MN 32 lee 39 $ reduce by LN→lee 
0 FN 16 MN 32 LN 38 $ reduce by DP→FN MN LN 
0 DP 9 $ reduce by PN→DP 
0 PN 3 $ reduce by NE→PN 
0 NE 2 $ reduce by AT→NE 
0 AT 1 $ accept 

Table 7 SLR Operation table of AT: “University of Rajasthan” 

Stack Input Action 
0 uni of raj $ shift 
0 uni 24 of raj $ reduce by  CL→uni 
0 CL 19 of raj $ shift 
0 CL 19 of 35 raj $ reduce by  CNJ→of 
0 CL 19 CNJ 37 raj $ shift 
0 CL 19 CNJ 37 raj 21 $ reduce  STN→raj 
0 CL 19 CNJ 37 STN 41 $ reduce by EO→CL CNJ STN 
0 EO 11 $ reduce by ON→EO 
0 ON 4 $ reduce by NE→ON 
0 NE 2 $ reduce by AT→NE 
0 AT 1 $ Accept 

Table 8 SLR Operation table of AT: “History” 

Stack Input Action 
0 his $ Shift 
0 his 29 $ reduce by ART→his 
0 ART 15 $ reduce by DN→ART 
0 DN 5  $ reduce by NE→DN 
0 NE 2 $ reduce by AT→NE 
0 AT 1 $ Accept 

 
We are now using above mentioned table 5 to table 8 as input to our proposed 

LCEA discussed in section 3.4. Result of manual execution of LCEA for these 4 
ATs is shown in following table 9. Moreover, we have tested LCEA algorithm to 
compute the context of around 100 ATs and found 100% actual link-context in all 
cases. Due to the space constraint, in this paper, we have only shown the 
illustration of our LCEA considering above mentioned 4 ATs. 
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Table 9 Result of Link Context Extraction Algorithm 

S. No. Input  string / AT Execution Steps  of LCEA   
1 “pre of ind” Here n=11 

(1)   s=AL [8] = NE→PN 
(2)  NT = PN 
(3)  Not Executed 
(4)  s=AL [7] = PN→IP  
(5)   NT=IP 
 (6)  Print IP (Indirect Person Name) as a 
context  of   AT=”President  of India”  and 
stop    

2 “tim ber lee” Here n=11 
(1)   s=AL [8] = NE→PN 
(2)  NT = PN 
(3)  Not Executed 
 (4)  s=AL [7] = PN→DP  
 (5)   NT=IP 
 (6)   Print IP (Direct Person Name) as a 
context  of   AT= “Tim Berner Lee”  and stop  

3 “uni of raj” Here n=11 
(1)   s=AL [8] = NE→ON 
(2)  NT = ON 
(3)  Not Executed 
(4)  s=AL [7] = ON→EO  
(5)   NT=EO 
(6)   Print EO (Education Organization 
Name) as a context  of   AT= ‘University of 
Rajasthan”  and stop 

4 “his’ Here n=6 
(1)   s=AL [3] = NE→DN 
(2)  NT = DN 
(3)  Not Executed 
(4)  s=AL [2] = DN→ART  
(5)  NT=ART 
(6) Print ART (Subject of Art Discipline) as a 
context  of   AT= “History”  and stop 

4   Conclusion and Future Work 

In this paper, we have proposed a rule-based approach to derive link-context from 
anchor-text structure, where link-context is inherently embedded in rules. The 
approach has been successfully tested for new anchor-texts generated using the 
terminal symbols of the grammar. We have tested LCEA algorithm to compute the 
context of around 100 ATs and found 100% actual link-context in all cases. Due 
to the space constraint, in this paper, we have shown the illustration of our LCEA 
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considering only 4 ATs. In this paper, we have taken a limited type of ATs 
ontology and hence the limited SLR grammar. In future, the type of ATs and their 
relations in our ontology will be explored. Finally, the performance of the LCEA 
would be tested. Subsequently, we would also try to extend terminal and non-
terminal list, so that all categories of BC of ATs as shown in ontology graph could 
be covered. 

References 

1. Jing, T., Ping, T., Zuo, W.: Deriving Link Context through Dependency Analysis. In: 
IEEE International Conference on Education Technology and Computer (2009) 

2. Java, A., et al.: Using a Natural Language Understanding System to Generate 
Semantic Web Content. International Journal on Semantic Web and Information 
Systems 3(4) (2007) 

3. Chauhan, N., Sharma, A.K.: Analyzing Anchor- Links to Extract Semantic Inference 
of a Web page. In: 10th IEEE International Conference on Information Technology 
(2007) 

4. Xu, Q., Zuo, W.: Extracting Precise Link Context Using NLP Parsing Technique. In: 
Proceeding of the IEEE/WIC/ACM International Conference on Web Intelligence, WI 
2004 (2004) 

5. Pant, G.: Deriving Link-context from HTML Tag Tree. In: Proceedings of 8th 
SIGMOD Workshop on Research Issues in Data Mining and Knowledge Discovery 
(2003) 

6. Henzinger, M., et al.: Link Analysis in Web Information Retrieval. IEEE Data 
Engineering Bulletin 23(3), 3–8 (2000) 

7. Aho, A.V., Ullman, J.D.: Principals of Compiler Design, pp. 197–214. Narosa 
Publishing House (25th reprint 2003) 

8. Fensal, D., Van Harmelen, Horrocks, I., McGuinness, Patel-Scheider: OIL: An 
ontology Infrastructure for the Semantic Web. IEEE Intelligent Systems 16(2), 38–45 
(2001) 

9. Klein, M.: Tutorial: The Semantic Web- XML, RDF, and Relatives. IEEE Intelligent 
Systems 16(2), 26–28 (2001) 

10. Hebeler, J., Fisher, M., Blace, R., Lopez, A.P.: Semantic Web Programming, pp. 63–
139. Wiley Publication (2009) 

11. Brin, S., Page, L.: The anatomy of a large-scale hypertextual web search engine. 
Computer Networks and ISDN Systems 30(1-7), 107–117 (1998) 

12. Aggarwal, C.C., AI-Garawi, F., Yu, P.S.: Intelligent crawling on the World Wide Web 
with arbitrary predicates. In: WWW 10, Hong Kong (May 2001) 

13. Chauhan, N., Sharma, A.K.: A framework to derive web page context from hyperlink 
structure. International Journal of Information and Communication Technology 1(3/4), 
329–346 

14. Attardi, G., Gulli, A., Sebastini, F.: Automatic Web page categorization by link and 
context analysis. In: Proceeding of THAI 1999, 1st European Symposium on 
Telematics, Hypermedia and Artificial Intelligence (1999) 



A. Abraham and S.M. Thampi (Eds.): Intelligent Informatics, AISC 182, pp. 273–283. 
springerlink.com                                           © Springer-Verlag Berlin Heidelberg 2013 

Malayalam Offline Handwritten Recognition 
Using Probabilistic Simplified Fuzzy ARTMAP 

V. Vidya, T.R. Indhu, V.K. Bhadran, and R. Ravindra Kumar 

Abstract. One of the most important topics in pattern recognition is text 
recognition. Especially offline handwritten recognition is a most challenging job 
due to the varying writing style of each individual. Here we propose offline 
Malayalam handwritten character recognition using probabilistic simplified fuzzy 
ARTMAP (PSFAM). PSFAM is a combination of SFAM and PNN (Probabilistic 
Neural Network). After preprocessing stage, scanned image is segmented into line 
images. Each line image is further fragmented into words and characters. For each 
character glyph, extract features namely cross feature, fuzzy depth, distance and 
Zernike moment features. Then this feature vector is given to SFAM for training. 
The presentation order of training patterns is determined using particle swarm 
optimization to get improved classification performance. The Bayes classifier in 
PNN assigns the test vector to the class with the highest probability. Best n 
probabilities and its class labels from PSFAM are given to SSLM (Statistical Sub-
character Language Model) in the post processing stage to get better word 
accuracy. * 

1   Introduction 

Off-line handwriting recognition is the process of finding letters and words 
present in digital image of handwritten text. Due to various applications such as 
postal automation, form processing, storing large volume of manuscripts into 
digital form and reading aid for blind, offline handwritten recognition (OHR) 
become a more popular research area. Because of large variation of writing  
styles of individuals at different times and among different individuals OHR turn 
to be most interesting and challenging task. Various techniques used in each stage 
of OHR were reviewed by Nafiz Aric and Yarman-Vural [5]. Lots of works  
have been proposed by researchers in Chinese, Arabic, Japanese, Latin scripts  
[7, 12, 2, 8].  

                                                           
V. Vidya . T.R. Indhu . V.K. Bhadran . R. Ravindra Kumar 
Centre for Development of Advanced Computing, Trivandrum, Kerala, India 
e-mail: {vidyav,indhu,bhadran,ravi}@cdac.in 
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Indian languages such as Tamil, Bangla, Devanagari and Oriya have a few 
numbers of studies in this area. In Tamil various approaches are used for 
classification such as Support Vector Machine (SVM) [25], Hidden Markov 
Model (HMM) [20], Back propagation networks [13]. Bangla Handwritten 
recognition using Super Imposed Matrices was proposed by Ahamad Shah [9]. 
Also SVM based [14] and Modified Quadratic Discriminant Function (MQDF) 
[16] based works were reported in Bangla. Quadratic classifier [15, 17] is 
suggested in Oriya and Devanagari languages. HMM based handwritten 
recognition was proposed by Shaw [23] in Devanagari script. 

Malayalam is a prime language of Kerala, one of the South Indian state. Offline 
handwritten recognition of Malayalam language is in initial stage. G. Raju [11] 
proposed a wavelet based Malayalam handwritten recognition. Fuzzy zoning and 
class Modular Neural Network method is reported by Lajish V.L [18]. 1D Wavelet 
transform is applied on projection profile of character image is given in the paper 
[19]. Another study is based on HLH intensity patterns by Rahiman [27]. All these 
works are experimented on isolated Malayalam characters. 

Here we propose the offline handwritten recognition for Malayalam document 
images. Probabilistic simplified fuzzy ARTMAP is used for classifying characters. 
Classified labels are mapped to Unicode values. Experimental result shows that 
our approach is very promising for future developments. 

2   Handwritten Recognition System 

As any other OCR, the proposed off-line handwritten character recognition system 
includes four stages: preprocessing, feature extraction, classification and post 
processing.  
 

 
 
 
 
 
 

Fig. 1 Block diagram of the system 

In our method, we classify an unknown character into one of the most probable 
known class by using a set of distinctive features. Scanned input image is refined 
in the preprocessing stage. After preprocessing, the image is segmented into lines, 
words and characters. In feature extraction, each character image glyph is 
converted into meaningful features. In classification stage the features are 
classified into one of the several classes using probabilistic classifier. Context 
information is used in post processing stage to improve the accuracy of the 
system. The block diagram of the proposed system is shown in Fig. 1. 

Editable 
Text 

Scanned  
Document 

Pre-Processing Feature Extraction 

Classification Post Processing 
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2.1   Preprocessing 

Objective of preprocessing is to remove distortions in the image, extract relevant 
text parts and make it suitable for next stage. Otsu’ Technique [1] is used for 
binarization which converts gray scale image into binary image. Modified 
Directional Morphological Filter (MDMF) algorithm [4] is used to remove the 
noise present in the binarized image. Next step is to remove skew in the image; 
which may be introduced into the image while scanning or due to writing styles of 
human. Hough transform [24] estimates the skew angle in the image and rotates 
the image using the estimated skew angle to get the skew corrected image. 
Segmentation is an essential preprocessing stage, because the extent one can reach 
in separation of lines, words or characters directly affects the recognition rate of 
the script. The task of individual text-line segmentation from unconstrained 
handwritten documents is complex because the characters of two consecutive text-
lines may touch or overlap. We have used piecewise projection profile method 
[22] combined with connected component labelling to segment the lines (Fig. 2). 
Skewed or moderately fluctuating text lines can be segmented properly by this 
method. 
 

 

Fig. 2(a) Original image 

 

Fig. 2(b) Image segmented into lines and words after preprocessing 

2.2  Feature Extraction 

Feature extractor will extract most relevant information from the preprocessed 
character image thereby minimize the within-class variability at the same time 
enhance the between-class variability [21]. Fuzzy, geometrical, structural and 
reconstructive features are used in our system.  
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2.2.1   Fuzzy Depth Feature 

Divide each character image into nine segments as shown in Fig. 3(a). Then 
calculate the distance from border of character block to line of the character. 
Segments 1,4,7 are left border view, 1,2,3 is the top border view, 3,6,9 is right 
border view and 7,8,9 is bottom border view. For each segment of the view, 
transform the distance into depth level by averaging it. Depth levels are converted 
to degree of membership in fuzzy set DEPTH.  The fuzzy subsets of DEPTH are 
min, medium, and max and is shown in Fig. 3(b).  

   

Fig. 3 (a) Division of an image      3(b) Fuzzy values of depth 

2.2.2   Distance Feature 

In this method character image is divided to 16 equal zones. Compute distance 
from character origin to each pixel present in the zone. Each distance is divided by 
(h2 + w2)½ for normalization where h, w are width and height of the image. Then 
compute average distance for each zone.  

2.2.3   Cross Feature 

For each row and column count the number of crossing as shown in Fig. 4. Thus 
we get horizontal vertical cross features of the particular character image. It is 
normalized between 0 and 1. 

 
Fig. 4 Cross feature extraction 

2.2.4   Zernike Moment Feature 

Zernike moments capture global character shape information. Zernike moments 
based on a set of complex polynomials {Vnm(x,y) } which form a complete 
orthogonal set over the unit disk of  x2 + y2 ≤ 1 in polar coordinates. The form of 
the polynomials is: 

θρθρ im
nmnmnm eRVyxV )(),(),( ==   (1) 
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Where n is positive integer or zero; m is integers subject to constraints n-|m| is 
even, and |m| ≤ n; ρ is the length of the vector from the origin to the pixel (x, y); θ 
is the angle between the vector ρ and x axis in counter clockwise direction; Rnm(ρ) 
is Radial Polynomial defined as: 
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Zernike moment of a digital character image f(x, y), of order n with repetition m is 
defined in equation (3). A relatively small set of Zernike moments can 
characterize the global shape of a pattern effectively. 12th order Zernike moment is 
used in our system. 
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2.3  Classification 

Here we have used Probabilistic simplified fuzzy ARTMAP for training and 
classification of characters. Probabilistic simplified fuzzy ARTMAP (PSFAM) [3, 
10] is an artificial neural network (ANN) classifier, which learns by supervised 
training, which can be trained with just one iteration of the training data, and 
which can be used in the incremental training mode without the need for 
retraining. It is a combination of simplified fuzzy ARTMAP (SFAM) and 
Probabilistic Neural Network. The architecture of PSFAM is shown in Fig. 5. 
Input layer, complement coded input layer, category layer are basic layers of 
SFAM. Summation layer and decision layer are part of PNN. 

Compared to Multi-layer Perceptron (MLP) these networks have lower training 
time. Training of feature vector is done by SFAM [6]. The output class of test 
vector is determined as that of the highest estimated Bayes posterior probability 
using PNN. 

All inputs are complemented in such a way that an input vector a is converted 
to an input vector I = (a,ac) where ac = 1- a.   wj is the top down weight vector of 
the jth neuron in the output category  layer : wj  =  [wj1; wj2; . . . ; wj2d]. 

Calculate the activation value for given input  
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Fig. 5 Architecture probabilistic simplified Fuzzy ARTMAP 

Find the winner by J = arg[Max(Tj)]. If winner neuron is uncommitted, create a 
new subclass and set the class label of the winner neuron to be as the class label of 
input pattern. If it is a committed neuron check the resonance condition or 
vigilance test i.e. the input is similar enough to the winner’s prototype as  

ρ≥
∧
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∧

d
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I
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2
 

If resonance condition is satisfied and also if the class label of the winner matches 
with the class label of input then update the top-down weight as given in Eq. (6) 
 

)()()( )1()( old
j

old
j
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j wwIw ββ −+∧=  

 

Where β is the learning factor 0 ≤ β ≤ 1 
Otherwise reset the winner TJ = -1, temporarily increase the vigilance factor. 
Main disadvantage of SFAM is that the presentation order of training patterns 

will affect the classification performance. To avoid this we have used Particle 
Swarm Optimization (PSO) [26]. During testing, PNN is used to calculate the 
estimated posterior Baye’s probabilities for each of the possible classes using the 
Parzen Window technique. The Baye’s classifier is based on Bayes’ theorem 
given in Eq. (7). 

 (5) 

 (6) 
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Where P(Ck/X) is the posterior probability that vector X belongs to class Ck, 
P(X/Ck) is the conditional probability that X is selected from the class Ck, and 
P(Ck) is the prior probability that X belongs to class Ck. P(X/Ck) is determined 
from the Parzen Windows formula.   
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In which p is the dimension of the vectors, σk is the smoothness parameter of class 
k (chosen either global to all classes or local to each class), nk is the total number 
of nodes formed for class k. and Ykl is the weight vector formed for lth node of 
class k. Assume that a test vector X of class k is applied. X is complement coded. 
And find the exponential term for each node of class k. Then these exponential 
terms of all the nodes of class k is summed up together in summation layer using 
Eq. (8). Then Baye’s posterior probability is estimated by Eq. (7). The process is 
repeated for each class. The highest estimated Baye’s posterior probability and the 
associated class are determined by decision layer. Best m probabilities and classes 
are given to post processing. 

2.4 Post Processing 

Statistical Sub-character Language Model (SSLM) [28] is used to improve the 
recognition result at word level. Multi-Stage Graph (MSG) is used for getting 
ranked list of alternative words. MSG represents the probabilistic relationships 
from classifier as well as statistical language model. Here assumption taken is that 
neither broken characters nor touched characters are there in the word image. In 
MSG, node weights are taken from PSFAM and edge weights are computed from 
statistical bi-gram modeling. Traverse the graph stage by stage from the source 
node to the destination node, compute the product of node and edge weights on 
the path of partial sequences. Whenever number of partial sequence in the solution 
set exceeds a predefined value M, solution set is pruned. Thus get top M words 
that are sorted in descending order, based on their scores. 

3 Result and Discussion 

We have done our experiments in two phases. We have used 300 dpi digitized 
images in gray tone. In phase I, we have collected isolated samples from 26 
informants. 2-dimensional array of rectangular boxes had been used for data 
collection purpose. Participants were requested to write one character per box with 
no other restriction imposed. Generally Malayalam character set includes 15 
vowels and 36 consonants. Also the set includes five chillu characters, 
anuswaram, chandrakala and visargam. In addition to that numbers from 0 to 9, 

(7) 

 (8) 
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punctuations and 69 compound characters are also included in our set. Due to the 
writing style some characters look alike as shown in Fig. 6. 

We divided collected data into 3 groups; (i) train set, which contains characters 
from 11 writers (ii) validation set, which contains characters from 8 writers and 
(iii) test set, which contains characters from 7 writers. Segmentation has no major 
role in this phase. Features are computed as mentioned in feature extraction stage. 
Train set is trained using SFAM. The parameters used are ρ = 0.9, α = 0.001 and β 
= 0.1.With the aid of validation set PSO will minimize the generalization error 
according to which training patterns are arranged. Once optimization is done, the 
trained data is tested with validation set. Vectors which have not satisfied the 
match criteria i.e. resonance condition less than ρ, are also given for training in 
next iteration. The process will continue till it reaches the maximum iteration or it 
reaches the predefined accuracy. Accuracy obtained for each set is given in Table 
1. Comparison of our method with other techniques for Malayalam mentioned in 
Section 1 is shown in Table 2. 

 

 

Table 1 Accuracy obtained for 3 sets 
 

Set Accuracy 

 Train 100% 

  Validation 98.28% 
Test 87.81% 

Fig. 6 Some samples of Malayalam characters  

 
Table 2 Comparison of our method with other techniques 

 

Method Classifier 
No. of 

Malayalam 
character used 

Samples 
trained 

Accuracy 

[19] MLP 33 4950 73.8 

[18] 
Class 

Modular NN 
44 15,752 78.87 

Our 
Method 

PSFAM 145 2755 87.81 

 
 
In phase II, 27 informants were asked to write contents from books or 

magazines in their own handwriting style. Trained network from first phase is 
given here for classification. Segmentation is the main task in this phase due to 
line proximity (touching or overlapping of ascenders or descenders due to small 
gaps between neighboring text lines) and line fluctuations (inter-line distance 
variability and inconsistent distance between the components due to writer 
movement).   
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After segmentation each character is given to feature extraction and 
classification. With the aid for language model SSLM will give the suggestions 
for error words. Classified output labels are mapped to Malayalam Unicode 
format. Recognized output and its original image are shown in Fig. 7. In this phase 
we get an average accuracy of 79.48%. In most of the images thicknesses of pen 
strokes are very less. Therefore most of the characters are broken down into two 
or more components. Touching of characters due to free style writing will be 
another cause for accuracy reduction. 

 
 

 

Fig. 7(a) Input Image 

 

 

Fig. 7(b) Recognized output 
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4   Conclusion 

In this paper we present a Probabilistic Simplified Fuzzy ARTMAP (PSFAM) 
classifier for the recognition of offline Malayalam handwritten characters. 
Incremental learning strategy of SFAM and probabilistic interpretation of 
predicated output using PNN will make this hybrid classifier more suitable for 
character recognition. Probabilistic output will be useful in the post-processing 
stage to generate suggestions. From the experiments we get an accuracy of 
79.48%. Due to the presence of touching and broken characters in the test images, 
the recognition rate reduced from 87.81% (phase I) to 79.48% (phase II). Further 
research has to be done to find out how this can be handled during preprocessing 
and also to analyze the methods in feature extraction stage so that the recognition 
accuracy can be improved to the acceptable level. 
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Development of a Bilingual Parallel Corpus  
of Arabic and Saudi Sign Language: Part I 

Yahya O. Mohamed Elhadj, Zouhir Zemirli, and Kamel Ayyadi 

Abstract. The advances in Science and Technology made it possible for people 
with hearing impairments and deaf to be more involved and get better chances of 
education, access to information, knowledge and interaction with the large society. 
Exploiting these advances to empower hearing-impaired and deaf persons with 
knowledge is a challenge as much as it is a need. Here, we present a part of our 
work in a national project to develop an environment for automatic translation 
from Arabic to Saudi Sign Language using 3D animations. One of the main 
objectives of this project is to develop a bilingual parallel corpus for automatic 
translation purposes; avatar-based 3D animations are also supposed to be built. 
These linguistic resources will be used for supporting development of ICT 
applications for deaf community. Due to the complexity of this task, the corpus is 
being developed progressively. In this paper, we present a first part of the corpus 
by working on a specific topic from the Islamic sphere.* 

Keywords: Sign Language, Saudi Sign Language, Arabic Sign Languages, 
Corpus, Linguistic Resources, 3D animation, Avatar, Virtual Reality, Multimedia 
Content, Parallel Corpus, Bilingual Corpus, Machine Translation. 

1   Introduction 

The importance of language corpora is obvious and already established in the 
Language-related studies as well as in the development of many sophisticated 
language processing tools. Corpora represent today an essential tool for both 
linguists and computer scientists, especially in the field of computational 
linguistics. They are used as infrastructure of many kinds of applications ranging 
from frequency counting systems, item search engines, text summarization 
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systems, annotation devices, information retrieval systems, automatic translation 
systems, question answering systems, etc. [1]. 

Since their introduction in the 1960, many specific- and/or general- 
monolingual corpora are developed for several languages around the world (e.g. 
the Corpus of Contemporary American English (COCA) [2], the American 
National Corpus (ANC) [3], the British National Corpus (BNC) [4], the Corpus 
for Spanish [5], the Corpus for Portugal [6], etc). Besides, bilingual corpora have 
also been developed for several languages [7] to support machine translation 
systems and other kinds of applications. 

For the Arabic language, corpora are still limited in terms of size, coverage, and 
availability compared to European languages. However, some important Arabic 
corpora are now available (e.g. the CLARA Corpus, Al-Hayat Corpus, An-Nahar 
Corpus, the Arabic Gigaword Corpus, etc. [8]). 

As far as the Saudi Sign Language (SaSL) is concerned, unfortunately there is 
no available signed content that can be used as a basis of any kind of processing 
tools to the best of our knowledge. Few existing contents are available for some 
other Arabic Sign Languages (ArSLs) in the form of movies, TV series, and news 
bulletins as indicated in [9]. This is may be due to the fact that almost all ArSLs 
are still in specification process. 

In this paper, we present the task of building a well-designed bilingual parallel 
corpus, which is part of an ongoing funded project for automatic translation from 
Arabic to Saudi Sign Language (A2SaSL)[10]. The aim of this project is to 
convert an Arabic text to a 3D animated sequence of SaSL symbols in two main 
phases: translation phase and animation phase. The translation phase concerns the 
mapping between words (or morphemes) in the input text and their equivalent 
signs, which will rely on the sentence structure in both source and target 
languages; it represents a pure translation problem, and we want to base it on 
transformational grammars that can be deduced from the parallel corpus. The 
animation phase relates to the use of an avatar to render an animated sequence of 
signs; appropriate tools are used for both pre-creating animations and then signing 
them at the end of the conversion process. This phase is related to the graphical 
creation and animation of sign symbols for the Saudi Sign Language.  

To build a comprehensive bilingual parallel corpus of Arabic and Saudi Sign 
Language, different topics in the Islamic field were selected. Here, we present a 
first part of the corpus related to one of these topics “the Prayer”.  

2   Overview of the Development of Saudi and Arabic Sign 
Languages  

SaSL is a visual means of communication used by Saudi deaf community, not 
only to communicate between them, but also to communicate with the hearing 
society around them. SaSL shares many features with the other ArSLs due to the 
similarity of cultural values and gestural repertoire among the Arabic countries. In 
fact, the similarity of cultural traditions among the Arabic countries and the 
impact on the evolution of ArSLs to each other has led to believe that ArSLs are 
almost identical. Abdel-Fattah [9] argues that the existence of a standard Arabic 
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spoken language has led to the expectation that there is a shared common sign 
language, especially in close Arabic regions such as gulf states, Magreb countries, 
etc. However, a lexical comparative study conducted by Kinda Al-Fityani and 
Carol Padden on four ArSLs shows that they manifest certain features of 
difference and therefore cannot be considered as just dialects of each other [11, 
12]. This study has examined Jordanian Sign Language (LIU), Kuwaiti Sign 
Language (KSL), Libyan Sign Language (LSL), and Palestinian Sign Language 
(PSL). 

Arabic Sign Languages are still in development and documentation processes. 
Indeed, the documentation process began in 1972 with the Egyptian dictionary 
published by the Egyptian Association for Deaf and Hearing Impaired [13]. Then, 
many attempts have been made in other Arab countries by trying to standardize 
and spread signs among members of their local deaf communities. In 1986, the 
Arabic sign alphabet (see fig 1) has been created and published around all Arabic 
countries. It is now used as a part of local dictionaries in all ArSLs. Since then, 
official sign dictionaries appeared in many Arabic countries, such as Morocco (in 
1987) [14], Libya (in 1992) [15], Jordan (in 1993) [16], Tunisia (in 2007) [17], 
Kuwait (in 2007), Yemen (in 2009) [18], Sudan (in 2009) [19], Qatar (in 2010) 
[20], Palestine, UAE, and Iraq. Other countries are moving to this direction. Saudi 
Arabia is one of the Arabic countries that still have no official sign dictionary, 
but many efforts are now deployed to reach this goal. 

An attempt of unifying ArSLs has been recently initiated by the League of Arab 
States (LAS) and the Arab League Educational, Cultural and Scientific 
Organization (ALECSO) in 1999. In 2000, a first part of what they called Unified 
Arabic Sign Dictionary (UASD) was published in Tunisia [21]. Some signs of 
UASD have been collected from local dictionaries in different Arab countries, 
while others are newly proposed and voted by deaf. This part contains more than 
1600 words classified in categories: family, home, food, etc. A second part of the 
UASD appeared in 2006 with more signs and better items organization [22]. It 
was a result of strong collaboration between the LAS, the Arab Union for Deaf 
(AUD), and the ALECSO with support of the Arab deaf. In 2007, a DVD version 
with video-clips of signs of the two parts appeared [23]. 

    

Fig. 1 Arabic Sign Alphabet (left) and Arabic Sign Alphabet with diacritics (right) 
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Unfortunately, the development of sign dictionaries was not accompanied by 
description of a linguistic structure of the Sign Language. We are aware only of a 
few studies that appeared recently in this field discussing some linguistic 
structures. In [9], Abdel-Fattah presents a linguistic comparative study between 
ArSLs. Based on certain ArSLs (Jordanian, Palestinian, Egyptian, Kuwaiti, and 
Libyan), he introduced some basic elements of ArSLs, such as the unity and 
diversity currently found in perceptions of signs across the Arab world. Hendriks 
discusses in his PhD [24] aspects of grammar from a cross-linguistic perspective 
based on Jordanian Sign Language (LIU). From a grammatical analysis point of 
view, he gives a broader description of linguistic structures in sign language 
across Jordan, Lebanon, Syria and Palestine. He showed that these SLs have quite 
uniform grammar. The Supreme Council for Family Affairs in Qatar recently 
published a book (in Arabic) on the Rules of Qatari Unified Sign Language [20]. 
It is a very interesting reference and is the first of its kind, to the best of our 
knowledge, for documenting ArSLs. It first discusses main features of Arabic sign 
language, and then focuses on Qatari Sign Language (QSL). 

As a conclusion, ArSLs still need a lot of efforts for documentation and for 
specifying the linguistic structure. The Unified Arabic Sign Dictionary was a good 
step for documentation. However, the linguistic structure is still missing, not only 
in many individual ArSLs, but also in this new unification attempt. For SaSL, the 
situation is still not convenient despite the growing importance given officially to 
the Saudi deaf community. We hear, from time to time, about projects for 
documentation and specification in specialized centers, but there are still no 
available references that discuss neither a unified dictionary nor the linguistic 
structure.  

3   Corpus Preparations 

As evoked in the introduction, there is no available signed content in SaSL that 
can be used as a basis neither for our work nor for any kind of processing tools. In 
fact, we did find during our survey, a few sign-contents taken from religious 
conferences or lessons; but they are only available as video recordings with no 
alignment or tagging. Moreover, these contents are not in a structured form as they 
are generally oral discussions with all possible kinds of hesitations, sentence-
breaking, etc. Thus, since, there is no explicit specification of grammar rules in 
SaSL, we need to have a well-structured parallel corpus that can be used for both 
deducing some lexical/linguistic features and extracting transformational rules 
between Arabic and SaSL. 

3.1   Corpus Type 

Since, this is the first corpus prepared for SaSL, we decided to focus on a specific 
field that might be of great importance for deaf to support them in their education 
and to allow developing applications to facilitate their integration in the 
community. Based on the importance of the religion in everyone's life especially 
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in Saudi Arabia and guided by suggestions and feedback from deaf centers, the 
Islamic field is chosen to be a domain of work for our project. The choice of this 
field is driven by essential factors: 1) the fact that educational programs in Saudi 
Arabia are heavily based on religious backgrounds, 2) the importance of teaching 
and disseminating Islamic values to all segments of the community, 3) the 
potential for expansion, knowing that the lexicon and keywords of this field are 
not just common to Arabic, but they could easily be expanded to all Muslims 
around the world. 

3.2   Selection of Arabic Texts 

Five basic Islamic topics are selected and will be covered in terms of elements, 
functioning and provisions. They are Prayer, Pilgrimage, Fasting, Zakat, in 
addition to the topic of purity (cleanliness) as it is the basis for the correctness of 
much Islamic worships. These selected topics will be considered progressively to 
build our overall corpus. Here, we are focusing on the first topic “prayer”; we 
collected texts describing it in a comprehensive and sufficient manner for the deaf. 
It is worth to mention that the collected texts are not free literature texts. They 
have to be taken from authentic Islamic references and then be refined to suit deaf 
needs. So, after collecting them, they are reviewed, revised linguistically and 
 

Table 1 Extract of the selected texts 

Content (المحتوى) ID(رقم) Content (المحتوى) ID(رقم) 
 زوال هو اوقته أول

 1الصلاة تعريف 1 الشمس

 ظل صار إذا وقتها وآخر
مثله شيء آل  2الدعاء لغة الصلاة 2 

 الذي القدر إليه مضافا
عليه الشمس زالت  3 

 أقوال ذات فعلية قربة وشرعاً
 3مخصوصة وأفعال

 الشمس زوال ويعرف
قصره تناهي بعد الظل بطول  4الصلاة حكم 4 

 أول في تعجيلها والأفضل
 5 الوقت

 والسنة بالكتاب فرضت الصلاة
 5والاجماع

 فيستحب الحر شدة في إلا
بها الإبراد  6خلاف بلا مرتد فهو هاأنكر فمن 6 

العصر صلاة  7 
 ليلة بمكة الصلاة فرضت وقد

 7الهجرة قبل الإسراء

وقتان ولها  8الصلاة أوقات باب 8 

اختيار وقت  9 
 تؤدّى لا محدّدة أوقات للصلاة
 9جهاخار

 آل ظل صار إذا ويبدأ
الزوال ظل سوى مثله شيء  10الظهر صلاة 10 
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legitimately, and then simplified inline with the educational capacity of the deaf. 
An appropriate format and structure were created to ease dealing with them. To 
give a simple idea of the corpus, we show in table 1 some extracts from the 
collected texts. 

3.3   Analysis 

Different kinds of statistics and processings have been conducted on the collected 
texts. We report in the following table (table 2) the result of statistics in terms of 
number of total words, number of unique words, and frequency of each word. 
Other kinds of detailed statistics have been also conducted. 

Table 2 Number of total and unique words and their frequencies 

N. of Total Words 
 عدد الكلمات الإجمالي

N. of Unique Words 
عدد الكلمات بدون تكرار

Frequency 
لتكرارا معدل  

4500 1862 2.42 

 

It is worth to mention that texts of the corpus are being revised continuously to 
fit the educational capacity of the deaf. Words and sentences that appear difficult 
to understand by the deaf community are modified and/or simplified. So, statistics 
reported here might be slightly different (less or more) in the last version. 

4   Translations to SaSL 

Our aim in this task is to produce a highly accurate translation of the prepared 
Arabic content to SaSL. Two kinds of translations are performed: textual 
translation written as Arabic words and visual translation directly recorded from 
signers. The first part of the translation can be used to deduce some 
lexical/linguistic features and extracting transformational rules between Arabic 
and SaSL; it will be also a good contribution for building a signed content in a 
written form. The second part of the translation will serve in different purposes. It 
can be aligned with the Arabic content for a visual translation, for educational 
aims, etc. 

4.1   Textual Translation 

In this phase, we made considerable efforts to find deaf people that are able to 
read and write Arabic texts, even in simple structure, to work with them directly. 
However, it appeared difficult to find the required competencies due to the weak 
level of education for deaf people in the kingdom. It was necessary to deal with 
interpreters specialized in Saudi Sign Language from hearing people to help deaf 
understand some of our texts. So, we formed working groups of deaf (focus 
groups), each consisting of at least four people and supervised by an official SaSL 
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interpreter. Deaf and interpreters have been chosen from different clubs and 
associations to obtain qualified people and to guarantee the recognition from all 
the deaf community. We asked each group to write the best translation, they agree 
on, aside of each sentence by the help of the interpreter. Each group is working on 
specific texts. Groups have been working in parallel to accelerate the translation 
process. The following table (table 3) shows an extract. 

Table 3 Example of the textual translation 

ID 
  الجملة العربية

( Arabic  Sentence)  
  الجملة الإشارية

 (Signed Sentence)  
 صلاة+ آتاب  آتاب الصلاة 1
 الصلاة) + تعريف + تعريف ( تعريف الصلاة 2
 الدعاء+ لغة + الصلاة  الصلاة لغة الدعاء 3

وشرعاً قربة فعلية ذات أقوال  4
 وأفعال مخصوصة

+ قوال أ) + قربة + قربة + ( شرعًا 
 مخصوصه+ رآوع + صلاة + أفعال 

 الصلاة+ حكم  حكم الصلاة 5

الصلاة فرض بالكتاب والسنة  6
 والاجماع

+ الكتاب + (فرض + لصلاة ا
+ الاجماع ) + (السنة+ السنة )+ (الكتاب

)الاجماع+ الاجماع 

فمن أنكر ذلك فهو مرتد عن دين  7
 الإسلام بلا خلاف

شيخ + فاضي + عن + اسلام + دين 
لا+ اختلاف + علماء + 

8 
وقد فرضت الصلاة بمكة ليلة 

 الإسراء قبل الهجرة
+ ليل + قبل + المدينة + الى + مكه 
 خمس+ صلاة + فرض + الاسراء 

 وقت+ صلاة + باب  باب أوقات الصلاة 9

للصلاة أوقات محدّدة لا تؤدّى  10
 خارجها، وهي

اذان + حد + صلاة + وقت + حدود 
 لا+ بعد + اقامة + حد + لا  +قبل + 

 ظهر+ صلاة  صلاة الظهر 11

 أول وقتها هو زوال الشمس 12
+ ظهر + صلاة + أول + وقت 

شمس عاموديه

13 
وآخر وقتها إذا صار ظل آل 

شيء مثله
ظل + حرآة الشمس + ظهر+ صلاة 

اخر+ وقت + مثل+ شئ 

14 
مضافا إليه القدر الذي زالت 

 الشمس عليه
ظل + حرآة الشمس + ر ظه+ صلاة 

أضافة+ 
 

As a strategy of validation, the translation from each group is given to at least 
one of the other groups for verification. If the translation of a sentence is not 
accepted by the revising group, a meeting is set up to discuss and agree on a 
translation. Now, all the Arabic content in the corpus is translated and mutually 
revised by the working groups. 
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4.2   Visual Translation 

Difficulties in this phase are due to the fact that some religious terms do not have 
specific signs (unknown for deaf), because they might not be used in their daily 
life. Some other religious terms may also have different signs. To handle these 
problems, our working groups coordinate with other specialized clubs to see if 
these terms are known somewhere. The available signed religious contents, we 
evoked before, may also be searched for a possible occurrence. Finally, they 
suggest and vote for appropriate signs. After selecting and fixing signs for the 
religious terminology in the corpus, we focused on the recording of our textual 
translation to produce a visual translation. The same groups that worked on the 
textual translation are also performing its visual translation. 

Note that, the necessary technical standards for the production of high quality 
videos have been taken in consideration to produce an accurate and clear signs. 
Visual translation of the Arabic content is already done for all texts. We are just 
performing a phase of verification and validation to ensure that all the video-clips 
of the sentences are good and well recorded; also that signs are homogeneous over 
all the content (e.g. if the same words have the same signs in different groups). 
Any translation that has some anomalies is completely deleted and recorded again. 
The following figures shows extracted parts of some signs form their video-clips. 

 

 

Fig. 2 The sign “prayer” (left side), the sign “mind” (right side) 

 

Fig. 3 The sign “Islam” (left side), the sign “faith” (right side) 
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5   Alignment of the Visual and Textual Translations: 
Segmentation 

It is very important to have an aligned version of the translations, in which we can 
easily locate the sign and its caption in the video-clip of the sentence. This has 
many advantages in several situations and will be useful, particularly to train 
statistical model for machine translation. To realize this objective, we looked for 
available computer-tools that can be used for video segmentation. We selected an 
appropriate one (Aegisub [25]) and we are using it now for the subtitling. The 
Aegisub Project is a community-driven effort to write the BSDL licensed cross-
platform subtitle editor Aegisub. 

The alignment phase is almost finished, but the content is continuously updated 
when a video recording is replaced and/or corrected as indicated in the previous 
section. The following figures display extracted parts of some signs with their 
subtitles taken from the corresponding video-clips. 

 

 

Fig. 4 Alignment of the sign “prayer” (only a part of the sign is visible in the window) 

 
Fig. 5 Alignment of the sign “mind” (only a part of the sign is visible in the window) 
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6   Conclusions 

In this paper, we presented the first part of our ongoing bilingual parallel corpus of 
Arabic texts and their translations into Saudi Sign Language; it is developed as 
part of a national project for translation from Arabic to Saudi Sign Language. 
Texts of this corpus are chosen from the Islamic religion field to help deaf 
Muslims (not only in Saudi Arabia but also in all Arabic and Islamic countries) 
improve their knowledge and become well religiously educated. They are revised 
linguistically and legitimately, and then organized in an appropriate format to ease 
dealing with them. Next, both textual and visual translations of these contents are 
performed as accurately as possible. New signs were proposed for unknown 
religious terms by choosing and/or voting among deaf community. Visual and 
textual translations are being aligned by segmenting the video clips to indicate 
borders of signs individually. This will allow to easily locate a sign and its caption 
in the video-clip of the sentence. 

This bilingual parallel corpus is the first of its kind developed for Arabic Sign 
Languages. It will be very helpful for both studying the linguistic structure of 
SaSL and developing ICT applications for deaf. For the linguistic side, some 
lexical and/or linguistic features as well as transformational rules between Arabic 
and SaSL can be deduced and extracted from this corpus. For the ICT side, this 
corpus can be used to develop educational material for deaf and can also be used 
to build a translating machine, which may be employed for communication 
purposes in different kinds of applications. 

The bilingual parallel corpus related to the selected topic (Prayer) is almost 
ready; we are just performing a last verification and validation of the recordings 
and their corresponding translations. We start working on the other selected topics 
(Pilgrimage, Fasting, Zakat, and Purity) with the same methodology to increase 
the size of the overall corpus and to enlarge its coverage. We invite other 
researchers to contribute by adding new contents from different topics either in the 
Islamic field or in other relevant ones. 
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Software-Based Malaysian Sign Language 
Recognition* 

Farrah Wong*, G. Sainarayanan, Wan Mahani Abdullah, Ali Chekima,  
Faysal Ezwen Jupirin, and Yona Falinie Abdul Gaus 

Abstract. This work presents the development of a software-based Malaysian 
Sign Language recognition system using Hidden Markov Model. Ninety different 
gestures are used and tested in this system. Skin segmentation based on YCbCr 
colour space is implemented in the sign gesture videos to separate the face and 
hands from the background. The feature vector of sign gesture is represented by 
chain code, distance between face and hands and tilting orientation of hands. This 
work has achieved recognition rate of 72.22%. 

1   Introduction  

Sign language is a very important language used by the deaf and mute in order to 
communicate to each other and to the general public. Sign language is a language 
that eliminates the audio limitation and makes it possible for the deaf and mute to 
communicate visually. Sign language consists of unique finger patterns and hand 
gestures and sometime face gestures to represent letters or words.  

Malaysian Sign Language (MSL) is designed by the deaf naturally based on 
factors such as daily communication and lifestyle of the deaf and mute in Malay-
sia. MSL is not a spelled out of oral language or letters in gesture form. This is 
why hearing people with no knowledge in sign language had difficulties interpret-
ing the message conveyed by the sign language user. This boundary of communi-
cation between the hearing and the deaf often is eliminated with the use of a sign 
language translator (person with hearing and knowledge of MSL). To solve this 
problem, it is proposed that a software-based sign language recognition system 
takes the task of translating sign language to verbal (voice). This system will in-
volve image processing approach to track hand gesture of the sign language per-
formed.  In this write-up, the verbal (voice)  part has been excluded. 
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2   Preprocessing 

2.1   Skin Colour Space  

The first step taken is preparing a skin sample from various pictures. Skin region 
in these pictures are sampled at 10x10 pixels for each image. Two hundred sam-
ples are collected from 200 different images consisted of various skin tone at vari-
ous lighting condition. The Y, Cb and Cr component is extracted from the images. 
The luminance factor, Y will not be used to map the skin colour. From the ex-
tracted Cb and Cr component, 2D-histogram of Cb and Cr element of colour pixel 
population is plotted.  

It is observed that the skin colour distributions in both of the components are 
very close to each other and have small variances. This is a good indication be-
cause this shows that skin colour is suitable to be fitted into the Gaussian model. 
For a bivariate Gaussian distribution, the probability density function (PDF) is ex-
pressed with (1). 
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where μ is the mean of distribution and Σ is the covariance matrix. The Cb and Cr 
values are fitted in into (1). Figure 1 shows the joint Gaussian distribution of Cb 
and Cr. 

 
 
 
 
 

 
 
 
 

Fig. 1 Joint Gaussian distribution of Cb and Cr 

The value of interest in this distribution are the mean of Cb colour value, mean 
of Cr colour value and the inverted covariance matrix of Cb and Cr and these val-
ues are shown in Table 1. 

Table 1 Values of Interest 

Mean Cb 107.6624

Mean Cr 154.8190

Inverted covariance matrix 0.0162 0.0092

0.0092 0.0130
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2.2   Grabbing Frames from Video  

Video is built by frames of static image. To reduce memory and process time, only 
30 frames will be taken from the sign language video. These 30 frames are chosen 
base on the degree of motion between consecutive frames. This means that only 
the 30 largest degree of motion is considered in the video. The degree of motion is 
calculated using (2). 

                       
tt frameframemotionofree −= −1maxdeg        (2) 

where, 
tframei ,...,4,3,2=  is the vector representation of current frame, and 

1−tframe  

is the vector representation of previous frame. 

2.3   Skin Segmentation  

Skin color segmentation has been applied for various image processing applica-
tions [1,2,3,4]. The selected frames are converted to YCbCr colour space. Each 
pixel value in Cb and Cr components is fitted into equation (1) using the parame-
ter in Table 1 to produce the PDF representative in greyscale. The greyscale image 
produced is normalised to obtain better resolution. This greyscale image will be 
filtered by a low-pass filter to reduce the effect of noise. From the greyscale im-
age, the skin can be segmented by applying thresholding to the image. The pixel 
that holds a higher value than the threshold value will be declared as skin. This 
process will produce a binary image where white pixel represents skin colour. 
Figure 2(b) shows the output after thresholding.   
  

           
a) Original image            b) Skin segmentation by thresholding 

Fig. 2 Skin segmentation 

To improve the segmentation result, the ‘noise” from false detection will be 
eliminated using blob area threshold. Segmented blob with an area smaller than 
the threshold value will be eliminated.  

Another process involved to improve the segmentation result is to fill the 
“holes” in a blob with white pixel. Dilation followed by erosion is applied to con-
nect separated blob cause by shadow or motion blur. The dilation and erosion 
processes used the same structuring element to conserve the original size of seg-
mented blob. The final segmentation result shown in Figure 3. 
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2.4   Feature Vector 

After the face and hands are correctly segmented, the feature vector is calculated. 
The feature vector used is the chain code of the hand trajectory, the distance be-
tween the head and the hand and the orientation of the hands. Figure 4, 5 and 6 
shows the illustration of the feature vector respectively.  
 

 

                   

        Fig. 3 Final Segmentation Result            Fig. 4 Chain Code Direction Representation 

           

Fig. 5 Hand and Face Distance  Fig. 6 Tilting Angle or Hand Orientation 

To compute the feature vectors, center of mass or centroid of each blob (face 
and both hands) is to be obtained first. After that, each of the centroid is shifted 
with respect to three reference point correspond to the blob. This is to eliminate 
the issue of body posture and size that might affect the consistency of feature vec-
tor. 

The shifting is done by calculating the difference of the centroids in the first 
frame and the reference point. The values obtained will be the shifting vector for 
all of the centroids throughout the whole 30 frames.  

Sometimes, not all three centroids are able to be calculated. This is due to un-
der-segmented of skin and overlapping problem (hand to hand or face and hand), 
which result in less than three blobs appear in the segmented image. To overcome 
this problem, Linear Kalman Filter is applied to estimate the coordinate of the cen-
troids based on the previous coordinates.  

The centroid obtained is used to calculate the feature vectors. To obtain the 
chain code, the angle of trajectory (Figure 7) is to be calculated first. The angle of 
trajectory is calculated using (3) and (4). Equation (5) is used to obtain the chain 
code. For static case, the chain code value is defined as “13”. 
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Fig. 7 Trajectory of centroid 
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To obtain the distance between face and hands (Figure 5), the Pythagoras Theo-
rem is used as shown in (6). The distance is measured in pixel. 

22=distance yx Δ+Δ                                              (6) 

The angle of the hand orientation is measured in the range of -90° to 90° from the 
horizontal axis. The angle is determined by enclosing the blob in an ellipse. The 
angle between the major axis of the ellipse and the horizontal axis gives the hand 
tilting angle, representing the orientation of the hand. The orientation values range 
from 1 to 19, represent the angle -90° to 90° at the scale of 10°. 

3   Recognition 

3.1   Training  

HMM [5,6] is used to perform recognition of sign language gestures. A compact 
notation for HMM can be expressed as: 

)B,(A,= Πλ                                                      (7) 

where A is the state transition probability vector or also known as transition ma-
trix that is represented by N x N matrix. Parameter B is the probability of the  
observation tied up with specific states, which is represented by N x M matrix. 
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The parameter Π represent the initial state distribution or also known as the state 
priority at time, t=0 [7].  

The HMM training is performed towards three feature vectors, chain code, pix-
el distance between face and hand and the tilting orientation of the hand. Each of 
these vectors consists of two sets, right hand and left hand. In total, there will be 
six sets of data describing a sign gesture. These data will be trained separately, 
which means each set of data will have one HMM. The initial step to perform the 
training is to initialise the parameter.  

The transition matrix, A selected is in the form of upper triangular matrix. This 
is to prepare for a more flexible model in case of state skipping due to faster per-
formed gesture. Figure 8 visualises the transition pattern used in this project. 

 

Fig. 8 Transition Pattern Used 

The training is done with eight states, 10 states, 12 states, 14 states, 16 states, 
18 states and 20 states. All these models will be compared in terms of recognition 
rate. The probability in the transition matrix is distributed uniformly row-wise.  

In this project, 90 dynamic gestures are trained to obtain the HMM. For each 
gesture, eight set of sample (each sample six set of feature vector) are feed into the 
HMM training algorithm.  

3.2   Evaluation  

After each gesture has been trained, the models representing the gesture can be fit-
ted in the recognition stage. Recognition stage involves decoding process by 
HMM towards the test data provided. The output is the logarithmic probability 
produced by each model. For a single data with multiple models, the decision of 
recognition is based on the highest value of probability.  

However, this project involves separated data with multiple models. This 
means that each gesture will have six value of maximum logarithmic probability. 
This six values need to be combined in order to do classification based on highest 
logarithmic probability. In order to combine the logarithmic probability of each 
feature vector for the right and left hand, it is assumed that all the feature vectors 
are independent of each other. For an independent event, the probability for multi-
ple occurrences to happen is equal to the product of the probability of each event 
(Figure 9). 
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Fig. 9 Independent Event Probability 

Because the evaluation output is in log likelihood, rather than multiplying, the 
values are summed up to represent the evaluation with a single value. This is poss-
ible because of the logarithmic identity of product value shown in (8). This  
method has also been used by J. E. Higgins et al. [8] in their work with multiple 
classifiers. 

b log+a log=(a.b)log                                                   (8) 

4   Result  

After the training is completed, the models of each gesture are forwarded to the 
recognition stage as evaluation parameters. The HMM with eight states, 10 states, 
12 states, 14 states, 16 states, 18 states and 20 states are tested with 2 sets of sam-
ple (90 gestures, 2 sets). The recognition rate for each of the different states is 
shown in Figure 10. 

 

Fig. 10 Recognition Rate at Different Number of States 

From the bar graph in Figure 10, the best recognition rate achieved is 72.22%, 
with 10 states. Thus 10 states HMM will be equipped to the sign language transla-
tor algorithm. 
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5   Discussion 

5.1   Poor Skin Segmentation  

Skin segmentation is an important procedure in this system in order to calculate 
the feature vector of sign gesture. Poor skin segmentation will affect the result of 
feature vector calculation. This is because the coordinate of centroid is dependent 
on the area of blob or segmented region. When this happens, the feature vector 
calculated may not be representing the trajectory of the gesture efficiently.  

The presence of shadows brings two issues in segmentation. First, shadow that 
appears on the performer’s hands or face will cause loss of information. Shadows 
create very dark spot that may jump out of the range of the skin colour. This 
sometimes caused the region of interest to become smaller. The worst case is the 
segmented skin may be eliminated because of the defined area threshold. Figure 
11 below shows an example of this situation. 

Skin-like background colour is an element that should be avoided when captur-
ing videos of sign gesture. If this element is present in the video, the segmentation 
algorithm will declare this as a false segmentation and skip to the next frame. 
Skipping the frame causes loss of data, and may lead to false recognition. Yellow, 
brown and red are the common colours that cause this sort of problem. Figure 12 
shows the example of this problem. 
 

     

Fig. 11 Loss Segmentation Due to Shadow     Fig. 12 False Segmentation for Pink Colour 

Frame rate for a video is defined as the number of frames taken in one second. 
Frame rate limitation means that when a performer executes a sign too fast, the 
image in the frame will be blurred at the movement region. This is because the 
frame rate is not high enough to cope with the fast movement. This contributes 
problem to the skin segmentation algorithm. This blurred image usually will cause 
loss of information due to the segmented blob is too small, result in elimination by 
the blob area threshold (Figure 13). 

5.2   Poor Centroid Estimation (Linear Kalman Filter)  

The Linear Kalman Filter is triggered when overlapping occurs or when both or 
either one of the hands has failed to be segmented. Kalman filter estimates the 
centroid based on the previous centroid and its trajectory direction. However, it is 
observed that, in some cases, the estimated centroid does not represent the location 
of the hands. Figure 14 shows the example of this problem. 
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   Fig. 13 Fast Motion Not Segmented       Fig. 14 Error in Linear Kalman Filter 

This happens as the hands are still overlapping and moving down, the Kalman 
filter estimated that the centroids will still continue moving upwards, since the 
previous centroid mostly are moving upwards. Sign gestures that involve hand 
motion while overlapping also faced the same problem.  

5.3   Feature Vector Issue  

The sign language translator algorithm does not consider the finger pattern of the 
sign language performer. Thus, for some gesture with similar motion and position, 
false recognition will easily occur. Shown in Figure 15 are examples of gesture 
that has similar motion trajectory and hand position. These three gestures involve 
moving the right hand up to the level of the head (no overlapping) and shake it 
back and forward. The only different is the hand pattern. 

   

Fig. 15 From left to right, bagus, nakal and pensyarah 

6   Conclusion 

In this project, 90 different Malaysian Sign Language gestures are intended to be 
recognised using HMM approach. The feature vector is based on the chain code, 
distance between face and hand and hand tilting orientation. Thirty frames are se-
lected from the video. The HMM is built based on 10 states model. For each ges-
ture, eight videos are used to train the model. For testing, two sets of video are 
used. The recognition rate achieve in this project is 72.22%, that is 130 out of 180 
is recognised correctly. 
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An Algorithm for Headline and Column 
Separation in Bangla Documents* 

Farjana Yeasmin Omee, Md. Shiam Shabbir Himel, and Md. Abu Naser Bikas 

Abstract. With the progression of digitization it is very necessary to archive the 
Bangla newspaper as well as other Bangla documents. The first step of reading 
Bangla Newspaper is to detect headlines and column from multi column 
newspaper. But there is no such algorithm developed so far in Bangla OCR that 
can fully read Bangla Newspaper. In this paper we present an algorithmic 
approach for multi column & headline detection from Bangla newspaper as well 
as Bangla magazine. It can separate headlines from news and also can detect 
columns from multi column. This algorithm works based on empty space between 
headline- columns, column-column. 

1   Introduction 

OCR means Optical Character Recognition, which is the mechanical or electronic 
transformation of scanned images of handwritten, typewritten or printed text into 
machine-encoded text [1]. It is widely used for converting books and documents 
into electronic files, to computerize a record-keeping system in an office or to 
publish the text on a website. OCR has emerged a major research field for its 
usefulness since 1950. All over the world there are many widely spoken languages 
like English, Chinese, Arabic, Japanese, and Bangla etc. Bangla is ranked 5th as 
speaking language in the world [1]. With the digitization of every field, it is now 
necessary to digitized huge volume of old Bangla newspaper by using an efficient 
Bangla OCR. To do so, good page layout analyzer is necessary which is an 
important step for document analysis in advance OCR system. This step partition 
or separate several text block which can be used as input on basic OCR module. 
Moreover text block also contain several text format as headline, image, two or 
three column style. In this paper, we described an algorithmic process for 
separating headline from news block and column from column. The remainder of 
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the paper is organized as follow: In section 2 we discuss about the related works 
of page layout analysis as well as Bangla OCR. Section 3 describes the basic steps 
of Bangla OCR. The preprocessing step of basic bangle OCR needs attention 
because page layout analysis is one of the steps of it. So we point out common 
steps of The Preprocessing in section 4. Next in section 5 we described the page 
layout analysis with its importance in Bangla OCR. Our proposed algorithm 
describes in section 6. In section 7 we provided pseudo code of our algorithm. 
Section 8 contains our implementation. We calculate our performance in section 9. 
Limitations of our algorithm describes in section 10. We conclude our paper in 
section 11. 

2   Related Work 

On page layout section in Bangla OCR there are many works has been done. But 
none of them is error free [1]. Some existing text region separation technique is 
described in [2]. There is also a technique described in [2] for Bangla and for other 
multilingual Indian scripts. An algorithmic approach is described in [3] with its 
limitation. An open source based Bangla OCR has been launched by Md. Abul 
Hasnat and et al. [4]. The Center for Research on Bangla Language Processing 
(CRBLP) released Bangla OCR – the first open source OCR software for Bangla – 
in 2007 [5]. Bangla OCR is a complete OCR framework, and has a high 
recognition rate (in limited domains) but it also have many limitations. Another 
approach described in [6] for Bangla OCR. The open Source OCR landscape got 
dramatically better recently when Google released the Tesseract OCR engine as 
open source software. Tesseract is considered one of the most accurate free 
software OCR engines currently available. Currently research & development of 
OCR lay upon the Tesseract. Tesseract is a powerful OCR engine which can 
reduce steps like feature extraction and classifiers. The Tesseract OCR engine was 
one of the top 3 engines in the 1995 UNLV Accuracy Test. Between 1995 and 
2006 however, there was very little activity in Tesseract, until it was open-sourced 
by HP and UNLV in 2005; it was again re-released to the open source community 
in August of 2006 by Google. A complete overview of Tesseract OCR engine can 
be found in [7] and a complete workflow for developing Bangla OCR is described 
in [1]. 

3   Basic Steps of Bangla OCR 

For different languages the development procedure of an OCR can be different but 
the most basic steps of an Bangla OCR has the following particular processing 
steps[8] which also described in figure 1. 

• Scanning. 
• Preprocessing. 
• Feature extraction or pattern recognition. 
• Recognition using one or more classifier. 
• Contextual verification or post processing 
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Fig. 1 Basic Steps of an OCR 

4   Preprocessing 

After scanning a document pre processing consists of a number of preliminary 
processing steps to make the raw data usable for the recognizer. The typical pre 
processing steps included the following process: 

• Binarization 
• Noise Detection & Reduction 
• Skew detection & correction 
• Page layout analysis 
• Segmentation 

5   Page Layout Analysis 

Page Layout analysis is the most import part of pre processing and also the 
processing steps of OCR development. The overall goal of layout analysis is to 
take the raw input image and divide it into non-text regions and “text lines”–sub 
images of the original page image that each contains a linear arrangement of 
symbols in the target language. Some popular page layout algorithms are: RLSA 
[8], RAST [9] etc. An algorithmic approach is described in [3] with its limitation. 
Still this section is developing and thus become a major research field. Using page 
layout analysis in OCR helps to recognize text from newspaper, magazine, 
documents etc. None of these algorithms can be directly used for the Bangla OCR 
to detect the headline and multi column of Bangla newspaper. So we proposed an 
algorithm to detect headline and multi column and successfully implemented the 
algorithm on our ongoing Bangla OCR project. 

6   Our Proposed Algorithm 

The algorithm presented in this paper takes advantage of the “Matra” which is a 
distinctive feature of the Bangla Script. This algorithm presents a top-down 
approach by initially considering the complete document and trying to recursively 
extract text blocks from it. The processing steps of our proposed algorithm 
describe below: 
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• Step 1: First we load a noise eliminated binarized image. 
• Step 2: Then we set a Fixed Space Width which means the minimum space 

between headlines and news body and Fixed Space Height which means the 
minimum space between columns. We get these two values from checking 
many different types of papers & magazines. 

• Step 3: At first Space Width set as 0 and starting point is (0, 0).From starting 
point we check the pixel vertically and find the white line. If we find white line 
then we increase Space Width. At the point (x, y) where Space Width is greater 
than Fixed Space Width we cut the image in a rectangular shape from (x, y) to 
starting point. Then we save this image as a sub image and set starting point as 
(x, y). If we find a line which is not fully white then we set Space Width to 0 
and continue this process for whole image. 

• Step 4: If number of sub images from step 3 is greater than 1, we will consider 
the first sub image as headline image and other sub images as input for step 5. 

• Step 5: We load each sub images for checking the pixel horizontally. To do so, 
set Space Height as 0 and starting point (0, 0). If we find the white line, we 
increase Space Height. At the point (x1, y1) where Space Height is greater than 
Fixed Space Height, we cut the image in a rectangular shape from stating point 
to (x1, y1). After that we save this image as a final child image and set starting 
point as (x1, y1). If we find a line which is not fully white, we set Space Height 
as 0 and continue this process for whole image. 

After completing the above steps we find some sub images which consist of 
separated columns or headlines. 

7   Pseudo Code of Our Algorithm 

The pseudo code of our implemented algorithm describes below: 

1. Load a noise eliminated Binarize image 
//set the width and height fixed from observing various newspaper 
2. Set FixedSpaceWidth and FixedSpaceHeight 
3. Set TotalSubImageNumber = 0 
4. Set XSize = InputImage.height 
5. Set YSize = InputImage.width 
6. Set FixedSpace = FixedSpaceWidth 
7. Set Space = 0 
8. for each i from 0 to XSize do 
 sum = 0 
 for each j from 0 to YSize do 
  //Check all the pixels 
  if pixel is black then 
   sum = sum + 10 
   if pixel is white then 
    sum = sum + 0 
 end for 
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 if sum == 0 then 
  //calculate space value using white line values 
  SpaceValue = CurrentWhiteLineValue – PreWhiteLineValue 
  if SpaceValue == 1 then 
   Space++ 
   if Space > FixedSpace then 
    //cut the image in rectangular shape 
    Cut the image from point (0, y) to point (0,i) 
    Save rectangular images as SubImage 
    TotalSubImageNumber++ 
    y = i 
    Space = 0 
   end if 
  end if 
 end if 
   end for  
9. for each k from 0 to TotalSubImageNumber 
 Load the sub image 
 if TotalSubImageNumber > 1 && k == 0 
  //First sub image saved as headline image 
  HeadlineImage = SubImage[0] 
 else 
  Set XSize = SubImage[k].width 
  Set YSize = SubImage[k].height 
  Set FixedSpace = FixedSpaceHight 
  Set Space = 0 
  Repeat Step 8 
 end if 
   end for 

8   Our Implementation 

For using our algorithm and to test it we scanned news papers in a Flat bed 
scanner and use the following algorithm for creating noise eliminated binarized 
input image of our proposed algorithm:  

• Binarization – Otsu Algorithm[10] 
• Noise detection & elimination- Median filter [11][12] 
• Skew detection & correction – Radon transform [13] 

We have implemented our proposed algorithm described in the previous sections. 
This section encloses the implementation of our algorithm. We have used C++ for 
coding and integrated OPENCV library [14] which is for image manipulation. 
This section also encloses test cases going through by our application. 

Figure 2 shows a sample inputs image of Bangla newspaper that we tested 
through our application. Figure 3 shows the main screen of our application. 
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Fig. 2 Newspaper cutting (original image)               Fig. 3 Main Screen of our application 

Then we eliminate the noises of the input image. 
 

 
Figure 4 shows the eliminated 
noise output in our application 
that will later go through our 
algorithm to detect the headline 
and columns.  

 

 

       Fig. 4 Output after Noise Elimination 

Then after processing the noise eliminated image based on our algorithm we 
get the headline like the below images respectively where Figure 5 shows the 
detected output Headline and  Figure 6 shows the detected Headline in our 
application. 

 
 

Fig. 5 Output of Headline detection 
 

 

 

 
            Fig. 6 Our Application State after Headline Detection 
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The detected columns from the input image looks like Figure 7, Figure 9 and 

Figure 11. And Figure 8, 10, 12 are for the screenshot of each detected columns in 
our application respectively. 

 

 
 

 
 

 

 

 

 
Fig. 7 1st column of the image               Fig. 8 Application State after 1st column detection 

 

 
 

 

 

 

  

Fig. 9 2nd column of the image           Fig. 10 Application State after 2nd Column Detection 

 
 
 
 
 
 
 
 
 

 

 

Fig. 11 3rd column of the image          Fig. 12 Application State after 3rd column Detection 
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9   Performance Analysis 

We have tested this algorithm with some of the major daily newspapers of 
Bangladesh and our algorithm works well in maximum cases. We have tested our 
proposed algorithm with the daily “Prothom Alo” and the daily “Jugantor” which 
two are the most popular Bangla newspaper in Bangladesh. We have tested our 
proposed algorithm for 47 test cases and in almost 33 cases we got desired output. 
So the performance of our proposed algorithm has an accuracy of approximately 
70.2%. The ratio of recognition can be improved if we train the tesseract with 
recent Bangla fonts. 

10   Limitations and Future Work 

In most of the cases in Bangla newspaper our algorithm works without any 
problem. But our implemented algorithm will not work if there are any image 
exists in a page layout of scanned newspaper. Our proposed algorithm is not based 
on the dynamic pixel space between column-column and headline-column. We are 
currently working to solve these limitations. We are devising some modules that 
can separate image from text and dynamically allocate space size using machine 
learning approach. Also we are working to train our tesseract engine with some 
popular Bangla fonts. 

11   Conclusion 

In this paper we present an algorithm to detect headline and multi column from 
Bangla Newspaper. Here we present the status of an ongoing project on page 
layout analysis of Bangla documents. Though this algorithm has some limitations 
in terms of contain images inside the newspaper which our algorithm currently 
cannot detect but we think this proposed algorithm will shed some light in the 
progress of the development of the Bangla OCR.  
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A Probabilistic Model for Sign Language 
Translation Memory* 

Achraf Othman and Mohamed Jemni 

Abstract. In this paper, we present an approach for building translation memory 
for American Sign Language (ASL) from parallel corpora between English and 
ASL, by identifying new alignment combinations of words from existing texts. 
Our primary contribution is the application of several models of alignments  
for Sign Language. The model represents probabilistic relationships between 
properties of words, and relates them to learned underlying causes of structural 
variability within the domain. We developed a statistical machine translation 
based on generated translation memory. The model was evaluated on a big parallel 
corpus containing more than 800 millions of words. IBM Models have been 
applied to align Sign Language Corpora then we have run experimentation on a 
big collection of paired data between English and American Sign Language. The 
result is useful to build a Statistical Machine Language or any related field.  

Keywords: Sign Language, Translation Memory, Probabilistic Model. 

1 Introduction 

Nowadays, many researches are focused on translating written texts to Sign 
Languages [1,2]. There exist several kinds of machine translation: Rule-based, 
Example-based and Statistical. For Statistical Machine Translation for Sign 
Language [3], it requires parallel corpora between two languages toward 
collecting data and statistics of words. These statistics are useful to build 
automatically a translation memory for machine translation that will be able to 
translation any new input. In this paper, we present a probabilistic approach to 
build a translation memory for Statistical Machine Translation between English 
and American Sign Language Gloss. Glosses are a written form of Sign Language. 
The originality of this is the application of notions of probabilistic alignment 
model to a language that is not based to grammatical rules. In section 2, we 
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present steps for collecting and computing statistics from existing data. In section 
3, we describe the generation process of translation memory. We finish with 
experimentation and a conclusion. 

2 Word-Based Translation Memory 

In this section, we design a translation memory based on lexical content from 
parallel corpora. This step requires a dictionary which for each source word (in 
English) we have a corresponding word in American Sign Language. 

2.1   Lexical Translation for ASL Translation Memory 

If we take an input word in English (source), for example ‘your’, we found 
multiple translation in ASL like ‘X-YOUR’, ‘DESC-YOUR’ and others words that can 
be a possible translation (multiple targets). Here, the most appropriate translation 
of ‘your’ is ‘X-YOUR’ in affirmative sentence and ‘DESC-YOUR’ if ‘your’ means a 
possession. For this reason, if we have a large numbers of words in a collection, 
we need to collect statistics of possible translation for each word. Next, we 
describe our approach to collect data and extract statistics. 

2.2   Collecting Data and Extracting Statistics 

The notion of Statistical Machine Translation involves using statistics extracted 
from words and texts [4]. What kind of statistics we need to translation a word? 
Assuming we have a large corpus of data collection in English paired with a data 
collection in American Sign Language (ASL), where each sentence in English 
possess a translation in ASL, we can count how many times has been translated 
the word 'your' in 'YOUR', 'X-YOU' or 'DESC-YOUR'. For example, in a test corpus, 
the possible outcomes of translation of the word 'your', knowing that the number 
of occurrences of the original word in English is 10 000 times, is the term ' X-
YOUR' for 8000 times and the term ' DESC-YOUR' 1600 times and 400 other words 
that do not correspond to the word 'your '.  

2.3   Estimating Probability Distribution 

If we want to estimate or calculate the probability distribution of lexical 
translation based on statistics collected corpus [5] of parallel English-ASL, we 
need to answer the following question: What is the most likely translation of the 
word 'your' in ASL? We define the problem as: : ( )f fP e P e→ . Given a word f , 

we have the probability for each possible translation e . This function returns a big 
value if e  is a possible translation, else a small value where e  is rarely used. In 
case of zero, we don’t have any possible translation of f . This function must 

approve two properties: ( ) 1
fe

P e =  and : 0 ( ) 1
f

e P e∀ ≤ ≤ . To calculate the 
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probability distribution of a word f , it suffices to determine the number of 

occurrences of this word in the corpus in English and calculate the occurrence of 
these possible translations in the corpus in ASL. Then, we calculate the ration for 

each output e . We have ( ) 0.8
f

P e =  if the output word is ‘X-YOU’ and 

( ) 0.16
f

P e =  if the output is ‘DESC-YOUR’ and 0.04 else. To choose the 

appropriate target word, we take to most important value. This kind of estimation 
is called 'Maximum Likelihood Estimate' that maximizes the similarity between 
data, in our case, between words [6,7]. 

2.4   Alignment 

From the probability distributions already calculated previously for lexical 
translations, we can set up the first translation memory based statistics that uses 
only the lexical translations. In the following table, we show the probability 
distributions of four English words in American Sign Language. We denote the 
probability to translate a word f  in a word e  in ASL with a conditional 

probability function ( | )t e f . Table 1 contains lexical translation probability of 

four words and Figure 1 shows the alignment diagram. 

Table 1 Lexical translation of four words  

your car is  blue 
e t(e|f) e t(e|f) e t(e|f) e t(e|f) 

DESC-YOUR 0.90 CAR 0.68 BE 0.80 CL :BLUE 0.51 
X-YOUR 0.10 VEHICLE 0.21 DESC-BE 0.20 DESC-

BLUE 
0.43 

  MOTOR 0.11   #BLUE 0.06 
 
 

 

(a)  

 
 

 

(b)  

Fig. 1 (a) Alignment diagram of 'your car is blue' to ‘DESC-YOUR   CAR   BE   CL:BLUE’ 
(b) Alignment diagram of  ‘PRO-1ST  X-YOU  LOVE’ 

 

The alignment between a source sentence f  into a target sentence e  is 

formalized by the alignment function a . This feature allows us to map the 
positions of words of f  with the positions of words e . In the previous example, 
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we have :{1 1; 2 2;3 3; 4 4}a → → → → . To generalize, the alignment function is 

defined as :{ }a j i→ . This is a simple alignment between two sentences having 

the same number of words and the same positions of words with its translation.  
Generally, the words which correspond do not have the same positions ranging 
from a source to a sentence target phrase in Figure 1(b). Alignment function will 
be :{1 1; 2 3; 2}a → → → . Also, number of words in English is not the same in 

ASL (figure 3). Another case is a word in f  does not have a translation in e  
(figure 4). Also, we can have a word in e  that does not correspond to a word in 
f  (figure 5). In this diagram, the target word 'HUH' does not match a word in the 

source sentence f . It is replaced by a NULL token.  

 

(a)  (b)  

Fig. 2 (a) Alignment diagram of ‘X-YOU  DONT  LIKE  CANDY  HUH  ?’ (b) Alignment 
diagram of ‘DEAF  X-YOU ?’ 

 

Fig. 3 Alignment Diagram of 'what is your teacher’s name ?' to ‘DESC-YOUR TEACHER NAME 

‘HUH’ ?’ en ASL 

In this section, we presented the different possibilities of correspondence that 
can be found when translating a source sentence f into a target sentence e. The 
different models of possible alignment were formalized by a function that takes 
into account the deletion, addition and change of order in the translation. Given a 
parallel corpus English-ASL, how can determine the alignment between a source 
sentence and target sentence to generate a dictionary? This can be done by 
implementing the learning algorithms proposed by IBM Models. These models are 
called alignments IBM Model which are based on the probability of lexical 
translations using the alignment function a . 
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2.5   IBM1 Alignment Model for American Sign Language 

Armed with an alignment function and lexical probability distributions, IBM 
Model 1 is used to calculate the probability of translating a sentence f  into a 

sentence e . This probability is defined as ( | )P e f . We define the probability to 

translation an English sentence ( )1 2
, , ...,

f
l

f f f  to an ASL sentence 

( )1 2
, , ...,

e
l

e e e with an alignment function a  as 

( )
( ) ( )( )

1

, | |
1

e

e

l

j a jl

i
f

P e a f t e f
l

ε

=

=
+

∏ . The probability of translation is 

calculated from the product of all probabilities of each word lexical je for j from 

1 to
e

l . At the quotient we added 1 to reflect the NULL TOKEN. So, we have 

( )1 e
l

f
l +

 
possible alignments to map ( )1

f
l +  words from f  with all words 

in e . ε  is a normalization constant of ( ), |P e a f that ensure 

( )
,

, | 1
e a

P e a f = . Applying this formula to the previous table, we have: 

4
( , | ) 0.9 0.68 0.8 0.51 0.2497

5
P e a f

ε
ε= × × × × = .

 

3 Machine Learning for Lexical Translation 

We introduced a model for translating an English sentence to ASL sentence base 
on distribution probability of lexical translations that are calculated in advance. In 
this section, we present methods for learning these distributions from a parallel 
corpus. We use the Expectation Maximization algorithm abbreviated as EM. This 
algorithm allows finding the maximum likelihood model parameters when we 
have a problem of incomplete data. Our goal is to estimate for each input word f  

from a big collection of data, what are the possible translations from existing data 
without using a dictionary. We are facing an incomplete data problem which is the 
alignment model. 

3.1   Estimation-Maximization Likelihood Algorithm (EM) 

The EM algorithm is directed to the problems of incomplete data. This is an EM-
iterative method of learning works as follows: 

i. Initialize the model with a uniform probability distribution. 
ii. Apply the model to existing data (Estimation step). 

iii. Learn the model from the data (Maximization step). 
iv. Iterate steps 2 and 3 until convergence (usually around 1).   
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3.2   EM for IBM 1 Model 

Starting from the previous example where we calculated the probability  
of translation based on the probability of lexical translations and adding the  

chain rule function, we have: ( ) ( , | )
| ,

( | )

P e a f
P a e f

P e f
=  (I)  

and ( | ) ( , | )
a

P e f P e a f= . So, we have (II): 

( )
( )

( )
( )( )

(1) ( ) 11 1

( | ) ... | |
1 1

f f fe e

e e

e

l l ll l

j a j j il l
a a l ij j

f f

P e f t e f t e f
l l

ε ε
== =

= =
+ +

  ∏ ∏  

From (I) and (II), we conclude: 
( )( )

1
0

|
( | , )

( | )

e

f

l
j a j

l
j j ii

t e f
P a e f

t e f=
=

= ∏


. 

For the quotient
( )1 el

f
l

ε

+
, we suppose that is equal to 1 if f el l≈  to reduce the 

complexity of the algorithm. For the maximization step, we compute the possible 
translations from alignment probabilities. In this context, we define a function c  
applied to a pair of sentences ( , )e f  as follow:  

( )

1

( | ; , ) ( | , ) ( , ) ( , )
e

l

j a ja
j

c e f e f P a e f e e f fδ δ
=

=  . 

Kronecker delta function ( , )x yδ  is equal to if x y=  else zero. We have: 

 ( )

( )

1 0
0

( | )
( | ; , ) ( , ) ( , )

( | )

fe

f

ll
j a j

j a il
j i

j ii

t e f
c e f e f e e f f

t e f
δ δ

= =
=

=  


 

3.3   EM for IBM 2 Model 

IBM Model 2 is characterized by an alignment function that supports changing the 
order of a word in the source sentence to a word in the target sentence. The first 
step is to compute the probability distribution of translation t. The second step is 
to align target words according to the lexical translation. Starting from previous 
function of translation probability and alignment function we have: 

( )

1

( , | ) ( | ) ( ( ) | , , )
e

l

j a j e f

j

P e a f t e f a a j j l lε
=

= ∏ . So, ( | )P e f  become: 

( )

(1) 0 ( ) 0 1

( | ) ... ( | ) ( ( ) | , , )
f f e

e

l l l

j a j e f

a a l j

P e f t e f a a j j l lε
= = =

=   ∏ . IBM2 Model Algorithm is 

similar to IBM1 Model Algorithm. In addition to initializing initially by a uniform 
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distribution, they are initialized by the resulting values of the first phase of 
learning. Then, we iterate until convergence. 

3.4   EM for IBM 3 Model 

Until now, we did not model the number of words resulting from the translation 
for each input word. Generally, every word in English is translated as one word in 
ASL, but you can find cases where a word in English is translated into two words 
at a time as the symbol '?' Can be translated as 'HUH ?', and even if we delete a 
word in the source sentence. This concept is modeled using ( | )n f∅ . For each 
word in English f, the probability distribution indicates how many words will be 
translated 1, 2,  ....∅ = The model must also ensure the removal of an input word 
when ∅ = 0. In addition, we can add a token to represent NULL. IBM3 Model 
illustrates four steps as shown in this example: 

 

 
Fig. 4 Different steps in IBM3 Model 

In this model, we improve the quality of alignment models. We support 
changing words order, removing and adding new other word in the target 
sentence. 

4 Experimentations and Evaluation 

In the experimentation, we applied this algorithm to a big parallel corpora [4] 
having more than 800 millions words in English. The result has been integrated in 
a Statistical Machine Translation aiming to translate an English text to American 
Sign Language Gloss [3].  
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5 Conclusion and Discussion 

In this paper, we presented a probabilistic model for building translation memory 
between English and American Sign Language Gloss. It is based on Maximum 
Likelihood Estimation algorithm. The results can be used to build Statistical 
Machine Translation between written English text and ASL. As a future work, we 
are planning to add more features about Sign Language as mentioned in [8,9]. 
Many applications have been developed using these results like ASL-SMT [10] 
and others [11, 12]. 
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Selective Parameters Based Image Denoising 
Method* 

Mantosh Biswas and Hari Om 

Abstract. In this paper, we propose a Selective Parameters based Image 
Denoising method that uses a shrinkage parameter for each coefficient in the 
subband at the corresponding decomposition level. Image decomposition is done 
using the wavelet transform. VisuShrink, SureShrink, and BayesShrink define 
good thresholds for removing the noise from an image. SureShrink and 
BayesShrink denoising methods depend on subband to evaluate the threshold 
value whereas the VisuShrink is a global thresholding method. These methods 
remove too many coefficients and do not provide good visual quality of the image. 
Our proposed method not only keeps more noiseless coefficients but also modifies 
the noisy coefficients using the threshold value. We experimentally show that our 
method provides better performance in terms of objective and subjective criteria 
i.e. visual quality of image than the VisuShrink, SureShrink, and BayesShrink. 

Keywords: Image denoising, Wavelet coefficient, Thresholding, Peak-Signal-to-
Noise Ratio (PSNR). 

1   Introduction 

Image denoising has been one of the important research activities among the 
researcher working in the image processing area. Its main goal is to remove the 
additive noise while retaining the maximum important image characteristics. 
Degradation of an image by noise during its acquisition, processing, preservation, 
and transmission is unavoidable. This noise affects different processing tasks of 
the image such as edge detection, segmentation, feature extraction, and texture 
analysis. In order to analyze an image in a better way, it is reasonable to remove 
noise from the image and keep the information about its edge and texture [1-2]. 
Image denoising can also be achieved using the non-wavelet based technique such 
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as Weiner filter. However, the non-wavelet based techniques tend to blur the sharp 
edges, destroy lines and others fine image details. Thus, these techniques fail to 
produce satisfactory results for a broad range of low contrast images and also are 
computationally expensive. To overcome these problems, the researchers use the 
wavelet based techniques such as VisuShrink [3-4], SureShrink [5-6], and 
BayesShrink [7-8]. These techniques have superior performance due to good 
energy compaction, sparsity and multiresolution structures. The wavelet 
transforms convert an image into wavelet coefficients in which the small and large 
coefficients, respectively, occur due to the noise and important signal features 
such as edges. Mathematically, the filter description using the additive white 
Gaussian noise (AWGN) via thresholding wavelet coefficients was developed by 
Donoho and Johnstone [3-6]. One of their important approaches is VisuShrink in 
which all the coefficients smaller than the Universal threshold are set to zero and 
the rest are preserved as such or shrunk by suitable threshold [3-4]. Furthermore, 
they have shown that the shrinkage approach is nearly optimal in the minimax 
sense. The VisuShrink however always produces an over-smoothed image in 
which many of the image details are lost when it is applied to natural images. This 
weakness has been overcome in the SureShrink [5-6] and BayesShrink [7] using 
subband adaptive techniques such as local parameter estimation. The SureShrink 
method is based on Stein's Unbiased Risk Estimator (SURE) [5-6]. This method is 
a combination of the Universal and SURE thresholds. Chang et. al propose 
BayesShrink method that minimizes the Bayesian risk [7]. These works have 
motivated us to develop a new threshold that can provide better results. In this 
paper, we propose a Selective Parameters based Image Denoising method in 
which the threshold value is estimated using different combinations of local 
parameters in each subband and it performs better than VisuShrink, SureShrink, 
and BayesShrink methods. The rest of the paper is organized as follows. Section 2 
discusses the related work. Section 3 explains the proposed denoising method. The 
experimental results and Conclusions are given in Section 4 and 5, respectively.  

2   Related Work 

The Weiner filtering method requires information about spectra of the noise and 
original signal. It works well only for smooth signal and Gaussian noise. The 
Wiener Filter in the Fourier Domain is given as follows:  
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where H(u, v) denotes degradation function, H*(u, v) its complex conjugate and  
Pn(u,v) and Ps(u, v) denote power spectral density of noise and non-degraded 
image, respectively.   

To overcome the weakness of the wiener filter, Donoho and Johnstone have 
proposed wavelet based image denoising method i.e. VisuShrink. The Universal 
threshold, TVisu is proportional to the standard deviation of the noise and is defined 
as [3-4]: TVisu = σ Mlog2 ; here M represents the signal size or number of 
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samples and σ2 is the noise variance. SureShrink method may be considered as a 
combination of the Universal and SURE thresholds and its threshold, TSure, is 
defined as [5-6]: TSure=min (tJ, σ Mlog2 ); here threshold value tJ is associated to 

the Jth decomposition level in the wavelet transform. In fact it is defined for each 
level and thus it is referred as level dependent thresholding in the image. 
BayesShrink method is subband-dependent which means that the thresholding is 
done at each subband in the wavelet decomposition. It is also known as 
smoothness adaptive. The Bayes threshold, TBayes, is given as [7-8]: TBayes = 

( 2σ / 2ˆ yσ ); where 2ˆ yσ is the noise free signal variance. Now we discuss our 

proposed denoising method that removes the noise significantly. 

3   Proposed Denoising Method 

The image corrupted by white Gaussian noise can be written as follows: 

Yi,j = Xi,j +  ni,j                              (1) 

where Yi,j and Xi,j, 1≤i, j ≤M, represent the corrupted image and original image, 
respectively, of size M×M each. ni,j is the independent identically distributed (i.i.d) 
zero mean additive white Gaussian Noise that is characterized by the noise level σ. 
We use W and W-1 to denote 2-D orthogonal discrete wavelet transform (DWT) 
and its inverse (IDWT), respectively [9-10].  On applying the wavelet transform 
W on the noisy image Y={Yi,j}, 1≤i, j ≤M, we get the wavelet coefficients Yw of 
the corrupted image as given below: 

Yw = W * Y                                (2) 

The wavelet transform divides the image into four partitions, called LL, HL, LH 
and HH, as shown in Fig. 1. After applying the threshold function on Yw, we get 

an image, denoted by X . The denoised estimate, denoted by X
~

, of the original 
image X is obtained by applying the inverse wavelet transform on X , i.e. 

X
~

 =
1−W  * X                             (3) 

 

 
 
 
  
 
 
 

 
Fig. 1 2D-DWT with 1-Level decomposition 

 
In our method, first parameter estimation is done then the proposed denoising 

algorithm. 

 
LL1 

 
HL1 

 
 

LH1 
 

HH1 
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3.1   Parameter’s Estimation 

This section describes computation of various parameters that are required to 
calculate the new threshold value (TNEW) required in our proposed method. This 
new threshold is adaptive to different subband characteristics of the decomposition 
levels. Our method exploits the adaptive threshold using the combination of 
various parameters such as local wavelet coefficient, noise variance, 
decomposition level, and size of the subband. The adaptive threshold is defined as 
follows:  

TNEW = (1- l

ji

t

Y

e

2
,−

)                                  (4) 

where the parameter tl  is computed once for each subband at each decomposition 
level using the following expression: 
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Here l = 1, 2, …, J; J signifies number of decomposition levels, M̂ = M/2l and σ2 

is noise variance, which is defined based on the median absolute deviation as: 

σ2 = [(median| Zij |) /0.6745]2                       (6) 

where Zij ∈HH1 subband (refer Fig. 1). 
We shrink the wavelet coefficients as given below:  

jiX ,
= Xi,j * βi, j                              (7) 

where βi, j represents the shrinkage factor that is defined as  

βi, j = max (0, TNEW)+                           (8)           

here + sign refers to keep the positive value and set it to zero for negative. 
 

 
 
 
 
 
 

 
(a)                       (b) 

 
 
 
 
 
 
 
 

 (c)                      (d) 

Fig. 2 Test images: (a) Lena (b) Mandrill (c) Cameraman (d) Goldhill with size 512×512 
pixels 
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3.2   Image Denoising Algorithm 

The proposed procedure is given as follows. 

Input: noising image corrupted with Gaussian noise 

Output: denoised estimate of original image 

Begin 

i. Perform 2-D Discrete Wavelet transform on noisy image up to Jth 
decomposition level. 

ii. For each decomposition level of the details subband (i.e. HH, HL, and LH) 
with the wavelet coefficients do  

• Estimate the noise variance σ2 using (6). 

• Calculate the new threshold, TNEW using (4). 

• Apply the shrinkage factor given in (7) to obtain the noiseless wavelet 
coefficients. 

       End {do} 

iii.  Repeat steps (i) and (ii) for all decomposition levels. 

iv.  Reconstruct the denoised estimate image after apply the inverse wavelet 
transformation to the modified coefficients 

End 

 

 

 
 
 

 
 

 (a)                       (b)                         (c) 
 
 
 
 
 
 
 
 
 

 

          (d)                          (e)                        (f) 

Fig. 3 (a) Noisy image with noise level 20 (b) Denoised image using Wiener Filter 
(c)Denoised image using Visu Shrink (d) Denoised image using SureShrink (e) Denoised 
image using BayesShrink (f) Denoised image using Proposed methods for Goldhill 



330 M. Biswas and H. Om
 

4   Experimental Results and Discussion  

The experiments are conducted on several test images that include Lena, Mandrill, 
Cameraman, and Goldhill of sizes 512×512 (refer Figs. 2) with various noise 
levels: 10, 20, 30, 50, 75, and 100. The wavelet transform that is employed is 
parametric multi wavelets compactly supported Symlet wavelet with eight 
vanishing moments at four scales of decomposition. To assess the performance of 
our proposed method, we compare PSNR (dB) result with that of the Weiner 
Filter, VisuShrink, SureShrink, and BayesShrink at various noise levels: 10, 20, 
30, 50, 75, and 100 for all four test images. We observe that our method has 
higher PSNR than the Weiner Filter, VisuShrink, SureShrink, and BayesShrink 
methods for all noise levels and for test images (refer Table 1).  

 
Table 1 PSNRs (in db) of various methods: Weiner Filter, VisuShrink, SureShrink, 
BayesShrink, and Proposed methods with noise levels: 10, 20, 30, 50, 75, 100 for the test 
images: Lena, Mandrill, Cameraman, and Goldhill 
 

 
 
 

Image  
Name 

Noise  
levels 

Weiner 
 Filter 

VisuShrink SureShrink BayesShrink Proposed 

 
L

en
a 

 

10 32.55 29.34 30.96 31.34 33.57 
20 28.99 26.40 26.43 29.09 30.49 
30 25.70 24.83 25.21 27.73 28.84 
50 21.40 23.00 23.84 25.91 26.59 
75 17.95 21.66 22.95 24.57 24.43 
100 15.49 20.76 22.38 23.67 23.82 

 

 
M

an
dr

ill
 

 

10 26.50 23.74 27.76 27.75 29.80 
20 24.79 21.21 24.43 24.54 25.67 
30 23.08 20.20 21.57 22.79 23.27 
50 20.13 19.34 19.62 21.02 21.55 
75 17.30 18.84 19.29 20.07 20.34 
100 15.10 18.51 19.09 19.54 19.80 

 

C
am

er
a 

m
an

 

10 32.77 27.96 31.13 30.78 32.83 
20 28.73 24.93 27.71 27.87 29.29 
30 25.52 23.39 24.10 26.04 27.56 
50 21.23 21.62 22.20 24.04 25.35 
75 17.82 20.32 21.18 22.78 23.53 
100 15.39 19.44 20.55 21.93 22.09 

 

G
ol

dh
il

l 

10 31.78 27.67 31.20 31.17 32.22 
20 28.26 25.25 27.86 28.33 29.09 
30 25.35 23.99 25.12 26.85 27.54 
50 21.27 22.51 23.32 25.21 25.69 
75 17.89 21.41 22.58 24.01 24.25 
100 15.45 20.64 22.10 23.18 23.46 
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Fig. 4 PSNR vs. noise level of various methods: VisuShrink, SureShrink, BayesShrink, and 
Proposed for Goldhill 

For the purpose of visual quality, we have taken original (noiseless) and noisy 
images with noise level 20 of Goldhill (refer Figs. 2(d) and 3(a)).  We see that the 
denoised image using the proposed method has much less noise as it reduces the 
noise in a significant manner in comparison to the Weiner Filter, VisuShrink, 
SureShrink, and BayesShrink methods (refer Figs. 3(b)-(f)). Similar results have 
been obtained for other images. The PSNR gain curves for various denoising 
methods: Weiner Filter, VisuShrink, SureShrink, BayesShrink, and proposed 
methods are shown in Fig. 4 for Goldhill image. We have obtained similar types 
of PSNR curves for other images. Because of the repetitive nature of results, we 
have not shown their graphs. Our proposed method is having higher PSNR gain 
curve as compared to the Weiner Filter, VisuShrink, SureShrink, and BayesShrink 
methods for all noise levels (refer Fig. 4). 

5   Conclusion  

In this paper, we have discussed a new denoising method - Selective Parameters 
based Image Denoising Method that has improved the visual quality of the noisy 
image remarkably. Furthermore, our proposed method gives better performance in 
terms of PSNR and removes the noise significantly for all the test images taken 
and all noise levels under discussion than the Weiner Filter, VisuShrink, 
SureShrink, and BayesShrink methods. 
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A Novel Approach to Build Image Ontology 
Using Texton* 

R.I. Minu and K.K. Thyagarajan 

Abstract. The mere existence of natural living thing can be studied and analyzed 
efficiently only by Ontology, where each and every existence are concern as enti-
ties and they are grouped hierarchically via their relationship.  This paper deals the 
way of how an image can be represented by its feature Ontology though which it 
would be easier to analyze and study the image automatically by a machine, so 
that a machine can visualize an image as human. Here we used the selected MPEG 
7 visual feature descriptor and Texton parameter as entity for representing differ-
ent categories of images. Once the image Ontology for different categories of 
images is provided image retrieval would be an efficient process as through ontol-
ogy the semantic of image is been defined. 

Keywords: Ontology, OWL, RDFS, MPEG7, Texton. 

1   Introduction 

Image Processing and analyzing is one of the active research areas from past dec-
ades. The main reason behind this is that there are different types of image format 
if one kind of technique is suitable for tiff image will not give same result for jpeg 
image. As the way human analyze and visualize an image is different from that of 
a machine. The main aim of this paper is that why can’t we provide a way, so that 
a machine can also visualize an image as human so that the analyses would be an 
easier task. Thus, what if, we provide semantic for each categories of images 
though ontology?  To provide Ontology for images the primary need is, image low 
level feature. Here we use MPEG 7 [13] descriptor and Texton [16]. As Ontology 
can be specified[5][6] by XML based RDFS  and OWL the low level feature of 
image has to be in same format so that the  integration of domain ontology with 
the feature ontology would not be cumbersome.  
                                                           
R.I. Minu 
Anna University of Technology, Trichirappali, Tamil Nadu, India 

K.K. Thyagarajan 
Dept. of Information & Technology, RMK College of Engineering &  
Technology, Chennai, Tamil Nadu, India  
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This paper is organized in such way that in next session the MPEG 7 feature  de-
scriptor is explained briefly, next the concept of Texton, then the formation of 
ontology through these feature and next at last with this ontology where we are 
applying the framework of it is been explained briefly. 

2   Related Work 

In [7] they uses the 16-bin color histogram, 62-D texture feature form Gabor filter 
and SIFT interesting point as visual feature for classification and they use multiple 
kernel (i.e.) each different kernel for different feature SVM classifier. They ha-
ven’t explain the concept of ontology creation. In[8] general domain feature such 
as color and shape in used for creating image ontology which will not be so effi-
cient for different domain images. In [9] they user the Region of interest concept 
for feature extraction and created a full ontology for Breast Cancer. In[10] [11] 
only the general local feature such as shape, size, intensity and position is used to 
define object ontology.  In all those paper either they choice a single domain for 
creating image ontology or they have taken feature which won’t give promising 
result regarding image classification. 

3   Feature Descriptor 

MPEG 7 is an ISO/IEC [13] standard for describing the multimedia content using 
different standard   audio/video descriptor. Table 1 shows the list Visual Descrip-
tor specified by the MPEG 7 standards. In most of the related work listed they 
used only the primary low level image feature such as color, shape and texture. In 
[7] only they specified how the feature is been extracted such as for color they use 
16-bin color histogram, for texture 62-D of Gabor output. To provide a semantic 
for an image we need more specific details regarding the image feature. So, in 
MPEG 7 they have different feature descriptor for each primary local feature, in 
that we have chosen the promising feature descriptor such as Scalable Color De-
scriptor for providing color histogram details, Color layout Descriptor to provide 
the Spatial distribution of color, Dominant Color Descriptor provide possible 8 
dominant color of an image and Edge Histogram Descriptor to provide the texture 
detail of an image. In most of the related work [12] they use any one of the feature 
here we use more than four so as to provide efficiency. 
 

Table 1 MPEG 7 Visual Descriptor 

VISUAL DESCRIPTOR 

COLOR TEXTURE SHAPE MOTION 

Histogram 

Scalable Color Descriptor 

Color Structure Descriptor 

Texture Browsing Descriptor Contour Shape Descriptor Camera Motion Descriptor 

Dominant color Descriptor Homogenous Texture Descriptor Region Shape Descriptor Motion Trajectory Descriptor 

Color Layout Descriptor Edge Histogram Descriptor  Parametric Motion Descriptor 
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The concepts of said descriptor are all explained in our previous papers [1] [3]. 
So, in this paper we are going to explain in detail about the XML formation of 
each descriptor. 

•  Scalable Color Descriptor 
The Color Space used in MPEG 7 is either RGB or HSV space. Here we convert 
the RGB space model images into HSV space model image. The reason behind is 
that all the images we may collected won’t be an images taken by the expert pho-
tographer so due to dull luminance effect the RGB value will differ, so to avoided 
those problem we are converting to  HSV model. 

The Scalable color descriptor for the HSV model image in XML format is 
shown below: 

 
<VisualDescriptor xsi:type="ScalableColorType" numOfBitplanesDiscarded="0" numOfCoeff="256"> 
<Coeff>-146 33 22 87 13 14 22 39 31 13 11 35 42 14 19 45 0 1 0 2 -6 5 0 10 -2 2 2 0 -15 5 1 
19 0 0 0 1 0 0 1 2 4 1 1 3 1 2 4 9 1 0 2 2 2 3 3 0 15 0 0 -2 1 0 -3 -4 0 0 0 0 0 0 0 1 2 1 2 
0 0 0 0 1 0 7</Coeff> 
</VisualDescriptor> 

 
Here the Scheme <xsi> is of type “ScalableColorType” which is the 256 coeffi-
cient value of the HSV space of the given image.  

•  Color Layout Descriptor 
In Color Layout Descriptor [1][3][12] the image is partitioned in to 8 x 8 block 
and in each block’s dominant color is determined. For each 8 x 8 block Discrete 
Cosine Transform for Y, Cr, and Cb  color is determined and quantized for the 
required bit then using the Zigzag  scanning the values are tabulated in matrix 
form. The concern XML is: 
 
<VisualDescriptor xsi:type="ColorLayoutType"> 
    <YDCCoeff>13</YDCCoeff> 
    <CbDCCoeff>6</CbDCCoeff> 
    <CrDCCoeff>63</CrDCCoeff> 
 <YACCoeff63>14 19 20 17 18 19 15 19 16 16 15 13 15 15 15 16 15 16 16 15 15 15 16 15 16 15 
16 16 15 15 15 16</YACCoeff63> 
 <CbACCoeff63>16 12 12 14 13 12 16 12 16 15 16 18 16 16 16 15 16 15 15 16 16 16 15 16 15 16 
15 15 16 16 16 15</CbACCoeff63> 
 <CrACCoeff63>16 17 17 16 16 18 15 17 14 15 15 14 14 15 14 16 14 16 15 15 16 15 16 17 15 16 
15 15 16 15 15 16</CrACCoeff63> 
 </VisualDescriptor> 

 

Here the first three value of element <YDCCoeff>,<cbDCCoeff> & 
<CrDCCoeff> provides the  said DC coefficient value for  Y, Cr, and Cb  color , 
where the other element gives the detail about the AC coefficient value.  

•  Dominant Color Descriptor 
Among the list of Color descriptors, Dominant color is best suitable for local im-
age. For given images maximum of 8 dominant colors is identified and label with 
unique numbering. Below shows the coding of identified one such dominant color. 

 
<VisualDescriptor xsi:type="DominantColorType"> 
              <ColorQuantization> 
                <Component>R</Component> 
                <NumOfBins>8</NumOfBins> 
                <Component>G</Component> 
                <NumOfBins>8</NumOfBins> 
                <Component>B</Component> 
                <NumOfBins>8</NumOfBins> 
              </ColorQuantization> 
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              <SpatialCoherency>31</SpatialCoherency> 
              <Value> 
                <Percentage>31</Percentage> 
                <Index>255 0 0</Index> 
            <ColorVariance>0 0 0</ColorVariance> 
          </Value> 
    </VisualDescriptor> 

 

For the given input image one of the dominant color is Red whose color index is 
(255 0 0) , the Spatial Coherency represent the spatial homogeneity of the red 
color in the given image and its percentage of presence is given by percentage 
element. 

•  Edge Histogram Descriptor 
Edge Histogram descriptor used to determine the edges of the images. By default 
the image is divided into 4X4 sub images and the edge magnitude of the each sub 
image is determined by comparing the standard edge provided by the MPEG 7 
which is Vertical edge, Horizontal edge, 45 ̊ edge, 135̊ edge and non-directional 
edge. The first 4 bit represents the edge magnitude of the (0,0) sub block image 
and so on. 
  
<VisualDescriptor xsi:type="EdgeHistogramType"> 
<BinCounts>4 2 6 7 4 5 2 3 6 5 4 2 7 3 5 3 3 6 7 5 4 2 6 3 6 4 1 5 4 6 5 2 6 4 5 3 4 6 4 5 4 
2 5 6 6 4 2 6 3 6 4 1 7 4 4 3 5 6 3 5 4 4 4 5 5 3 4 6 6 5 4 3 7 7 4 1 2 4 7 6</BinCounts> 
 </VisualDescriptor> 
 

• Texton 
The main objective of our work is to make the machine to visualize and identify 
an image as a human do. So, to think and act like human a human way of ap-
proach is to be provided to give semantic to images. The human process the visual 
information by pre-attentive visual perception, where each and every visual object 
information is consider as a micro visual structure. Likewise, an image can be 
represent as a superposition [15] of number of image base. Where the image base 
is a kind of dictionary which consist of various filtered images. The Major filter 
banks used are Gabor, Laplacian of Gaussian, wavelet and etc.   

For creating a Texton dictionary nearly 64 filter bank of such filter has to be 
used. The output of such image has to be quantized. This quantized value has to be 
included to the MPEG 7 XML 
<VisualDescriptor xsi:type="TextonDescriptor" numOfCoeff="256"> 
<Coeff> 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 0 1 0 2 -6 5 0 10 -2 2 2 0 -15 5 1 19 0 0 0 1 0 0 1 
2 4 1 1 3 1 2 4 9 1 0 2 2 2 3 3 0 15 0 0 -2 1 0 -3 -4 0 0 0 0 0 0 0 1 2 1 2 1 2 2 2 4 0 0 0 
1 0 0 1 1 6 1 2 1 3 3 2 7 0 0 0 1 0 0 2 2 8 2 2 1 1 -2 -3 0 0 0 0 0 1 6 0 0 0 0 0 0 0 0 0 0 
0 -1 0 0 1 -1 0 0 1 -1 0 1 1 -2 -3 0 0 0 0 1 0 7 -1 0 1 0 0 0 0 -1 0 0 1 0 0 0 0 -1 -1 0 0 0 
0 1 0 1 -3 0 0 0 0 1 0 7</Coeff> 
</VisualDescriptor> 

 4   Multi-modal Fusion 

The integration of derived MPEG 7 feature XML to Ontology is explained in this 
session. Here the fusion of visual feature and high level domain ontology is  
determined as shown in Fig.1. For the sake of experiment in our work we have 
taken three different domain image such as cup, Flower and Car images. 
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Fig. 1 Multimodal Ontology Fusion 

•  MPEG 7 Ontology 
The specialty of MPEG 7 Descriptor is that it represents the image or video in 
XML format. In day-to-day advancement the performance of XML data is outper-
formed by OWL/RDFS data. Such kind of data representation is said to be Ontol-
ogy data. The difference between XML and RDFS is that in XML the hierarchy 
data is represented in a well-formed way and to check its hierarchy the program-
mer has to provide schema or DTD thus again the machine doesn’t understand 
why such hierarchy is needed. But in Ontology way of representation through 
RDFS/OWL we represent the reasons of such hierarchy representation.  Thus for 
different image categories we can specify the cardinality of one kind of texture 
and color layout pattern is suitable only for one category of images. Thus we can 
provide restriction thus the image classification and categorization done in intelli-
gent way through decision making technique rules. Fig.2 shows the ontology 
created with the said required feature. 

 

 

 

 

Fig. 2 MPEG 7 Ontology 

Below show the code snippet of color ontology which has three sub-classes 
Dominantcolor, ColorLayout and ScalableColor 
 
<owl:Class rdf:ID="Color"> 
  <rdfs:label>Color</rdfs:label> 
  <rdfs:comment>Color of a visual resource</rdfs:comment> 
<rdfs:subClassOf rdf:resource="http://www.w3.org/2000/01/rdf- schema#Resource"/> 
</owl:Class> 
<owl:Class rdf:ID="DominantColor"> 
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  <rdfs:label>DominantColor</rdfs:label> 
<rdfs:comment>The set of dominant colors in an arbitrarily-shaped  region.</rdfs:comment> 
  <rdfs:subClassOf rdf:resource="#Color"/> 
</owl:Class> 
 

 

Now we needed a technique to populate the ontology with the MPEG 7 XML 
data. This mapping technique is explained in the forthcoming session. 
 
• XML to Ontology Mapping 
XML is a way of transferring the data in a tabular form in internet. Thus as the 
data has to be in a order we use either DTD or Schema to specify the format of the 
tabular data. OWL is also the same way of transferring the data but in semantic 
way.  So, we can map those two language as said in [14].  The XML schema XSD 
element is converted to OWL element as shown in Table 2 

 

Table 2 XML to OWL Conversion 

 

XSD OWL 

Xsd:element with other elements Owl:class 

Xsd:element without any element Owl:Datatype properties 

Xsd:minoccurs, xsd:maxoccurs Owl:mincardinality, owl:maxcardinality 

Xsd:sequence, xsd:all Owl:intersectionof 

 
 

<owl:ObjectProperty rdf:ID=" EdgeHistogram "> 
  <rdfs:subPropertyOf rdf:resource="#visualDescriptor"/> 
  <rdfs:domain> 
   <owl:Datatypeproperties> 
    <BinCounts>4 2 6 7 4 5 2 3 6 5 4 2 7 3 5 3 3 6 7 5 4 
2 6 3 6 4 1 5 4 6 5 2 6 4 5 3 4 6 4 5 4 2 5 6 6 4 2 6 3 6 4 1 7 4 4 3 5 6 3 5 4 4 4 5 5 3 4 
6 6 5 4 3 7 7 4 1 2 4 7 6</BinCounts> 
   </owl: Datatypeproperties > 
  </rdfs:domain> 
  <rdfs:range rdf:resource="#EdgeHistogram"/> 
 </owl:ObjectProperty> 

 
Above shown the code snippet of converted Edge histogram descriptor. By pro-
viding semantic for each category of images then image retrieval will be an effi-
cient process such kind of approach is proposed in [1] my future work. 

5   Conclusion 

The Worldwide image repository is increasing enormously due to technology 
advancement. The literal data can be classified as integer, floating and character 
data type then they can be easy grouped and classified. Whereas Image don’t have 
a specific data type for each category of image, so we need a technique equivalent 
to human visualization so that the image can be classified as human does, this is 
only possible by providing semantic for each category of images. So, in this paper 
we proposed a concept of Image ontology which paves an efficient way for se-
mantic based image retrieval system.  
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Cloud Extraction and Removal in Aerial and 
Satellite Images 

Lizy Abraham and M. Sasikumar* 

Abstract. Aerial and satellite images are projected images where clouds and 
cloud-shadows cause interferences in them. Detecting the presence of clouds over 
a region is important to isolate cloud-free pixels used to retrieve atmospheric 
thermodynamic information and surface geophysical parameters. This paper de-
scribes an adaptive algorithm to reduce both effects of clouds and their shadows 
from remote sensed images. The proposed method is implemented and tested with 
remote sensed RGB and monochrome images and also for visible (VIS) satellite 
imagery and infrared (IR) imagery. The results show that this approach is effective 
in extracting infected pixels and their compensation.  

Keywords: Adaptive segmentation, Average local luminance, Shadowing effect. 

1   Introduction 

A common and complex aspect in aerial and satellite image application is encoun-
tered when image is captured from above the clouds. This causes signal attenua-
tion of the image acquisition above the cloud cover and cloud-shadows modifies 
the ground local luminance. Several methods were used to restore the cloud af-
fected areas. But most of them are used for removing thin clouds [1]. Fusion tech-
niques were also used to account for cloud and shadow defects [2]. These methods 
require cloud/shadow free images as reference images for processing and so not 
much reliable. Recent developments in the area include more efficient segmenta-
tion results but the performance is greatly influenced by the selection of the  
thresholds for various spectral tests [3].  T. B. Borchartt and R. H. C. de Melo [4] 
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suggested a method which works well but the algorithm fails for the compensation 
of cloud-shadows and the scaling factors have to be obtained experimentally for 
each part of the image. 

In this paper, the cloud affected regions are detected and extracted by an adap-
tive segmentation algorithm. These cloudy regions, that were just extracted, are 
compensated for further processing. Then using a single program, later on, dimi-
nish the effects of both clouds and shadows. The output hence obtained, is the in-
put image with reduced or diminished effects of clouds and shadows.  

2   Methodology 

Many of the techniques developed to enhance cloud-associated regions ignore the 
information in the shadow regions. Figure 1 presents the overall flow of our pro-
posed system, considering both cloud and shadow regions which requires only a 
single image and single program for processing. 

 

 

Fig. 1 Flow Chart of the Proposed Method 

2.1   Extraction of Clouds 

The clouds are detected by considering the hypothesis that, regions of the image 
covered by clouds present increased local luminance values (due to the direct ref-
lection of the sunlight by the cloud). To automatically detect the presence of cloud  
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in a region, the average of the local luminance (that is the mean image intensity) is 
used in the algorithm. For this the gray-scale image is divided to a number of 
small windows and finds the mean intensity µi of each window using the follow-
ing equation (1): 

1...1
i

k M
i i

k
k X

X
M

μ
=

∈

= 
                                              

(1) 

where M is the number of pixels in ith window and i
kX  denotes kth pixel in the 

ith window. For an RGB image, convert it to YIQ space and calculate the average 
intensity of Y channel alone. The window size can be varied depending on the 
cloud size. If clouds are of varied sizes and occupying only 1% of the larger image 
resolution, the best window size is 1.5% of image resolution. Next, cloud extrac-
tion is done by choosing a threshold depending on the statistical properties of the 
image. Here the threshold is depending on the parameter F which is the ratio of 
maximum mean intensity µmax and minimum mean intensity µmin for adaptive 
segmentation (2). 
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If xi(i,j) represents minimum intensity value of the image in the ith region, the 
threshold Ti is calculated by the following equation (3): 

( ),i iT F x i j= ×
                                          

(3) 

An image A having cloud infected pixels is obtained by (4): 

A = {(x,y)| (x,y) ⊂ Xi, Xi (x,y) ≥Ti}                               (4) 

2.2    Cloud Processing 

In cloud processing, every independent regions with cloud and without cloud are 
processed. Thus the luminance content in cloud affected regions is reduced, this, 
in turn reduces the effect of clouds in the image. Processing of the cloud affected 
pixels is done using (5): 

' .s
c c
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I m
I m σ

σ
−= +                                           (5) 

where I is pixel grey level value in cloud regions before processing, I’ is pixel 
grey level value after processing. mS and σS are mean and variance of cloudy re-
gions. mC and σC are average value and variance of regions without cloud. 
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2.3   Shadow Segmentation and Compensation 

For detecting shadows, the RGB image is first converted to YCbCr space. Sha-
dows are segmented based on mean values in each region of Y channel [5] using 
the equation (6): 
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              (6) 

where pixel values less than this threshold is taken as shadow pixels. After this, 
compute the median filter for the image to reduce the noise. The result of the sha-
dow detection is a binary shadow mask, which will be the input to the shadow re-
moval algorithm. 

We use a simple shadow model [6], where there are two types of light sources: 
direct and ambient light. Direct light comes directly from the source, while envi-
ronment light is from reflections of surrounding surfaces. For shadow areas part or 
all of the direct light is occluded. The shadow model can be represented by the fol-
lowing formula (7):  

li=( ticos Өi Ld+ Le) Ri                                        (7) 

li represents the value for the i-th pixel in RGB space 
Ld and Le represent the intensity of the direct light and environment light 
Ri is the surface reflectance of that pixel 
Өi is the angle between the direct lighting direction and the surface norm 
ti is the attenuation factor of the direct light 

If ki= ticos Өi is the shadow coefficient for the ith pixel and r denotes the ratio be-
tween direct light Ld and environment light Le, the shadow free pixel of Cb and 
Cr channels are computed using the equation (8): 

_ 1
.

1
shadow free
i i

i

r
l l

k r

+=
+                                           

(8) 

For correcting the shadow infected pixel in the Y channel, find the average pixel 
intensities of shadow µshadow and light areas µlit. Then the corrected pixel is ob-
tained by (9): 

Yi
shadow_free = Yi

Shadow_infected + (µshadow-µlit)                               (9) 

Converting the YCbCr model back to RGB space we get the resultant image not 
having any of the cloud interferences and shadowing effects. For monochrome 
images process the gray level intensities using equations (6) and (9). 

3    Results and Discussions 

The proposed algorithm is evaluated with different types of images including visi-
ble and infrared (VIS & IR) satellite images, RGB and monochrome aerial images, 
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RGB satellite images having considerable amount of clouds, and in some cases, 
shadows in them. The experimental results are as shown in below figures (Fig.2 - 
Fig.7). The method first extracts shadows and clouds from the image and later on, 
reduce the effects of both clouds and shadows. The output, hence obtained, is the 
input image with reduced or diminished effects of clouds and shadows. All these 
processes are based on the values of parameters that are calculated from within the 
image, and so the algorithm is ‘adaptive’. 

 

    
 

Fig. 2 (a) Visible Satellite Image of SE USA (b) Cloud processed image 

    
Fig. 3 (a) Infrared Satellite Image of SE USA (b) Cloud processed image 

      

Fig. 4 (a) Monochrome Aerial Image (b) Cloud extracted image (c) Cloud processed image 

       
 

Fig. 5 (a) RGB Aerial Image (b) Cloud extracted image (c) Cloud processed image 
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Fig. 6 (a) RGB Satellite Image (b) Cloud extracted image (c) Cloud processed image 

      

Fig. 7 (a) Aerial Image having cloud-shadows (b) Shadow extracted image (c) Shadow 
processed image 

The results show that the algorithm can be used even for removing the shadow 
areas of dense urban area. The output image is free from shadow. Thus it is evi-
dent that the algorithm works well for both cloud removal and shadow removal. 
Such cloud and shadow free images can be used as inputs for feature extraction 
processes. In the case of image segmentation programs, where regions like vegeta-
tive areas are to be extracted, the clouds or shadows if present, do not pose a prob-
lem and they provide an output much reliable and accurate, than the same from an 
image where the effect of clouds and shadows are present. The algorithm can also 
be used for cartographic purposes to an extent, as it can be used to find areas of 
same visual characteristics. 

4   Conclusion 

The solution for signal attenuation and the shadowing effect caused by the clouds 
is designed in this paper. The system manages to diminish the effect of clouds and 
shadows and also estimate the region underlying it based on the pixel values of the 
surrounding regions. Unlike most previous methods which are suitable for image 
sequences, our method can extract and compensate clouds and shadows using only 
a single image. However, the algorithm can be modified to enhance the results for 
denser cloud images.  
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3D360: Automated Construction of Navigable 
3D Models from Surrounding Real 
Environments 

Shreya Agarwal* 

Abstract. In this research paper, a system capable of taking as input multiple 2-
dimensional images of the surrounding environment from a particular position and 
creating a 3-dimensional model from them, with navigation possible inside it, for 
the 360 degree view is developed. Existing approaches for image stitching, which 
use SIFT features, along with approaches for depth estimation, which use super-
vised learning to train a Markov Random Field (MRF), are modified in this paper 
in order to improve their efficiency. Also, an improvement in accuracy of depth 
estimation is suggested for the 3-dimensional model using matching SIFT features 
from the multiple input images. A method for enabling navigation in the 3D model 
through which we prevent motion in areas where movement is not possible is 
outlined, thus making the 3-dimensional model realistic and suitable for practical 
use. The proposed system is also an application of Neural Networks.  

1   Introduction 

A lot of work has been recently done to achieve the task of generating 3D models 
from 2-dimensional images of a scene. People have been working on developing 
virtual worlds and progress has been made in the field of virtual reality.  This pa-
per aims at developing 3D models of ‘real environments’ that the user can navi-
gate inside. The proposed system takes as input multiple images of a scene. The 
output is a 3-dimensional model generated out of the images inside which the user 
can navigate, but only in areas where movement is possible. 

Most systems which exist are computationally expensive, have limitations or 
are patented. This system aims at being fast and sufficiently accurate so that all 
users, whether or not technically sound, can use it with their own images.  
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The first task is to estimate the depths of different points in the images. This is 

followed by stitching the images together and then generating the 3D model. The 
final step will be to enable navigation in the model. The methodology followed is 
shown in Fig. 1.  

2   Previous Work 

Estimating depth in a 2-dimensional image has been a longstanding problem in the 
field of computer vision. The most widely used technique has been estimating 
depth from binocular vision (stereo-vision) [1]. Other methods, like using defo-
cus[2] and focus to find depth have also been used.  

However, these methods are not used in this system because they require mul-
tiple images of the scene. Saxena, Chung & Ng [3] predict depths from single 
monocular images using supervised learning with a Markov Random Field 
(MRF). They utilize monocular cues from the 2D images in order to discriminate-
ly train their MRF.  

The second task is image stitching. The major challenge here is image match-
ing/ Methods for doing this can be divided into: feature-based[4] and direct. Many 
algorithms have been recently developed to use invariant features[5]. Lowe’s 
Scale Invariant Feature Transform (SIFT) features are now widely used.  

Make3D [6] is one system, developed at Stanford University, which lets the us-
er create 3-dimensional model from a single image. However, the system does not 
render a 3D model for the complete 360 degree view of a scene. 

3   Depth Estimation 

The method suggested overlaps with the one suggested by Saxena, Chung & Ng 
[3]. Their method is modified to make it much faster while compromising little on 
the accuracy of depth estimation. 

Fig. 1 3D360 system 
working flowchart 
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Two types of depths are looked for: relative (between points) and absolute 
(from the camera). Depth of a point will depend on the depths of points near it. 
Hence, in this case it is not enough to use local features to estimate the depth. The 
technique needs to use the contextual information around each point to find the 
depth.  

Each image is viewed as a composition of multiple planes. These planes can be 
at any angle to the horizontal and vertical. A process called super-pixellation[6] is 
used to group pixels into such planes. These are also known as superpixels. Fig. 
2(b) shows the formation of superpixels in an input image.  

 

 

Fig. 2. Super-pixellation (a) Original image, (b) Super-pixelled image, (c) MRF graph over 
super-pixelled image (showing only limited number of nodes) 

To find the depth from a single image, monocular cues are used. For example, 
texture gradients capture the distribution of the direction of edges while haze is 
produced as a result of scattering of atmospheric light. Three types of local cues 
are used to represent the local monocular cues: haze, texture variations and texture 
gradients. Lower frequency components of an image contain information about 
Haze and hence a local averaging filer is used with the color channels (with the 
image represented in the YCbCr color space). The texture information is contained 
in the intensity channel. Laws’ mask is applied to the intensity channel to calculate 
the texture energy. Finally, the intensity channel is convolved with six oriented 
edge filters to get the texture gradient. 

Hence, 17 values for every pixel are found: 6 from the edge filters, 2 from con-
volving the color channels with first laws’ mask, and 9 from convolving the inten-
sity channel with Laws’ masks. However, a feature vector for each superpixel has 
to be generated. For every superpixel i, each feature is considered and the sum and 
the sum-squared value of that feature over all the pixels (x,y) in this superpixel is 
found. Hence, out sum absolute energy formula is, 

 

 
 

where k = ¶1, 2♦ give the sum absolute energy and sum squared energy respectively. 
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Now a feature vector of length 34 is obtained for every superpixel (since k has 
2 values in the previous equation). For contextual information in the feature vector 
of a superpixel, the features of the neighboring 4 superpixels are included. This is 
as per the Markov Random Field (MRF) model. Fig. 2(c) shows the super-
pixellated image overlay-ed with an MRF graph. 

A feature vector of length 170 for every superpixel is formed. This is used as a 
training set for a neural network having 3 hidden layers and 30 neurons in each 
layer.  

4   Image Stitching 

The system will stitch the images together to find the joining points of the images. 
It is done by utilizing Scale Invariant Feature Transform (SIFT) features [7]. This 
ensures that the same features are obtained for the scene at different zoom levels. 
The approach used for image stitching is summarized in Fig. 3(a). 

 

 

Fig. 3 Image Stitching (a) working flowchart, (b) 3 original images with generated panorama 

The image is convolved with Gaussian filters of different scales and then the 
difference of these Gaussian smoothed images is found. Once the DoG (Differ-
ence of Gaussian) images have been obtained, each pixel in each DoG image is 
checked, except in the first and last ones, with its 8 neighboring pixels and 18 
(9+9) neighboring pixels in the two DoGs adjacent to it (before and after). If the 
pixel in consideration is the minima or maxima amongst all of these 26 pixels, it is 
considered as a SIFT feature [7]. Those candidate points in which the contrast is 
too low are removed, where contrast is the difference between its intensity and the 
intensities of its neighbors. This process is known as keypoint localization. 

Orientation and gradient magnitude are assigned to each feature by looking at 
the contrast in the neighboring pixels. The gradient magnitude is calculated  
 



3D360: Automated Construction of Navigable 3D Models  353
 

by calculating the horizontal and vertical gradient by taking difference in  
intensities of two pixels on each of the 4-connected sides of each feature pixel. 
The orientation, 

 
Orientation = tan-1(V.G./H.G.) 
Where,  V.G. = vertical gradient. H.G. = horizontal gradient 

 
Matching of features in different images with similar orientations and gradients is 
done. It is found that modifying the method suggested in [7] leads to better accu-
racy and also makes the process efficient. The horizontal and vertical distance 
differences between matched features give us the joining position for two images. 
Example of panorama generation is showed in Fig. 3(b). 

5   3D Model Generation 

Once the depths of the superpixels have been determined and the images have 
been stitched together, a 3-dimensional model of the environment in consideration 
can be generated. However, a novel approach is suggested to improve the accura-
cy of depth plotting in the system. 

Since a smaller feature vector has been used while training the neural network 
for estimating depths, it is possible that the network predicts slightly different 
depths for regions which are present in multiple images (overlapping regions). 
Overlapping regions are represented by matching SIFT features. These features 
are utilized to adjust the depth over the multiple images in such a manner that the 
depths at matching SIFT features in the images are the same. 

For this purpose, the depths at corresponding final matches of SIFT features in 
two images are checked. The average difference in depths over all the matching 
SIFT features in two images is found. Next step is to apply this average difference 
over the depths of the second image. The method is repeated with rest of the im-
ages which have overlapping areas. 

This results in a more uniform rendition of the environment in the 3-
dimensional model. In this way, the accuracy of depth estimation of the whole 
process has been improved after utilizing matching SIFT features.  

6   Restricting Navigation 

There are many obstacles in an image through or beyond which movement is not 
possible in the real world. A method is now suggested to restrict navigation of the 
user beyond such points in the scene.  

In every scene that is created, a mesh of points which have been plotted is 
created. Multiple convex and concave polygons can be drawn using these points. 
The system finds the largest possible concave polygon from this mesh that is fur-
thest from the camera. It makes sure that the camera co-ordinates do not lie on the 
convex side of this polygon. 
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However, there will be obstacles that will lie a significant distance in front of 
this concave polygon. For restricting movement through these, a list of points 
which lie in a non-navigable region is maintained. These regions are identified by 
calculating the shortest distance of points that lie beyond and on the mesh from the 
concave polygon we determined earlier. If this distance exceeds a particular thre-
shold and the point lies directly behind a node in the mesh, the point is added to 
the list of points in the non-navigable region. 

7   Implementation 

The images were pre-processed to find the super-pixels. Each superpixel was 
processed to find the feature vector. The true depths of the training set of 86 im-
ages were used as the target output for the neural network which had 3 hidden 
layers with 30 neurons each. The trained neural network was stored for predicting 
the depths for test images.  

 

 

Fig. 4 3D model with multiple images. (left) Model zoomed in and panned right, (right) 
larger view of 3D model. 

Table 1 Test results of depth estimation on images in terms of Average Absolute error 
percentage with varying number of superpixels in each image 

Image # % Average Absolute Error No. of Superpixels 
   

1 15.632852 20 
2 30.702746 2176 
3 8.816632 11 
4 21.335124 125 
5 19.716501 1111 
6 13.28419 987 
7 15.531753 298 
8 11.561463 42 
9 12.678880 335 

10 12.426758 551 
11 14.121634 20 
12 23.971524 1036 
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The suggested algorithms for image stitching were implemented using C++ and 
the computer vision library OpenCV. The final 3-dimensional model was generat-
ed using the graphics library OpenGL. Fig. 4 shows an example of 3D models 
generated from multiple images.  

The test results for depth estimation for 12 images are shown in Table 1. Fig. 5 
shows 3D model from a single image. Navigation was enabled using the arrow 
keys and by allowing him to zoom in and out.  

 

 

Fig. 5 Single image 3D model. (left) Original image, (right) Generated 3-dimensional model. 

8   Applications 

The proposed system has widespread applications in the modern world. The fact 
that the system is fast, sufficiently accurate for general purposes and can be oper-
ated by non-technical personnel with images taken by any amateur photographer 
guarantees its ease of access amongst the general public.  

The biggest application is that for tourism. By using the proposed system, 
people can reconstruct places they visited if they have enough images to cover the 
scene. People can visit new places in the virtual world and move around.  

Another major application of such a system is deciding on war strategies. High 
ranking officers need to form strategies for attacking and defending places and 
objects in a war.  

The system can be used to generate 3D models which can be used in games and 
simulations thus bypassing the work of graphic rendering by using models based 
on real world environments.  

9   Conclusion 

This paper makes multiple modifications to depth estimation and image stitching 
techniques to make them efficient with respect to the proposed system. Depth 
estimation is implemented as an application of neural networks. The technique 
which uses matching SIFT features to regulate depth in the 3D models is a novel 
one suggested in this paper. The method suggested to restrict user movement in 
inaccessible areas gives good results. In conclusion, the 3D360 system is success-
fully and efficiently able to generate a 3-dimensional model navigable in a 360 
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degree space by using the suggested algorithms and can be used for multiple real 
world applications. 
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Real Time Animated Map Viewer (AMV) 

Neeraj Gangwal and P.K. Garg* 

Abstract. 3D game engines are originally developed for 3D games. In combina-
tion with developing technologies we can use game engines to develop a 3D 
graphics based navigation system or 3D Animated Map Viewer (AMV). Visualiz-
ing geospatial data (buildings, roads, rivers, etc) in 3D environment is more  
relevant for navigation systems or maps rather than using symbolic 2D maps. As 
3D visualization provides real spatial information (colors and shapes) and the 3D 
models resembles the real world objects. So, 3D view provides high accuracy in 
navigation. This paper describes the development of human interactive 3D naviga-
tion system in virtual 3D world space. This kind of 3D system is very useful for 
the government organization, school bodies, and companies having large campus-
es, etc for their people or employers for navigation purposes. 

1   Introduction 

Maps are important source of primary information for navigation. Geographical 
maps are two-dimensional representation of a portion of the Earth's surface. We 
have developed many kinds of maps for our different needs. A political map for 
example shows territorial borders between the countries of the world. A physical 
map presents geographical features like mountains, lakes, rivers, soil type, etc. A 
map uses colors, symbols, and labels to represent features found on the ground. 
The ideal representation would be realized if every feature of the area being 
mapped could be shown in true shape. Road maps are perhaps the most widely 
used maps today, and form a subset of navigational maps, which also include 
aeronautical and nautical charts, railroad network maps, and bicycling maps. 
These maps can be prepared by municipalities, utilities, emergency services pro-
viders, and other local agencies. 

Now this system of navigation can be made more interactive, handy or more 
useful by developing a 3D system where the user is able to see all parts of an area 
simultaneously and free to select his source and destination to view the complete 
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shortest path between them. User can follow that path for his navigation purpose. 
Users can also interrupt the system at any point of time and move freely or walk-
through in any direction where he wants.  

2   Developing Real Time Animated Map Viewer 

Here, we consider an example of university to explain the methodology of our 3D 
animated map viewer. Steps needed to make AMV are same for any kind of uni-
versity campus, organization, mall, hospital, etc. The university has many teaching 
departments, sub-departments and various facilities like hostels, hospital, canteen, 
playgrounds, etc. so, there is need to make navigational system which helps the 
newcomers, faculty members or other persons to find any place or facility at any 
time.  

For making the 3D map of the university we need basic details of all buildings 
and departments like their positions relative to each other and their sizes. Steps 
followed are - 

2.1   Taking Images and Measurements of Various Parts and 
Departments  

The measurements and position of departments, banks, etc can be taken manually 
or by consulting some legal and authorized body. This work can be done in mod-
ern way by using GPS which provides a high accuracy in all measurements 
(length, breadth, height). 

2.2   Use of 3D Modeling Software to Design 3D of All Part 

After measurements and picture capturing of all departments, roads and hospitals, 
etc we have to design the 3D model of all these. In market there are many 3D 
modeling software available freely and commercially. We have used Autodesk 
3ds max software which is commercially available. 

2.3   Conversion of Generated 3D Files to Usable Form for Game 
Engines 

Geographic maps can be used as guide for placing the 3D designed objects in 3D 
field or 3D world space at their accurate place so that all designed field looks rea-
listic and accurate. Single or multiple cameras can be used for making a good walk-
through. In market various kind of game engine (Torque, Quest 3D software)are 
available which can understand the above generated 3D file and apply various kind 
of real time simulation or help in making walkthrough of 3D designed field.  



Real Time Animated Map Viewer (AMV) 359
 

2.4   Features Available for User  

To make AMV more realistic we can use the real time fog, shaders, particle emit-
ters etc. There are many options available for user interaction. Main options are as 
follows:  

 

1. Input box available for User to enter Source and Destination. 
2. When the source and destination are identified than a complete road   track 

or shortest path, along with a complete guide of information is shown like dis-
tance, time and it also suggests which method is best to reach there by auto-
rickshaw or bus. 

3. An interrupt function is available by which user move freely to check any 
part of the campus (for this some direction keys are available). 

2.5   Algorithms Used for Path Finding 

There are many algorithms that can be used for shortest path findings. Mainly 
these algorithms are used in network routing for path finding. Here we give an 
example.  

A road network can be considered as an undirected graph (since a road can be 
used in both directions for movement) with positive weights (Fig. 1). The nodes 
represent road junctions or different points in any campus and each edge of the 
graph is associated with a road segment between two junctions. The weight of an 
edge may correspond to the length of the associated road segment, the time needed 
to traverse the segment or the cost of traversing the segment. 

 

 

 

 
Fig. 1 Showing weight between different 
stations. A path with minimum cost is selected 
for navigation 

 

Suppose we want to go from 1st to 6th position then the path followed is 1-3-4-
7-6 as it has less cost on comparing with other paths. We solved our problem with 
Finite State machine (FSM) algorithm which gives shortest path between the two 
stations. Dijkstra’s, algorithms can be used. These algorithms can be used in com-
bination with the 3D programming language (OpenGL, 3D java, etc) or 3D game 
engines (as mentioned above) for rendering and simulation for path finding. 

2.6   Installation of the AMV 

There are many ways in which AMV can be used. 
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1. Developed system can be loaded or installed on a computer and computer is 
placed at different main points of the campus like main building, hospital, etc and 
used for navigational purpose. 
2.  This system can be developed in the form of information kiosk. 
3.  Program can be developed in the form of android application as android is an 
emerging filed today. The application can be given to each student or employer for 
navigation free of cost. Everyone is able to explore the 3D map in its mobile de-
vice. This is the most cost effective way.  

In fig 2 to 8 we show some pictures from a university campus where some de-
partments and residential colonies are shown. The user wants to go at location ‘E’ 
from location ‘A’. There are many paths exist which can take user from location 
‘A’ to location ‘E’, but the shortest and the main path is selected by AMV (path 
followed is A-B-C-D-E). 

 

 
 
 

 

 
Fig. 2 At this point user enters its source 
and destination location. Here these loca-
tions are ‘A’ and ‘E’ respectively. User see 
every location in AMV as they appear in 
real world.  

 
 
 
 
 
 
 
  
 
Fig. 3 Other departments are shown. ‘B’ is 
another location that comes in the midway  

 
 
 
 
 
 
 

 

 
 
Fig. 4 ‘C’ is another location in the path 
followed  
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Fig. 5 A complete path is shown from A 
to E from a top view camera 

 
 

Fig. 6 Shows the final location ‘E’ 
which is the destination of the user. 
Now the user can follow this path to 
reach here and compare the real world 
objects with the objects shown by 
AMV while following his path. 

 
 

Fig. 7 Free or walkthrough mode is 
selected by user. Now he can move in 
any direction and learn the campus 
area.  

 
 

Fig. 8 Top view of the path selected 
area is shown. Various buildings, 
trees cars, are shown in this figure. 
We can make it realistic to any depth 
by adding other features. 

 
 
 



362 N. Gangwal and P.K. Garg
 

3   Advantages  

1. 3D animation and real time simulation is used in developing AMV so they are 
easy to use and self explanatory. No need of special training for the user. 
2. AMV is not a collection of images. This is simply a 3D of whole area and you 
are moving through that area. 
3. AMV shows the shortest or desired path.  
4. These devices are very useful because of their user interactivity. 
5. For purpose of security they are very good because we are designing the 3D of 
all parts by our own so it is the responsibility of the developer not to violates the 
security rules i.e. if a part or area is highly restricted then there is no need to de-
sign that area in 3D for navigation system. Hence, no violation of security rules. 

4   Applications 

1. Now a day, companies with large campuses are growing very fast. When the 
employers are newcomers then there is a big problem of navigation or path finding 
between different departments inside the campus. This type of situation can be 
avoided by using Animated Map viewer.  
2. If the AMV is developed in the form of information-kiosk then they can  
be installed at complex malls, railway station where user or customer needs self 
navigation. 
3. Sometimes people unfortunately skip the shortest path and take the large one 
and spend a lot of money and time in long run. Now if you have AMV installed 
nearby you, you can easily find the other shortest path by selecting a different or 
nearby source and save your lot of time. 

5    Conclusion 

AMV saves a lot of time and energy by providing us an accurate, attractive, easy 
to understand and similar to real world navigation. Sometimes 2D maps are hard 
to understand for a person as they use symbolic references which are quit confus-
ing. AMVs have 3D of all areas with lot of effects, colors and lots of information 
about the area. AMVs are also the cost effective system because they need to 
manufacture only one time and can be used forever. 
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A Novel Fuzzy Sensing Model for Sensor Nodes
in Wireless Sensor Network

Suman Bhowmik and Chandan Giri

Abstract. To design an efficient Wireless Sensor Network application one need to
understand the behavior of the sensor nodes deployed. To understand the behavior of
a system we need a very good model, that can represent the system in a more realistic
manner. There is a vagueness that we can identify in defining the sensing coverage
of any sensor node. The human like reasoning that best suits for this vagueness
is the fuzzy reasoning. Here in this paper, we are proposing a fuzzy based model
and inference system to best way represent the sensing behavior of sensor nodes.
Also, we propose a measure that can be used to check or compare the WSN system
performance.

1 Introduction

The wireless sensor network (WSN) has become one of the favorite topic of re-
search in recent years. WSN is designed to sense an environmental phenomenon.
The term coverage in WSN has two aspect, one is called sensing coverage and the
other is linking coverage or communication coverage. The former is the total area
within the deployment field from where the sensors can detect the physical event
occurred for which it is designed, and is defined [8] as the ratio of the sensible area
to the entire deployment area. In the ideal situation these area must be equal. The
success of WSN is highly dependent on efficient modeling of sensing capability of
sensor nodes and good definition of different measures. When analyzing the sensors
activity we can easily identify the inherent fuzziness in the sensing capability of
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sensor nodes. In this paper we have used this fuzziness and proposed a unique fuzzy
based system to model the sensing capability, also we have defined some quality of
measure depending on this fuzzy model so that the performance of any WSN project
can be qualified accordingly. The simplest, and widely used model for sensing and
communication coverage is the circular disk model. In this model it is assumed that
a sensor can sense or detect any physical event within a circular region of radius rs

around it with 100% certainty beyond which it can not sense any event. Parikh et. al.
[4] used a constant value for the radius. Some researchers relates the sensing radius
(rs) with the communication range (rc) to make certain that both the coverage will
be maintained. Zhang et. al. [3] used rs >= rc

3 , Tran-Quang et. al. used rs =
rc
2 [7].

An improvement in [8, 9, 10] is to use extended range re beyond rs, if the target is
within rs range, it will be sensed with probability 1, if the target is between rs and re,
it will be sensed with a finite probability p less than 1 but greater than 0, whereas if
the target is out side of the range re, it is not at all sensed. According to the circular
probabilistic model [11, 12, 13] if the target is within the radius re, the generated
physical event will be sensed with probability p. The value of this probability p de-
creases with distance from the sensor, and if the target is out of the radius re range,
it is not sensed. Soreanu et. al. [14] proposed an elliptical sensing area and sensors
are capable to increase or decrease the area for variable power demand.

The rest of the paper is organized as follows: Sect. 2, discusses the proposed
fuzzy sensing model, the inherent fuzziness, type of membership function used in
defining the sensing profile and inference rules to be used. Sect. 3, defines some of
the measures that can be taken, based on the proposed fuzzy model. Sect. 4, show
the simulation result for some deployment pattern and judge their effectiveness by
comparing the values obtained for the measures defined. Finally, Sect. 5 concludes
the paper.

2 Proposed Fuzzy Sensing Model

There are two types of coverage problem in WSN. First is the sensing coverage,
which deals with the fact that the whole deployment field should be covered by the
sensor nodes or in other words every event occurring within the deployment field
should be sensed by the sensors. Sensing coverage problem tries to find the optimal
number of sensor nodes and the optimal pattern of deployment that are required to
sense the whole deployment field. The second is the communication coverage, in
our paper we will focus on the former coverage problem. The received signal power
by the sensor is always less than the power of the signal emitted from the target. The
sensing coverage is dependent on the received signal power. We can say qualitatively
that the received signal strength is “very good” “very near” to the target, it then
starts decreasing moving through “good” strength “near” to the target. When the
sensor is at a “moderate” distance from target, received signal strength gradually
decreases to “moderate” level. Then it falls through “bad” power level at “far”
distance and decreases to “very bad” power level at a “very large” distance from
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the target. Thus we see that there is a fuzziness in both the received signal strength
and the distance of sensor from the target, or in other terms the coverage is a fuzzy
phenomena. It means that we can define a membership function for the sensing
capability of a sensor node.

2.1 The Membership Function

The Wireless Sensor devices operates in a short range and a great many sensors are
based on electromagnetic, acoustic or other types of mechanical wave propagation.
The electromagnetic, acoustics and other mechanical signals obey the power law
[2, 1] when propagating through free space. The fuzziness profile must be symmetric
about the vertical axis drawn through the sensor and must have a gradual roll off to
zero at the two sides of the vertical axis beyond a certain amount of flat top. Also
the profile has to be normalized to be suitable to use as membership function i.e.,
we can express the received power as a ratio of actual power and the maximum
possible power,. The above discussion shows that the most suitable mathematical
function that models the normalized sensing capability of senors very closely is the
generalized bell function. If the path loss exponent is 2b, the target is at a distance c
and the reference point is at distance a from target, then the generalized Bell function
will look like the Fig. 1. The Bell function (parameters and their significances are
shown in Fig. 1) MF1D = 1

1+| x−c
a |2b models the sensing capability in one dimension

but we need a two dimensional model. Bell function is symmetric on the axis which
is perpendicular to x axis and is passing through the point (c,0) (as shown in Fig. 1).
Since in both x and y direction we need the same shape, we can revolve the Bell
function around the axis perpendicular to the x−y plane at the co-ordinate (c,c). The
resulting surface, of equation MF2D = 1

1+| (x−c)2+(y−c)2
a |b

resembles with our model,

which is shown in Fig. 2. One direct advantage of this fuzzy based sensing model is
that the circular disk model can be shown as a special case of this model. This can
be argued as follows: The 1D Bell function takes the shape of rectangle (red colored
curve in Fig. 1) when the parameter b = ∞. In that case the width of the rectangle is

Fig. 1 Generalized Bell function
Fig. 2 Generalized Bell function rotated
on its axis
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2a. The corresponding 2D function will be a cylinder of radius 2a, i.e., the sensing
range will be circular disk of radius 2a.

Theorem 1. A generalized Bell function of expression 1
1+| x−c

a |2b becomes a unit rect-

angular function of width 2a if b → ∞.

Proof. The 1D Bell function is Aα = 1
1+| x−c

a |2b , where Aα is the α-level cut of mem-

bership function. The two roots of the equation are x1 = c− a(−1+ 1
Aα

)
1

2b and

x2 = c+a(−1+ 1
Aα

)
1

2b . So, the width of the Bell function is Width(Aα) = x2 −x1 =

2a(−1+ 1
Aα

)
1
2b . Now lim

b→∞
Width(Aα) = lim

b→∞
2a(−1+ 1

Aα
)

1
2b = 2a 
�

This fuzzy model is extending the sensing range of the sensor nodes, allowing these
to accept signals from physical events coming from larger distance (than the dis-
crete circular sensing range assumption) with a degradation membership function
attached (roll off of the Bell function). The flat top is represented by the qualifier
“very good” signal and the whole rolling off is divided by the qualifiers “good”,
“moderate”, “bad”, “very bad” This extension of sensing range will clearly im-
prove the sensing coverage over the circular disk model (as depicted in Fig. 3).

Fig. 3 Improvement of coverage using proposed fuzzy model: (a) coverage with circular
model (b) coverage with fuzzy model

2.2 Inference Rules

The most important part of any fuzzy system is the inference rules defined, which
controls the behavior of the system. In our case we have defined a threshold level
(a crisp value) τ that discriminate between ‘badly’ and ‘very badly’ covered region,
above which the signal from target is recognizable, but below it is non-recognizable.
In sect. 3 we also used four other thresholds (τvg,τg,τm,τb) to identify four sub-
space for four different quality of coverage. The corresponding inference rules are as
follows:
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1. If sensor is very near to target then the received signal power is very strong i.e.,
above the threshold τvg where the coverage is very good.

2. If sensor is near to target then the received signal power is strong i.e., above the
threshold τg and below the threshold τvg, where the coverage is good.

3. If sensor is at moderate distance from target then the received signal is at mod-
erate power level i.e., above the threshold τm and below the threshold τg, where
the coverage is moderate.

4. If sensor is far from target then the received signal power is weak i.e., above the
threshold τb or τ and below the threshold τm, where the coverage is bad but still
intelligible. This also defines the overall coverage.

5. If sensor is very far from target then the received signal power is very weak i.e.,
below the threshold τb or τ and is not at all intelligible. Here the coverage is very
bad.

3 Sensing Coverage Measurement Model

There are several measures already defined by several researchers, but those are
for existing sensing model. The simplest measure for sensing coverage for a par-
ticular deployment pattern is Percentage of Coverage (PoC) which is defined as:
PoC = Acov

Atot
∗ 100, Where Acov is the total amount of area covered by all sensors and

Atot is the total area of the deployment field. Let, there are n number of sensor nodes
deployed i.e., S = {s1,s2, . . . ,si, . . . ,sn}. If the sensing area for ith sensor (si) is Asi

then Acov =
⋃
i

Asi . For a particular situation the sensor can accept a certain level of

signal, that may be in the range of very bad, bad or even moderate depending on
the environmental conditions. This level of signal can be used as the threshold τ .
From Fig. 1, we see that the threshold τ forms α-cut on the membership function.
If the threshold τ or α-cut is Aα then from the proof of Theorem 1, we see that

width of the membership function for Aα is Width(Aα) = x2 − x1 = 2a( 1
Aα

− 1)
1

2b ,
so the sensing radius is half of Width(Aα). Therefore, the radius of sensible region

of sensor node si is rsi = a( 1
Aα

−1)
1

2b (see Fig. 4). If the location of deployed sensor

Fig. 4 Radius of the sensing region based
on the threshold i.e., α-cut

Fig. 5 Proximity of 3 sensors forms the
fuzzy sub-spaces
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si is {xsi ,ysi}, then the circular sensible region (bad region in Fig. 5) for si is the
region under the circular curve defined by the inequality (x− xsi)

2 +(y− ysi)
2 < r2

si

The total region for all sensors will be the space under the curve defined by the
inequality

⋃
i
(x − xsi)

2 + (y − ysi)
2 < r2

si
Therefore, the area of the sensible re-

gion is the area under the above function, which is: Acov =
∫

l

∫
w(

⋃
i
(x − xsi)

2 +

(y − ysi)
2 < r2

si
)dxdy =

∫
l

∫
w(

⋃
i
(x − xsi)

2 + (y − ysi)
2 < a2( 1

Aα
− 1)

1
b )dxdy, where

a rectangular deployment field of length l and width w is assumed. So, the per-

centage of coverage becomes: PoC =

∫
l
∫

w(
⋃
i
(x−xsi )

2+(y−ysi )
2<a2( 1

Aα −1)
1
b )dxdy

l∗w ∗ 100 =
∫

l
∫

w(
⋃
i
(x−xsi )

2+(y−ysi )
2<a2( 1

τ −1)
1
b )dxdy

l∗w ∗ 100.

4 Simulation Results

For simulation purpose we have chosen a deployment field (rectangular) of size
200m×200m and deployed randomly a number of sensor nodes. For the deployment
we have taken the following crisp value for those threshold such as τvg = 0.7 (70%),
the space where the coverage is very good, τg = 0.5 (50%), the space where the
coverage is good, τm = 0.3 (30%), the space where the coverage is moderate and
τb = τ = 0.1 (10%), the space where the coverage is bad. In the figure the gray
region identifies “very good” covered subspace, the yellow colored region speci-
fies the “good” covered space, the green colored region identifies the “moderate”
covered subspace, blue colored region is “bad” covered subspace and the rest white
region shows the “very bad” covered space. Figs. 6 shows the variations in the fuzzy
covered regions for 100, 81, 64 and 49 number of nodes deployed with random de-
ployment pattern.

Fig. 6 Random deployment with: (a) 49 sensor (b) 64 sensors (c) 81 sensors and (d) 100
sensors deployed
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5 Conclusion

Proper modeling of any system helps to improve the performance of the system
and identifying good measure based on a particular model helps to evaluate the per-
formance of the system. In our paper we have tried to address this two aspect of
WSN system. We have proposed a new fuzzy based model for the sensing capabil-
ity of sensor nodes which definitely improves the sensing coverage. We identified
the membership function, and defined inference rules. We also defined some use-
ful measure to quantify the system performance based on the proposed fuzzy based
sensing model. We also shown the simulation results for some deployment pattern
using the proposed model.
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Retraining Mechanism for On-Line Peer-to-Peer
Traffic Classification

Roozbeh Zarei, Alireza Monemi, and Muhammad Nadzir Marsono

Abstract. Peer-to-Peer (P2P) detection using machine learning (ML) classification
is affected by its training quality and recency. In this paper, a practical retraining
mechanism is proposed to retrain an on-line P2P ML classifier with the changes in
network traffic behavior. This mechanism evaluates the accuracy of the on-line P2P
ML classifier based on the training datasets containing flows labeled by a heuristic
based training dataset generator. The on-line P2P ML classifier is retrained if its ac-
curacy falls below a predefined threshold. The proposed system has been evaluated
on traces captured from the Universiti Teknologi Malaysia (UTM) campus network
between October and November 2011. The overall results shows that the training
dataset generation can generate accurate training dataset by classifying P2P flows
with high accuracy (98.47%) and low false positive (1.37%). The on-line P2P ML
classifier which is built based on J48 algorithm which has been demonstrated to be
capable of self-retraining over time.

Keywords: Peer-to-peer, machine learning, traffic classification, self-retraining.

1 Introduction

In recent decades, peer-to-peer (P2P) applications have become widespread among
network users and consume a large proportion of total network bandwidth [2].
From the quality-of-service (QoS) point-of-view, accurate traffic classification can
serve as a tool for network resources identification and QoS utilization for different
network applications [15]. Several traffic classification based on machine learning
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(ML) have been proposed to classify the Internet traffic based on traffic’s statistical
characteristics, e.g. [1, 17]. They are able to identify encrypted traffic and applica-
tions that use dynamic ports.

There are some limitations on applying statistical classification in on-line traffic
classification. The classification accuracy becomes low over time as the traffic be-
havior changes [9, 16]. The network itself is dynamic and its traffic parameters may
change over time as new trends of applications become dominant [16]. Therefore
the classifier generated from a training dataset may be come outdated when used to
classify traffic at different network segment and time. The work in [9] tried to ad-
dress this problem by generating a new ML classifier when the current one becomes
outdated. However, the accuracy achieved for the ML classifier was not high (around
88-97%). This is probably due to the inaccurate training dataset generation using the
payload-based classification.

A practical retraining mechanism is proposed in this paper to maintain the ac-
curacy of on-line P2P ML classifier above a certain threshold to adapt with the
changes in traffic behavior. This allows the retraining of the on-line ML classifier
with recent accurate training dataset generated through an off-line, but fast heuristic
P2P flow classification. The accuracy of the on-line ML classifier is evaluated from
time to time based on the flows which are labeled by the heuristic training dataset
generation. The system is evaluated with different accuracy thresholds in order to
assess the performance of the system. A synthetic dataset which consists of more
than 25,000 flows is used for the evaluation. The results show that the on-line ML
classifier can classify P2P traffic flow and maintain its accuracy above a predefined
threshold over time by utilizing of the proposed retraining mechanism.

The remainder of this paper is organized as follows. In Section 2, the related
works on P2P traffic classification and its limitations are discussed. Section 3 dis-
cusses the proposed practical on-line P2P ML classifier retraining mechanism. The
experimental results and discussion are in Section 4. Section 5 concludes the re-
search work and point out potential future directions for this work.

2 Related Works

There are several research works done in the field of P2P traffic classification,
e.g., [5, 6, 11, 14]. Different approaches have been proposed by researchers to clas-
sify P2P traffic including the port-based method [13], payload-based method [14],
heuristic method [5, 11], and statistical method [6, 12]. The heuristic method was
proposed by Karagiannis et al. [5] to classify P2P flows at the transport layer based
on the connection patterns of P2P networks instead of relying on P2P packet pay-
loads. Two main heuristics classes to examine the behavior of two different types of
flow pairs were proposed: TCP/UDP IP pairs and the <IP,Port> Pairs. Perényi et
al. [11] proposed an improved traffic classification based on a six-step heuristic with
a reported 95% accuracy. The heuristic used to detect nodes’ port behavior provides
the highest accuracy (99.97%) among all heuristics. One of the major issues of this
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method is the high false positive. John and Tafvelin [4] addressed this issue in their
work on heuristic methods in the internet backbone.

Supervised ML techniques, in general, use a set of predefined instances (training
dataset) to generate the classifier model. The performance of such classifiers is very
sensitive to the quality of the training dataset [10]. Training datasets which are used
for statistical classification are commonly generated by using payload-based clas-
sification in a controlled environment [9]. Hassan et al. [3] proposes a three-class
heuristic technique to generate the training dataset for a P2P statistical classifica-
tion. Heuristic classification was used to classify traffic as either P2P, non-P2P, or
unknown traffic. The problem of this approach is the high false positive, since all
flows classified as unknown were discarded from the generated training dataset. The
system failed to classify most nonP2P traffic, i.e. around 75% of nonP2P flows were
classified as unknown.

The traffic classification based on supervised ML needs to be retrained since the
behavior of the traffic changes over time. Tian et al. [16] confirms the dynamic
feature of real-world traffic from both overall traffic and application levels. They
showed that network traffic has dynamic statistical features due to two reasons.
First, the parameters of network traffic change over time. Second, new trends of
applications may appear and become more dominant in different internet segments.
They propose the Data Stream based Traffic Classification (DSTC) to detect the
changes of traffic behavior in order to update the classifier. The authors compared
the DSTC with different algorithms such as C4.5 and BayesNet [17]. They show
that the proposed method can classify network traffic over time with 95% average
accuracy. Over time, the accuracy was reported to be between 81% and 97%.

Oriol Mula-Valls [9] proposed a retraining mechanism for service-based tech-
niques in order to generate new models as the current one becomes outdated. IP-
based, service-based, and ML-based classification techniques were utilized in this
system to identify 14 different applications. Payload-based classifications (e.g., L7-
filter and OpenDPI) were used in preparing both training and test dataset. The re-
training mechanism is divided in three phases. First, all flows which labeled by
payload-based classification are classified by different classifiers. Second, the accu-
racy of the system is evaluated based on the set threshold value. Finally, system is
updated if the accuracy falls below the set threshold. The results show that the ML-
based classification accuracy is between 88%-97%. The low accuracy is probably
due to using inaccurate training dataset to build the classifier, which was generated
by payload-based classification.

3 Proposed On-Line ML P2P Classification with Retraining

This paper proposes a retraining mechanism to automatically retrain the on-line
ML classifier when it becomes outdated. It consists of three phases as shown in
Fig. 1. In the first phase, flows are extracted from the sampled incoming packets
after being classified as either P2P or nonP2P flows by the training dataset generator.
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Fig. 1 Structure of Automatic Retraining Mechanism

In the second phase, the accuracy of on-line ML classifier is evaluated against the
one generated by the training dataset generator. Finally, the on-line ML classifier is
updated if the accuracy of current ML classifier falls below a predefined threshold.

3.1 Practical Training Dataset Generation

A training dataset generator is used for generating training datasets. P2P detection
using heuristics has been proven to be able to differentiate P2P traffic from the back-
ground traffic. Some of the heuristics proposed in [4, 5, 11] are used to generate
training dataset for the statistical ML classifier. This three-class heuristic classifi-
cation involves several steps to label flows as P2P, nonP2P, and known flows. All
heuristic are first applied independently to all flows. Then, flows are classified as
P2P flow if they have been labeled by one or more of the P2P heuristics and at the
same time not being classified by any of the nonP2P heuristics. On the other hand,
flows are classified as nonP2P flows if they have been labeled by one or more of the
nonP2P heuristics. The rest of flows are classified as unknown. Training dataset is
built based on all P2P and nonP2P flows while the unknowns are discarded.

3.1.1 P2P Heuristics

Three main P2P heuristics types are used to classify P2P pairs. The first type ex-
amines the source-destination IP pairs that use both TCP and UDP to transfer
data [5, 11]. The second is based on how P2P peers connect to each other by study-
ing the connection characteristics of <IP,Port> pairs [5]. The third one relies on
repeatedly use (identical) port numbers on a host within short time periods [11].
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Many P2P applications use both TCP and UDP transport layers for communi-
cation. UDP connections are often used in P2P signaling phase where this phase
involves high number of connections to peers. TCP connections require high over-
heads for sending queries as compared with UDP connection since it requires hand-
shaking to establish the connection [7]. TCP connections are used to transfer data
between hosts after a connection establishment. Six out of nine analyzed P2P pro-
tocols in [5] concurrently use both UDP and TCP connections.

The <Port.IP> pair is a type of heuristic to classify P2P applications. In hybrid
P2P networks, each P2P client keeps a starting host cache which maintains the IP
addresses of other clients or supernodes that connect to existing P2P networks. A
new client with random port number uses the IP addresses of a supernode before
finding other clients. Many clients start communicating with the new client by us-
ing the advertised <Port.IP> pair. All clients pick random source port number to
connect to a new client. Therefore, seldom multiple clients choose the same source
port number. In other words, for the advertised destination <Port.IP> pair of the
client, the number of distinct IPs connected to the client will be equal to the number
of distinct ports used [5].

Port usage heuristic was proposed by Perényi [11]. The basis of this heuristic is
that the operating system allocates temporary port numbers to source ports at the
beginning of the connection for normal applications. It is uncommon for a host to
use the same port numbers within short time periods. In the case of P2P connections,
both source and destination peers assign a fixed port for signaling traffic or data
transfer. If an IP re-uses a source port repeatedly within t seconds, the <Port.IP>
pair is classified as P2P and all flows to and from this pair are classified as P2P
flows [4]. This P2P heuristics was not used in [3].

Simple port based classification is added in the three-class heuristic classification
to classify P2P flows based on well-known P2P ports [5]. Although many P2P appli-
cations can dynamically choose arbitrary port numbers, the result in [8] shows that
approximately one third of P2P traffic can still be classified by known P2P ports. At
the same time, it is improbable for nonP2P applications to utilize known P2P port
numbers. This heuristic was not included in [3].

3.1.2 NonP2P Heuristics

Six nonP2P heuristics are included in our training dataset generator to classify
nonP2P traffic and to reduce false positive. The first nonP2P heuristic is used in
our system to classify web access. A host usually uses multiple connections to a
web server to improve the speed for downloading objects. Hence, in the case of web
access, the ratio between the number of distinct ports and the number of distinct IPs
connected to the web server is higher than the ratio in the case of P2P traffic [5].
To further identify web traffic, another heuristic is added based on the fact that web
clients also use parallel connections to webservers. Meanwhile, data transmission
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between peers consists of one or more consecutive connections. Only a single con-
nection can be active at any given time [11]. This nonP2P heuristics type was not
used in [3].

The third nonP2P heuristic is used to identify traditional services such as Net-
BIOS and DNS based that use the same destination port and source port numbers.
Hosts are classified as mail servers by observing of their port usage to connect to
other hosts in the same time interval. This is the fourth nonP2P heuristic used in our
system. Perényi [11] noted that some common applications can be suitably classified
by known destination ports. Web ports are not included since some P2P applications
like KaZaA also use these registered ports. The last nonP2P heuristic is utilized to
classify attack pairs based on the Sweep and Scan in [4]. In the Sweep case, attack
pairs are classified if one host uses a few different port numbers to connect to a lot of
hosts. In the Scan case, attack pairs are classified if one host scans a few particular
targets on a large number of distinctive ports. The last two nonP2P heuristics were
not used in [3].

3.2 Retraining Mechanism

There are some limitations on applying statistical ML techniques for on-line traf-
fic classification. The classification accuracy becomes low over time if the traffic
behavior changes over time (i.e., concept drift) [9, 16]. We proposed a retraining
mechanism which has the ability to retrain ML classification by creating a new clas-
sifier model when the classifier’s accuracy falls below a set threshold. This is done
by using the generated training dataset to retrain the classifier. It consists of two
phases as shown in Fig. 1.

The retrain decision unit is responsible to evaluate the accuracy of the on-line ML
classifier. Given an accuracy threshold, the retraining decision unit decides when
the on-line ML classifier needs to be updated. This module consists of two parts
as shown in Fig. 1. It consists an equivalent software ML classifier model (i.e.,
J48 in this paper) to the on-line J48 ML classifier (targeted as a hardware-based
classifier). The software J48 model uses 25 features as shown in Table 1 to classify
all flows which have been classified by the heuristic training dataset generation. The
accuracy is calculated as the ratio of the correctly classified flows over the total
number of flows. If the accuracy is below the set threshold, retraining process is
applied.

The ML traning phase is responsible for generating a new on-line ML classifier.
This module retrains the software J48 model and updates the online J48 classifier
using the generated dataset by the training dataset generator. The training dataset is
generated based on the last n classified flows by the training dataset generation in
order to avoid large training time. Our empirical work shows that 2000 flows are
sufficient to obtain a good accuracy.
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Table 1 Set of features extracted from flow

Features (Flow)

<Src port, Dst Port, Protocol>
Total number of packets (in each direction and total for a flow)
Total number of bytes (in each direction)
Total bytes of payload (in each direction)
Flow duration( in each direction and total for flow)
Average payload per packet(in each direction)
Average length of packet(in each direction)
Average time interval (in each direction)
Number of packets per second(in each direction and total for flow)
Total number of bytes per second(in each direction and total for flow)

4 Results and Discussion

The results of the heuristics based training dataset generation and the retraining
mechanism are discussed. Finally, the overall accuracy of the proposed on-line P2P
ML classification over time is analyzed.

4.1 Dataset Preparation

Six datasets were captured from the Universiti Teknologi Malaysia academic net-
work. Table 2 shows the captured datasets consisting of PPlive, uTorrent, FrostWire,
eMule, Thunder, and BitTorrent P2P applications. We run each P2P application one
application at a time to form different datasets. Each dataset contains one P2P appli-
cation versus other nonP2P traffic. In total, all datasets consist of more than 53,000
flows (27,063 P2P/26,220 nonP2P).

Table 2 Dataset used to evaluate accuracy of ML classifier over time

dataset P2P program P2P / non-P2P (flows)

Dataset1 PPlive 4294/4157
Dataset2 uTorrent 4365/4325
Dataset3 FrostWire 4962/4407
Dataset4 eMule 3841/4501
Dataset5 Thunder 5283/4574
Dataset6 BitTorrent 4318/4256
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4.2 Traffic Dataset Generation based on the Three-Class
Heuristic

We used the heuristic classification in the first stage to generate the training dataset
for the second stage of our proposed system. The work in [3] added a new class
(unknown) to reduce false negatives. This added heuristics, which were not included
in [3], improve the performance of classification in generating the training dataset.
Based on our empirical study, our proposed generation of the training data set can
process 250,000 packets in less than a minute.

Table 3 The accuracy of the heuristic classification. f p, t p, f n, tn denote false positive, true
positive, false negative, and true negative, respectively.

Dataset Generation f p(%) t p(%) f n(%) tn(%) Accuracy

Work in [3] 12.61 99.71 0.29 87.39 98.46
Proposed technique 1.37 98.38 1.62 98.63 98.47

Table 3 shows the comparison between our proposed dataset generation tech-
nique with the one proposed in [3]. As compared to work in [3] which has high
f p (12.61%), our proposed three-class heuristic classification has less f p (1.37%).
This is the result of adding better heuristics compared to [3]. Our three-class heuris-
tic classification can classify more nonP2P flows (37% of the whole nonP2P flows)
as compare to the result for heuristic classification in [3] which classified only 15%
of the whole nonP2P flows. This improvement is result of adding more three nonP2P
heuristics to our system.

4.3 Retraining Mechanism Evaluation

We generated two synthetic datasets for training and testing ML classifier by mixing
flows of different datasets in Table 2. The first synthetic dataset contains 2,000 flows
(800 nonP2P flows and 1,200 P2P flows) is used to generate the on-line ML clas-
sifier. Of the 1200 P2P flows, we select equally 600 P2P flows from two Dataset1
(PPLive) and Dataset3 (ForestFire). The second synthetic dataset which consists
25,000 flows is used for testing the on-line ML J48 classifier. This is to show the
concept drift condition when ML classifier becomes outdated.

Fig. 2 shows the results of our experiment when the retraining mechanism is ap-
plied. We evaluate our system with two accuracy thresholds (i.e. 96% and 97%). The
dashed line shows the accuracy of on-line traffic classifier decreases over time from
98.89% to 92.8% when retraining is disabled. By applying the retraining mecha-
nism, the results show that the system is able to maintain the predefined accuracy
over time. Setting a high threshold will results in more frequent retraining.
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Fig. 2 The effect of Retraining mechanism on Accuracy of on-line ML classifier

5 Conclusion

We improved the training dataset generation based on three-class heuristic to gener-
ate the training datasets for training the on-line P2P ML classifier. Since the training
dataset can be generated in a short period, frequent retraining of the on-line ML
classifier is possible. We showed that the on-line P2P ML classifier suffers from
the concept drift problem and low accuracy when frequent retraining is not applied.
The on-line ML classifier was built based on the J48 algorithm and training dataset
generated by the training dataset generator. The results of using automatic retraining
mechanism shows that the online J48 ML classifier is able to maintain its accuracy
above a predefined threshold (above 97%) over time.
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Novel Monitoring Mechanism for Distributed 
System Software Using Mobile Agents 

Rajwinder Singh and Mayank Dave* 

Abstract. As distributed system software gain complexity owing to increasing 
user needs, monitoring and adaptations are necessary to keep system fit and 
running. These distributed applications are difficult to manage due to changing 
interaction patterns, behaviors and faults resulting from varying conditions in the 
environment. Also the rapid growth in Internet users and diverse services has 
highlighted the need for intelligent tools that can assist users and applications in 
delivering the required quality of services. To address these complexities, we 
introduce mobile agent based monitoring for supporting the self healing 
capabilities of such distributed applications. We present the novel mobile agent 
based monitoring technique where the monitor agents constantly collect and 
update the global information of the system using antecedence graphs. Updating 
weights of these graphs further help in evaluating host dependence and failure 
vulnerability of these hosts. These graphs help monitoring mobile agents to detect 
undesirable behaviors and also provide support for restoring the system back to 
normalcy. 

1 Introduction 

Large scale distributed applications have become increasingly dynamic and 
complex. New requirements and flexible component utilization call for updates 
and extensions. In a ubiquitous network society, intelligent home appliances and 
other devices and systems in our everyday environment would provide services 
via cooperation with each other. Such complex system naturally becomes prone to 
faults thereby making constant monitoring necessary. In order to avoid 
unpredictable behaviors of such service components we present monitoring of 
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system components which is supported by a technology called multi-agent 
systems (MAS). Mobile agents are autonomous software programs that act on 
behalf of a user and moves through a network of heterogeneous machines [8]. 
These mobile agents form a group and monitor the distributed system service 
components by collecting global system information in form of antecedence 
graphs [9]. In this paper we propose a configuration that can easily improve the 
reliability of distributed applications. 

The novelty of proposed scheme is that use of antecedence graphs for storing 
the component information by monitoring mobile agents. Antecedence graph is a 
directed acyclic graph which contains information of the events occurred before a 
state interval. When global information needs to be collected, all relevant 
monitoring mobile agents are identified and informed concurrently which 
dramatically decreases the time latency of tracing dependencies. Meanwhile, the 
proposed monitoring technique makes full use of the computation and storage 
ability of mobile agents and then reduces synchronization message transmission 
overhead. In this paper, we propose a new monitoring mechanism using 
antecedence graphs which exploits a new way to design cost-effective agent-
driven software monitoring systems. Execution of weight updating also increases 
the system reliability. 

The remaining paper is organized as follows: section 2 consists of discussion of 
existing work in monitoring methods.  The proposed scheme is discussed in 
section 3 followed by performance analysis in section 4 and conclusions are drawn 
in section 5.  

2 Related Work 

Monitoring is a technique for designing systems with better reliability in case of 
fault or other unexpected events. Several authors have proposed monitoring 
methods. In [1], authors proposed that monitored values can be abstracted and 
related to the architectural properties of a model. This is the typical model 
representation scheme adopted by most ADLs. Authors in [2] proposed the use of 
probes and gauges report low level monitoring information that can be used to 
update an abstraction or to trigger alarm. Similarly, in [3], components like Event 
packager transform raw data collected from probes into smart, event compatible 
event streams which is collected by Event distillers. This may be supported by an 
architectural transformation tool that acts in response to the gauges that detect 
differences between running and actual system architecture. Combs et al. [4], 
propose external mirroring scheme that navigate probe data into the parallel space 
where services are executed, and return. Services are requested and translated into 
workflows that represent the service commitments of service providers. The 
parallel space can adaptively substitute services which may fail with eligible 
substitutes. Authors in [5] have created an architectural model which can be 
represented by plotting a graph of the interacting mechanism with the help of 
Acme, an Architecture Description Language (ADL). ADLs such as Acme, 
xADL, Darwin, etc. are being utilized to represent system architectures and  
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facilitate the adaptation and reconfiguration of system components which are a 
necessary part of a healing system. In [6] authors proposed a method of diagnosis 
of distributed systems by using a fault model. In this method, performance is 
optimized locally but not globally, and therefore this method is not applicable to 
large-scale real-time distributed software operated in an open environment objects 
are added and deleted. Authors in [7] have used interdependency information in 
mobile agent based system, which is used for replication calculation. This 
approach is mainly for calculating number of replicas rather than exhaustive 
monitoring. 

3 Monitoring Using Mobile Agents 

In this section, we introduce the proposed scheme of using mobile agents for 
supporting monitoring capabilities in distributed applications.  Further we explain 
the creation of antecedence graphs for storing the system information both at  
local as well as global level. There are many benefits [10] derived from applying 
mobile agents for using them for monitoring service components in distributed 
applications such autonomous and asynchronous execution , dynamic adaptation 
and robust and fault-tolerant behavior: Thus multi-agent systems can form the 
fundamental building blocks for distributed software systems, even if the software 
systems do not themselves require any agent-like behaviors. When a conventional 
software system is constructed with agents as its monitoring modules it increases 
the robustness and reliability of the system. 

3.1 Monitoring Architecture 

We consider simple scenario of distributed system software where each service 
host performs some service as per roles assigned. It performs interactions with 
other hosts in response to query or to complete the assigned task. If some host 
which may have higher importance (such as initiator of task) fails, then it may 
disorganize the whole system. Such dynamically changing distributed systems 
need constant monitoring. We propose distributed monitoring architecture to 
improve efficiency and robustness of distributed system software by means of 
employing various mobile agents. The above proposed multi agent monitoring 
model  as shown in figure 1, uses the following mobile agents which improve the 
response of system to changes in behavior of the system. 

• Monitor Agent: The lower-level components of the monitoring component 
module are Monitor Agents. These agents reside on service hosts and monitor 
various surrounding environment. These agents gather component information 
based on the host activity. This information is stored in form of antecedence 
graphs (discussed in detail in next section).  Every state change is put as entry 
into the antecedence graph. Further in order to calculate dependence of system 
on service host, antecedence graph weights are also calculated and updated.   
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• Manager Agent: The manager is a higher-level component which maintains the 
overall multi-agent architecture. It is responsible for controlling the monitor 
agents in their monitoring process. Their main capability is to correlate different 
local events in time from different monitored distributed resources. They also 
store on the checkpointed antecedence graph. This serves two purposes, firstly 
vulnerable service hosts are recognized and it also keeps monitor agents light. 
These are designed as platform independent components and they accumulate 
and weigh the information gathered by the monitor agents. 

• Alert Agent: An alert agent is built of several blocks including time-stamps 
corresponding to the creation time of the alert message, the detection time of 
threshold event, fault alert and other the alarm information. It carries out 
actions at command of Manager Agent. 
This multi-agent monitoring mechanism supports distributed application and 
responds adaptively to environmental changes. These agents involved in 
monitoring play the two roles:  Supervision and control of service hosts and 
Generation of global information. 
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Fig. 1 Mobile Agent Based Monitoring Architecture 

3.2 Antecedence Graphs  

Antecedence graph is a directed acyclic graph which contains information of the 
events occurred before a state interval. Considering an example scenario of a 
distributed system with three service hosts monitored by three monitoring agents 
residing on three hosts of distributed systems, host A, host B and host C. Monitoring 
agents monitor the change of state of hosts. The inter host communication can be 
depicted in form of a graph as shown in figure 2.  
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    Fig. 3 AG for host A 

 
• AG Formation at host A: The formation of antecedence graph for Host A takes 

the following steps: Message m2 is received by Host A from Host B. A 
combines the antecedence graph received from B to its own graph for the 
formation of the event Ω1

A. The resultant graph is illustrated in figure 3. 
• AG Formation for Host B: Initially B sends a message m0 to C. After this, the 

message m1 is received by B from C; with the difference of antecedence graph 
of C (if a message from C has been previously received). B combines the 
antecedence graph (AG) received from C to its own graph for the formation of 
the event Ω1

B. The resultant graph is illustrated in figure4. 
• AG Formation for Host C: The formation of antecedence graph for host C takes 

the following steps: Initially C receives a message m0 from B for the formation 
of the event Ω1

C. After this, the message m1 is sent to B from C. After this, C 
receives the message m3 from A, with the antecedence graph of A. C combines 
the antecedence graph received from A to its own graph for the formation of 
the event Ω2

C. The resultant graph is illustrated in figure 5. 
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Fig. 4 AG for host B Fig. 5 AG for host C 

 
Monitor Agents store these graphs and use them as catalogue of local 

information. They observe associated service hosts and update the local 
information in form of updating AGs). Beside they use this information to 
compute the dependence (or importance) of their respective service hosts and 
devise the next appropriate strategy. 
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3.3   Calculation of Host Dependence 

Service hosts may need to communicate with other service hosts from time to 
time, either for required competencies or resources. These interactions are usually 
in form of message exchange. The Monitor Agent on each service host is in-
charge of storing this information in terms of Antecedence graphs (as discussed 
above). In order to calculate dependence of other service hosts on their host, 
mobile agents use several parameters such as executed tasks and number of 
messages exchanged. This calculation is made by use of weights assigned to AGs. 
These weights may be useful in detecting which link becomes too heavy or if 
system is burdening few hosts. In this section we propose use of algorithm to 
compute the level of dependency on host (greater the dependency, higher is the 
importance role of host). At passage of ∆t time threshold, the Monitor Agent 
executes the weight updating algorithm. The service hosts continue to act 
according to their goals and requirements. 

3.3.1   Weight Updating Algorithm 

Antecedence graph generated by Monitor Agent is a directed label oriented graph 
with n number of nodes and L set of links. Weights Wi,j reflects the importance of 
the interdependence between the associated hosts (Hosti and Hostj).The algorithm 
[11] assigns initial and updated weights to each link representing the exchange of 
messages, depending upon the class of messages. As per work in [12], there are 
six classes of messages which are given in table 1. 

These classes have variations from 0 to 1 with value 0 corresponding to no 
influence and 1 corresponding to high influence. In the weight calculation 
algorithm we assign initial values to weights using the fuzzy granulation proposed 
by [13]. An influence is thus described by symbolic values ( as shown in table 2) 
such as low, medium, high which correspond respectively to the intervals: [0, 
0.35], [0.30, 0.65] and [0.60, 1]. The average value of each symbolic value is the 
median of its interval. It is used to define the weight of a message. 

 
Table 1 Classes of performative 
 
 

Class Type of message 

Class 1 request, request-whenever, query-if, query-ref, 
subscribe 

Class 2 inform, inform-done, inform-ref 

Class 3 cfp, propose 

Class 4 reject-proposal, refuse, cancel 

Class 5 accept-proposal, agree 

Class 6 not-understood, failure 

Table 2 Symbolic value of six 
message classes 
 

Class Symbolic values Intervals 

Class 4 , Class 6 Low 0 to 0.35 

Class 2, Class 3, 
Class 5 

Medium 0.30 to 0.65 

Class 1 High 0.60 to 1.0 
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The weight of a message is defined by the median of the interval corresponding 
to the fuzzy value of its performative. The following algorithm is executed at 
occurrence of threshold time ∆t to update the weights associated with links of AGs. 

 
 

Algorithm: Basic calculations for updating weights 
1:     Let threshold1 be weight threshold defined by designer.  
2:     At each occurrence of t do step 2 through  
3:     Let NoMi,j( t) be the number of messages sent by host i to host j where i  j and i , j <= n (where n is             
number of hosts) 
4:     Calculate 
              NoMmax( t) =              max          (NoMi,j( t)) 
                                         1<= i , j <= n, i  j 
 
            NoMmin( t) =           max             (NoMi,j( t)) 
                                                        1<= i , j <= n, i  j 
 
                                NoMavg( t) =                            (NoMi,j( t)) / n* (n-1) 
                                                                         1<= i , j <= n, i  j 
 
5:      Let discount rate (t) = 0.5 
6:      for each i  j do 
7:               if link between host i and host j exists then update  
                                     Wi,j (t+ t) = Wi,j ( t) + (NoMi,j ( t) - NoMavg( t)) /  (NoMmax( t) - NoMmin( t))) + (t) 
8:               end if 
9:       end for 
10:     if Wi,j (t+ t)> threshold1 then 
11.              Checkpoint AGs at Manager Agent using Alert Agents 
12.      end if  
 
Parameter α is the discount rate that dictates the degree to which existing 

weights are changed and updated. This parameter can be set high when weights 
need to be mane more sensitive to environmental changes and can be set low when 
empirical data needs to be given priority. After execution of above algorithm, the 
Monitor Agents are now equipped with dependence information of their respective 
hosts. The higher weights signify high dependence of system or other hosts on 
respective host. This is a measure of sensitivity of the host to failure which may 
lead to high vulnerability. Failure of hosts with higher vulnerability may cause total 
disorganization of system which may lead to domino effect on other hosts as well.  

In order to prevent total loss of information in case of failure of such service 
hosts, Monitor Agent checkpoints and sends SOS message to Manager Agent. 
Manager Agent sends Alert Agents to collect AGs checkpointed at various hosts. 
These AGs from various Monitor Agents are then used by Manager Agent to 
collect global information in of form global AGs. In case of failure of its host, 
Manager Agent is informed by Alert Agent. Manager Agent provides global AGs 
to Monitor Agents of such recovering hosts. At time of recovery, it is necessary to 
bring hosts to its state prior to failure. These AGs can then be used to bring 
recovering host back to consistent state. 

4 Experiments 

In order to study the effectiveness of proposed mobile agent based monitoring 
technique, we used distributed ecommerce application. In this application, n hosts 
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participate and offer bids for a product. The lowest bid is accepted as successful. 
Service hosts are designated several hosts in emarket such as Sales Host (offers 
bids), Purchase Host (calls for and accepts bids) and Manager Host (which 
manages these auctions). A collaborative multi-agent system consisting of 
Manager Agent, Alert Agents and Manager Agents is built as monitoring layer. 
The proposed monitoring system of multiple agents performing in collaboration in 
a group has been implemented on IBM Aglets[14] over a network of systems with 
configuration of 1 GB RAM and 3.2 GHz processor connected to 10/100 Mbps 
Ethernet. We conducted several experiments with varying number of service hosts 
from 5 to 30 in steps of 3 and 5.  

• Execution Time : In first experimental run, we consider execution time as 
measure of effectiveness of proposed monitoring scheme. We consider 
execution time for two cases 1) without mobile agent based monitoring and 2) 
with use of mobile agent based monitoring using regular updating of weights of 
AGs. Figure 6shows that though execution time is more in case of mobile agent 
based monitoring yet it remains around constant and doesn’t increase much 
with increase in number of agents. This can be attributed to the fact that in 
order to calculate the local and global information communications between 
agents of monitoring is now significantly high. Therefor the communication 
between agents in second case is optimized. 

•  Robustness : In second experiment round, we use simulation of faults. We 
chose host and stop its thread, which leads to failure of the host. The success 
rate of such failure simulation can be calculated as 

   Success Rate = (SS / TS) * 100 

where SS is total number of successful simulations( i.e. the ones leading to failure) 
and TS is the total number of simulations. 

Here we consider two cases 1) when host is chosen randomly 2) when choice of 
host s based is based on mobile agent based monitoring using weighted AGs. If 
killed host was of higher importance then its associated hosts may suffer as well 

 

Fig. 6 Comparison of Monitoring Costs Fig. 7 Rate of succeeded runs for both 
cases 
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and may result in disorganization of whole marketplace (defined as failure). Note 
that in our experiment, we compute the number of failed negotiations instead of 
successful negotiations. Figure 7 shows that strategy using AGs and mobile agents 
to find dependence information for monitoring gives better results. This can be 
explained by the fact that mobile agents collaborate to update weights of AGs; 
thus improving reliability of application domains where roles of participating 
agents are quite crucial. 

5 Conclusion 

Distributed systems are often complex and change dynamically. Therefore 
constant monitoring is essential for such systems. To make these systems more 
reliable, we proposed mobile agents based monitoring approach. We introduced 
use of antecedence graphs which represent the interaction between various 
participant hosts. Updating of weights from time to time helped in calculating the 
dependence of hosts which in turn signifies the vulnerability of host to failure. 
From experimental results it can be safely inferred that he proposed monitoring 
technique for distributed application using mobile agents may effectively increase 
system tolerance beside effective recognition of vulnerabilities in system. In the 
future, we intend to work out a more formal model of the quantity of dependence 
and incorporate other parameters to gauge the efficiency of the model in 
accurately measuring host vulnerability. 
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Investigation on Context-Aware Service 
Discovery in Pervasive Computing 
Environments 

S. Sreethar and E. Baburaj* 

Abstract. The increasing transmission of portable devices with wireless connec-
tivity enables new pervasive scenarios, where users require personalized service 
access according to their needs, position, and environment conditions (context-
aware services). A fundamental requirement for the context-aware service discov-
ery is the dynamic retrieval and interaction with local resources, i.e., resource dis-
covery. The high degree of dynamicity and heterogeneity of mobile environments 
requires moving around and/or extending traditional discovery solutions to sup-
port more intelligent service search and retrieval, personalized to user context 
conditions. We have reviewed the research of context aware service discovery that 
based on semantic data representation and technologies; allow flexible matching 
between user requirements and service capabilities in open and dynamic deploy-
ment scenarios. 

Keywords: pervasive computing, context aware service discovery. 

1   Introduction 

Recent advances in the computational capabilities of portable devices, such as cel-
lular phones and palmtops, together with their increased wireless connectivity 
have favored the emergence of pervasive service provisioning scenarios. Mobile 
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users can access needed services from ubiquitous attachment points and even 
when changing physical locations, e.g., at their workplaces, at home or at publicly 
accessible places, such as airports and shopping malls. Moreover, users can in-
creasingly benefit from services whose results adapt to the changing context, such 
as variations in user’s position, preferences and requirements, and in locally avail-
able resources (context-aware services) [1]. Context is a complex notion that has 
many definitions. Here, we consider context as any key information characterizing 
the user, e.g., user preferences, needs, location, and any useful information about 
the environment where he operates, e.g., date, time, on-going activities and inte-
ractions with services and/or other users. 

In these context-aware service provisioning scenarios, it is crucial to enable the 
dynamic retrieval of available services in the nearby of the user’s current point of 
attachment, while minimizing user involvement in service selection, configuration 
and binding. Service discovery in pervasive environments, however, is a complex 
task as it requires to face several technical challenges at the state of the art, such as 
user/device mobility, variations (possibly unpredictable) in service availability and 
environment conditions, and terminal heterogeneity. Users might need to discover 
services whose names and specific implementation attributes cannot be known in 
advance, while service providers need to advertise services to clients whose tech-
nical capabilities and conditions at interaction time might be mostly unpredictable 
beforehand. In addition, service providers cannot exactly define and code at  
design time all possible configurations of devices accessing the service, e.g., by 
including any possible discovery protocol and data format. 

2   Context-Aware Service Discovery 

A context awareness system comprises three main components which we are con-
cerned. To begin with, the system gathers context information available from user 
interface, pre-specified data or sensor and adds it to a repository. Furthermore, the 
system converts the gathered raw context information into a meaningful context 
which can be used. Finally, the system uses context and gives a reaction, and  
reveals the appropriate context to the user. 

2.1   Service Discovery 

In the past few years, industry and academia have investigated and proposed vari-
ous discovery solutions and protocols, such as the Jini discovery architecture [5], 
the Bluetooth Discovery Protocol [2], the UPnP Simple Service Discovery Proto-
col [3], and the IETF Service Location Protocol [4]. Other discovery protocols 
have also emerged within the Web Services research community, such as ebXML 
[6] and UDDI [7]. All these protocols rely on exact syntactic based matching 
techniques based on unique identifiers, interfaces, names or XML-based keywords 
generally defined within fixed, standard taxonomies. However, the exact matching  
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of patterns or keywords might be too restrictive when applied to dynamic and he-
terogeneous pervasive environments where little or no prior agreement exists on 
service description and user request format. Service discovery might possibly fail 
due to the syntactical mismatching between service names. For instance, if a user 
is looking for a ‘‘News” service, a service called ‘‘Information” would not match 
with the request, although their respective meanings are clearly compatible. 

2.2   Context Based Service Discovery 

Before introducing the design of context service discovery, let us define the terms 
to be used in the following sections. 

• Requester: A device that requests contexts from remote devices for SA (Situa-
tion Awareness) application software running on the device. 

• Provider: A device that provides requested contexts for Requesters 
• Request: A beacon sent out by a Requester, requesting for contexts. 
• Result: A beacon sent out by a Provider, containing requested context. 
• Neighbor: A device in the locality of the network for another device. 
• Sensing Unit (SU): A software or hardware unit, which can provide one or 

more contexts 
 

The design of context aware service discovery is based on the following ideas: 

Fig. 1(a) and (b) depict the different steps involved in the discovery process in 
Requester and Provider devices. Detailed descriptions of these steps will be pre-
sented below. In Fig. 1 (a), in the Requester device, an SA application registers 
with CDP (Context Discover protocol) by sending a list of required contexts for 
situation analysis. Then, CDP lookups the Context Repository (CR), which stores 
information of all contexts on the device, to see if the requested contexts are 
available locally. If a requested context C0 is available locally, C0 can be  
retrieved from the CR. Otherwise, the Requester sends out a Request beacon,  
advertising its need for C0, and waits for Result beacons. If CDP cannot  
receive any Result beacon for C0 within a time-out, the application is promptly 
de-registered. 

In Fig. 1 (b), a new SU registers with CDP by sending the name and type of 
the contexts provided by the SU, the methods of acquiring contexts, and the 
range of supported frequency of context acquisition. On receiving an SU registra-
tion, R-CDP (Request-CDP) updates the CR. These contexts are indexed by their 
sources SUs, and a time-stamp to indicate when the contexts become invalid and 
should be removed from the CR. On receiving a Request for C0, the Provider 
searches the CR for C0. Depending on the availability of C0, a context match 
may occur, and trigger the sending of a Result beacon containing C0 to the  
Requester.  
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(a) Requester                  (b) Provider 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
Fig. 1 Context service discovery 

3   Literature Review 

In this section we describe and explain various context aware service discovery 
that based on semantic data representation and technologies. 

Yes 

 
 
No 

Received Re-

quest 

 beacon? 

Context
 match ? 

Send Result 
beacon 

Proactive Context Result 
 Beacon Transmission 

Yes 

      No 

No 

Send Request beacon 

 
No 

Application & Sensing unit 
Registration 

 

Context Repository lookup 

Yes 

Is time lapse 
= timeout? 

Context Result 
 Beacon Retrieval 

De-register  
application 

Propagate the required 
contexts to the application 

Yes 

Received  Re-

sult beacon? 

  Yes 

Are required 
contexts available? 

   No 

  No 



Investigation on Context-Aware Service Discovery  397
 

3.1   AIDAS: Adaptable Intelligent Discovery of Context-Aware 
Services 

AIDAS frame work [8] have proposed semantic-based metadata (profiles) to de-
scribe properties and characteristics of the entities involved in the discovery 
process, i.e., services and clients. It associates each client with its context, which 
defines any client-related information relevant to the discovery process. In case of 
a user client, context might include personal information about the user, such as 
spoken languages, as well as technical features of the user’s device. 

AIDAS metadata model is specifically designed to support personalized user-
centric discovery. In particular, the model focuses on the representation of ser-
vice/user/device capabilities and requirements, whereas other parameters, e.g., 
service preconditions, post conditions, effects and assumptions taken into account 
in other solutions [9, 10], are not considered relevant since they mostly serve the 
purpose of supporting automatic service composition. As a key feature, AIDAS 
metadata model provides fine-grained profile modularization to improve precision 
and effectiveness in service selection. The comparison between service request 
and offer is performed by considering single capabilities and requirements of in-
terest rather than the entire service profile. In addition, device profiles are ex-
ploited to refine the searching scope. 

Finally, AIDAS allows users to further personalize service discovery by speci-
fying preferences. In particular, users can define in advance a priority order 
amongst requested service capabilities, thus being relieved from the burden of 
manually selecting and ordering discovery results. Furthermore, users can specify 
which requirements to possibly relax in order to extend the set of potentially inter-
esting services. 

3.1.1   Management Services 

The User Proxy is an application-independent middleware component that 
represents a portable device on the fixed network [1]. It adopts the general emerg-
ing design guideline of dynamically extending the Internet infrastructure with 
proxies acting possibly disconnected limited devices [1, 11, 12]. Proxies can han-
dle several complex management tasks transparently to client devices by hiding 
network heterogeneity and managing network dynamicity. AIDAS associates one 
UP (User Proxy) with each portable device, with a 1-to-1 mapping.  

Semantic languages seem to represent a suitable means to realize advanced dis-
covery solutions that overcome the intrinsic limitations of traditional models. In 
[8] authors have proposed a middleware that exploits semantic techniques to per-
form context- aware discovery of services based on the requirements and prefe-
rences expressed by mobile users. 

In [8] authors also aware that in open and dynamic scenarios it is necessary to 
deal with security issues. Therefore, they are enhancing the AIDAS framework 
with security features, e.g., authentication and access control features. It also have  
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investigated the problem of resolution of conflicts that may arise between value or 
priority preferences. Another issue they have analyzed to plan to implement a new 
version of based on a network service discovery protocol instead of a registry, 
such as the Bluetooth discovery protocols or a P2P specific discovery protocol. 

3.2   Novel Context-Aware Service Directory 

In this approach, [13] authors focus on representation of context for web services 
and we choose a context representation formalism adopted from previous work on 
context-dependent representations [14]; context is represented by a set of dimen-
sions that take one or more discrete values or range over a specific domain. Com-
bining different dimensions of context that specify the conditions under which a 
service exists, results in a graph that represents a specific service category within 
the service directory. A set of such service categories form the service directory. 
Note that each service category may contain different contextual dimensions, 
based on the type of services it includes. 

In [ 13] Authors define context in service discovery for mobile computing as 
the implicit information related both to the requesting user and service provider 
that can affect the usefulness of the returned results [15]. Two kinds of context are 
identified, namely service context and user context. Service context can be the lo-
cation of the service, its version, the provider’s identity, the type of the returned 
results and possibly its cost of use. On the other hand, each user is characterized 
by a user context that defines her current situation. This includes several parame-
ters like location, time, temporal constraints, as well as device capabilities and us-
er preferences. During service discovery user context is matched against service 
context in order to retrieve relevant services with respect to context-awareness. 
Context is very important in mobile service discovery, since it can play the role of 
a filtering mechanism returning only the subset of retrieved services that conform 
to the user’s current context. 

Limitations of this approach is both mobile devices and current wireless com-
munication technology impose careful resource management. Applications run-
ning on mobile devices cannot afford to waste power nor consume available 
bandwidth by transmission of irrelevant data, not to mention unnecessary retrans-
missions.  

In [13] authors have investigated the problem of  screen size and, device capa-
bilities impose restrictions on displayed data, for example presentation of high 
quality images is usually not supported. Returning long to mobile users leads to 
user annoyance, besides excessive bandwidth consumption. Finally, since timely 
responses are required for successful mobile applications, it is often necessary to 
exploit user location in order to provide resources from nearby locations rather 
than distinct ones. It also suggested focusing mainly in extending the context-
aware service directory by means of contextual ontologies, in order to allow serv-
ing semantically enriched contextual requests for services, without the restriction 
of predefined contextual types or values. 
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3.3   Agent Based Middleware Infrastructure 

In particular, components supporting ubiquitous computing can be classified ac-
cording to their functionality, as illustrated in the following paragraphs. 

Middleware architectures boost rapid application development in the scope of 
complex and heterogeneous network and computing infrastructures. The increa-
singly important role of middleware components is intensified, when it comes to 
addressing ubiquitous computing applications and services. Middleware infra-
structures for such applications impose a need for balancing between transparency 
and context-awareness, while at the same time tackling with more sophisticated 
environments in terms of hardware and software. In addition, a ubiquitous compu-
ting application asks for a wide range of runtime services such as context-
awareness, sensor streams capturing, transfer and processing, dynamic service  
discovery and invocation, as well as autonomic capabilities. 

In supporting these features, In [16] authors developed an agent based middle-
ware framework, which can ease the implementation of sophisticated context-
aware services in appropriately configured in-door environments (called ‘smart 
rooms’). Smart rooms comprise a rich set of video and acoustic sensors, enabling 
several perceptive interfaces to operate and provide elementary context cues. The 
introduced agent framework provides functionality for service access control, per-
sonalization, context modeling, as well as of dynamic control and management of 
sensors and actuating devices.  

3.4   Context-aware Service Discovery in Multi-Protocol Pervasive 
Environments 

The MSDA middleware [17] has been designed to support service discovery in he-
terogeneous and multi-protocol pervasive environments. We further built and in-
tegrated in MSDA the support for context awareness in order to accomplish more 
efficient service discovery. The key feature of our approach is that context infor-
mation is used not only to select the most appropriate service instance, but also to 
improve the dissemination of service requests across heterogeneous pervasive  
environments, thus minimizing the resource consumption. As Authors[17] demon-
strated by the evaluation, properly managing context information not only produc-
es more accurate results, but also reduces the number of exchanged messages, at 
the cost of a limited overhead on the whole service discovery time. In future de-
velopments of MSDA, we plan to investigate how to support proactive provision-
ing of context information, how to optimize the exchange of such information 
among MSDA components (e.g., by aggregating network context information ex-
changed between MSDA Bridges), and how to guarantee the formulation of cor-
rect and non-conflicting context rules. Furthermore, we will investigate how to 
specialize the support offered by existing context ontologies to accomplish both 
efficient service selection and discovery request propagation. 
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3.5   Energy-Efficient Context Discovery Protocol 

In [18] authors have presented an Adaptive, Lightweight and Energy-Efficient 
Context Discovery Protocol for discovering contexts for SA(Situation Awareness) 
application software in ubicomp environments. It has been implemented and eva-
luated in RCSM (Reconfigurable Context-Sensitive Middleware) [17-21]. It can 
achieve energy-efficiency with a small overhead in latency. The authors have ana-
lyzed as the numbers of Requesters and Providers vary also protocol can adapt to 
variations in network density. The design supports device mobility by dynamically 
discovering and continuously updating context Providers and Requesters. The de-
sign of Protocol is lightweight because it does not require the usage of resource-
consuming mathematical computation and complex algorithms for collaborations 
among devices. 

The [22 ] suggested on it includes real-time context delivery, inclusion of me-
chanisms to authenticate context data, Requesters, and Providers in order to en-
hance security, and investigation of other effective energy-efficient methods for 
coordinated context discovery among devices 

4   Challenges and Open Research Issues  

In order to develop a platform which provides context-aware service discovery in 
pervasive computing environments for many challenges and open research issues 
need to be faced. Many of them are common to all approaches but there are many 
others that arise from the built-in nature that these devices currently present. A list 
of the most challenging aspects of context-aware service discovery in pervasive 
computing environments is presented in this section. Table 1 also summarizes the 
challenges. 

4.1   Resource-Limited Platform  

Current Pervasive platforms have very limited resources because of the embedded 
of the devices, their small size, the dynamicity they present and also because of 
their autonomous nature. Sophisticated protocols are needed to implement com-
plex context aware service discovery functionality in this kind of pervasive envi-
ronment. The number of devices is expected to grow as time goes by, but not fast 
enough to satisfy the node demands. All protocols developed for these kinds of 
platforms need to be designed to be energy efficient.  

As a result, memory consumption in the nodes of the networks will be unba-
lanced, which means, Request nodes near the Provider nodes will receive more 
packet traffic than the rest. Some techniques need to be developed to balance the 
network traffic to the extent possible.  

4.2   Mobility 

Request node and provider node mobility is allowed, the protocols are much more 
complex. Designing protocols that allow node mobility and effectively provide 
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service discovery requirements is very challenging in pervasive environments. The 
fact that the location of a node can vary over time makes it hard to route packets 
under strict QoS requirements. Neighbor discovery techniques become much more 
complex especially if the node mobility range is not bounded.  

4.3   Scalability  

Many context-aware service discovery approaches have been presented in the  
literature but most of them have only been simulated. Simulation is important be-
cause it allows general information to be extracted about the behavior of the mod-
els and about its suitability in a current situation. However, current situation 
should be used whenever possible since performance results significantly vary 
among them. In addition, based on our experience, to obtain good scalability is 
much more difficult if the tests are done on real platforms than in a simulation. 
Even though further research will made it possible to all efforts made towards im-
proving scalability. 

4.4   Multiple Request 

It is usual for some applications to share the same network, each of them having 
their own requirements. Thus, the platform needs to support different kinds of traf-
fic and should adapt itself to the needs of the applications, which may be at some 
point being in conflict with each other. In case the application requirements cannot 
be met, the application should be notified.  

Table 1 Summary of Challenges of context-aware service discovery in pervasive  
environments 

 
Challenges                 Descriptions 

1. Resource-limited platform Sophisticated protocols are needed to implement complex 
context aware service discovery function. 

2. Mobility Designing protocols that allow node mobility and effec-
tively provide service discovery requirements. 

3. Scalability       To provide scalability in pervasive environments. 
4. Multiple Request To support different kinds of traffic and should adapt itself 

to the needs of the applications. 
5. Real-time and reliable  The delivery probability can be platforms raised up to 

acceptable levels. 
6. Energy efficiency vs QoS                         To adapt the network to dynamically choose the best 
  configuration to provide the QoS requirements specified. 

 

4.5   Real-Time and Reliable Platforms 

The distributed nature of this technology makes it impossible to provide 100% re-
liability in the delivery of messages. However, by means of protocols, the delivery 
probability can be raised up to acceptable levels. To provide such features, com-
plex protocols need to be used, which in turn have a negative influence on other 
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aspects of the system such as energy efficiency or scalability. Most of the current 
solutions only provide soft real-time assurance. This is due to the limited real-time 
and reliable capabilities of the underlaying platform over which the application 
runs. In order for a protocol to provide hard real-time properties, the operating 
system of the platform where it runs needs to support it. 

4.6   Energy efficiency vs. QoS 

It is obvious that the more tasks need to be done, the more time they will consume. 
In this sense, providing QoS requires additional effort in terms of computation, 
memory and communication. All these things have an important influence on the 
energy consumption. It would be interesting to study under what circumstances 
this extra energy consumption is worth and moreover to adapt the network to dy-
namically choose the best configuration to provide the QoS requirements speci-
fied.  More generically, the study of trade-offs is important in the way, that it al-
lows the network to adapt itself to the pervasive environments, ensuring that no 
extra computation or communication is wasted. 

5   Conclusions  

Context-aware service discovery have been identified as a promising solution for 
pervasive environments. In order to do this, many challenges need to be faced and 
some open issues that hinder that goal are still unresolved. As the numbers of 
projects devoted to this goal are growing, future development in the field is ex-
pected. However, more effort is needed to develop middleware and to integrate 
existing protocols in a complete system in order to evaluate the feasibility of using 
this technology in real scenarios. We acknowledge the search for service discov-
ery models that allows applications to declare their needs and also the develop-
ment of context aware-protocols for pervasive environments as a significant factor 
that will allow the field to develop. 
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A Fuzzy Logic System for Detecting Ping Pong 
Effect Attack in IEEE 802.15.4 Low Rate 
Wireless Personal Area Network 

C. Balarengadurai and S. Saraswathi* 

Abstract. IEEE 802.15.4 is an emerging standard specifically designed for low-
rate wireless personal area networks (LR-WPAN) with a focus on enabling the 
wireless sensor networks. It attempts to provide a low data rate, low power, and 
low cost wireless networking on the device-level communication. In low rate 
wireless personal area networks the position of each node changes over time. A 
network protocol that is able to dynamically update its links in order to maintain 
strong connectivity is said to be self-reconfiguring. In this paper, we propose a 
fuzzy logic system for detecting ping pong effect attack in low rate wireless per-
sonal area networks design method with self-reconfiguring protocol for power 
efficiency. The LR-WPAN is self-organized to clusters using an unsupervised 
clustering method, fuzzy clustering means (FCM). A fuzzy logic system is applied 
to master/controller selection for each cluster. A self-reconfiguring topology is 
proposed to manage the mobility and recursively update the network topology. We 
also modify the mobility management scheme with hysteresis to detect the ping-
pong effect attack. 

Keywords: FCM, FLS, IEEE 802.15.4, LR-WPAN, Ping-Pong effect. 

1   Background and Related Work 

IEEE 802 Working Group has developed a set of standards for short range wire-
less communications commonly referred as wireless personal networks (WPAN) 
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[1]. To address the need for low-power low cost wireless personal area networks, 
the IEEE New Standards Committee officially sanctioned a new task group in Dec 
2003 to begin the development of low-rate WPAN (LR-WPAN) standard, called 
IEEE 802.15.4. The goal of Task Group 4, as defined in the Project Authorization 
Request is to provide a standard having ultra-low complexity, cost, and power for 
low-data rate wireless connectivity among inexpensive fixed, portable, and mov-
ing devices [2]. Generally an LR-WPAN network is organized as a star or peer to 
peer topology depending on the application. A network topology may considera-
bly affect the overall power consumption of the system. Thus, it is important to 
design a topology for self-organizing LR-WPAN to reduce the power consump-
tion. Conserving battery power is very significant because battery life is not ex-
pected to increase significantly in the coming years. In additions, for LR-WPAN, 
the position of each node changes overtime, the protocol must be able to dynami-
cally update its links in order to maintain strong connectivity. A network protocol 
that achieves this is said to be “self reconfiguring”.  

Ping-pong effect attack defined as fast, repeated and undue handovers from a 
coordinator to the other, caused by wrong decisions. It produces loss of packets, 
loss of energy consumption, service interruption, reduced terminal performance 
and increased load in networks [3] [4]. A general mathematical theory for design-
ing a minimum power topology within one cluster for a stationary network. Their 
approach only considers the immediate locality of a node [5]. A power control 
loop to control the transmitting and receiving power level in ad-hoc wireless net-
work to reduce energy consumption in MAC layer, which selects the minimum, 
transmit energy needed to exchange message between any pair of neighboring 
nodes [6]. A power-efficient gathering in sensor information systems (PEGASIS) 
method is proposed, but no mobility of sensor nodes is assumed, which is not true 
for mobile ad hoc networks [7]. Power-aware routing and different metrics are 
discussed in power-aware routing [8].  A power aware virtual base stations (PA-
VBS) protocol was proposed, which select a mobile node from a set of nominees 
to act as a base station [9]. A new power aware routing protocol was proposed to 
evenly distribute the power consumption rate of each node and minimize the over-
all transmission power for each connection request simultaneously [10]. In this 
paper, we propose a fuzzy logic system for detecting ping pong effect attack in 
low rate wireless personal area networks design method with self-reconfiguring 
protocol for power efficiency. The organization of the paper is as follows, power 
aware topology for LR-WPAN is discussed in section 2. Then, section 3 deals 
with master/controller selection in LR-WPAN using fuzzy logic systems. Next, 
self-reconfiguring topology for LR-WPAN in section 4. Finally, we conclude in 
section 5. 

2   Power Aware Topology for LR-WPAN 

2.1   Power Consumption Model and Cost Function 

Three models are often used for wireless communications: path loss, large-scale 
variations, and small-scale variations [11]. Similar to minimum power energy for 
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wireless sensor network[12], we concentrate only on path loss that has distance 
dependence which is well modelled by 1/d p, where d denotes the distance between 
the transmitter and receiver antennas, and the exponent p is determined by the field 
measurements for the particular system at hand [11], for example, p = 2 for free 
space, p = 1.6 – 1.8 for in building line-of-sight, and p = 4 – 6 for obstructed in 
building. Suppose there are c clusters in the LRWPAN, and mi is the nodes in the ith 
cluster, we use the following cost function to minimize the power consumption. 
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Where dik is the degree of membership of xk, p is a constant for a fixed environ-
ment, and 

|||| ikik vxd −=            (2) 

Where ||.||  is the Euclidean distance between one node (xk) and its cluster center 
(vi), where xk and vi can be 2-D or 3-D geography information. We partition the 
network to clusters via minimizing the total power consumption using an unsu-
pervised fuzzy c-means (FCM). 

2.2   Network Partition Using an Unsupervised Clustering in FCM 

FCM clustering is a data clustering technique where each data point belongs to a 
cluster to a degree specified by a membership grade. This technique was original-
ly introduced by Bezdek [13] as an improvement on earlier clustering methods. 
Here we apply FCM clustering to LRWPAN partition. Our objective is to parti-
tion n nodes to c clusters which will consume minimum power.  

Definition 1 (Fuzzy c-Partition for LRWPAN). Let X =x1, x2, · · · , xn be n nodes, 
Vcn be the set of real c × n matrices, where 2 ≤ c < n. The Fuzzy c-partition space 
for X is the set 
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The row i of matrix fcMU ∈ contains values of the ith membership function, ui, 

in the fuzzy c-partition U of X. 
 
Definition 2 (Fuzzy C Means Functionals). we modify equation (1) to 
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Where fcMu ∈ is a fuzzy c- partition of X; (v=v1, v2,...vc) where vi  is the cluster 

center of prototype ui, 1 ≤ i ≤  c; and, uik is the membership of xk in fuzzy cluster 
ui. J (U, v) represents the distance from any given data point to a cluster weighted 
by that point’s membership grade. The solution of 

),(min
, vUJU vM fc∈                                            

     (5) 

are least-squared error stationary points of J. The fuzzy clustering algorithm is 
obtained using the necessary conditions for solutions of equation (5), as summa-
rized in the following: 

Theorem 1: In equation (2) Assume ||  . ||  to be an inner product induced norm, 

let X have at least c < n distinct points, and define the sets )( k∀  
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Then (U, v) is globally minimal for J only   if (φ denotes an empty sets) 
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The following iterative method is used to minimize J(U, v): 

1. Initialize fcMU ∈)0(  (e.g., choose its elements randomly from the values 

between 0 and 1). Then at step l (l = 1, 2. . .) 

2. Calculate the c fuzzy cluster centers )(l
iv using (10) and )(lU  

3. Update )(lU  using (8) or (9). 

4. Compare )(lU to )1( −lU using a convenient matrix norm, i.e., if 

|||| )1()( −− ll UU  ≤ ε L stop; otherwise, return to step 2. 

5. Each node has c membership degrees with respect to the c clusters. Determine 
which cluster this node belongs to based on the maximum membership. By 
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this means, every node is classified to one cluster and the network is parti-
tioned to c clusters. 

The master/controller for each cluster can be selected based on the centroid (center) 
of each cluster vi (i = 1, 2, · · · , c), and the remaining power of each node (a mas-
ter/controller needs more power than a regular node). An ideal master/controller 
should be very close to the cluster centroid and has very high remaining battery 
capacity. But generally both conditions are not satisfied at the same time. To com-
promise this, we apply a fuzzy logic system to master/controller selection. 

3   Master/Controller Selection in LR-WPAN Using Fuzzy Logic 
Systems 

3.1   Overview of Fuzzy Logic System 

Fuzzy logic uses fuzzy set theory, in which a variable is a member of one or more 
sets, with a specified degree of membership. Fuzzy logic allow us to emulate the 
human reasoning process in computers, quantify imprecise information, make 
decision based on vague and incomplete data, yet by applying a “defuzzification” 
process, arrive at definite conclusions. The block diagram representation of a 
fuzzy logic system (FLS) is shown Fig.1. 
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Fig. 1 Fuzzy Logic System 

The FLC mainly consists of three blocks fuzzifier, inference and defuzzifier. 
The details of the above processes are given below. 
 
Fuzzifier 
The fuzzy logic controller requires that each input/output variable which define 
the control surface be expressed in fuzzy set notations using linguistic levels. The 
linguistic values of each input and output variables divide its universe of discourse 
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into adjacent intervals to form the membership functions. The member value de-
notes the extent to which a variable belong to a particular level. The process of 
converting input/output variable to linguistic levels is termed as fuzzifier. 
 
Inference 
When an input is applied to a FLS, the inference engine computes the output set 
corresponding to each rule.The behaviour of the control surface which relates the 
input and output variables of the system is governed by a set of rules. A typical 
rule would be if x is A then y is B, when a set of input variables are read each of 
the rule that has any degree of truth in its premise is fired and contributes to the 
forming of the control surface by approximately modifying it. When all the rules 
are fired, the resulting control surface is expressed as a fuzzy set to represent the 
constraints output. This process is termed as inference. 
 
Defuzzifier 
Defuzzification is the process of conversion of fuzzy quantity into crisp quantity. 
The defuzzifier then computes a crisp output from these rule output sets. Consider 
a p-input 1- output FLS, using singleton fuzzification, center-of-sets defuzzifica-
tion [14] and “IF-THEN” rules of the form 

Rl: IF x1 is lF1 and  x2 is lF2 and...and  xp is l
pF ,THEN y is Gl 

Assuming singleton fuzzification, when an input { pxxx ',....'' 1= } is applied, the 

degree of firing corresponding to the lth rule is computed as  
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where * and τ both indicate the chosen t-norm. There are many kinds of defuz-
zifiers. In this paper, we focus, for illustrative purposes, on the center-of-sets  
defuzzifier [16]. It computes a crisp output for the FLS by first computing the 

centroid, lG
C  of every consequent set lG , and then computing a weighted aver-

age of this centroid. The weight corresponding to the lth rule consequent centroid 
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where M is the number of rules in the FLS.  

3.2   Fuzzy System in LR-WPAN 

There are varied applications of intelligent techniques in wireless networks [15]. 
An energy efficient cluster formation for WSNs using subtractive and fuzzy  
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c-mean clustering approach [16]. The increase in the growth of wireless applica-
tion demands for the wireless network to have the capability to trace the locations 
of node user. Location updating scheme using fuzzy logic controls have been  
proposed in [17] that adaptively adjusts size of the location area for each user. 
Different approaches in improving the reliability and accuracy of measurement 
information from the sensor networks [18]. It offers a way of integrating sensor 
measurement results with association information, available or a priori, derived at 
aggregating nodes by using some optimization algorithm. They have considered 
both neuro-fuzzy and probabilistic models for sensor results and association in-
formation. The models carry out classification of the information sources, availa-
ble in sensor systems and wireless networks. We have chosen a fuzzy logic in the 
base station for electing the cluster-heads. Several reasons support our use of 
fuzzy logic system in LRWPAN: 

1. Representing the problem in mathematical (or probabilistic) model domain 
involves dealing with several variables and parameters at a time. Moreover 
these variables are to be defined separately for each scenario, in order to 
provide a collective output on the basis of the multiple input variables. Prob-
lem arises as the number of these variables increases. The mathematical 
model becomes too complex to handle so many parameters at a time, limited 
by the effective combination of different parameters together. Fuzzy logic 
systems on the other hand have got an inherent ability to integrate numeric 
(‘fuzzy’) and symbolic (‘logic’) aspects of reasoning. Therefore different pa-
rameters like concentration, energy, and centrality can be combined easily to 
give the desired result by defuzzifying the output fuzzy set. 

2. Fuzzy logic is capable of making real-time decisions, even with incomplete 
information. Conventional control systems rely on an accurate representation 
of the environment, which generally does not exist in reality. Fuzzy logic 
systems, which can manipulate the linguistic rules in a natural way, are 
hence suitable in this respect. In addition, it can be used for context by 
blending different parameters - rules combined together to produce the suit-
able result. 

3. Fuzzy logic offers a full range of operators to combine uncertain information 
in a better way than any other systems. Fuzzy logic control techniques can 
be used to design individual behaviour units. Fuzzy controllers incorporate 
heuristic control knowledge in the form of if-then rules. They have also 
demonstrated a good degree of robustness in face of large variability and un-
certainty in the parameters. In fact considering only one parameter like ener-
gy is not suitable to select the cluster-head properly. This is because other 
conditions like centrality of the nodes with respect to the entire cluster, too 
gives a measure of the energy dissipation during transmission for all nodes. 
The more central the node is to a cluster the more is the energy efficiency for 
other nodes to transmit through that selected node. The concentration of the 
nodes in a given region too affects in some way for the cluster-head selec-
tion. It is more feasible to select a cluster-head in a region, where the node 
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concentration is high. In this paper, we design a FLS for master/controller 
selection initiation to detect the ping-pong effect. 

3.3   Master/Controller Selection 

The master/controller is selected based on two descriptors: distance of a node to 
the cluster centroid, and its remaining battery capacity. The linguistic variables 
used to represent the distance of a node to the cluster centroid were divided into 
three levels: near, moderate, and far; and those to represent its remaining battery 
capacity were divided into three levels: low, moderate, and high. The consequent 
– the possibility that this node will be selected as a cluster head – was divided into 
5 levels, very strong, strong, medium, weak and very weak. We used trapezoidal 
membership functions (MFs) to represent near, low, far, high, very strong, and 
very weak; and triangle MFs to represent moderate, strong, medium, and weak.  
Fig. 2(a) &2(b) shows for MFs for antecedents and MFs for consequent. 

 
 

 
 

 

 
 

 

 

Fig. 2 The MFs used to represent the linguistic labels. (a) MFs for antecedents and (b) MFs 
for consequent. 

Based on the fact that a master/controller should be very close to the cluster 
centroid and should have very high remaining battery capacity, we design a fuzzy 
logic system using rules such as Rl, IF distance of a node to the cluster centroid 

)( 1x  is 1
lF , and its remaining battery capacity )( 2x  is 2

lF , THEN the possibility 

that this node will be selected as a master/controller (y) is Gl, where l = 1, . . . , 9 
nodes. The rules for power aware packet routing control are Antecedent 1 is dis-
tance of a node to the cluster centroid, Antecedent 2 is its remaining battery capac-
ity, and Consequent is the possibility that this node will be elected as a cluster-

head. We summarize all the rules in Table 1. For every input ),( 21 xx , the output 

is computed using the below equation (13), 
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As an example, we randomly generate 80 nodes (a cluster) within a square with 10 
meters on each side. Each node has random battery capacity in [0, 10]. The dis-
tances of each node to the cluster centroid are normalized to [0, 10] scale. Each 
node is characterized by the two descriptors. We apply equation (13) to compute 
the selection possibility for each node, and pick the node having the highest selec-
tion possibility as the master/controller, as illustrated in Fig. 3.  We also plotted 
the node having the maximum battery capacity and the node having the nearest 
distance to the cluster centroid in Fig. 3 shows the selected master/controller selec-
tion (distance: 3.75, battery capacity: 9.4265) which is denoted using “square 
box”, the node with the maximum battery capacity (distance: 2.53, battery capaci-
ty: 9.9136) which is denoted using “oval box”, and the node with the nearest dis-
tance (distance: 2.72, battery capacity: 1.4917) to the centroid is denoted using +. 

Table 1 Fuzzy rules for power aware packet routing control 

Rule # Antecedent 1 Antecedent 2 Consequent 
1.  near low medium 
2.  near moderate strong 
3.  near high very strong 
4.  moderate low weak 
5.  moderate moderate medium 
6.  moderate high strong 
7.  far low very weak 
8.  far moderate weak 
9.  far high medium 

 

 

Fig. 3 Master/Controller Selection 
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4   Self-reconfiguring Topology for LR-WPAN 

4.1 Mobility Management Scheme  

A Network protocol that can update its links to maintain strong connectivity with 
the nodes is said to be “self reconfiguring”. There exist different mobility patterns 
in a LRWPAN. 

1. Nodes are moving in different directions with different speeds. 
2. Some nodes die out while others are mobile. 
3. New nodes join in while others are mobile. 
4. Some nodes die out and some new nodes join in while other nodes are 

mobile. 

In case 1, the total number of nodes doesn’t change and in cases 2-4, the number 
of nodes may change. Without loss of generality, we assume that the number of 
nodes and their locations may change from time to time. We dynamically and 
recursively update the partition of clusters based on the assumption that the num-
ber of clusters is constant. This approach is possible because our approach is an 
iterative optimization method. We summarize the procedures for updating the 
connectivity among nodes: 

1. Collect the status of each node including its geography information and 
its remaining battery capacity. 

2. For every new node, randomly choose its membership degree to each 

cluster ui and =
=c

i

iu
1

1. If a node dies out or leaves the network, de-

lete its membership. 
3. Update the total number of nodes n. Keep the existing c cluster centers 

)(l
iv as the initial values for the next iteration. 

4. Calculate the c fuzzy cluster centers )(l
iv  using (10)and )(lu  

5. Update )(lu using (8) or (9). 

6. Compare )(lu  to )1( −lu  using a convenient matrix norm, i.e., if 

|||| )1()( −− ll uu ) L≤∈ stop; otherwise, return to step 4. 

7. Each node has c membership degrees with respect to the c clusters. De-
termine which cluster this node belongs to based on the maximum mem-
bership. By this means, every node is classified to one cluster and the 
network is partitioned to c clusters.  

8. Select the master/controller for each cluster based on the scheme pre-
sented in Section 3. 

9.  Setup the star topology based on the partitioned clusters and selected 
master/controller for each cluster. 
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The above procedure can be used by a network periodically for every short  
period of time since every node is mobile and its remaining battery capacity is 
time varying. 

4.2   Mobility Management with Hysteresis 

In the network partition update, a node will be switched to another cluster if the 
membership degree to its current cluster is less than the membership degree to 
another cluster. Similarly, a master/controller will be switched if the selection 
possibility for the current master/controller is lower than one node in its cluster 
because of mobility and remaining battery capacity. Both schemes will have ping-
pong effect, the repeated switch between two clusters caused by the rapid mobili-
ty. Motivated by the handoff scheme in cellular networks, we modify the mobility 
management scheme with hysteresis, which allows a new master/controller to be 
selected only if the selection possibility of a new master/controller candidate is 
sufficiently higher by a hysteresis margin. Similarly, the network partition with 
hysteresis will allow a node to switch to another cluster only if the membership 
degree to another cluster is higher enough by a hysteresis margin than the mem-
bership degree to the current cluster. This modification can detect the ping-pong 
effect attack in IEEE 802.15.4. 

5   Conclusion 

In this paper, we study the problem of ping-pong effect attack in wireless net-
works. We introduce a fuzzy system for detecting ping pong effect attack in low 
rate wireless personal area networks design method with power aware self recon-
figuring topology. The LRWPAN is self organized to clusters using an unsuper-
vised clustering method, fuzzy c-means. A fuzzy logic system is applied to mas-
ter/controller selection for each cluster. A self-reconfiguring topology is proposed 
to manage the mobility and recursively update the network topology and minimiz-
ing the total energy of the system while distributing the load evenly to the nodes 
has a great impact on system lifetime. The mobility management schemes with 
hysteresis to detecting the ping-pong effect on the basis of ensure and improve the 
performance of the network. 
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Differentiated Service Based on Reinforcement 
Learning in Wireless Networks 

Malika Bourenane*  

Abstract. In this paper, we propose a global quality of service management ap-
plied to DiffServ environments and IEEE 802.11e wireless networks. Especially, 
we evaluate how the IEEE 802.11e standard for Quality of Service in Wireless 
Local Area networks (WLANs) can interoperate with the Differentiated Services 
(DiffServ) architecture for end-to-end IP QoS. An Architecture for the integration 
of traffic conditioner is then proposed to manage the resources availability and 
regulate traffic in congestion situation. This traffic conditioner is modelled as an 
agent based on reinforcement learning. 

Keywords: Wireless networks, IEEE 802.11e, DiffServ, end-to-end QoS, Traffic 
conditioner, Reinforcement learning. 

1   Introduction 

As wireless networks are being more and more widely deployed, the demands for 
QoS in the wireless networks are also increasing. The wireless access network will 
often be the bottleneck on the path between the source and the receiver, because of 
the nature of wireless communication. It is therefore important to integrate the 
WLAN QoS architecture with the end-to-end QoS concept adopted, for example 
DiffServ, to support applications with QoS requirements on wireless terminals.  

The IEEE 802.11e is an emerging standard for QoS enabled MAC for the popu-
lar IEEE 802.11 WLAN. It was developed in order to meet the QoS requirements 
in 802.11 WLANs. In order to improve QoS provided by IEEE802.11e wireless 
network, we consider in our work an end-to-end QoS architecture which is based 
on dynamic mapping DiffServ to MAC differentiation. We will complete this 
architecture by adding at each station an adaptive traffic conditioner to control 
congestion from end to end and to regulate traffic entering the network. The next 
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section gives a brief overview on Diffserv architecture and the EDCA mechanism 
provided in 802.11e. In section 3, a state of art is provided. We present in the fol-
lowing section the proposed approach and the simulation. Finally, in section 6 a 
conclusion and some futures perspectives are given. 

2   Background 

2.1   Differentiated Services (Diffserv) 

The DiffServ architecture consists of DiffServ domains that are divided into edge 
and core nodes [1]. The most complex part of the DiffServ functionality is imple-
mented in the edge nodes, while the core nodes are kept as simple as possible. 
Packets from applications with similar QoS requirements are assigned the same 
service class at the edge of the DiffServ network and aggregated in the core net-
work. DiffServ model meet the QoS requirements of different service classes by 
providing Per Hop Behaviors (PHB) that is the way in which a router will treat 
incoming packets (ie. the enqueuing plus managing congestion). The traffic classi-
fication and conditioning are conducted at the ingress network node while the 
PHB forwarding is conducted at the core nodes. Different traffic aggregates will 
then experience different forwarding treatment by the core nodes in the path de-
pending on which PHB they belongs to, and three PHBs are currently supported 
that are the Expedited Forwarding (EF) PHB, the Assured Forwarding (AF) PHBs 
and the default PHB.  

2.2   IEEE 802.11e Norme 

The IEEE standard 802.11e provides QoS in two forms [2]. First it supports a 
priority based effort service similar to Diffserv and in the second it supports para-
meterized QoS for the benefit of applications requiring QoS for different flows. 
IEEE 802.11e enhanced version [2] introduced a single coordination function 
called hybrid coordination function (HCF) [3] used only in QoS enhance Basic 
Service Set (QBSS) and which combines the contention based EDCA (Enhanced 
Distributed Channel Access) and contention free medium access method HCCA 
(HCF Controled access Channel).  

2.2.1   EDCA 

The QoS [3] in a WLAN enhanced by EDCA, supports priority based best-effort 
service such as DiffServ. The standard defines four traffic classes (TC): Voice 
(VO), Video (VI), Best Effort (BE) and Background (BK). Prioritized QoS is 
realized through the introduction of four access categories (ACs) assigned to these 
TCs. The four access categories AC are such that AC_VO has the highest priority 
and is designed for voice traffic with strict latency, jitter and bandwidth require-
ments. AC_VI is meant for video traffic that has strict bandwidth requirements, 
but some looser latency and jitter requirements than voice does. AC_BK is meant 
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for background traffic for which the lowest priority is given and AC_BE for best 
effort traffic. Each AC has its own transmit queue and its own set of AC parame-
ters. The differentiation in priority between ACs is achieved by setting different 
values for those parameters.  

3   Related Work  

Only few contributions concerning the interoperability between 802.11e and Diff-
Serv have been published, and very little work has been performed to evaluate the 
conformity between 802.11e and DiffServ PHBs. Skyrianoglou et. al. [4] have 
proposed a Wireless Adaptation Layer (WAL), between the link and IP layers. 
This WAL provides an interface to the upper and lower layer that is independent 
of the technology used and implements the DiffServ functionality in the nodes. 
Seyong Park et al. [5] have investigated the way the DiffServ PHBs can be trans-
lated into 802.11e priority classes. However, those architectures have some prac-
tical drawbacks. They require that QSTAs implement new features as DiffServ, 
which is not a trivial task because it requires changing all the QSTAs and the 
QAP.  

4   Proposed Approach 

We propose a solution for the implementation of QoS in wireless networks, based 
on the DiffServ model. The first part of this solution is to implement an autonom-
ous agent that supports the dynamic setting of coupling between classes Diffserv 
and 802.11e ACs, the second part consists of introducing the traffic conditioner in 
order to ensure the availability of resources on the data path. This agent is placed 
in the QAP and its functionality is very simple. It only needs a table lookup, as 
well as reading and writing of the MAC and IP headers in a packet.  

4.1   The Traffic Conditioner 

The traffic conditioner is an important element of DiffServ, which consists of the 
meter, marker and shaper or dropper [2]. Traffic shaping can be done at the source 
prior to access into the network or within the network. Traffic shaping at the 
source is a means of self regulation in order to ensure conformity to the traffic 
contract. This Conformance is advantageous to minimize the amount of traffic 
discarded at the network ingress; this is why we define the traffic shaping mechan-
ism at each QSTA. This traffic profile is to take into account the arrival rate of 
packets, so as not to exceed the maximum threshold of packet that can be sent 
over the network. Thus, a mechanism for traffic measurement indicates whether 
the stream of incoming packet matches the traffic profile negotiated. If this flow 
exceeds a certain threshold some packets are marked as low priority and will be 
automatically discarded when network congestion. In our solution, we imple-
mented at each QSTA, a traffic conditioner as an agent to control and regulate the 
incoming traffic.  
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Due to the fact that current network management systems have limited ability 
to adapt to dynamic network conditions, providing intelligent control mechanisms 
for globally optimal performance is a necessary task. Therefore, we propose a 
network architecture that enables intelligent services to meet QoS requirements, 
by adding autonomous intelligence, based on reinforcement learning, to the traffic 
conditioner agent.  

Reinforcement learning problems are typically modeled by means of Markov 
Decision Processes (MDPs) [6]. The model consists of the set S of potential envi-
ronment states, the set A of possible actions, the designated reward function, R: S 
× A → ℜ; and the policy which determines state transition, P: S × A → π(S) 
where π(S) represents the set of functions over S, which specify the actions re-
quired to transition by means of action a ∈ A from state s to state s’. The objective 
of the agent is to maximize the cumulative immediate rewards received. More 
specifically, the agent selects actions that maximize the expected discounted re-
turn: 

 where γ, 0 ≤ γ< 1, is the discount factor 

For any policy π, the action-value function, Qπ(s, a), can be defined as the  
expected discounted future reward for a state s when action a is selected to be 
performed:  

Qπ(s, a) = .                          (2) 

The problem of solving an MDP is thus the same as the problem of finding the 
optimal Q-function Q*, which satisfies the Bellman equation [7]:  

Q∗(s, a) = E {rt+1 + γ maxa’ Q∗(s t+1, a’) | s t = s, a t = a} 

The optimal policy can be defined as π*=arg maxaQ*(s, a). The particular form of 
reinforcement learning that our traffic conditioner agent employs is referred to as 
Q-Learning [6]. As a model-free reinforcement learning technique, Q-Learning is 
ideally suited for optimization in dynamic network environments.  

5   Agent Model 

We model the traffic shaping mechanism at each QSTA as a learning agent.  
This agent aims to avoid congestion at the entrance to the wired network, by per-
forming three tasks iteratively: observation of the conditions of the environment, 
reasoning to interpret the observations, and then action. A Markov decision 
process characterizes this agent and the solution is approximated by reinforcement 
learning. 

5.1   Action of Packet Handler 

The objective of the control agent is to adjust either the transmission rate μi or 
packet generation rate ri. The flow regulations are performed at different layers. 
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The first adjusts the local contention at the MAC layer, thus affecting the trans-
mission rate. The second controls the admission of traffic from the application, 
influencing the packet generation rate. 

 

 

Fig. 1 Learning agent model 

5.2   Network State Monitor 

The state of the wired ingress node indicates the level of congestion. The buffer 
occupancy is simple to obtain and makes a reasonable indicator of local conges-
tion. A link between a QSTA and the wired ingress router is considered as con-
gested if the buffer is full. 

6   Reinforcement Learning for Congestion Control 

In this section, we establish the state, action spaces and rewards for the congestion 
control problem. As mentioned, the transmission rate can be controlled to mitigate 
congestion. This control is achieved by regulating the contention window when 
the channel is highly loaded.  

6.1   State and Action Spaces 

The state descriptor for a single agent is the queue length of the token bucket tb, 
then:  

s = [tb] 

The action is the choice of the contention window CW from a finite set,  

a ∈ {c0, c1, …., ci, ….} 

6.2   The Reward 

The feedback signal is the cost related to the drop of packets when the wired  
buffer is bursting. Let D denotes the drops after a transmission attempt, then we 
calculate the reward r at state s and after executing action a as: 

r(s,a) = − w × D 

where w is a weighting factor such that 0 ≤ w ≤1. 
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The number of dropped packets reflects the state of network congestion, then a 
negative reward is assigned to this state. 

7   Simulation and Evaluation of Results 

The end to end QoS management implies the presence of specific mechanisms for 
supervising quality of service at each level (backbone and access networks). The 
bottleneck is often at the level of access networks. The introduction of QoS in 
these networks becomes a necessity, typically in a wireless environment. Howev-
er, it must be done in two cases: for traffic entering in the access network and for 
the outgoing traffic. It is therefore a need for differentiation patterns not only in all 
areas that constitute the backbone network, but also in access networks which are 
often bottlenecks. To address the limitations posed by EDCA, namely the influ-
ence of flow with the highest priority on the lowest priority one and QoS con-
straints posed by the media stream (flow rate and time), we evaluate a coupling 
solution between EDCA and DiffServ as we complete by the integration of a traf-
fic conditioner. This traffic conditioner is a learning agent that acts at each QSTA 
to regulate the incoming traffic and therefore reduce the congestion. We imple-
mented the coupling solution in NS2. Our simulation model consists of three mo-
bile stations that emit flows cbr0, cbr1 and cbr2, modeling respectively audio, 
video and data standard. We performed simulations for two scenarios: without 
mapping with mapping and traffic conditioner. 

Analysis of the resulting curves shows that the EDCA can support the highest 
priority traffic. More traffic has priority, the more it is used. This curve confirms 
the hypothesis to be tested at this level which is as follows "the throughput of  
the lowest priority traffic degrades if the throughput of the higher priority traffic 
increases."  

 

 

Fig. 2 Throughput versus time (EDCA)  Fig. 3 Throughput versus time (proposed  
structure) 

 
We observed, according to simulations conducted, that the proposed architec-

ture performs well with respect to end to end service quality. The results show 
significant improvement in performance of data traffic (traffic lower priority). We 
can conclude from the curves obtained, that combining service differentiation and 
traffic conditioner provides better treatment for low priority packets in the queues, 
and increases its probability of channel access. We also evaluated the packet loss 
for each type of traffic, shown in Figure 5.  
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   Fig. 4 Number of packer lost versus time      Fig. 5 Number of packet lost versus time 
   (EDCF)                                                           (proposed structure) 

 
Figure 6 depicts the time from end to end voice and video streams and Data. A 

time zero for voice traffic is observed indicating that the Voice packets are re-
ceived immediately. This delay increases for other traffic at time t = 3s but it de-
creases until it reaches a very low period at the end of simulation.  

In this first scenario, we can conclude that the coupling and the introduction of 
traffic conditioner helps to harmonize the quality of service in access networks 
and the backbone. Indeed, it allows a service class to observe the same behavior in 
the two levels of networks in order to improve the end to end QoS management of 
traffic classes. 
 

 

           Fig. 6 End to end delay                           Fig. 7 Packet loss with/without mapping  
                                                                            (congestioned network) 

 
By observing the figure 7 on the losses, we note that the loss rate decreases 

through the EDCA in "mapping". This rate increased from 120 packets / second to 
100 packets with mapping. This decrease amounts is due to the fact that data traf-
fic is better served with mapping even in the presence of a large number of voice 
stations. 

8   Conclusion and Future Work 

In this paper we presented a method for managing quality of service based on the 
dynamic coupling between the Diffserv service classes and categories of access 
ACs of the IEEE 802.11e initially and integration of traffic conditioner in a second 
time. The subject discussed in this article can be further expanded and enhanced to 
contribute to the management of QoS in ad hoc networks. 
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Multimodal Biometric Authentication Based  
on Score Normalization Technique  

T. Sreenivasa Rao and E. Sreenivasa Reddy* 

Abstract. To achieve high reliability of biometric authentication using fusion of 
multimodal biometrics in authentication systems is a novel approach. In this paper 
we propose a method for the management of access control to ensure the desired 
level of security using the adaptive combination of multimodal matching scores. It 
uses a score normalization technique for multimodal biometric authentication 
using fingerprint, palmprint and voice. This technique is based on the individual 
scores obtained from each of the biometrics and then normalized to get a fused 
score. Training data sets are generated from genuine and impostor score 
distributions. Also this technique is compared with other score normalization 
techniques and the performance of the proposed system is analyzed. The proposed 
multimodal biometric authentication system overcomes the limitations of 
individual biometric systems and also meets the response time as well as the 
accuracy requirements. 

Keywords: Palmprint, Fingerprint, Face recognition, Score level fusion, 
Individual score, Normalized score, Sum rule. 

1   Introduction 

An integration scheme to fuse the information obtained from the individual 
modalities is the main concept behind a multimodal biometric system [1]. Once 
the matcher of a biometric system is invoked, the amount of information available 
to the system drastically decreases. It is generally believed that a fusion scheme 
applied as early as possible in the recognition system is more effective. The 
amount of information available to the system gets compressed as one proceeds 
from the sensor module to the decision module.  

Various levels of fusion can be classified into two broad categories: fusion 
before matching and fusion after matching, according to Sanderson and Paliwal 
[2]. A multimodal biometric system can work in three modes. They are serial 
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mode, parallel mode and hierarchical mode. In the serial mode the output of one 
biometric characteristic is used to reduce the no of possible identities before the 
next characteristic is used. So multiple source of information is not collected 
simultaneously. In parallel mode the information from multiple characteristics is 
taken together to perform recognition. In hierarchical mode individual classifiers 
are combined in a tree like structure. This mode is well suited where  

Depending on the traits, sensors and feature sets multimodal systems are 
classified as:  

 
1. Single biometric trait, multiple sensors: Multiple sensors are used to record 

the same biometric characteristic. The raw data taken from different sensors can 
then be combined at the feature level or matcher score level to improve the 
performance of the system.  

2. Multiple biometrics: Multiple biometric traits such as fingerprints and face 
can be combined. Different sensors are used for each biometric characteristic. The 
interdependency of the traits ensures a significant improvement in the performance 
of the system.  

3. Multiple units, single biometric traits: Two or more fingers of a single user 
can be used as a biometric trait. It is inexpensive way of improving system 
performance, as it doesn’t require multiple sensors or incorporating additional 
feature extraction or matching modules. Iris can also be included in this category. 

4. Multiple snapshots of single biometric: In this more than one instance of the 
same biometric is used for the recognition.  

5. Multiple matching algorithms for the same biometric: In it different methods 
can be applied to feature extraction and matching of the biometric characteristic. 

There are different issues when designing a multi biometric system. Some of them 
are, choice and number of biometric indicators, fusion Level, representation of 
features, matching score, decision support, fusion methodology etc. 

The information of the multimodal system can be fused at any of the four 
levels.  

a. Fusion at the sensor level: in this the raw data from different sensors are 
fused. In it we can either use samples of same biometric trait obtained from 
multiple compatible sensors or multiple instances of same biometric trait obtained 
using a single sensor. In it the data is fused at very early stage so it has a lot of 
information as compared to other fusion levels. Very less work has been done in 
this area.  

b. Fusion at the Feature Extraction Level: The data or the feature set 
originating from multiple sensors or sources are fused together. Features extracted 
from each sensor form a feature vector. These features vectors are then 
concatenated to form a single new vector. In feature level fusion we can use  
same feature extraction algorithm or different feature extraction algorithm on 
different modalities whose features has to be fused. The feature level fusion is 
challenging because relationship between features is not known and structurally 
incompatible features are common and the curse of dimensionality. Because of 
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these difficulties, only limited work is reported on feature level fusion of 
multimodal biometric system.  

C. Matcher Score Level: Each system provides a matching score indicating 
the proximity of the feature vector with the template vector. These scores can be 
combined to assert the veracity of the claimed identity. The scores obtained from 
different matchers are not homogeneous, score normalization technique is 
followed to map the scores obtained from different matchers on to a same range. 
These scores contain the richest information about the input. Also it is quite easy 
to combine the scores of different biometrics so lot of work has been done in this 
field.  

D. Fusion at the Decision Level: The final outputs of the multiple classifiers 
are combined. A majority vote scheme can be used to make final decision. 
Decision level fusion includes very abstract level of information so they are less 
preferred in designing multimodal biometric systems.  

Fusion at the matching-score level is the most popular and frequently used 
method because of its good performance, intuitiveness and simplicity. In this 
paper we develop a fused palm-finger-face recognition system which overcomes a 
number of inherent difficulties of the individual biometric traits. All the three 
traits perform better individually but fail under certain conditions. The palmprint 
provides a larger surface area compared with the fingerprint, so that more features 
can be extracted for personal recognition. Thus the three recognizers (fingerprint, 
palmprint, voice) are combined at the match score level and final decision about 
the person’s identity is made. Table 1 shows the summary of fusion techniques. 
Table 2 gives the summary of normalization techniques and Table 3 gives the 
summary of fusion techniques. 

The rest of the paper is organized as follows. Section 2 addresses the literature 
study. In section 3 a brief overview is presented about the fingerprint, palmprint 
and speaker recognition. Section 4 describes the framework of the proposed 
system and fusion performed at the match score level. In section 5 we compare the 
results of the combined system with the results of the individual biometric traits. 
Finally, the summary and conclusions are given in last section. 

Table 1 Summary of fusion Techniques 

Simple Sum 

 
Minimum Score min (S1, S2, … Sn) 

Maximum Score max (S1, S2, … Sn) 

Sum of Probabilities 

 

Product of Probabilities  
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Table 2 Summary of Normalization Techniques 

Min – Max S’= (s-min) /max – min)

Z-Score S’ = (s-mean) / standard deviation

MAD S’ = (s-median) / constant(median | s –
median|) 

Tanh S’ =0.5[tanh(0.1(s-mean)/(standard 
deviation )) + 1] 

        s – output score, s’ - normalized score. 

Table 3 Summary of Fusion Techniques, GAR at 0.1 % FAR 

Normalization 
Technique 

Fusion Techniques

Simple 
Sum 

Minimum 
Score 

Maximum 
Score 

Sum of 
Probabilities 

Product of 
Probabilities 

Min - Max 95.9 % 78.2 % 83.5 % N/A N/A 

Z-Score 94.82 % 86.9 % 86.1 % N/A N/A 

MAD 91.0 % 83.2 % 85.3 % N/A N/A 

Tanh 95.24 % 887.5 % 86.1 % N/A N/A 

None 88.5 % 82.0 % 83.6 % 87.3 % 87.2 % 

2   Literature Review 

The research on multi modal biometrics started in late 90’s. Generally, FLF is 
achieved by concatenation of feature vectors [3,4,5]. A novel approach for fusion 
of ear and face profile features using Kernel Canonical Correlation Analysis 
(KCCA) by mapping the feature vectors into a higher dimensional space before 
applying correlation analysis is proposed by [6]. A number of research works on 
score-level fusion have been reported [7,8,9,10,11]. A detailed study on 
normalization techniques was proposed by Jain et al.[12]. Once the scores are 
normalized, simple arithmetic rules like sum, weighted sum, product, weighted 
product, product of probabilities, sum of probabilities, min–max score can be used 
[12,13,14,15]. Techniques like matcher weighting and user weighting were 
explored by Snelick et al [10]. Matcher weighting techniques assign weights to the 
matchers based on the accuracy of that biometric trait. While the user weighting 
techniques assign user-specific weights to each user [16]. These weights are 
determined empirically. Ross and Jain [17] combined face, fingerprint and hand 
geometry at the matching score level. In 2004, Toh et al. developed a multimodal 
biometric system using hand geometry, fingerprint, and voice at match-score-level 
fusion.  
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2.1   Fingerprint Recognition 

Fingerprint is one of the most widely used biometric trait. The fingerprint is 
basically the combination of ridges and valleys on the surface of the finger. The 
lines that create fingerprint pattern are called ridges and the spaces between the 
ridges are called valleys or furrows. Once a high-quality image is captured, there 
are several steps required to convert its distinctive features into a compact 
template. The major steps involved in fingerprint recognition using minutiae 
matching approach after image acquisition are image enhancement, minutiae 
extraction, matching. The goal of fingerprint enhancement is to increase the clarity 
of ridge structure so that minutiae points can be easily and correctly extracted. The 
enhanced fingerprint image is binarized and submitted to the thinning algorithm 
which reduces the ridge thickness to one pixel wide for precise location of endings 
and bifurcations. This processed image is used to extract minutiae points which 
are the points of ridge endings and bifurcations. The location of minutiae points 
along with the orientation is extracted and stored to form a feature set. The 
minutiae based matching consists of finding alignment between the template and 
the input minutiae sets that result in the maximum number of minutiae pairings. 
This pairing generates a similarity score (MSfinger) which is used in score 
normalization module. 

2.2   Palmprint Recognition 

Palmprint is one of the physiological biometrics due to its stable and unique 
characteristics. The area of the palm is much larger than the area of a finger and as 
a result, palmprints are expected to be more distinctive than the fingerprints. 
Biometric palmprint recognizes a person based on the principal lines, wrinkles and 
ridges on the surface of the palm. These line structures are stable and remain 
unchanged throughout the life of an individual.  Here PCA approach can be used 
which transforms palmprint images into specific transformation domains to find 
useful image representations in compressed subspace. It computes a set of basis 
vector from a set of palmprint images, and the images are projected into the 
compressed subspace to obtain a set of coefficients. New test images are then 
matched to these known coefficients by projecting them onto the basis vectors and 
finding the closest coefficients in the subspace. The basis vectors generated from a 
set of palmprint images are called eigenpalm. Recognition is performed by 
projecting a new image into the subspace spanned by the eigenpalms and then 
classifying the palm by comparing its position in palm space with the positions of 
known coefficients. The matching score (MSpalm) between two palmprint feature 
vectors can be calculated using the Euclidean distance. 

2.3   Voice Recognition System 

Speaker recognition is the task of recognizing speakers using their speech. 
Speaker recognition can be either identification or Verification depending on 
whether the goal is to identify the speaker among the group of speakers or verify 
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the identity claim of the speaker. Further, speech from same text or arbitrary text 
may be used for recognizing speakers and accordingly we have text dependent and 
text independent modes of operation. The present work follows text dependent 
speaker identification approach. The fol1owing are the three phases in Automatic 
Speaker Recognition (ASR) task.  

A. Feature Extraction Phase: The feature extraction phase involves estimation 
of Mel Frequency Cepstral Coefficients (MFCCs) from all training speech 
samples of all users. Estimation of MFCC involves steps such as windowing, 
calculation of Mel-Frequency bands, cepstral mean subtraction and filtering. 

B. Training Phase: In training phase, we extract feature vectors from the 
speech signals of speaker #N. After finding the MFCC feature vectors, a small 
codebook that represents all the MFCC vectors in the minimum mean square sense 
has to be built. In the present work we have used Vector Quantization (VQ) 
method as the pattern matching method. K-Means Clustering has been used for 
code book generation. 

C. Testing Phase: In this phase we try to find the spectral distance between 
testing utterance feature vectors and code vectors that were obtained in training 
phase, and classify the utterance to that speaker to whom it is nearer. 

3   Proposed Multimodal System 

Steps involved in the proposed system 

1)   Multiple biometric templates are acquired from an individual 
2) Features are extracted individually by using the corresponding feature 

extraction method. 
3)   Compare these features with the features extracted from the samples stored in 

the database and matching score for each of the biometrics is estimated. 
4) Using the min-max and z-score normalization techniques normalize the scores 

of biometrics individually. 
5) Find the sum of the weighted sum of the normalized scores for each person 

individually. 
 

The three resulting representations are then fed to the three corresponding 
matching modules. Here, they are matched with templates in the corresponding 
databases to find the similarity between the two feature sets. The matching scores 
generated from the individual recognizers are then passed to the fusion module. 
Finally, fused matching score (MSfinal = MSpalm + MSfinger + MSvoice) is passed to 
the decision module where a person is declared as genuine or an imposter. 

Scores generated from individual biometric traits are combined at matching 
score level using sum rule. MSpalm, MSfinger and MSvoice are the matching scores 
generated by palmprint, fingerprint and voice recognizers respectively. The first 
step involved in fusion is score normalization. Since the matching scores output 
by the three traits are heterogeneous because they are not on the same numerical 
range, so score normalization is done to transform these scores into a common 
domain prior to combining them. Min-max normalization transforms all the scores 
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into a common range [0, 1]. The normalization of the three scores is done by min-
max rule as follows: 

 
Npalm =   ( Mspalm- minpalm) / (Maxpalm-Minpalm)         ………..  (1) 

 
Nfinger =  ( Msfinger- minfinger) / (Maxfinger-Minfinger)     ………..  (2) 

 
Nvoice=  ( Msvoice- minvoice) / (Maxvoice-Minvoice)         ………..  (3) 

 
where [minpalm , maxpalm], [minfinger , maxfinger] and [minvoice , maxvoice] are the 
minimum and maximum scores for palmprint recognition, fingerprint recognition 
and face recognition, Npalm, Nfinger and Nvoice are the normalized matching scores of 
palmprint, fingerprint and voice respectively. 

Fingerprints are represented using minutiae features, and the output of the 
fingerprint matcher is a similarity score. Palmprint images are also represented as 
eigenpalms and the matching score is generated as distance score. Voice signals 
are generated as code books and the matching score is generated as distance score. 
Prior to combining the normalized scores, it is necessary that all the three 
normalized scores are transformed as either similarity or dissimilarity measure.  

Each biometric matcher produces a match score based on the comparison of 
input feature set with the template stored in the database. These scores are 
weighted according to the biometric traits used for increasing the influence of 
more reliable traits and reducing the importance of less reliable traits. Weights 
indicate the importance of individual biometric matchers in a multibiometric 
framework. The set of weights are determined for a specific user such that the 
total error rates corresponding to that user can be minimized. 

4   Experimental Results and Discussions 

It has already been proved that fusion of multiple biometrics improve the 
recognition performance as compared to the single biometrics. The performance 
of any biometric system is usually represented by the ROC (Receiver Operating 
Characteristic) curve. The ROC curve plots the probability of FAR (False Accept 
Rate) versus probability of FRR (False Reject Rate) for different values of the 
decision threshold (t). FAR is the percentage of imposter pairs whose matching 
score is greater than or equal to t and FRR is the percentage of genuine pairs 
whose matching score is less than t.  

In order to show the effectiveness of the proposed method, we have plotted 
ROC of the individual biometrics (see Fig. 1) for Genuine Accept Rate (GAR) 
against False Accept Rate (FAR) where GAR (1–FRR) is the fraction of genuine 
scores exceeding the threshold.  

The ROC curve of the proposed system is plotted for GAR versus FAR  
by putting appropriate weights and matching scores for different users at  
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Fig. 1 ROC of the individual biometrics 

Table 4 Adaptive weights of different biometrics for 10 users 

USER 
FINGERPRINT 

(W1) 
PALMPRINT 

(W2) 
VOICE 

(W3) 
1 0.4 0.4 0.2 
2 0.5 0.3 0.2 
3 0.4 0.3 0.3 
4 0.6 0.2 0.2 
5 0.4 0.3 0.3 
6 0.5 0.2 0.3 
7 0.4 0.2 0.4 
8 0.5 0.1 0.4 
9 0.5 0.3 0.2 
10 0.6 0.3 0.1 

 

 

Fig. 2 User specific threshold of different biometrics for 10 users corresponding to FAR of 
1% in each ROC curve 

 

different thresholds. Table 4 shows the adaptive weights of 10 users for different  
biometrics. It is observed from the ROC curve that the performance gain obtained 
from the proposed system is higher as compared to the three individual traits 
(palmprint, fingerprint, voice) as it is evident from the ROC curves in Figure 2. 
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Fig. 3 Performance Comparison of proposed method with existing methods 

5   Conclusion 

Our experimental results shows that our system is not affected even when the 
biometric data are affected by noise and the performance speed is also 
considerably good. The present work includes fusing of the individual biometrics 
at the score level using weighted scores method. To overcome the problems faced 
by individual biometric recognizers of palmprint, fingerprint and face, a novel 
combination is proposed for the recognition system. The integrated system also 
provide anti spoofing measures by making it difficult for an intruder to spoof 
multiple biometric traits simultaneously. 

It is well established that biometric features are unique to each individual and 
remain unaltered during a person’s lifetime. In this paper, a multimodal biometric 
recognition system based on fusion of three biometric traits viz. palmprint, 
fingerprint, voice, has been proposed. Fusion of these three biometric traits is 
carried out at the matching score level. Our future work will be focused on 
integrating liveness detection with multimodal biometric systems and minimizing 
the complexity of the system. 
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Extracting Extended Web Logs to Identify  
the Origin of Visits and Search Keywords 

Jeeva Jose and P. Sojan Lal* 

Abstract. Web Usage Mining is the extraction of information from web log data. 
The extended web log file contains information about the user traffic and beha-
vior, the browser type, its version and operating system used.  Mining these web 
logs provide the origin of visit or the referring website and popular keywords used 
to access a website.  This paper proposes an indiscernibility approach in rough set 
theory to extract information from extended web logs to identify the origin of vis-
its and the keywords used to visit a web site which will lead to better design of 
websites and search engine optimization. 

Keywords: Web Usage Mining, Extended Web Log, Keyword Search. 

1   Introduction 

Web usage mining is the extraction of information from web log files generated 
when a user visits the web site [1][2][3]. We can study the behavior of a web sur-
fer in a web site, extract navigational patterns about their favorite pages and check 
the reliability of web design and architecture with the analysis of such web log da-
ta. [4][5]. There are three main ways to access a website. 1) through a search en-
gine request 2) through a link from another website and 3) through the website 
root by typing the URL of the website in a web browser [6]. Web logs are main-
tained by web servers and contain information about users accessing the site. Web 
usage analysis includes straightforward statistics such as page access frequency as 
well as more sophisticated forms of analysis like clustering, classification and  
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association rule mining. Access log files contain large amount of HTTP informa-
tion. Every time a web browser downloads an HTML document from the internet, 
the images are also downloaded and stored in the log file [7]. A hit is any file from 
a web site that a user downloads and accesses are an entire page downloaded by 
users regardless of the number of images, sounds or movies [8]. Extended log file 
contains tremendous information about the referrer, search engines used, operating 
system, browser and its version for accessing a website. 

2   Web Log Files 

The most widely used log file formats are Common Log File Format and Ex-
tended Log File Format [9] [10]. Traditionally there are four types of server logs 
[11]. They are a) Transfer log b) Error log c) Agent log and d) Referrer log. There 
are three main sources to get the raw web log file [12]. They are the a) client log 
file, b) Proxy log file and c) Server log file. Client log files are most accurate and 
authentic to depict the user behavior but it is a difficult task to modify the browser 
for each client. In proxy servers, same IP address is used by many users and hence 
to identify users is difficult. Hence most researchers consider the web server log 
file as most reliable and accurate for web usage mining process. The extended web 
log contains the following information. 

 
User’s IP address- It is the visitor’s hostname or IP address from where the vis-

itor is making a connection. Hostname is the name of the machine where WWW 
or mail server is running. 

Rfcname or User Authentication- This field returns user authentication. It oper-
ates by verifying specific TC/IP connections and returns the user identifier of the 
process who owns the connection. If the value is not present, it is indicated by a  
“-” character. 

Logname- It is the user’s login name in local directory. If the value is not 
present, it is represented by a “-” character. 

The date-time stamp of the access -  The access date defined by day(DD), 
month(MMM), year(YYYY), hours(HH),minutes(MM) and seconds(SS). The last 
symbol stands for the difference from Greenwich Mean Time. 

The HTTP request method- This field contains the page/file access method. 
Usually there are four ways of HTTP requests namely PUT, GET, POST and 
HEAD. PUT is used by web site maintainers having administrator privileges. 
Access to this method by ordinary users is forbidden and this method rarely ap-
pears in web logs. GET transfers the content of the web document to the user. This 
is the most popular method. CGI functionality is served via POST or HEAD.   

The URL requested or Path - It is the path and filename retrieved from the host. 
For example, /images/stories/home/index_05.gif 

Protocol Version - It defines the version of the protocol used by the user to re-
trieve the information.  The most commonly used are 1.0 and 1.1. 

The response status - This is the status code returned by the server. The status 
code 200 is the successful status code. There are four class of status code [13].   
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Bytes or Size of the file sent-This field shows the number of bytes transferred 
from the web server to the user. 

The referrer URL - It defines where the visitor came from.  This is a source for 
identifying the various search engines used to access the website or other websites 
linking to a website. 

The browser and its version- This field identifies the browser type and its ver-
sion. This is needed because not all browsers can view all components of a web 
site and each of which have different viewing capabilities. 

The operating system and its version - The operating system and its version is 
available in the extended log. This is useful for the website developers as the web-
site may have different look on different platforms. 

Cookie  information - This is a token which defines the cookie sent to a visitor. 
These cookies can be used to track individual users. This is helpful in generating 
sessions. But cookies raise the concern of privacy and requires the cooperation of 
the users.  

 
We have used the extended log file of a business organization NeST for 1 month 
ranging from January 1, 2011 to January 31, 2011. Fig. 1 shows a sample entry of 
the extended log file. 
 

117.196.136.242 - - [01/Jan/2011:00:46:11 +051800] "GET/ 
templates/sfo_home/images/horiz_line.gif HTTP/1.1" 200 50 
"http://www.nestgroup.net/" "Mozilla/5.0 (Windows; U; Windows NT 6.1)  

Fig. 1 Example Entry of an Extended Web Log 

3   Data Cleaning and Pre Processing 

The first pre processing task is data cleaning. The process of data cleaning is to 
remove noise or irrelevant data.  Web server access logs represent the raw data 
source. It is important to identify and discard the data recorded by web robots or 
web crawlers, the images, sounds, java scripts etc that is often redundant and irre-
levant [14]. The problems identified in pre processing of log files are the need for 
a large storage space due to considerable volume of data saved on disk, the exis-
tence of large amount of data that is irrelevant for the web mining process contain-
ing images, sounds, movies, icons etc., the storage of requests performed by 
search engines and various automated scripts, the storage of data containing error 
messages such as 300(redirects), 400(bad request) and 500(server errors). The ad-
vantages of pre processing include the reduction in storage space and improved 
precision of web mining. Search engines can generate 90% of the traffic on web 
sites [16]. The robots contain specific codes that are able to capture a wider range 
of IP addresses. Such string examples can be ‘Google’ or ‘googlebot’ for Google 
search engine, ‘Yahoo’ or ‘crawl’ for Yahoo search engine, ‘msnbot’ for MSN, 
‘spider’, and so on. The IPs containing any of the above mentioned substrings can 
be identified as a search engine visit and hence eliminated. Similarly the ‘ro-
bots.txt’ in the URL requested field and strings like ‘bot’, ‘spider’, ‘crawl’ etc in 
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the browser field are also the requests from the search engine. The pre processing 
also includes the elimination of records containing PUT, HEAD and POST in the 
HTTP requested method field.  All the records containing other than 200 in the 
status code field is also eliminated to filter the successful requests. The irrelevant 
entries like .html, .txt, .jpg, .wav, .ico, .png etc re removed as it may bias the web 
mining tasks to follow. Table 1 shows the results of pre processing. Each user is 
identified with a time out of 30 minutes [10].  

Table 1 Results of pre processing 

Total number of records 2,86,867 

Number of records  after removing search engine visits 2,58,594 

Number of records after pre processing 20,934 

Percentage in reduction 92.70% 

Total number of users 8,677 

4   Indiscernibility Relations in Rough Set Theory 

Indiscernibility relations in rough set theory [15] can be used for grouping data 
with similar characteristic from web log files. Objects characterized by the same 
information are indiscernible (similar) in view of the available information about 
them. Any set of all indiscernible (similar) objects is called an elementary set and 
forms a basic granule of knowledge about the universe. Let a given pair S= (U,A) 
of non–empty finite sets U and A, where U is the Universe of objects and A is the 
set consisting of attributes. The function a: U→ Va , where Va is the set of values 
of attribute a, called the domain of a. The pair S=(U,A) is called an information 
system. Any information system can be represented by a data table with rows la-
beled by objects and columns labeled by attributes. Any pair (x, a) where x ϵ U 
and a ϵ A defines the table entry consisting of the value a(x). Any subset B of A 
determines a Binary relation I(B) on U, called an indiscernibility relation defined 
by xI(B)y if and only if a(x)=a(y) for every a ϵ  B, where a(x) denotes the value of 
attribute a for object x. I(B) is an equivalence relation. The family of all equiva-
lence classes of I(B) will be denoted by U/I(B) or simply U/B. Equivalence classes 
of the relation I(B) of the partition U/B are referred to as B-elementary sets or B-
elementary granules. Let U represents the set of the set of all user sessions with 
the path traversed. Let A be the subset of U which represents the < HTTP request, 
URL requested and status code>. An indiscernibility relation I(B) is defined for 
every a(x)=a(y) [15]. 

5   Construction of Equivalence Classes from Web Logs  

We consider the subset of web log file entry which includes <HTTP request, Re-
ferrer URL, status code> for indiscernibility relation and is denoted by B. Based 
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on the values of these attributes, the family of all equivalence classes is generated 
and it is denoted as U(B) . Out of the equivalence classes generated, the indis-
cernibility relation having the attribute values<GET, *google*, 200> ,<GET, 
*yahoo*,200>,<GET, *bing*, 200>  etc are the equivalence classes which is use-
ful for identifying the search engines from which the users have made their re-
quest. Similarly equivalence classes of other websites referring the current website 
can also be identified. The advantage of this method is that the equivalence classes 
generated can be further used to perform statistical analysis. Each user is identi-
fied with a time out of 30 minutes [10]. Fig. 2 shows the graphical representation 
of the origin of visits. The top referring sites and percentage of users entered from 
those sites is shown in Table 2. 

 

 

Fig. 2 Origin of visits and the percentage  

Table 2 Top Referring Sites 

Referring Site Percentage of Users 

www.nestsoftware.com 4.50% 

www.linkedin.com 3.20% 

www.opterna.com 2.90% 

www.keralaindex.com 2.60% 

en.wikipedia.org 1.50% 

Others 1.85% 

6   Extraction of Keywords and User Agents 

The referrer field is further extracted to identify the popular search keywords used. 
It is helpful in identifying the most preferred content by the web user and properly 
analyzed results can even twist short and long term strategy of the organization 
typically in terms of products, services or intended research direction, in order to 
meet the dynamic expectation of the customer. Table 3 shows the most frequent 
keywords typed in various search engines to access the web site. Among the visi-
tors through search engines, 11.33% of them used the keyword sfo technologies. 
Likewise the rest of the keywords were used. In addition to the keywords men-
tioned in Table 3, there were several other keywords which were less than 0.1 %. 
Hence these keywords were not considered relevant. The user agents are extracted 



440 J. Jose and P. Sojan Lal
 

to understand the browser and its version used.  Equivalence class <browser, ver-
sion> is generated. Table 4 shows the statistics of the different browsers and its 
version. 

Table 3 Frequent Keywords and Percentage of Visits 

Keywords Percentage 

sfo technologies 11.33% 

nest group 7.97% 

network systems 0.87% 

nest power electronics 0.38% 

nest photonics 0.38% 

nest group Trivandrum 0.32% 

nest information technology 0.28% 

Table 4 Statistics of the browsers used 

Browser Percentage 

Mozilla Version 5.0 50.91% 

Microsoft Internet Explorer Version 8.0 20.94% 

Microsoft Internet Explorer Version 6.0 14.15% 

Microsoft Internet Explorer Version 7.0 10.78% 

Opera Version 9.8 0.21% 

Microsoft Internet Explorer Version 9.0 0.19% 

BlackBerry 0.06% 

Microsoft Internet Explorer Version 4.01 0.06% 

Microsoft Internet Explorer Version 5.5 0.06% 

Microsoft Internet Explorer Version 5.0 0.04% 
Others 2.55% 

7   Conclusion 

The Extended Log File is an immense source of information to identify the user 
behavior, the origin of visits and sometimes even changes the long and short term 
strategy of the organization. It is important to know the origin of visitors for a web 
site developer, so that a better search engine optimization can be performed. Un-
derstanding the frequent keywords is important while creating meta tags. Search 
engines like Google uses several criteria for determining the PageRank. These 
keywords could be included as heading in a web page or if appeared in bold font 
may increase the PageRank. Thus the website may appear closer to the search re-
sults. The websites referring to a particular web site provides information about 
types of web sites linked to one’s website. The information about the browser and 
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its version is essential because the web site designers may develop sites that re-
quire viewing capabilities which may not be supported by certain browsers. 
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A Novel Community Detection Algorithm  
for Privacy Preservation in Social Networks* 

Fatemeh Amiri, Nasser Yazdani, Heshaam Faili, and Alireza Rezvanian 

Abstract. Developed online social networks are recently being grown and popula-
rized tremendously, influencing some life aspects of human. Therefore, privacy 
preservation is considered as an essential and crucial issue in sharing and propaga-
tion of information. There are several methods for privacy preservation in social 
networks such as limiting the information through community detection. Despite 
several algorithms proposed so far to detect the communities, numerous re-
searches are still on the way in this area. In this paper, a novel method for com-
munity detection with the assumption of privacy preservation is proposed. In the 
proposed approach is like hierarchical clustering, nodes are divided alliteratively 
based on learning automata (LA). A set of LA can find min-cut of a graph as two 
communities for each iteration. Simulation results on standard datasets of social 
network have revealed a relative improvement in comparison with alternative 
methods.  

Keywords: Social Networks, Privacy Preservation, Community Detection, Top-
Down Hierarchical Clustering, Learning Automata. 

1   Introduction 

Nearly half of the internet users today are members of some online social net-
work which results in change behaviors of users over the web. Indeed, users are 
needed to be both creators and managers of the content. For each piece of content, 
users who upload information must control what and with whom they share. When 
users post a status update, photo, wall and video, they must also select their  
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audience at the time they post. According to [1] on average, each user has 130 
friends and 80 groups and on average, 90 pieces of content are uploaded by 
him/her per month. So, the task of managing access to content has turned into a 
significant mental burden for many users. As a result, the issue of privacy on so-
cial networks has received important attention among numerous researches [19]. 
Privacy preferences are highly correlated with the community structure of the 
graph and tend to break down along the lines of the community structure [2]. The 
community can explore properties without releasing the individual privacy infor-
mation. According to [3], communities are groups of vertices in a network, such 
that edges between vertices in the same community are dense though spare be-
tween different communities.  Community addresses useful information about 
type of interpersonal relations, how to exchange content and the way of distribu-
tion within social networks. 

In this work, it has been attempted to detect communities using graph theory in 
order to stop information leaks of communities and to ensure privacy.  Conven-
tionally, social network can be seen as a graph by representing users as vertices 
and relationship between the users as edges. Community detection is essential for 
identifying structure of the users according to the natural structure of users. There-
fore, sharing the information alone within groups might have an important func-
tion of privacy preservation. A top-down hierarchical clustering algorithm is  
ad-dressed in this work to detect communities in graphs represented for the social 
network. We first assume that there is one community in the graph; the proposed 
method split this community into two communities during the next step. Min-Cut 
problem is employed in order to split a big community into smaller ones.  In graph 
theory, a min-cut of graph is defined as a cut that has either the smallest number of 
elements (un-weighted case) or the smallest sum of possible weights.  There are 
several algorithms to find the min-cut. This paper proposes an algorithm to com-
pute min-cut based on Learning Automata. For this purpose, a learning automaton 
(LA) is assigned to each node of graph. Each LA chooses the optimal action at 
random, while the environment responds the taken action in turn with a rein-
forcement signal, in order to extracting strongly connected components as  
communities [4]. 

Several community detection algorithms have been presented in recent years. 
Two major methods recently adopted are shortest path betweenness [5] and net-
work modularity [6-9]. In the former, the shortest paths between all pairs of nodes 
are calculated and the number of runs along each edge is counted. In the latter, it 
has been tried to minimize the number edges between groups based on a modulari-
ty function. In [10] by using a random walk, local community was composed fol-
lowed by refining the nodes within communities. An application of community 
detection for security in the social networks were presented in [11], they have 
suggested a clustering method for analyzing the relations inside social networks 
with complex structures.  

For the rest of the paper, Section 2 introduces learning automata briefly. Then 
proposed algorithm is described in Section 3. In Section 4, standard dataset is de-
scribed then experimental results are discussed in Section 5. Finally, conclusion 
and future works are presented in Section 6. 
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2   Learning Automata 

A learning automaton (LA) [12,13] is an adaptive decision-making unit that im-
proves its performance by learning how to choose the optimal action from a finite 
set of possible actions through repeated interactions with a random environment. 
The action is chosen at random based on a probability distribution kept over the 
action-set and at each instant the given action is served as the input to the random 
environment. The environment responds the taken action in turn with a reinforce-
ment signal. The action probability vector is updated based on the reinforcement 
feedback from the environment. The objective of a learning automaton is to find 
the optimal action from the action-set so that the average penalty received from 
the environment is minimized. 

The environment can be described by a triple E ≡ {α , β, c}, where α ≡ {α1 , α2 
,..., αr } represents the finite set of the inputs and β ≡ {β1 , β2 ,..., βm} denotes the 
set of the values can be taken by the reinforcement signal, and c ≡ {c1 ,c2 , ..., cr} 
denotes the set of the penalty probabilities in which the element ci is associated 
with the given action αi. If the penalty probabilities are constant, the random envi-
ronment is said to be a stationary random environment, and if they vary with time, 
the environment is called a non-stationary environment [14].  

Variable structure learning automata is represented by a triple <β, α, T>, where 
β is the set of inputs, α is the set of actions, and T is learning algorithm. The learn-
ing algorithm is a recurrence relation that is used to modify the action probability 
vector. Let α(k) and p(k) denote the action chosen at instant k and the action prob-
ability vector on which the chosen action is based, respectively. The recurrence 
equation shown by equations (1) and (2) is a linear learning algorithm in which the 
action probability vector p is updated. Let αi(k) be the action chosen by the auto-
maton at instant k. 
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When the taken action is penalized by the environment (i.e. β (n) =1). r is the 
number of actions which can be chosen by the automaton, a(k) and b(k) denote the 
reward and penalty parameters and determine the amount of increases and de-
creases of the action probabilities, respectively [16]. 

3   Proposed Algorithm 

A top-down hierarchical algorithm is proposed for community detection. At first, 
all users as nodes inside a graph are considered in a big community. At each step, 
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communities are formed iteratively.  In order to stop splitting communities, it is 
suggested to apply modularity function, which is presented by Girvan-Newman to 
indicate the quality of the communities. Modularity is defined as follow [15]: 

( )i j
ij i j

i, j

k k1Q = A - δ C , C
2m 2m

 
 
 

  (3) 

Where, the sum of the runs over all pairs of vertices (A) is the adjacency matrix, m 
is total number of edges inside the graph, and Ki represents the degree of ith node. 
If vertices i and j are in the same community the δ function yields one and yields 
zero otherwise. A partitioning with maximum value of modularity measure is 
chosen. One pseudo-code of the proposed algorithm is depicted in Fig. 1 below. 

 
Algorithm 1 proposed algorithm for community detection

1.   in 1st step,  graph is separated into 2 communities C1
11 and C1

12 by Community Splitting() 
2.   Do 
3.   Suppose  the set of communities have been detected until i-1th step is {Ci-1}   
4.      a. In ith step,  computer Q metric for  set of communities {Ci-1}: Qi-1  
5.      b. for each member of  {Ci-1} : Cj

i-1 repeat: 
6.         b.1. split Cj

i-1 into two small communities {Ci
j1, C

i
j2} by Community Splitting() 

7.         b.2. compute Q measure for {{Ci-1} - Cj
i-1}∪{Ci

j1, C
i
j2}:Q1  

8.          b.3. If  Qi-1 - Q1<0 then  add  {Cj1
i,Cj2

i} to communities discovered right now∶  
{{Ci-1} – Cji-1} ∪{{Cj1

i,Cj2
i}   

9.        c. {Ci} ←{Ci-1} 
10.      d. compute Q metric  for  set of communities{Ci}: Qi 
11.      f. i← i+1 
12.   While  Qi-1 - Q1 > threshold  
13.   Return {Ci-1} 

Fig. 1 Pseudo-code of proposed algorithm 

For dividing communities, min-cut problem is proposed for splitting the big 
communities into smaller ones using learning automata (Fig. 1 and line b.1 of 
algorithm 1). The proposed min-cut method creates two sets of nodes with the 
minimum number of edges between them. A set of learning automata is assigned 
to each node of the graph. Every node of learning automata could choose one of 
two actions, namely: "become a member of S1" or "become a member of S2", 
where, S1 and S2 are two disjoint communities. The pseudo-code for the commu-
nity splitting algorithm is illustrated in Fig. 2. 

 
Algorithm 2 Community Splitting()

1.   Assign nodes into two set of S1 and S2 randomly 
2.   Initialize probability vector of every nodes of vi for LA 
3.   Repeat N times 
4.       a. Select an action by LA for some vertex of S1/S2 and exchange assignment  
5.       b. Evaluate the performance of the selected action 
6.       c. Update the probability vector of LA of vi 

Fig. 2 Pseudo-code of community splitting algorithm 
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4   Social Networks Dataset 

The performance of our approach is evaluated using four popular social networks. 
Zachary's karate (Fig. 3.a) is a social network of interactions between people in a 
karate club which has experienced 34 members of a karate club over a period of 2 
years. During the study, a disagreement developed between the administrator of 
the club and the club’s instructor, which caused the instructor to leave and start a 
new club. Another dataset is American College Football Teams (Fig. 3.b) with 
115 vertices representing the teams with two vertices being connected when their 
teams play against each other. The teams are divided into 12 conferences. Games 
between teams in the same conference are more frequent than games between 
teams of different conferences, so one has a natural partition where the communi-
ties correspond to the conferences. The third network is Dolphin (Fig. 3.c), the 
social network of frequent associations between the dolphins. There are 62 dol-
phins and edges were set between animals which were seen together more often 
than expected by chance. The dolphins separated in two groups once a dolphin left 
the place for some time. Due to the natural classification, Lusseau's dolphin net-
work is often used to test algorithms for community detection. 

 

 
  

(a) (b) (c) (d) 

Fig. 3 Social network dataset 

The last network is Netscience (Fig.3. d), a coauthorship network of scientists 
working on network theory and experiment, as compiled by M. Newman in May 
2006. The network was compiled from the bibliographies of two review articles 
on networks. The network contains all components for a total number of 1589 
scientists and not just the largest component of 379 scientists [15]. Description of 
the mentioned social network dataset is summarized in Table 1. 

Table 1 Social networks descriptions 

Dataset Nodes Edges 

Zachary's karate 34 78 

American college football teams 115 613 

Dolphin 62 159 

Coauthorships NetScience 379 914 
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5   Simulation Results 

In experiment, LRI is used for learning algorithm of learning automata having α = 
0.01. Different values of α have been examined to receive good results. Learning 
process for every learning automaton repeated 1000 times to determine the optim-
al min-cut and created two communities. All experiments were performed on a 
Windows platform having configuration Intel® core 2 Duo CPU 2.5 GHZ, 3 GB 
RAM and Windows XP. Our results on four networks are shown in Table 2. The 
experiments are repeated 30 times independently, the average values of experi-
mental results are represented in Table 2. The run time and the value of modulari-
ty measure of our proposed method from min-cut and learning automata as MCL 
are given for each dataset in Table 2. Moreover, several experiments were con-
ducted to compare our proposed method with CNM [6], PL [17], PBD [18]. The 
obtained results were compared with those of other community detection methods 
in terms of modularity and run-time by Tables 2 and 3, respectively. As can be 
seen in Tables 2 and 3, the recently proposed method is comparable and in some 
cases better than other methods. 

Table 2 Comparison of modularity for our proposed algorithm and other methods 

Data set CNM[6] PBD[18] PL[17] MCL 

Zachary's karate 0.387 0.394 0.335 0.411 

American college football teams 0.454 0.447 0.452 0.456 

Dolphin 0.322 0.359 0.349 0.386 

Coauthorships NetScience 0.837 0.837 0.828 0.837 

Table 3 Comparison of run-time for our proposed algorithm and other methods 

Data set CNM[6] PBD[18] PL[17] MCL 

Zachary's karate 0.518 1.031 0.238 0.697 

American college football teams 2.539 2.706 2.147 2.902 

Dolphin 0.854 0.887 0.808 1.279 

Coauthorships NetScience 9.134 10.342 8.609 12.932 
 

 
For further improvements, one can apply a random walk to make initial sets, 

because it helps to make two partitions of neighborhood vertices. Moreover, for 
isolated nodes, one can randomly place them into one of the two subsets. 

6   Conclusions 

In this paper, a new community detection algorithm has been introduced for data 
privacy preservation, which is a top-down hierarchical algorithm based on learning 
automata.  At each step, one community is divided into two smaller communities 
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using the learning automata. The process of division continues until it satisfies a stop 
measure. The modularity measure was applied to terminate community division and 
also to reach better results. The results of experiments on Karate, Football, Dolphin 
and Netscience datasets  are compared with other methods cited in relevant  
literatures in terms of modularity measure and run time. Experiments have demon-
strated that our proposed method is comparable with other methods or even out-
performs them. As the future work, one can apply a random walk to make initial 
set in this algorithm for the purpose of additional improvement. This would con-
tribute to produce two partitions of neighborhood vertices. Moreover, they can be 
randomly placed into one of the two subsets for the isolated nodes. 
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Provenance Based Web Search* 

Ajitha Robert and S. Sendhilkumar 

Abstract. During web search, we often end up with untrusted, duplicates and near 
duplicate search results which dilutes the focus of search query. Factors that may 
influence the trust of web search results shall be referred to as 'Provenance'. 
Provenance is basically the information about the history of data. In this paper, we 
propose a provenance model which uses both content based and trust based factors 
in identifying trusted search results. The novelty of our idea lies in attempting to 
construct a provenance matrix which encompasses 6 factors (who, where, when, 
what, why, how) related to the search results. Inferences performed over the 
provenance matrix leads to trust score which is then utilized to remove near-
duplicates and retrieve trusted search results.  

Keywords: Web search, Provenance Mining, Provenance Matrix, Near-
Duplicates, Trust, Semantics, Document Clustering, Ontology. 

1   Introduction 

With the growing number of Web pages on the Internet, it has become 
increasingly difficult for users to find desired information. The approaches have 
been made and still researches are going on to optimize the Web search [1]. Most 
users just view top 5-10 search results and therefore might miss relevant 
information because search results may contain unrelated, near-duplicate and 
untrustworthy results. So, Trustable and relevant web findability is a main issue in 
Web search. 

A recent study shows that one of the main factors that influence the trust of 
users in Web content is provenance. Provenance information about a data item is 
information about the history of the item, starting from its creation, including 
information about its origins [2]. Information about provenance determines the 
quality, reliability and amount of trust. So based on the provenance information it 
can be ensured that the users are provided with the most trustworthy results at the 
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top of the search results and also effectively eliminating the not so trustworthy 
duplicate documents. Provenance information is calculated based on Who (has 
authored a document), What (is the content of the document), When (it has been 
made available), Where (it has been published), Why (the purpose of the 
document), How (it is linked). 

2   Related Works 

Qiang Ma et. al. [3] stated a Content coverage based Search, where the topic  
sketch (overview) of the documents is compared with Wikipedia content for the 
same query. Xinye Li et. al. [4] used cosine similarity to remove the duplicate 
documents. In Danushka Bollegala et. al. [5] approach semantic similarity 
between words is found to eliminate the near duplicates. Query Expansion is 
stated in Nicole Anderson [6] work .(i.e) Contextual information such as Location, 
Personal preferences, Personal vocabularies (eg pc for personal computer) is 
added to queries which helps to find the relevant documents but it doesn’t help 
effectively in finding trustworthy documents. Sunil et. al. [7] stated an approach to 
eliminate similar Web pages using Crawler which uses Filtering agent to remove 
pages with similar url’s. Duygu Taylan et. al. [8] stated a focused crawler 
approach which calculates link score based on page relevancy, and crawler 
determines which links have to be added in URL frontier based on the link score.  

Katsumi Tanaka et. al. [9] proposed knowledge and trust oriented search i.e 
Topic, coordinate and association terms are found. But topic is focused much 
rather than the content. Chuan Huang et. al. [10] proposed a trust and popularity 
based search which uses link analysis of author reputation for improved 
trustworthy results. Olaf Hartig [2] describes the provenance of a specific data 
item from the Web by a provenance graph. Ivan Vasquez et. al. [11] describes 
about data provenance which is the evolution of data, including the source and 
authority of data creation, changes to the data along the life history. Y. Syed 
Mudhasir et. al. [12] stated about near duplicate detection and elimination. Only 
four of the Provenance factors are used to detect and eliminate near duplicates.  

3   Provenance Based Web Search 

Overall architecture diagram is depicted in figure 1. Web documents are collected 
in the area of datamining using a specialized browser which downloads top 30 
results for a given research article title query. Preprocessing should be done to 
those collected web documents for constructing Document Term Matrix (DTM). 
Since constructed DTM is large in size, SVD technique is used to reduce its 
dimension to compute the similarity with cosine query. After mining provenance 
values, Provenance Matrix is constructed for the six provenance values and its 
weight calculation is done. From provenance weight, Trust value is calculated. 
Cluster those documents based on its similarity. Duplicate documents are detected 
from each cluster using trust value and they are eliminated, Finally re-ranking is 
done for the original documents. 



Provenance Based Web Sear
 
The collected Web do

.pdf, .doc and .txt. Prepro
tags and scripting element
removal of stop words,
dictionary, (a list of dom
domain specific words. eg

 

Fig. 1 Overall System Archi

Document-term matrix
collection of documents.
columns i.e.,27936 terms 
130 rows and 250 colu
document-query compari
trust score. The resultant 
is used for document clusܵܯܫ
Web pages are clustered 
with the comparable simil

3.1   Provenance Min

Provenance mining is ext
Domain Specific Search
papers. So search result
Published papers (Include

WHO (Author analysis)
weightage is assigned bas
If number of authors is mo

WHERE (Location Ana
publish their websites in 

rch 45

ocuments were of varied formats with extensions.htm
ocessing to those documents involves: (i) removing htm
ts (parsing), (ii) pdftotext conversion (iii) tokenizing, (iv
, (v) Domain specific stemming. (a domain specif

main specific words are maintained) is used to check fo
g Web mining should not be stemmed as Web mine). 

 

tecture 

x(DTM) describes the frequency of terms that occur in 
 Original DTM is of dimensions 18936 rows and 25
and 250 documents. The matrix after k reduced SVD 

umns. Cosine similarity(Equation 1) is computed fo
son and the resultant value is utilized in calculating th
similarity value from Document Document compariso

tering. ൫ܦ௜ , ௝൯ܦ ൌ cos ൌ ߠ ൫஽೔·஽ೕ൯|஽೔|ห஽ೕห                                (

using k-means clustering algorithm[16]. The documen
larity values are clustered.  

ning and Its Weightage  

tracting all the provenance values from document. Sinc
h is focused, search results mostly contain publishe
ts are splitted into i) Ordinary web documents & i
es pdf and html version). 

: Author name is extracted from web documents. Autho
sed on the number of publications provided in DBLP[14
ore than one, then average is calculated. 

alysis): For ordinary webpages Some website holde
their own Web servers and others will publish in som

53

ml, 
ml 
v) 
fic 
or 

a 
50 
is 
or 
he 
on 

1) 

nts 

ce 
ed 
ii) 

or 
4]. 

ers 
me 



454 A. Robert and S. Sendhilkumar
 

other web servers in rental manner. Owners of web server is given more weightage. 
For Published papers Weightage is given based on the following priority.  

Transactions>Journal>International conference>National Conference 

WHEN (Temporal analysis) Extract the created date and last updated date(if 
applicable) from web documents. Recent created date and updated date has more 
weightage and the summation of both is taken as final weightage.  

WHAT (Syntactic Analysis) The syntactic similarity (cosine similarity) value 
between document and query is used for the purpose of What factor. 

WHY (Semantic analysis) The semantic similarity value between document and 
query is analyzed for the purpose of finding weight of Why factor for all the 
documents.Why depicts the purpose of the document. So the document level 
(Abstract intermediary or detailed) is analyze 

Input: Query, DTM, Output: Document level 
1. Mark the level of query domain specific terms in the domain ontology.  
2. From dtm, get the domain specific terms which has count more than 0. 
3. Check for domain specific terms in dtm, which falls inside the marked level 
4. If more words match, (i.e above the threshold value), found inside the level 

of domain specific query term then document is in depth. 
5. Use equation (2) to find the depth of the document ࢚࢝࢟ࢎ࢝ ൌ ቀࢃࡰࢀࢃࡰࡹ ቁ                                              (2) 

TDW=Total domain specific words in a document & MDW=Matched domain 
specific words inside the level of domain specific query term 

 

Ontology Construction[13]: Datamining ontology is built by referring the 
classification of database and Information retrieval of ACM taxonomy and Data 
Mining book of Jiawei Han & Micheline Kamber 

 

HOW (Link Analysis) 

Published paper: 
Google scholar[15] is used for the purpose of finding citation count. Citation 
weight is assigned based on the citation count. For Title and reference relevancy, 
the similarity value itself is taken as its weight. Final weightage for how factor is 
computed using the equation 3. ݓ݋ܪ௪௧_௣௨௕ ൌ ܹܥ0.5 ൅ 0.25ܴܶ ൅ 0.25ܴܴ  (3) 

CC-Citation Weight, TR-Title Relevancy, RR-Reference Relevancy 

Ordinary Web pages 
Inlink Weight: Google search special query is used for the purpose of finding 
inlink. Inlink weight is assigned based on inlink count  

Quality Inlink Weight: Quality inlink is authoritative inlinks (i.e) inlinks from 
educational, organization and government sites. Google Page Rank is utilized for 
giving weightage for quality inlinks. Google gives page rank score for each 
webpage. It ranges from 0 to 10. 
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Knowledge Path Weightage ( Webpage and its Outlinks ) 
Knowledge path weightage for given webpage and its outlinks is calculated using 
the Knowledge path count. For outlinks, average of outlinks is calculated. Final 
weightage of how factor for ordinary pages is calculated using the equation 4 

௪௧_௢௥ௗݓ݋ܪ   ൌ ܹܫ0.3 ൅ ܹܲܭ0.25 ൅ ܹܱܲܭ0.2 ൅  (4)           ܹܫ0.25ܳ

IW - Inlink weightage,  KP - Knowlede path weightage of given web 
page, KPOW-Knowledge path weightage of outlinks for the given web 
page, QIW-Google Page Rank Weightage of Quality inlinked sites 

Provenance Matrix is formed where, the rows represent the provenance factors 
and the columns represents the documents and the respective fields contain 
provenance weight. Table 3 show the weightage of provenance factors which is 
calculated from the extracted provenance values. The contents of provenance 
matrix is used to calculate the trust value for all the documents. 

Table 1 and 2 summarizes the extracted provenance values. Since Link factor 
has subfactors. How factor values are shown separately in table 2. 

 
Table 1 Provenance Matrix extracted values 
 

Table 2 Link factor- sub matrix 
 

Docs/ 
factrs 

Doc 1 Doc 2 Doc 3 Doc 4

Who Yan  
Wan  

Katsumi  
Tanaka 

QINGYUZ
HANG 

Yutaka 
 Matsuo 

Where 2 IEEE IJITDM IJITDM

When 
 

2011 2010 2011 2009

What Content Content Content Content

Why Abstract Intermedia
ry 

Detailed Abstract

 

Link 
Factors 

Doc 1 Doc 2 Doc 3 Doc 4 

Citation 
count 

- 22 3 2 

Title 
Relevancy 

- 0.67 0.52 0.28 

Reference 
Relevancy

- 0.8 0.12 0.45 

Inlink Count 21 - - - 
Quality 
inlink

4 - - - 

Knowledge 
Path

1 - - - 

Knowledge 
Path for 
outlink 

3 - - - 

 

Table 3 Weightage of Provenance Matrix values 
 

Table 4 Computed trust values 
 

Docs/ 
factrs  

Doc1 Doc2 Doc3 Doc4

Who 0.2 0.5 0.3 0.2

Where 0.3 0.9 0.5 0.7

When 0.92 0.8 0.9 0.74

What 0.78 0.67 0.23 0.89

Why 0.20 0.50 0.9 .35

How 0.6 0.8 0.3 0.5
 

Document ID Trust Value  

Doc1 0.452  
Doc2 0.671  

Doc3 0.890  
Doc4 0.823  
Doc5 0.035  
Doc6 0.582  
Doc7 0.621  

Doc8 0.724  

Doc9 0.192  

Doc10 0.201  
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ROC curve is drawn using Precision and Recall values which is shown in figure 
3. If it is relevant, then both precision and recall increase, and the curve jags up 
and to the right. From figure 4 it is observed that ranked 10 results of proposed 
system give trusted results except in the 8th or 9th or 10th position for certain querie. 

5   Conclusion and Future Work 

Thus a novel method has been proposed to retrieve the trusted Web search results 
by removing the untrusted, duplicate and near-duplicate documents through 
Provenance factors. In future Work, the architecture of search engine can be 
effectively designed using provenance for the purpose of trusted search results. 
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A Filter Tree Approach to Protect Cloud 
Computing against XML DDoS and HTTP 
DDoS Attack 

Tarun Karnwal, Sivakumar Thandapanii, and Aghila Gnanasekaran* 

Abstract. Cloud computing is an internet based pay as use service which provides 
three type of layered services (Software as a Service, Platform as a Service and  
Infrastructure as a Service) to its consumer on demand. These on demand service 
facilities is being provide by cloud to its consumers in multitenant environment 
but as facility increases complexity and security problems also increase. Here all 
the resources are at one place in data centers. Cloud uses public and private APIs 
(Application Programming Interface) to provide services to its consumer in multi-
tenant environment. In this environment Distributed Denial of Service attack 
(DDoS), especially HTTP, XML or REST based DDoS attacks may be very dan-
gerous and may provide very harmful effects for availability of services and all 
consumers may get affected at the same time. One other reason is that because the 
cloud computing users make their request in XML and then send this request us-
ing HTTP protocol and build their system interface with REST protocol (such as 
Amazon EC2 or Microsoft Azure) hence XML attack more vulnerable. So the 
threaten coming from distributed REST attacks are more and easy to implement 
by the attacker, but to security expert very difficult to resolve. So to resolve these 
attacks this paper introduces a comber approach for security services called filter-
ing tree. This filtering tree has five filters to detect and resolve XML and HTTP 
DDoS attack. 

Keywords: Economical Distributed Denial of Service (EDDoS), Militant envi-
ronment, Distributed Denial of Service(DDoS) Attacks, Pay as Use, Cloud Securi-
ty, SaaS, Paas, IaaS. 

1    Introduction 
 

Cloud computing is a combination of distributed system, utility computing  
and grid computing. Cloud Computing uses combination of all these three in  
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virtualized manner. Cloud computing converts desktop computing into service 
based computing using server cluster and huge databases at data center. Cloud 
computing gives advanced facility like on demand, pay per use, dynamically scal-
able and efficient provisioning of resources. Cloud computing the new emerged 
technology of distributed computing systems changed the phase of entire business 
over internet and set a new trend. The dream of Software as a Service becomes 
true; Cloud offers Software as a Service (SaaS), Platform as a Service (PaaS) and 
Infrastructure as a Service (IaaS). Cloud offers these services with the help of Web 
Services. 

Cloud computing providing services to its consumers at abstract level and  
take care of all the internal complex tasks. With cloud computing consumer life 
became easy. But “as the nature rule with increase in facility vulnerability also  
increases”. 

Similarly Cloud provides the facility to consumers in the same way it provides 
facility to attackers also. There are more chance of attacks in cloud computing. As 
cloud computing mainly provides three types of services so in each layer have 
some soft corners which invite attackers to attack. Some of these soft corners are 
(1) SaaS vulnerability as Insecure Application Programming Interface (API),  
Account or Service hacking, Attack on cloud firewall / Attack on public firewall, 
Attack on consumer browser, Integrity, Confidentiality and Availability (2) PaaS 
vulnerability as Insecure Application Programming Interface (API), Unknown risk 
profile (Heartland Data Breach), Integrity, Confidentiality and Availability (3)IaaS 
vulnerability as Data leakage in Virtual Machine, Shared technology issues, Inte-
grity, Confidentiality and Availability 

So among all these different vulnerabilities Availability affects all three layers 
and more harmful. Every Cloud has its own APIs or adapters that need to be in-
stalled or consumed if anyone wants to use that Cloud. These adapters are publi-
cally available and this paper objective is to provide security to this Open API 
from HTTP and XML based Denial of service attacks. 

The largest DDoS attacks have now grown to 40 gigabit barrier this year and 
may reach to 100 gigabits soon. So if someone threatens to bring down the cloud 
system with DDoS attack cloud may become worrisome. XML-based DDoS and 
HTTP-based DDoS are more destructive than the traditional DDoS because of 
these protocols widely used in cloud computing and lack of the real defense 
against them. HTTP and XML are important elements of cloud computing so se-
curity become  crucial to safeguard the healthy development of cloud platforms. 
But as a virtual environment, cloud poses new security threats that differ from at-
tacks on physical system. 

2   Related Work 
 

As Cloud Computing is new research area so security in cloud computing is also a 
very new and open challenge. Lot of research is going in security aspects in cloud 
computing. There are various latest real time examples in which cloud is suffering 
from new attacks among them HTTP and XML DDoS attacks are more common. 
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Since cloud computing security follows the idea of cloud computing, there are 
two main areas that security experts look at security in a cloud system: These are 
VM (Virtual Machine) vulnerabilities and message Availability between cloud 
systems. IaaS layer is more vulnerable as in [5] Shared Technology issues work on 
IaaS layer. 

In [6] Data Loss or Data Leakage is a big problem on IaaS layer. There are 
many ways to compromise data deletion and alteration of records without a back-
up of original content is an obvious example.  

In [7] insecure API is big threat in cloud computing. Cloud computing providers 
exploit a set of software APIs that customer use to manage and interact with cloud 
services. 

Various solutions and techniques exist for detection and protection from HTTP 
flood attack and XML attack in Cloud Computing. 

Chu-Hsing Lin et. al. [8] is using Semantic Web concept to find flooding attack 
by dividing attacks in three categories but this solution limited to identifying mali-
cious browsing behaviors. Tuncer et. al. [9] is using fuzzy logic to find flooding 
attack. This solution will give more false positive results. Liming Lu et. al. [10] 
using Probabilistic Packet Marking for IP Traceback. This method is useful only 
when we already have attackers IP Address in traceback but in real time it is not 
possible. Suriadi et. al. using client puzzle but if each packet of client request will 
pass through client puzzle filter then this solution will face time bottleneck prob-
lem. Ashley Chonka et. al. [11] are using BPNN scheme to detect DDoS attack 
but this scheme work on expert system based approximate threshold value. Until 
attacker will not cross threshold value it is possible that attacker may attack. M.A. 
Rahaman et. al. [12] are using inline approach but the disadvantage of this method 
is that it is securing only some properties of SOAP message. Further N. Gruschka 
et. al. are introducing first real XML SOAP Message wrapping attack on Amazon 
EC2 services in 2008. Here attackers are changing XML tags and making vulne-
rability in SOAP Message request validation. By which any unauthorized user can 
access the services of Amazon’s EC2. 

3   System Architecture 

The Proposed architecture is having five modules from Client to Cloud Provider. 
Client requests resources from Cloud Providers by using SOAP message. This  
 

 

Fig. 1 Proposed Architecture Model 
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SOAP message has vulnerability of XML DDoS and HTTP DDoS attacks. So this 
paper introduces three modules which will provide security to SOAP message 
from these attacks. As a virtual environment, cloud poses new security threats that 
differ from attacks on physical system. 

4   Embed Soap Message 

Clients or Consumers use SOAP message to request any resource from cloud pro-
viders. SOAP message written in XML only because XML is universally accepta-
ble language and it can run at any platform. 

4.1   SOAP Signature 

SOAP message is nothing but XML tags. The process of SOAP signature as: for 
every message part a reference element is created and the message part is hashed 
and cannibalized. The resulting digest added with digest value as well as the refer-
ence of signed message is added in URI field. In last this message part and digest 
cannibalized and put in Signed Info part and Signature element is added in securi-
ty header.  

4.2   Double Signature  

To give the extra protection against XML rewriting attack Double Signature has 
been used by marking parameters (as number of children, number of header ele-
ment and number of body element) in SOAP message and keeping these signed 
parameter in SOAP Header 

 

Fig. 2 Embed SOAP Message 
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4.3   IP Marking  

SOAP message will mark at edge router using Flexible Deterministic Packet 
Marking scheme (FDPM). Three fields in the IP header are used for marking; they 
are Type of Service (TOS), Fragment ID, and Reserved Flag. A total of 25 bits (8 
bit from TOS, 16 bit from TOS, 16 bit from identification field and 1 bit from off-
set field) are available for the storage of mark information if the protected network 
allows overwriting on TOS. 

 

Algorithm 1:    Embeded SOAP Message algorithm 

1. Input: SOAP Message with XML tags, at router  R, in network N 
2. Output: client request 
3. Requested SOAP message will embed with signature and header marked at router  R 
4. if wsse: Contained = true 
5. computed_digest ← hash(wsse:QueryKey) 
6. else 
7. computed_digest ← hash(wsse:SmallerValue, ec2:GreaterValue) 
8. for all h ← wsse:Hash ∈ wsse:HashList 
9. computed_digest ← hash(computed_digest, h) 
10. replace(Data1.Value, computed_digest) 
11. for all h ← wsse: count (children, header element,  body element) 
12. computed_digest ← hash(computed_digest, h) 
13. replace(Data2.Value, computed_digest) 
14. return Data1, Data2 
15. set the bit array digest and mark to 0 
16. if N does not utilize TOS 
17. reserved_Flag:=0 
18. 7th and 8th bit of TOS:=0 
19. length_of_Mark:=24 
20. else 
21. reserved_Flag:=1 
22. if N utilizes Differentiated Services Field  
23. 7th and 8th bit of TOS:=1 
24. length_of_Mark:=16 
25. else if h support Precedence but not priority 
26. 7th bit of TOS = 1 and 8th bit of TOS = 0 
27. length_of_Mark:=19 
28. else if N support Priority but not Precedence 
29. 7th bit of TOS = 0 and 8th bit of TOS = 1 
30. length_of_mark:=19 
31. decide the lengths of each part in the mark 
32. digest:=hash(A) 
33. for i=0 to k-1 
34. mark[i].Digest:= Digest 
35. mark[i].Segment_number:=i 
36. mark[i].Address_bit:=A[i] 
37. for each incoming p passing the encoding router  
38. j:=random integer from 0 to k-1 // message divide in k bits 
39. write Mark[j] into p.mark 
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Fig. 3 Deterministic Packet marking 

5   IP Trace-Back 

IP Trace-Back is a logical file system. In proposed architecture IP Trace-Back 
stores vulnerable IP address provided by Cloud Defender. When client message 
request comes to IP Trace-Back, it matches coming message source IP address 
with already stored vulnerable IP address. If IP matched then it discard request 
message otherwise it send request message to Cloud Defender.  

6   Cloud Defender 

Cloud defender filters the attack in five stages. These five stages are 

(1) Sensor Filter 
(2) Hop Count Filter  
(3) IP Frequency Divergence Filter 
(4) Confirm legitimate user IP Filter 
(5) Double Signature Filter 

First four filters detect HTTP DDoS attack and fifth filter detects XML DDoS  
attack. 
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6.1   Detect Suspicious Message 

6.1.1   Sensor 

Sensor monitors the incoming request messages. If the sensor finds that there is 
hypothetical increase in the number of request messages coming from any particu-
lar consumer then it marks those messages as suspicious IP otherwise send to next 
filter. 

6.1.2   HOP Count Filter 
 

It will calculate the Hop Count value and compare with stored Hop Count value.  
If no match then it marks those messages as suspicious IP otherwise send to next 
filter. 

6.1.3   IP Frequency Divergence 
 

Because in DDoS attacker will not generate different request message every time 
so he has need to send same request messages again and again. If found same fre-
quency of IP messages then it marks those messages as suspicious IP otherwise 
send to next filter. 

 

 

Fig. 4 Cloud Defender 
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6.2   Detect HTTP DDoS Attack 

All suspicious packets come to the Puzzle Resolver. It resolves the SOAP header 
of these suspicious messages. Firstly it finds the suspicious messages IP addresses 
and then send the puzzles to these IP address If the suspense IP address send the 
correctly solved puzzle to puzzle resolver it means it is genuine client request oth-
erwise puzzle resolver drops the request message and send suspicious IP address 
to IP Trace-Back otherwise it send the request message to Double signature filter. 

6.3   Detect Coercive Parsing/XML DDoS Attack 

Check the incoming request message for any open   tag. If open tag found in in-
coming message then it discards that message otherwise send the request message 
to cloud provider to provide services to clients. 

Because of cloud defender is working in multi-tenant environment. So in order 
to send multiple client requests to cloud defender we will limit the number of 
client request at a particular moment of time. Suppose coming client request are N 
and threshold is N1. If  number of client requests are  greater than N1 (here 
N>N1) then Cloud Defender will send these requests to different filters otherwise 
Cloud Defender will send the request packets directly to Double Signature Filter 
to check for XML DDoS attack. 

In a DDoS attack, take place with zombies by a single attacker (master). These 
are nothing but zombie machines or attacker uses virtual machines and open thou-
sands of tags by using these virtual machines and make DDoS attack on cloud 
provider. General attack traffic distribution will obey Poisson distribution approx-
imately. The Poisson distribution function for DDoS attack traffic is shown below 

Pk =  λN * e- λ/ N!                                           (1) 

Where λ is a positive real number, equal to the expected number of occurrences 
that occur during the given interval, and k is a non-negative integer, N=0, 1, 2,… 
In information theory, the information entropy is a measure of the uncertainty as-
sociated with a random variable. 

 
Algorithm 2.   Cloud Defender algorithm 

1. Input: N, N1, ∀ N ∈ [1, . . . , n], the final TTL Tf, the initial TTL Ti, stored hop-count in IP 
packet Hs, N is the length incoming request 

2. Input: Hfd= frequency divergence. 
3. Output: Legitimate client request 
4. If N>N1 then 
5. for each packet N compute the hop-count 
6. Hc=Ti-Tf  
7. If Hc!=Hs  then 
8. Continue 
9. else if 
10. mark request packet suspicious and send to detector;                 

11. Pk = (λ N * e -λ) / Nǃ                                                                 
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12. Hfd = λ[1-log2 λ]+ e -λ Σ Pk                                                    
13. If  Hfd >0.5 then 
14. Continue 
15. else 
16. mark request packet suspicious and send to detector 
17. reconstruction at victim V, in network N 
18. for each coming packet p passing the reconstruction point mark recognition(length and 

fields) 
19. if all fields in one entry are filled 
20. output the source IP 
21. delete the entry and drop the consumer request 
22. else if same digest and segment number exist 
23. create new entry 
24. fill the address bits into entry and send to Double signature filter 
25. Check for tag value 
26. If  tag value !=1  
27. XML DDoS verify and drop the packet 
28. else 
29. send the requested SOAP Message to cloud 

7   Experimental Result 

7.1   Experimental Environment 

Scalable simulation framework (SSFNet) is a collection of Java components used 
for modeling and simulation of IPs and networks. In experiment SSFNet Simula-
tor has been used to simulate the whole process from embedding SOAP Header 
with signature to marking it. Darpa 1999 tcpdump (510 MB) dataset has been used 
as input traffic and analyzed it by using wireshark analyzer on a window7 OS, I3 
Processor, 3 GB Memory and 300 GB hard disk.   

 

 

Fig. 5 Experimental results for number of 
packets needed to reconstruct paths of va-
rying length 

Fig. 6 Comparison between Filter Tree 
Approach and BCNN 
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7.2   Experimental Result 

As in Fig. 6. simulation results, as red line showing in start BPNN takes time to 
make its system trained meanwhile most of the attacked packet enter in cloud so in 
start time less attack detected and as long as BPNN system gives knowledge to its 
system it detects more attacked packets but in Filter tree there is no need any pre-
vious knowledge so in start filter tree works well. 

8   Conclusion 

The denial-of-service attacks have become more targeted on cloud servicesand ef-
fected Client economically as eDDoS attack. This threat seems unlikely to fade 
away in absence of an active defense technique which pressures attacker’s  
resources and raises the costs for delivering attack traffic. SOAP packet marking 
offer such a defense: An adversary cannot seize the victim’s resources without 
committing its own resources first, which therefore limits its attack capability. 
Moreover Cloud Defender provides proactive defense approach. Intruder will get 
identify before get enter into the Cloud. Cloud defender will not check traceback 
for each request message, firstly it will identify the suspicious packet and will 
check only for those suspicious request packet. So this paper is filtering service 
request messages at different stages firstly matching the request client IP with pre-
viously stored suspicious IP in Trace-Back and then cloud defender is using for 
detecting the HTTP DDoS, Coercive parsing DDoS, XML DDoS at different stag-
es. Cloud Defender is firstly identifying suspicious messages and then detecting 
attacks. This will reduce the computation cost and vurnability. 

Proposed system works for HTTP interface further we can extend it to provide 
security for REST based APIs. 
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Cloud Based Heterogeneous Distributed 
Framework* 

Anirban Kundu, Chunlin Ji, and Ruopeng Liu 

Abstract. In this paper, the main target is to achieve distributed atmosphere of 
Cloud configuring heterogeneous structure framework with accessible common 
equipments, technologies, and configurable high-end servers concerning no 
additional expenditure to the system network. In proposed system, different 
categories of machines are being utilized to generate efficient diverse background. 
Server-side background mode of operation is to be conducted for accessing 
dedicated servers as well as all-purpose servers which are not only assigned for 
the user specific responsibilities. This is an additional challenge for this approach 
to make it happen using any kind of server machines. In this approach, unicast 
topology is going to be used for avoiding network congestion. Minimization of 
time and maximization of speed are the objectives of proposed system structure. 
Earlier version of this paper has been published in [1]. 

Keywords: Distributed environment, Heterogeneous Environment, Software-as-a-
Service (SaaS), Cloud. 

1   Introduction 

The use of concurrent processes that communicate by message-passing has its 
roots in operating system architectures studied in the 1960s. The first widespread 
distributed systems were local-area networks such as Ethernet that was invented in 
the 1970s. E-mail became the most successful application of ARPANET, and it is 
probably the earliest example of a large-scale distributed application [2]. Client 
programs typically handle user interactions and often request data or initiate some 
data modification on behalf of a user [3]. The study of distributed computing 
became its own branch of computer science. A distributed environment is chosen 
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for various applications where data is generated at various geographical locations 
and needs to be available locally most of the time. The data and software 
processing are distributed to reduce the impact of any particular site or hardware 
failure. Location transparency eliminates the need to know the actual physical 
location of the data [4]. 

Organization of rest of the paper is as follows: Section 2 presents related works 
section. Proposed approach is described in Section 3. Experimental results have 
been shown in Section 4. Section 5 concludes the paper. 

2   Related Works 

Distributed performance computing [5-6] in heterogeneous systems employs the 
distributed objects as applications [7]. These applications are arranged in such a 
manner that the same type of user requests can be executed in distinct machines 
which are situated in different locations (in case of Wide Area Network (WAN)). 
Sometimes, these machines fall in the same group or cluster at same location (in 
case of Local Area Network (LAN)) [8]. Huge collection of heterogeneous 
resources offers an opportunity for delivering high performance on a range of 
applications. Successful scheduling of system resources achieves high performance 
[9]. It is being shown that scheduling can be performed automatically, efficiently, 
and profitably for a range of computations in this environment. Load balancing 
techniques can be used to balance the network based activities. Effective Scheduling 
is quite necessary for maintaining loosely coupled processors [10]. Software issues 
have been resolved by some well-known methods in effective processing systems. 
The success of any system network depends on its distribution. Heterogeneous 
multi-computers are designed to form the backbone of the network [11]. 

3   Proposed Approach 

In this paper, a distributed computing environment has been considered. It 
contains typical computer resources, high performance workstations, and cluster 
computers, connected by one or more networks. This assembly of machines 
presents a large comprehensive computing resource including memory, cycles, 
storage space, and communication bandwidth. For this reason the proposed system 
has a great potential for high performance computing. An important characteristic 
of this system is that it exhibits heterogeneity of many types including hardware, 
operating system, file system, and network. Heterogeneity creates a challenge that 
it must be managed to enable the parts of the proposed system to work together. 
At the same time, it also presents an opportunity that is the variety of different 
resources which suggests that it is possible to select the best resources for a 
particular user request. The variety and amount of computing resources in the 
proposed system offers a great prospective for high performance computing. 

The steps of the proposed approach have been shown in Fig. 1. Initially, input 
data and the user specific program are received from Internet to our system 
network. Data is received at Cloud interface. Subsequently, the network selection 
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and corresponding suitable server selection have been carried over the network for 
error-free communication between interface and server using typical three-way 
handshaking in TCP/IP environment. Code and data are migrated as required time 
to time. After completion of the user based program’s execution, the outputs are 
being saved at particular places of storage system for temporary basis until the 
user would not download it at the client-end. 

 

Fig. 1 Cloud System Design Internals 

In proposed approach, unicast topology is followed for information 
propagation as prescribed data replication method is capable of selection of server 
machines within the network in run-time. Therefore, broadcast topology is not 
used in the server-side network. So, the network congestion is never happened in 
the proposed framework structure. The mathematical analysis has been shown to 
demonstrate the superiority of the proposed distributed structure compared to the 
typical structures in respect of network congestion. 

Documents for client’s Internet Protocol (IP) address has been stored by the 
Web portal system using TCP/IP connection at server-end and subsequently 
transferred to interface. User documents for input data should also be dumped in 
similar method. Input (I/P) sender handles these documents to prepare required 
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materials in a proper format for further processing targeting particular sub-
network within server-side system having dynamic scheduling. Scheduler checks 
for an active server of a particular network, and also checks whether that server is 
busy. Particular server is being selected for the user prescribed operation only if 
the server is active and free at any time instance. I/P sender also sends required 
materials to I/P receiver module following standardized typical communication 
techniques at port level. I/P receiver initiates particular application. Output files 
would be stored in a fixed area of each server machines. Output (O/P) sender 
collects data and sends it back to interface. O/P receiver module fetches output 
files at a particular port level and stores required information to pre-defined disk 
spaces related to external IP address of particular user. Web portal handles 
generated documents and sends them to specific destination address using Internet 
(refer Fig. 1). 

Algorithm 1: Find keywords 
Input: Executable file (i.e., *.m, *.mat, *.vb) 
Output: Successful submission of user request 
Step 1: Do loop – start 
Step 2: Scan a line 
Step 3: If ('%' at the beginning of a line) 
Step 4: Then skip the right-side of that particular line 
Step 5: Else 
Step 6: If ("save" or "print" or "printopt" or "store" or "write") 
Step 7: If ('\' or '/') 
Step 8: Print ("User must not use the path") 
Step 9: Else 
Step 10: Go to next line of the file at Step 2 
Step 11: Stop 

Algorithm 1 briefly shows the methodology to find the keywords within the user 
submitted programs through Web portal system. User has to follow specific rules 
about their programs at the time of submission. Otherwise, their program would 
not be accepted by the Web portal. For example, if the user has mentioned some 
specific path(s) for saving the output(s), then it cannot be accepted by the 
proposed system as because the proposed system would save the outputs in some 
specific paths in the server-side system network. 

Mapping between networks and servers within each network can be treated as 
the hierarchical structure of proposed design. ‘n’ number of networks have been 
considered and ‘s’ number of servers have been considered in each network. Each 
server consists of some applications as predefined by the network system 
administrator. Proposed system framework detects the nearest network and server 
for a particular application at any specific time instance based on the user request. 

4   Experimental Results 

In this section, all stages of proposed approach have been depicted using relevant 
evidences. Initially, user has been registered in Web portal. User has to submit 
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some personal and technical information to the system’s database for future 
correspondences. After registration, user is able to login within the distributed 
system for allocating server-side resources for own programs. Sometimes users 
can also make use of system defined programs which are available in the server 
databases. 

Server-side background mode of operation is prepared and successfully 
executed in all the servers of proposed system network. These servers are not like 
typical server systems which are always dedicated to some specific tasks. In this 
approach, each server can be used to different tasks. These servers are also used 
by the internal users for their personal usage. So, the proposed distributed system 
is well controlled as the collection of background tasks which are placed within 
the server systems of the network in a hidden mode. Therefore, the users are not 
aware of these processes running in their systems. 

 

 

Fig. 2 0% to 9% CPU Usage of a computer when program is not running 

 

Fig. 3 3% to 27% CPU Usage of a computer when program is running 
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Fig. 5 describes the CPU wastage situations in various conditions in Cloud 
compute nodes. Y-axis represents percentage (%) of CPU wastage. On horizontal 
axis, “No User/Cloud Program is running” represents the wastage range from 91% 
to 100% in the system node. “Only Cloud modules are running” represents the 
wastage range from 73% to 97%. Therefore, a lot of other programs can be 
executed at that time instance. It shows that the programs occupy less processor 
time and memory as applicable based on the situation. “User Applications & 
Cloud modules are running” represents the wastage range from 15% to 70% while 
a “Comsol” &”Matlab” have been executed in system nodes. 

Therefore, it has been observed in different conditions that each resource is not 
properly utilized all the time. So, a lot of wastage happens in any scenario. Thus, 
dedicated as well as non-dedicated servers can be used for this purpose in Cloud 
environment. 

5   Conclusion 

In this paper, distributed environment has been accomplished for heterogeneous 
framework for accessing the data and program modules in specific locations at 
server-side of the network. Dynamic scheduling has been maintained all over the 
approach to determine every possible sub-network and the related servers for the 
specific user targeted tasks. Server-side background mode of operation has also 
been implemented successfully. Finally, a system framework consisting of 
dedicated and non-dedicated servers has been successfully developed having a 
target to exhibit efficient usage of machines within a Cloud server-side network. 
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An Enhanced Load Balancing Technique  
for Efficient Load Distribution in Cloud-Based 
IT Industries* 

Rashmi KrishnaIyengar Srinivasan, V. Suma, and Vaidehi Nedu 

Abstract. The advent of technology has led to the emergence of new technologies 
such as cloud computing.  Evolution of IT industry has oriented towards the con-
sumption of large scale infrastructure and development of optimal software prod-
ucts, thereby demanding heavy capital investment by the organizations. Cloud 
computing is one of the upcoming technologies that have enabled to allocate apt 
resources on demand in a pay-go approach. However, the existing techniques of 
load balancing in cloud environment are not efficient in reducing the response 
time required for processing the requests. Thus, one of the key challenges of the 
state-of- art of research in cloud is to reduce the response time, which in turn re-
duces starvation and job rejection rates. This paper, therefore aims to provide an 
efficient load balancing technique that can reduce the response time to process the 
job requests that arrives from various users of cloud. An enhanced Shortest Job 
First Scheduling algorithm, which operates with threshold (SJFST), is used to 
achieve the aforementioned objective. The simulation results of this algorithm 
shows the realization of efficient load balancing technique which has resulted in 
reduced response time leading to reduced starvation and henceforth lesser job re-
jection rate. This enhanced technique of SJFST proves to be one of the efficient 
techniques to accelerate the business performance in cloud atmosphere. 

Keywords: Cloud Computing, Virtualization, Response Time, Starvation, Job Re-
jection, Load Balancing. 
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1   Introduction 

The advent of cloud computing has paved way for the IT organizations to have an 
access to a shared pool of virtualized resources. Further, cloud computing is a 
promising technology to provide the resources on demand and to service the re-
ceived requests within a stipulated time. Henceforth, high availability of the re-
sources is very critical in the cloud environment to service the requests received. 
Moreover, the management of resources is yet another challenge as it influences 
the business performance of the cloud service provider. Load balancing provides a 
solution to overcome the aforementioned issues. Load balancing strategies distri-
butes the execution load among the virtual machines (VMs) to utilize the re-
sources in an efficient manner. 

Cloud being a pay-go-model and one of the emerging technologies to provide 
resources on demand, there is a requisite for the resources to be always available. 
To achieve the aforementioned objective, load balancing becomes an essential fac-
tor. The load balancer provides a means for allocating and de-allocating the re-
sources automatically by either increasing or decreasing of resources to service the 
arrived requests on demand. 

However, the existing load balancing algorithms are not efficient in successful-
ly distributing the resources efficiently in order to process all the jobs of various 
users in cloud. Authors in [8] have therefore, proposed an enhanced scheduling 
strategy to accelerate the business performance of the cloud system for reducing 
the job rejections by achieving less response time. It is worth to note that reduc-
tion in job rejection rate can also be realized through efficient load balancing 
technique. Therefore, this paper provides an enhanced load balancing algorithm 
which operates on Shortest Job First Scheduling with Threshold (SJFST). Accor-
dingly, this load balancing strategy reduces the waiting time to respond to the ar-
rived job based on the burst time and it further reduces starvation. 

The paper is organized as follows. Section 2 describes the Related Work fol-
lowed by Research Design in Section 3. Section 4 discuses the enhanced load ba-
lancing algorithm. Finally, Section 5 describes the conclusion and followed by 
references. 

2   Related Work 

Cloud computing is an upcoming technology in the IT industries that has opened 
several challenges to the researchers working in this domain. Xiaoqiao Meng et al. 
2010 have suggested an efficient resource allocation technique using VM multip-
lexing approach to achieve high utilization of resources. However, VM selection 
process suffers from overhead [1]. 

Sewook Wee and Huan Liu 2010 have proposed client side load balancer archi-
tecture using cloud to directly deliver static contents while allowing a client to 
choose a corresponding back-end web server for dynamic contents. However, load 
balancing for dynamic contents leads to overhead problems [2].  
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Shu-Ching Wang et al. 2010 have proposed a load balancing in a three –level 
cloud computing network using Opportunistic Load Balancing (OLB) and Load 
Balance Min-Min (LBMM) scheduling algorithm which has performed efficiently. 
However, this approach is not dynamic and suffers an overhead during selection 
of the node [3]. 

Jinhua Hu et al. 2010 have presented a scheduling strategy on load balancing of 
virtual machine resources in cloud computing environment based on genetic algo-
rithm that can minimize the migration cost [4]. 

Wenhong Tian et al. 2011 have recommended a dynamic and integrated load 
balancing scheduling algorithm (DAIRS) for cloud datacenters to distribute the to-
tal and average load on each server in the cloud datacenter by sorting. Therefore, 
the limitation of this algorithm is that it consumes more time by sorting [5]. 

Vlad Nae et al. 2010 have implemented cost-efficient hosting and load balanc-
ing to reduce hosting costs and to achieve resource allocation by load distribution. 
But, this approach fails to optimize the distribution of load [6]. 

Shiyao Chen et al. 2011 have recommended secondary job scheduling with 
deadlines under the time constraint to address resource reutilization issue in cloud. 
However, this approach suffers from capacity transformation overheads [7]. 

3   Research Design 

An efficient strategy is essential to enhance the performance of computing system 
in cloud environment by reducing the job rejections at the peak hour. It is evident 
from the progress of the research in cloud environment that currently existing load 
balancing strategies are inefficient in reducing job rejections and starvation. 
Hence, there is a need for an effective load balancing strategy that can reduce job 
rejections and starvation. To achieve the above said objective, we have introduced 
Shortest Job First Scheduling with Threshold (SJFST) algorithm. It is achieved by 
sequence of research activities. Accordingly, to analyze the efficiency of cloud 
service provider for successful processing of jobs arriving at the peak hour we 
have collected secondary data. Secondary data is a processed data collected from 
the leading IT organizations, which are operating in this domain. An analysis on 
this data infers that huge number of jobs that arrive to the system gets rejected due 
to the lack of effective load balancing strategy. 

Henceforth, an effective load balancing strategy that uses Shortest Job First 
Scheduling with Threshold (SJFST) is introduced in this paper to overcome the 
aforementioned issues. Further, the simulation is carried out by configuring the 
simulation set up and its results indicate the efficiency of the proposed strategy.  

4   An Enhanced Load Balancing Algorithm 

Load balancing is an important factor in the cloud environment as the resources 
have to be always available to provide service to the arrived jobs. Therefore, the 
load balancing in cloud is achieved through Shortest Job First Scheduling (SJFS) 
technique where, a job with less burst time is scheduled first. However, in this 
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technique the job in execution will not be preempted to check for the newly ar-
rived jobs. Therefore, to preempt the job in execution, a threshold (timer) can be 
set, so that newly arrived jobs can be monitored at regular intervals to avoid star-
vation. Hence, Shortest Job First Scheduling with threshold (SJFST) algorithm, 
which is an integration of SJFS and threshold, has been proposed in this paper. 

Fig. 1. depicts the load balancing in cloud using SJFST. The Load Balancer is 
an entity in the cloud service provider’s datacenter, which schedules the arrived 
jobs according to the strategies incorporated to maintain the even distribution of 
load on the available resources in the datacenter. The Resource Allocator is anoth-
er entity in the cloud datacenter for allocating the apt Virtual Machine (VM) to the 
scheduled job.  

In the Load Balancer shown in Fig. 1., SJFST algorithm has been incorporated. 
Accordingly, the Load Balancer extracts the jobs from the queue, in which jobs 
are indexed according to their arrival patterns and subsequently schedules and 
transfers the job, which requires less burst time to the Resource Allocator. Hence-
forth, the job in execution routinely gets preempted after crossing the set threshold 
time. This preemption is carried out to reduce starvation and job rejection. On 
preemption of the job, the Load Balancer monitors the queue for the newly arrived 
jobs for modifying the scheduling decision if necessary. 

 
 
 
 

       

 

 

Fig. 1 Load Balancing in Cloud 

 

 
Fig. 2 Job Arrival Pattern 
 

Table 1. Simulation Configurations 

Job ID Arrival Time 
(hrs) 

Burst Time 
(hrs) 

Job 1 0 7 

Job 2 .5 .5 

Job 3 2 4 

Job 4 4 5 

Job 5 4.16 1 

Job 6 6 3 
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Fig. 2. indicates the job arrival pattern captured against the time profile.  Fig. 2. 
infers the existence of high demand for the jobs to be processed during the peak 
hours, which is indicated in the form of spikes. Thus, in order to realize the effi-
cient utilization of the resources with less starvation and job rejection an effective 
load balancing approach is introduced. 

Henceforth, the implementation of SJFST is carried out using the following  
algorithm: 

Step 1: Ensure the availability of all VMs. 
Step 2: On arrival of the jobs, the load balancer will first schedule the job with 
less burst time and transfers it to the resource allocator for allocation.   
Step 3: On receiving the request for allocation of the VM, the resource allocator 
parses the data structure to identify the feasible VM to service the request.  
Step 4: The feasible VM will be assigned to the requesting job until the job com-
pletes or it gets preempted. 
Step 5: The job in execution will be automatically preempted once it crosses the 
set threshold value. 
Step 6: On preemption, the load balancer monitors the jobs queue for the newly 
arrived requests and the cycle repeats from step 2. 

Table 1. shows a sample simulation configuration that has been set to evaluate the 
efficiency of SJFST algorithm used for load balancing, which includes Job ID as-
sociated uniquely with each job, Arrival time and the Burst time of each job. 

Simulation results of SJFST for load balancing has yielded appreciable results 
in terms of response time, where response time indicates the time interval between 
job arrival time and the time for first dispatch. In order to have a justifiable infe-
rence to incorporate threshold concept in SJFS algorithm, a comparison table of 
response time of the jobs computed with SJFS and with SJFST is also presented 
here. Table 2. depicts the above said comparative results that are obtained using 
various threshold values. 

Table 2. infers the job arriving with varying nature in terms of arrival time and 
burst time are processed using SJFS technique. Accordingly, the response time is 
comparatively high as against the same jobs when processed using SJFS with var-
ious threshold values.  It is worth to note at this point that with decrease in thre-
shold value, response time also decreases. However, it is also desirable not to have 
too less threshold value, which only leaves to increase in preemption time and its 
associated overheads. 

Fig. 3. shows the variation of average Response Time obtained with different 
thresholds. 

Fig. 3. infers that with increase in the threshold value the response time in-
creases. Henceforth, it is ideal to set lower threshold to get less response time 
which in turn results in less job rejection and starvation. Fig. 4. depicts the com-
parison of SJFS and SJFST (threshold =15 minutes) in terms of response time.   
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Table 2 Comparison between SJFS and 
SJFST with respect to the response time 

 

 
Job ID 

Response Time (hrs) 

SJFS SJFST 
T =15 T =30 T=45  T =50 T=60 

Job 1 0 0 0 0 0 0 
Job 2 6.5 0 0 0.25 0.33 0.5 
Job 3 9.5 0 0 0 0.16 0.5 
Job 4 11.5 6 6 6 6.16 11.5 
Job 5 3.34 0.08 0.33 0.08 0.49 0.34 
Job 6 2.5 1 1 1 1.19 1.5 

Average 6.7 1.17 1.22 1.22 1.38 2.6 

 

Fig. 3 Comparative graph showing varia-
tion of Average Response Time obtained 
with different Thresholds 

 

 

Fig. 4 Graphical comparison between SJFS and SJST in terms of Response Time  

It is observed from Fig. 4. that SJFST has yielded less response time compared 
to SJFS, which in turn reduces starvation and job rejections. 

5   Conclusions 

Cloud Computing is the state-of the-art of the technology to provides on demand 
resources to the cloud users. Hence, it is imperative in cloud for the constant 
availability of resources in addition to their efficient utilization. The most popular-
ly used Shortest Job First Scheduling (SJFS), which is a load balancing technique, 
is inefficient in servicing the jobs with lesser response time and starvation in addi-
tion to increased job rejection rate. This paper, presents a case study of leading IT 
industry where an enhanced SJFS is implemented using various threshold values. 
The simulation results indicate beneficial impact in the business with lesser job  

T - Threshold measured in minutes 
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rejection rate. Additionally, implementation of Shortest Job First Scheduling with 
Threshold (SJFST) leads to lesser response time and starvation time with reduced 
threshold values. Further, it is also suggested to operate with desirable threshold 
value in order to reduce overheads. However, our future work is to provide a ma-
thematical model to implement the SJFST for load balancing. 
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PASA: Privacy-Aware Security Algorithm  
for Cloud Computing* 

Ajay Jangra and Renu Bala 

Abstract. Security is one of the most challenging ongoing research area in cloud 
computing because data owner stores their sensitive data to remote servers and 
users also access required data from remote cloud servers which is not controlled 
and managed by data owners. This paper Proposed a new algorithm PASA 
(Privacy-Aware Security Algorithm) for cloud environment which includes the 
three different security schemes to achieve the objective of maximizing the data 
owners control in managing the privacy mechanisms or aspects that are followed 
during storage, Processing and accessing of different Privacy categorized data. 
The Performance analysis shows that the proposed algorithm is highly Efficient, 
Secure and Privacy aware for cloud environment. 
 
Keywords: privacy, cloud computing, cryptography, security, intercept detection, 
data security. 

1   Introduction 

Cloud Computing reduces the investment in an organization’s computing 
infrastructure and brought up the major advancement to the IT-Industry by 
providing the capability to use computing and storage resources on pay as you go 
basis. According to market research and analysis firm IDC there is 27% rise in 
usage of cloud services from 2008 to 2012 [4]. Cloud provides “x-as-a service 
(xaas)” where x could be software, hardware, platform or storage etc. In spite of 
all the advantages provided by cloud computing, according to the recent IDC 
enterprise survey 74% IT companies has to be taken security and privacy as top 
challenges that prevents the adoption of cloud computing. [4] 

In Cloud Computing there is rapid expansion in security and privacy challenges 
because the storage, processing and accessing of sensitive data is all done through 
remote machines (CSP) that are not owned or even managed by data owner 
themselves. As there is storage and accessing of data from cloud servers, the 
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concerns about data confidentiality, authentication and integrity are being 
increased. Besides these issues there would also be chance of using a part of data 
or whole by cloud server for their financial gain which results the economic losses 
to data owner. The main reason behind the above defined issues is that the cloud 
servers are existed outside from trusted boundaries of data owner. 

This paper presents privacy aware security algorithm (PASA). The main 
objective of this algorithm is to store, process and access the data according to 
their sensitivity or privacy need and data owner is able to control and manage the 
privacy mechanisms required to maintain the security of sensitive data. The above 
defined objective is achieved with the help of three different security schemes 
where each security scheme is different from each other in the manners of privacy 
aspects followed to store, process and access the privacy categorized data. 

The proposed algorithm PASA is a novel and innovative data security scheme 
which maintains the network level and storage level security in terms of 
confidentiality, authentication and integrity. The remainder of the paper is 
organized as follows. Section 2 reviews the related research. Section 3 presents the 
data security algorithm and assumptions. Section 4 describes the proposed PASA 
algorithm for cloud environment. In section 5 we further continued with 
performance analysis of proposed algorithm. Finally section 6 concludes the paper 
and presents the direction for future work.      

2   Related Work 

A few research efforts are dealt directly with the issues of secure and privacy 
aware data storage and accessing in cloud computing. Sunil Sanka et al [1] 
proposed capability based access control technique which is combined approach 
of access control and cryptography for secure data access in cloud computing. The 
modified D-H key exchange model is also presented for user to access the 
outsourced data efficiently and securely from CSP’s infrastructure. DR. S.N. 
Panda, Gaurav Kumar [3] proposed an effective intercept detection algorithm for 
packet transmission which uses the Exclusive-OR operation based unique 
encryption and decryption technique. In this scheme the forensic database also 
keeps the track of invalid unauthorized access and malicious activities for 
analyzing the behaviour of intercepts and to avoid such attempts in future. 

Data privacy research in cloud computing is still in its early stages. Wassim 
Itani et al [2] proposed privacy as a service (PasS) protocol which ensures the 
privacy and legal compliance of customer data in cloud computing. PasS supports 
three trust levels in CSP: first is Full Trust in which CSP is fully under trusted 
domain of data owner. Second is compliance based trust in this the data owner 
trusts on CSP to store their data in encrypted form and third is No Trust where 
data owner is fully responsible to maintain the data privacy. Robert Gellman [8] 
presents the report which discuss the various risk imposed on data privacy by the 
adoption of cloud computing on data privacy. Pearson [9] and S. Pearson et al [10] 
presents various guidelines that are considered during designing of privacy aware 
cloud computing services. But the detailed analyses and evaluation of fully 
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Privacy-Aware security schemes are still an open research topic in the field of 
cloud computing. 

3   Data Security Algorithm and Assumptions 

In PASA algorithm, we assume that the four parties are involved during the 
communication for data storage and accessing: Data owner, cloud service 
provider, user and trusted module. We also assume that each party is preloaded 
with public keys of other so that there is no need of any PKI for distribution of 
public keys of each other’s. For large storage and computation capacity we 
assume the CSP as conglomeration of several service providers like Google, 
Amazon and Microsoft. 

4   Proposed Algorithm 

This section describes the proposed algorithm PASA (Privacy Aware Security 
Algorithm) for cloud environment. In which before storing and processing the data 
in storage pool of CSP, the data owner classified it into three categories according 
to their sensitivity: 

 No privacy (NP):  In this category the data is not sensitive and there is no need 
of any form of encryption. But for network security the data can be sent via SSL. 
 Privacy with trusted provider (PTP): Here the cloud provider is fully trusted by 

data owner. Data owner provides the sensitive data to trusted provider where the 
cloud provider itself is responsible for encrypting the data for maintaining its 
confidentiality and integrity. 
 Privacy with Non-Trusted Provider (PNTP): In this category the data is highly 

sensitive that also needs to be concealed from cloud provider. This kind of data 
is encrypted on data owner side and then stored at cloud service provider. 

The main focus of PASA is to maximize the data owner’s control in managing all 
aspects of privacy mechanisms required to maintain the security of sensitive data. 
To achieve above defined objective PASA further includes three different security 
schemes for each privacy categorized data (NP, PTP and PNTP) that has different 
privacy aspects according to the need of sensitive data.  
 

 
 

Fig. 1(a) Functional flow diagram of security scheme for NP category 
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The functional flow diagrams for NP and PTP are shown in figure 1(a)- 1(b) 

and their pseudo codes are shown in figure 2(a)-2(b).There is no encryption and 
decryption of data during the storage and accessing of NP privacy category data. 
The user only used double encryption during the request made for accessing the 
data from CSP. The only requirement is that each party must be authenticated 
before starting their communication. Whereas in PTP security scheme the CSP is 
responsible to make the security of data. CSP used the X-OR operation based 
encryption and decryption technique which automatically generates the key 
without any complexity. This scheme also has unique feature of intrusion 
detection which prevents from various malicious activities   

 
Fig. 1(b) Functional flow diagram of security scheme for PTP category 

// Storage of NP privacy category data  
Step 1: Data owner checks for data privacy category: 
(a) δpc = NP  //  here δpc  represent data privacy category 
Step 2: Storage of data in storage pool of CSP: 

(a) Data owner sends the data to CSP via SSL for network security where 
data is 

 δDO            (NP, data id, data)  
//   δDO represent data send by data owner 

(b) CSP store data (δDO) in its storage pool  
// secured data access between user and CSP for NP data category 
Step3: User login to CSP and send request for data access 
 REQ user             EKPrUser (EKPubCSP (Uid, access control required, request)) 
 

Fig. 2(a) Algorithm for secure storage and accessing data from CSP for NP category 
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Step 4: CSP check for data category and send data to user: 
(a) Cloud provider receive and decrypt the request with public key of user and 

his own private Key  
(b) check to which category requested data belong    

δpc = NP  //here data  Privacy category is equal to No Privacy (NP) 
(c)  CSP sends the data to user via SSL for network security where data is:  

 
Step 5: End of algorithm 

 
Fig. 2(a) (continued) 

// Storage of PTP privacy category data  
Step 1: Data owner checks for data privacy category: 

(a) δpc = PTP  //  here δpc  represent data privacy category 
(b) Go to step 2 

Step 2: Storage of encrypted data in storage pool of CSP: 
(a)Data owner send the data to CSP in encrypted form via SSL where data is 
δDO           EKPrDO (EKPubCSP  (PTP, data packet Pi)) 
(b) CSP decrypt δDO and store the data in encrypted form using XOR gate based 

encryption    technique: 
 1. CSP Generate a Random Key KR by analyzing number of 1s in data 

PacketPi .(a) Develop a routine to count bits in the Data Packet 
       (b) Set N := Count(Pi) // Count Number of 1’s in the Data Packet. 
       (c) Set KR :=N // Store N in Random Number KR 

          2. Apply XOR (Exclusive-OR) Operation 

                     
(a) Set EK

    

  (b) The Encrypted Packet EK is    generated using XOR Operation. 

                      (c) Set PEK : =   
// where PFi and PRi has key- id and  EK Utilize as Encr.packet   
 3. Data Packet PEK equipped for Transmission 

// secured data access between user and CSP for PTP data category 
Step3: User login to CSP and send request for data access 
REQ user             EKPrUser (EKPubCSP (Uid, access control required, request)) 
Step 4: CSP check for data category and send data to user: 

(a) Cloud provider receive and decrypt the request with public key of 
user and his own private Key  

(b)  check to which category requested data belong    
δPc = PTP  //here data  Privacy category is equal to 

Privacy with trusted provider(PTP) 
(c) Go to step 5 

Step5: Communication between CSP and user for accessing data of PTP 
category  

Fig. 2(b) Algorithm for secure storage and accessing data from CSP for PTP category 
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(a) CSP send PEK to user via SSL and user decrypt the data using 
following decrypting   technique : 

1: User Receive the Encrypted Packet PEK 

2: Check the Front PFi and Rear End PRi of Packet 
    if (PFi = PRi) Accept PFi and Set   KR := PFi  
    Else  goto Step 6 
3: Generate the Binary Equivalent of KR i.e. PBi = Binary(KR) 
4: Perform XOR Operation  i.e   
   PBi       EK 

Decryption the data Ek and get original packet Pi and Go to step 5 
5: check whether the Packet is accepted or not 
    if (KR = no of I’s in each byte of  decrypted data Pi) 

 Decryption Successful and Accept the Packet and user send ACK to 
csp where  

        ACK := EKPrUser(EKPubCSP(Uid, KR, “successful acceptance of 
packet”)) 

       CSP store ACk data to Forensic Database  
        Else goto step 6 
     6: Insert the Record of Corrupt Packet in Forensic Database of 

cloud 
Step 6: End of algorithm 

 

Fig. 2(b) (continued) 

 
 

Fig. 3(a) Functional flow diagram of security scheme for PNTP category 
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The functional flow diagram and pseudo code for PNTP is shown in figure 

3(a)- 3(b). The PNTP privacy category data is highly sensitive data which is also 
concealed from CSP. For this, the data owner provides the encrypted data to CSP 
and the symmetric key used to encrypt and decrypt the data is sent to trusted 
module so that both trusted module and CSP are not able to breach the security of 
PNTP privacy categorized data. 

 
// Storage of PNTP privacy category data  
Step 1: Data owner checks for data privacy category: 

(a) δpc = PNTP  //  here δpc  represent data privacy category 
(b) Go to step 2 

Step 2: Data owner Store encrypted data in storage pool of CSP and register 
with trusted module: 
(a) Data owner encrypted the data with symmetric key K1 and send data δDO to 

CSP via SSL:  
        δDO            EKPrDO (EKPubCSP  (PNTP,data id, owner id, EK (data,K1))) 

 (b) Data owner register with trusted module and send the following information 
via SSL: 

       RI DO             EKPrDO (EKPubTM  (PNTP, data id, owner id, access control, 
K1)) 
 (c) TM decrypts the information and get symmetric key K1 with all other 
necessary Inform’n 

// secured data access between user and CSP for PNTP data category 
Step3: User login to CSP and send request for data access 
           REQ user             EKPrUser (EKPubCSP (Uid, access control required, 

request)) 
Step 4: CSP check for data category and send data to user: 

(a) Cloud provider receive and decrypt the request with public key of user and 
his own  private Key  

(b) check to which category requested data belong  
δpc = PNTP //here data Privacy category is equal to Privacy with non trusted 

provider (PNTP) 
(c) Go to step 5 

Step 5: Communication between CSP and User for accessing data of PNTP 
category 

 (a) CSP decrypts the data δDO by public key of data owner and his own private 
key and get                  

       Data        (PNTP,data id, owner id,EK(data,k1)) 
(b) CSP provides δCSP to user and talk him to register with trusted module 

where: 
δCSP          EKPr CSP(EKPub user  (PNTP,data id, owner id))  
Step6: User decrypt δCSP  and  register with trusted module as:     
 RI user            EKPrUser (EKPubTM (Uid, access control required, owner id, data 

id, PNTP))   
 

Fig. 3(b) Algorithm for secure storage and accessing data from CSP for PNTP category 
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Step7: Trusted module receive the registration information from user and check 
whether the  Request is valid or not  

 (a) check AC DO  = AC requested    //  here the request is valid if the requested 
access control is equal to access control of data permitted by data owner       

 “Request is valid”         
 Go to Step 8 
(b) Otherwise Go to Step 11 
Step 8: Trusted module communicate with CSP and user:  
(a) Trusted module sends user information to CSP as: 
 Send  (EKPrTM (EKPubCSP (Uid, access control, owner id, data id))) And grants 

permission to CSP   to send the encrypted data EK(data,k1) to user 
 (b) Trusted module send the symmetric key K1 to user in encrypted form i.e. 
     Enckey             EK Pr TM(EK Pub user  (K1))    
// Enckey  represent encrypted symmetric key 
Step9: CSP send the Encrypted data EK(data,k1) to user via SSL. 
Step10: User access the original data 

(a)  User decrypts the Enckey  by using public key of Trusted Module and 
his own private key, and get symmetric key K1 i.e: K1            DKpub 

TM(DKpr user(Enckey)) 
(b)  By using K1 user decrypt EK(data,k1) and get original data 
(c)   Otherwise 

                    Go to step 11  
Step11: Send the rejection message to user:Send (“User request can’t be 

granted”)  
Step 12: End of algorithm       

Fig. 3(b) (continued) 

5   Performance Analysis 

This section analysed the security performance and computational efficiency of 
proposed algorithm (PASA). 

A. Security Analysis: This subsection demonstrates the robustness of proposed 
security algorithm towards four factors (i) Confidentiality (ii) authentication (iii) 
Integrity (iv) performance against attacks. 

1. Data confidentiality: The proposed scheme is mainly privacy aware and data 
owner centric where the confidentiality is maintained according to their sensitivity 
and the data owner is flexible to control and manage all privacy aspects of 
sensitive data. This is depicted in figure 4 which is a 3-D cube chart for 
performance analysis of NP, PTP and PNTP. Where X, Y, Z defines security, 
computational efficiency and approval of packet transmission. The thickness of 
triangle described the level of each performance characteristics for eg. the 
confidentiality is considered both by PTP and PNTP but PNTP has more thick 
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Fig. 4 3-D cube chart for performance analysis of NP, PTP and PNTP 

triangle and hence more confidentiality. Both PTP and PNTP also considered the 
Z axis which approves the packet transmission according to acceptance condition.      

2. Authentication: The involved parties in the proposed algorithm are 
authenticated by encrypting the data files every time with their own private key. In 
our scheme the authentication is also maintained by using SSL or login process. 

3. Integrity: In the proposed algorithm (PASA) we ensures the integrity of data 
files by comparing the decimal form of key KR with the number of 1’s in each 
byte of decrypted packet. If they do not match the integrity violation is reported 
which is demonstrated in figure 2(b). The integrity of key is also maintained by 
forensic analyzer presents on server of cloud provider. 

4. Performance against attacks: In PASA, double encryption scheme is used i.e. 
Ekprsender(Ekpub receiver (data)) which has longer key length and prevents from brute 
force attack because this attack become difficult on cipher. The X-OR operation 
based cryptography technique used for PTP in figure 2(b) behave as intrusion 
detection. In which the forensic analyzer analysed the various malicious activities 
and prevents from various types of intrusions. Our scheme also prevents from 
man-in-the-middle attack by using forensic analyzer because it detects the 
modification of data or even key. For PTP and PNTP, the CSP stores the data in 
encrypted form which prevents it from inside channel attack.   

B. computational complexity: The computational cost is increased rapidly in 
public key encryption when the key size increased but in proposed algorithm the 
X-OR operation based cryptography technique generates the key for data packet 
automatically without any complexity. The computational complexity of X-OR 
based technique as compared to public key is depicted in figure 5. 
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The comparison of computational cost between three security schemes i.e. for 

NP, PTP and PNTP is shown in table 1. Note that only dominant computation is 
considered i.e. encryption, decryption and authentication. 

Table 1 Computational cost of NP, PTP and PNTP 

 

From this table it is clear that: Computational Cost for PNTP > Computational 
Cost for PTP > Computational Cost for NP where EKD and DKD describes the 
double encryption and decryption. DO Auth, User Auth and CSP Auth shows the 
authentication done by data owner, user and cloud provider. EKsym and DKsym 
describes the encryption and decryption by symmetric key, and EKx and DKx 

describes the X-OR based encryption and decryption. 

6   Conclusion 

This paper presented PASA (Privacy Aware Security Scheme) for cloud 
computing. The security solutions are mainly privacy aware and data owner 
centric. The paper discussed the three different privacy aware security schemes for 
NP, PTP and PNTP categorized data which   followed the different privacy 
aspects according to their requirements. The paper also presented the performance 
analysis of proposed algorithm PASA. Future extension will: (1) consider the 
optimization of scheme in terms of bandwidth, memory and transmission channel 
consumption (2) Provide detailed evaluation of algorithm implementation. 

Fig. 5 Shows the performance 
characteristics for NP, PTP 
and PNTP Where PNTP is 
highly secured from attacks 
than PTP and NP. In this 
figure each category is defined 
by different colours and 
describes the level of their 
security performance and 
computational efficiency. 
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A New Approach to Overcome Problem  
of Congestion in Wireless Networks* 

Umesh Kumar Lilhore, Praneet Saurabh, and Bhupendra Verma 

Abstract. During past few years the wireless network has grown in leaps and 
bounds as it offered the end users more flexibility which enabled a huge array of 
services. All these services are achieved due to the network which is the 
backbone. The concept of the wireless network and the wireless devices also 
brings a lot of challenges such as energy consumption, dynamic configuration and 
congestion. Congestion in a network occurs when the demand on the network 
resources is greater than the available resources and due to increasing mismatch in 
link speeds caused by intermixing of heterogeneous network technologies. It is not 
limited to a particular point in the network but it can occur at various points in the 
network and it results into high dropping and queuing delay for packets, low 
throughput and unmaintained average queue length. It is factor that affects a 
network in a negative manner. Queue management provides a mechanism for 
protecting individual flows from congestion. One of the technique which uses 
Active Queue Management technique is RED. The basic idea behind RED queue 
management is to detect incipient congestion early and to convey congestion 
notification to the end-hosts, allowing them to reduce their transmission rates 
before queues in the network overflow and packets are dropped. Carnegie Mellon 
University proposed a new queue based technique for wireless network called 
CMUQ. The basic philosophy behind CMU queue is to prevent congestion. This 
paper introduces a new range variable and priority queue for existing CMU queue 
and for RED algorithm.  

Keywords: Active queue management, Drop Tail, RED, Wireless Networks, 
CMUQ. 

1   Introduction 

Wireless network is a network set up by using radio signal frequency to 
communicate among computers and other network devices [1, 3].A wireless 
mobile ad-hoc network (MANET) is a network consisting of two or more mobile 
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nodes equipped with wireless communication and networking capabilities, but 
lacking any pre-existing network infrastructure. Each node in the network acts 
both as a mobile host and a router, offering to forward traffic on behalf of other 
nodes within the network [6]. 

1.1   Major Challenges in Wireless Network 

Wireless Networks have following issues. 
 

I. Packet delay and drop - A poor network performance can be offered due 
to congestion, e.g. high dropping and queuing delay for packets, low 
throughput and unmaintained average queue length which may not prevent 
the router buffers from building up, then dropping packets [2]. 

II. Degradation of the throughput - Degradation of throughput is an 
important issue in Wireless networks, due to congestion throughput 
degraded [3]. It is the ratio between the numbers of sent packets vs. 
received packets [7]. 

III. Routing - The  concern of routing  packets  between any pair of nodes 
becomes a challenging task since the topology of the network is frequently  
changing[12]. Due to the  random movement of nodes within the network 
the multicast tree is no  longer  static so  multicast routing  is  another 
challenge. Routing is becoming more complex and challenging  because 
routes  between  nodes  may potentially contain multiple hops, than the 
single hop communication[1,8]. 

IV. Internetworking - Harmonious mobility management is a challenge in 
mobile device due to coexistence of routing protocols [8]. 

V. Security and Reliability - Wireless network has its particular security 
problems due to e.g.  nasty  neighbor  relaying  packets  in  spite  of  
accumulation to  the  frequent vulnerabilities  of  wireless  connection[13].   

VI. Quality of Service (QoS) -It will be a challenge  on  pro-viding  various 
qualities of service levels  in  a  persistently varying  environment[2].   

VII. Power Consumption - Power-aware routing and Maintenance of power 
must be taken into consideration [6].  

2   Congestion in Wireless Network 

Congestion can be defined, “If, for any time interval, the total sum of demands on 
a source is more than its available capacity, the source is said to be congested for 
that Interval”. Mathematically congestion can be defines by following equation. 

∑ Demand > Available Resources   

2.1   Congestion Control 

When the aggregate demand for resources (e.g., bandwidth) exceeds the capacity 
of the link, congestion results. Congestion is characterized by delay and loss of 
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packets in delivery. In congestion Control [4], system controls the network 
parameters after realizing congestion (reactive); whereas, in congestion avoidance; 
system controls the network parameters before congestion (proactive). 

2.1.1   Congestion Control in Wired Network 
Most of the traffic (around80%) in the Internet are TCP traffic [4]. TCP’s 
congestion control in wired network is based on Adaptive Window Management 
technique. In this technique, congestion window (cwnd) increases or decreases 
based on packet drops and dupacks. 

2.1.2   Congestion Control in Wireless Network  
The adaptive window based congestion control mechanism used by TCP for wired 
network may not be appropriate for wireless network [9]. This is due to the time 
varying nature of a wireless channel and interference due to other nodes causing 
packet loss, which is different from packet loss due to congestion. But, TCP’s 
congestion control mechanism does not discriminate packet loss due to congestion 
and that due to bad channel or interference; rather apply the same congestion 
control mechanism for both.     

3   Literature Survey 

The Wireless communication technology is playing an increasingly important role 
in data networks. Gianluigi Pibiri proposed an AQM algorithm for wireless 
network. In particular, a new priority queue algorithm is introduced which helps to 
manage both control and routing packets in wireless network. This priority queue 
algorithm offers an improvement in QoS for some services; specifically for TCP 
traffic & real time services that are sensitive to the loss of control and routing 
packets. Key AQM schemes (RED, REM, AVQ, Blue and RIO) are extended to 
incorporate the priority queue algorithm [1].G.G Ali Ahammed and Reshma Banu, 
analyzed several AQM algorithms with respect to their abilities of maintaining 
high resource utilization, identifying and restricting disproportionate bandwidth 
usage, and their deployment complexity [2]. Reshma Banu compared the 
performance of FRED, BLUE, SFB, and Choke based on simulation results, using 
RED and Drop Tail as the evaluation baseline [2].C V Hollot and Vishal Mishra 
use a previously developed nonlinear dynamic model of TCP to analyze and 
design Active Queue Management (AQM) control systems using RED [3]. 

Victor Firoiu, Marty Borden investigated a new mechanism for Internet 
congestion control in general, and Random Early Detection (RED). M. 
Alshanyour and Uthman presented Bypass-AODV, a local recovery protocol, to 
enhance the performance of AODV routing protocol by overcoming several 
inherited problems[5]. Bypass-AODV uses cross-layer MAC-notification  to  
identify mobility-related  link break, and then setup a bypass between the broken-
link end nodes via an alternative node while keeps on  the rest of the route[5].Alex 
Hills,David B.Johnson presented an approach to support mobile computing 
research, including the development of software which will allow seamless access 
to multiple wireless data networks, they presented a approach for building a 
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wireless data network infrastructure at Carnegie Mellon University. This 
infrastructure will allow researchers and other members of the campus community 
to use mobile computers to gain access to data networks while they are on-campus 
or while they are off-campus in the greater Pittsburgh area [6].Thomas D Dyer, 
examine the performance of the TCP protocol for bulk data transfers in mobile ad 
hoc networks (MANETs). The number of TCP connections and compare the 
performances of three recently proposed on-demand (AODV and DSR) and 
adaptive proactive (ADV) routing algorithms. A simple heuristic, called fixed 
RTO, is developed to distinguish between route loss and network congestion and 
thereby improve the performance of the routing algorithms [7]. 

4   Problem Identification 

Congestion leads to both waste of communication and energy resources of the 
nodes and also hampers the event detection reliability because of packet losses [1, 
8]. The following problems were identified, based on Literature survey. 

1) Packet loss rate at router and buffer level.  
2) Delay of packet at transmission time between source and destination. 
3) Poor packet delivery ratio %. 

5   Proposed Algorithm  

This section describes proposed algorithm, based RED, CMU and priority queue.  
The proposed algorithm CMUPQ is as follows. 
 
Step 1:  Initialization of variable critical zone-CZ and radio zone –RZ with threshold value Th,  
              If (CZ > Th) 
         Communication between nodes not possible 
            else If (RZ<= Th) 
            allow to enter in network range 
Step 2:- Calculate average queue size (avg) to determine whether or not to drop the packet. 
   avg =(1-wQ)avg+wQ*Q                                            
Step 3-//The router first checks whether a node is in range of the router 
              If Dis <=Rg  
  Then allow source to send packet to the router 
             Else if Dis > Rg  
           then display unreachable 
Step 4-//Now if node comes under the range of router. avg <- 0  and count <- -1                  
   //Initialization of variable (For each packet arrival) 
          if  the queue is non 
 avg← (1-ωq)×avg+ωq×q  
          else 
           m←f (time-q_time) 
             avg←(1-ωq)m×avg  
           If minth ≤ avg < maxth  
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 Increment count with probability pa and mark the arriving packet 
count <- 0 
         else if maxth < avg  
                        mark the arriving packets 
          count <- 0 
          else count <- -1 
 When queue become empty                                                                     
          q_time<-time  
//Packet delivered successfully  

6   Simulation and Result Analysis 

This algorithm is implemented in NS-2 simulator. 

6.1   Simulation Environment  

For simulation following environments were used.  
 

Terrain 1000*1000 

Connection CBR 
Transport protocol TCP 
Node placement Random way point 
No of Nodes 10 -60 

Simulation Time 200 Seconds 
Seed 1 

 

6.2   Performance Determining Parameters 

For comparison the performance of proposed CMUQ algorithm with existing RED 
algorithm, following determining parameters were calculated. 
 
I-Packet Delivery Ratio- Packet delivery ratio is calculated by dividing the 
number  of  packets  received by the destination through the number of  packets  
originated  by  the source. 

II- Average End to End Delay -Average End to End Delay signifies the average 
time taken by packets to reach one end to another end (Source to Destination). 

6.3   Simulation 1 

In the first simulation parameter no. of nodes is used as a variable and rest of the 
parameters like as pause time, mobility and terrain were constant. Protocol for 
simulation is AODV. The outputs are given below. 
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Fig. 1 Graph between packet delivery   Fig. 2 Graph between Avg end to end 
           Ratio (PDR %) Vs No. of nodes                           delay Vs No. of nodes 

 
The above graph 1 shows PDR (packet delivery ratio %). Here CMUPQ have 

higher packet delivery ratio % as compared to RED. Since higher packet delivery 
ratio % signifies the better performance so CMPQ scores and fairs better as 
compared to RED. Graph 2 shows results for Avg end to end delay in seconds. It 
indicates that packets delivered by using CMUPQ have lesser avg end to end delay 
as compared to RED. Lesser end to end is desired for better performance.  

6.4   Simulation 2 

In the Second simulation parameter Pause time is used as a variable; it increases 
from 10 to 50 seconds and rest of the parameters like as no. of nodes, mobility and 
terrain were constant. The following results are drawn. 
 

     
Fig. 3 Graph between packet delivery       Fig. 4 Graph between Avg end to end  
           Ratio (PDR %) Vs No. of nodes                           delay Vs No. of nodes 

 
The above graph 3 and 4 shows the performance of CMPQ is better against all 

the performance driven parameters that are such as Packet delivery ratio and 
average end to end delay. CMPQ proves to be more reliable and effective in 
countering the menace of congestion.  
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7   Conclusion and Future Work 

This whole new approach counters the problem of congestion in a much more 
prudent manner as compared to its predecessors and gives very encouraging and 
significant results. A CMU Priority queue based AQM scheme, which uses the 
packet arrival rate and queue size to decide the probability of dropping/marking a 
packet to minimize the effect of net-work congestion. Comparison with the prior 
AQM schemes RED indicates that our algorithm not only outperforms the other 
schemes by achieving lower packet loss rate and higher throughput, but also is 
more resilient to dynamic workloads in maintaining a stable queue. Stability of the 
queue is a desirable feature of an AQM policy since it helps in lowering the packet 
loss rate, and the developed policy CMUPQ has this distinct feature.  

Future work will see these schemes evaluated within the wider family of IEEE 
802.11 protocols such as TORA, DSDV and number of dropped packet practically 
near zero. The scheme needs to be developed further and optimized for scenarios 
where the wireless stations are mobile. A more thorough analysis should be 
completed for more complex traffic mixes and topologies. 
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CoreIIScheduler: Scheduling Tasks in a  
Multi-core-Based Grid Using NSGA-II 
Technique* 

Javad Mohebbi Najm Abad, S. Kazem Shekofteh, Hamid Tabatabaee,  
and Maryam Mehrnejad 

Abstract. Load balancing has been known as one of the most challenging problems 
in computer sciences especially in the field of distributed systems and grid 
environments; hence, many different algorithms have been developed to solve this 
problem. Considering the revolution occurred in the modern processing units, using 
mutli-core processors can be an appropriate solution. one of the most important 
challenges in multi-core-based grids is scheduling. Specific computational 
intelligence methods are capable of dealing with complex problems for which there 
is no efficient classic method-based solution. One of these approaches is multi-
objective genetic algorithm which can solve the problems in which multiple 
objectives are to be optimized at the same time. CoreIIScheduler, the proposed 
approach uses NSGA-II method which is successful in solving most of the multi-
objective problems. Experimental results over lots of different grid environments 
show that the average utilization ratio is over 90% whilst for FCFS algorithm, it is 
only about 70%. Furthermore, CoreIIScheduler has an improvement ratio of 60% 
and 80% in wait time and makespan, respectively which is relative to FCFS. 

Keywords: Grid Computing, Multi-objective Genetic Algorithm, Load Balancing, 
Multi-core processor. 

1   Introduction 

During the recent years the advancement in network technology and other 
communication infrastructures results in more complex systems such as cluster 
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and grid systems. In addition, the need for more computational power leads us to 
use some kinds of high-speed systems such as grid systems in which internet 
connections are considered as the underlying communication platform. 

Due to uneven task arrival patterns and unequal computing capabilities, some 
resources of grid may be overloaded while others may be underutilized. As a 
result, to take full advantage of such grid systems, task scheduling and resource 
management are essential functionalities provided at the service level of the grid 
software infrastructure.  

Load balancing mechanism targets to equally spread the load on each 
computing node, maximizing their utilization and minimizing the total task 
execution time[1]. Generally, in terms of the location where the load balancing 
decisions are made, load balancing algorithms can be roughly categorized as 
centralized or decentralized. In centralized methods, there is an independent unit 
which makes decision about how to distribute the tasks among existing 
computational resources. On the other hand, in decentralized mode, almost all of 
the resources take part in making this decision. 

Load balancing and task scheduling problems are generally NP-complete and 
there is no polynomial solution to solve such problems[2]. Hence intelligent 
methods such as evolutionary approaches are involved to overcome these 
difficulties. In order to solve a problem using these methods, first of all the 
objectives should be defined. In a grid environment there are multiple objectives 
to be considered such as processing node utilization, number of executed tasks per 
some periods of time and also the average execution time or makespan for each 
task. Therefore, any successful intelligent method is faced with a multi-objective 
problem. 

One of the most successful and popular categories of intelligent approaches are 
evolutionary methods such as genetic algorithm, ant colony, etc. Genetic 
algorithms are inspirations from nature which generally use population of 
solutions in each generation and try to use genetic operators on some individuals 
in order to produce new populations and finally find the best solution in a timely 
fashion. There are several types of GAs proposed up to now. One of the most 
efficient classes of them which we used in this work is called Non-dominated 
Sorting Genetic Algorithm II (NSGA-II) which is a pareto-based approach which 
sorts individuals based on non-domination in different levels [3]. 

The rest of the paper is organized as follows. In the second section some works 
in the field of load balancing in grid environments are discussed. Section 3 
introduces the major idea of the proposed approach and its components. The 
simulation of the proposed algorithm and also the results are discussed in the 
fourth section. Finally, we conclude the work and express potential future works 
in Section 5. 

2   Related Work 

There are several different approaches for solving the problem of load balancing 
proposed since about more than 50 years ago. Some of them use soft computing 
algorithms –especially GA – to overcome the difficulties of the problem. Since 
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there are lots of works using GA-based methodologies we categorized these 
approaches into two classes. The methods in the first class use single-objective 
GA, which are named single objective-based methods, whereas the approaches in 
second category use multi-objective GA, called multi-objective approaches.  

2.1   Single Objective-Based Methods 

There are several kinds of load balancing methods using GA in which most of 
them include simple GA and hybrid multi-objective issues combined with other 
soft computing methods such as agents. As an example Cao et al. [4] proposed a 
method which involves both intelligent agents and multi-agent solutions in 
scheduling the tasks in a grid to balance the load among different resources. In [5] 
a two-step method is introduced in which an FCFS (First Come First Served) 

algorithm is first used when there are few tasks for running and uses GA when 
number of ready tasks increases. This method uses makespan as fitness function 
for each individual representing a possible schedule. In [6] Singh and Bawa 
proposed a combination of SexualGA and simulated annealing which tries to 
minimize makespan and cumulative delay in meeting user specified deadline time. 
Since simple GA is an insufficiently a powerful technique, in [7] a new class of 
GA based on roulette cycle is proposed which is called Rank-based Roulette 
Wheel Selection Genetic Algorithm (RRWSGA). Zhu et al. in [8] focused on the 
speed of convergence in their proposed GA. They overcome the low speed of 
convergence by using a Hybrid Adaptive Genetic Algorithm (HAGA) which is 
capable of performing a local search by appending the environmental 
configurations to the problem. On the other hand, in order to alleviate the 
drawbacks of rapid convergence, this method is always changing the ratio of 
crossover and mutation in a non-linear adaptive way. 

2.2   Multi Objective-Based Methods 

Most of the works based on single objective GA focus on optimizing just one 
parameter of the problem such as makespan or the cost of communication. Hence 
considering multiple parameters for optimizing is sometimes challenging since 
some of these objectives are in contrast with each other. 

In [9] a pareto-based technique is proposed which does not convert the 
objectives into one, which is the way that most of the works in this field perform 
to simplify the problem. The authors in [8] formulate a novel Evolutionary Multi-
Objective (EMO) approach by using the Pareto dominance and the objectives are 
formulated independently. Talukder et al.[10] used a Multi-objective Differential 
Evolution method in order to satisfy the user quality of service factors i.e. cost and 
time. A multi-objective resource load balancing scheme is proposed in [11] which 
deals with dependent relationships of jobs which regards multi-dimensional QoS 
metrics, completion time and execution cost of jobs, as multi-objective. In this 
work based on pareto sorting and niched sharing methods, optimal solutions are 
determined. 
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3   Proposed Method 

Since the load balancing –and also task scheduling– problem involves multiple 
objectives in the environment such as processor utilization, task waiting time, it 
must be solved by a multi-objective technique. In the following we introduce the 
CoreIIScheduler and also the components of the grid environment. First of all the 
overall architecture of CoreIIScheduler is illustrated in Fig. 1. 

In this architecture, tasks from different nodes are submitted to a central node 
called Task Manager which is responsible for scheduling and assigning them to 
the processing nodes.  

 

 

Fig. 1 The overall architecture of CoreIIScheduler 

3.1   The Underlying Grid Environment 

Since in this work it is assumed that the computational nodes are of multi-core 
type, they are capable of performing multiple tasks at a time. Multi-core 
processors have been considered as the new generation of processors and have 
been used in most general and scientific applications. This can cause the scheduler 
to take more than physical number of resources into account. The scheduler is a 
central unit and all the tasks are first submitted to this unit and after the scheduler 
performs the scheduling algorithm, the tasks are transferred to suitable resources. 

The tasks are independent of each other. Each task has an arrival time which is 
the time that the task was input to the Task Manager. Another property of each 
task is the number of instructions the task is composed of. The number of 
instructions of the task  is expressed by IC(i). 

Computational power of the processors is expressed in terms of number of 
instructions completed per second. Computational requirement of tasks is 
evaluated in terms of number of instructions. Therefore the estimated time for 
completing a task is calculated as equation (1):  

(1) CT(i,j) = IC(i) / IPS(j) 
Where CT(i,j) represents the estimated time required for task i to be completed on 
processor j and IPS(j) stands for the number of instructions that the processor j  
can execute per second. First of all, CoreIIScheduler will inspect the list of ready 

Task Manager 

CoreIIScheduler 
Incoming queue

processing nodes
client nodes 

task distribution 

task submission 
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tasks in some time slots, then a multi-objective GA starts running, and it will 
return the optimal –or almost optimal– assignment of tasks to processors.  

3.2   The Proposed Genetic Algorithm 

As any GA consists of several components which require being adapted to the 
problem and its specifications, in the following we are introducing the components 
of the proposed GA. 

3.2.1   Chromosome Coding 

In most of methods of scheduling n tasks on m resources based on genetic 
approaches the well-known coding is a chromosome consists of m genotypes each 
represents a processor. This is illustrated in Fig. 2 for 6 processors. 

The coding used in the proposed method is similar to the mentioned coding in 
Fig. 2. But the difference is that multi-core processors are capable of running 
multiple tasks simultaneously. This property should be embedded into the coding. 
So each genotype has multiple inner parts meaning that each genotype has a 
capacity of more than one task. An instance of such method is shown in Fig. 3. 

In Fig. 3, the first processor is a quad-core processor and the second and third 
processors are dual-core. In order to formulate the representation of the 
chromosome we will show it as equation (2). 

 
T5T10T2T7T4T3 

Fig. 2 A sample chromosome 

T4 T2 T7  T5 T9  T6 T3 T8 
T1  

 

Fig. 3 A sample chromosome 

(2) S = {<T3;T8;T1> , <T6> , <T5;T9> , <T2;T7> , <T4>} 

The set of tasks assigned to processor i is called Tasksi.  
Each individual must be valid. The validity conditions are: 

– Each task must be included in the list of assigned tasks of one and only one 
processor. 

– The assigned tasks to each processor should be chosen from the list of ready 
tasks. 

3.2.2   Fitness Function 

Since CoreIIScheduler uses a multi-objective genetic algorithm, first two fitness 
functions are introduced in the following, and then the way they are combined will 
be discussed in the final proposed fitness function. 
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3.2.2.1   First Fitness Function: Makespan 
The first fitness function which is used in most of the scheduling methods is 
mainly based on makespan metric. Makespan of a schedule is the finish time of 
the last task in the list of scheduled tasks. The smaller the value of the makespan 
is, the better the scheduling pattern is. Equation (3) shows how to calculate the 
makespan of each individual representing the scheduling pattern S. 

(3) PiTasksmakespanSmakespan i ∈= ,))(max()(  

P is the set of processors and makespan(Tasksi) represents the finish time of the 
list of assigned tasks to processor i. As one of the objectives, CoreIIScheduler 
targets to minimize this value. 

3.2.2.2   Second Fitness Functions: Load Balance Level 
One of the most important targets of the algorithm is to balance the distribution of 
the load among the existing processors. In order to evaluate the load balance of the 
scheduling pattern we use the method introduced in [5]. In this method the load 
balance of the scheduling pattern is calculated as equation (4). 

(4) mnutilizatioeloadbalanc
m

i
Pi 







= 

=1

 

In this equation m is the number of processors and utilizationPi represents the 
utilization level of processor i. In other word, the load balance of a scheduling 
pattern is calculated by dividing the summation of utilization of all processors by 
number of them. Utilization of each processor is calculated as equation (5). As 
another objective CoreIIScheduler tries to maximize this value. 

(5) )(Smakespanmakespannutilizatio
ii PP =  

3.2.3   Selection Operator 

The selection operator tries to choose a suitable region of search space for the next 
generation. There exist different selection operators such as roulette wheels, 
ranking, tournament etc.[12]. The selection method strongly affects the speed of 
the convergence. In the proposed approach a tournament selection is used with the 
selection parameter of 10. Using this approach, 10 individuals are selected 
randomly and the best individual among them is transferred to the next generation.  

3.2.4   Crossover Operator 

The crossover operator is responsible for producing a new individual from two 
existing individuals. The new individual must meet the validity conditions 
mentioned in 0. In a common one point cross over operator, a crossover point is 
selected randomly for two typical chromosomes and the left part of one individual 
is concatenated to the right part of another individual and vice versa. In the 
proposed method using the simple concatenation procedure after selecting a 
crossover point may result in an individual which does not essentially meet the 
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validity conditions. This individual is named a malformed chromosome. This 
situation is illustrated in Fig. 4, i.e. the tasks which lead to malformed 
chromosome are colored in both right and left part of the individuals with the 
same color. 

In order to overcome to this problem the following technique will be used: All 
of the tasks in the right part of the first parent which exist in the left part of the 
second parent should be removed from the set of candidate tasks for performing 
crossover. It means that those tasks will not participate in crossover operation and 
are fixed in their location and are directly transferred to new offspring with no 
change in their location. This is also done for the right part of the second parent. 

3.2.5   Mutation Operator 

The second effective operator is mutation which allows the algorithm to explore 
randomly far points in the search space different from the points in the current 
gradient. To this end, two gens of that individual and also one of their tasks are 
chosen randomly and exchanged with each other.  The mutation over a sample 
individual is illustrated in Fig. 5. In this figure, two selected gens are highlighted 
and the selected tasks are colored red.  

Since the individual holds the validity conditions, unlike the crossover operator, 
the resulting individual also holds those two conditions. 

 
T4 T2 T7  T5 T9  T6 T3 T8 

T1  
 

Parent1 

T2 T3 T9  T1  T8 T7 T6 
T4 T5 

 

Parent2 

T2 T3 T9  T5 T9  T6 T3 T8 
T1  

 

Offspring1 

T4 T2 T7  T1  T8 T7 T6 
T4 T5 

 

Offspring2 

Fig. 4 A simple crossover over two parents which leads to two malformed offsprings 

T4 T2 T7  T5 T9  T6 T3 T8 
T1  

 

The individual before mutation 

T9 T2 T7  T5 T4 T6 T3 T8 
T1  

 

The individual after mutation 

Fig. 5 The mutation operator 
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3.2.6   Optimization Algorithm – NSGA-II 

Unlike most of the state-of-the-art works which perform a linear combination of 
objectives and convert it to a single-objective problem, in the proposed method we 
use NSGA-II, a multi-objective GA, which is mainly based on the pareto-front. 
This method is first introduced by K. Deb [3] in 2002 and suggests a non-
dominated sorting-based multi-objective evolutionary algorithm. Simulation 
results on difficult test problems show that NSGA-II is able, for most problems, to 
find a much better spread of solutions and better convergence near the true Pareto-
optimal front compared to the Pareto-archived evolution strategy and the strength-
Pareto evolutionary algorithm - two other elitist MOEAs that pay special attention 
to creating a diverse Pareto-optimal front [3]. We use the implementation of 
NSGA-II located in the website of Dr. Deb’s laboratory [13]. The crossover and 
mutation probability is set to 0.8 and 0.1 respectively. The population includes 50 
individuals and the main loop is iterated 1000 times. 

4   Experimental Results 

CoreIIScheduler and also GRID environment are simulated and implemented in 
Matlab software. Generating the tasks is done using P-Method [14]. Each 
experiment is run for 50 times and the average of results is reported. The 
experiments are also performed using FCFS method and the results are compared 
to each other. The processors are considered to be homogenous. 

4.1   Comparison Metrics 

The experiments are designed such that in each of them an important metric of a 
scheduling method is compared between CoreIIScheduler method and FCFS. The 
metrics are as follows: 

Average Processor Utilization: This metric shows how much the scheduling 
method averagely makes use of the processing power in unit time slot, i.e. how 
much percent of the power of a processor is used by the scheduling method. 

Improvement Percentage for Wait Time: This ratio expresses the relative 
goodness of CoreIIScheduler compared to FCFS form the wait time point of view. 
This is illustrated in equation (6). 

Improvement Percentage for Makespan: The relative goodness of 
CoreIIScheduler compared to FCFS form the makespan point of view. 

4.2   Experiment No. 1: Comparing the Processor Utilization 

In the first class of experiments, utilization of the processors is captured during the 
processing phases and is compared to FCFS method. Processor utilization is 
calculated using equation (5). Fig. 6 illustrates the comparison. 

The parameters of these experiments are listed in Table 1 in which, μIPT 
represents average number of instructions per task, σIPT is the standard deviation 
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of the number of instructions per task, CPP stands for the number of cores per 
processor, μPS and σPS are the average and standard deviation for the speed of 
processors in instructions per cycle, respectively. 

The advantage of CoreIIScheduler over FCFS is obvious especially when 
number of tasks increases. When there are 400 tasks, utilization of processors is 
less than 75% while for CoreIIScheduler, this value is near 95%. 

4.3   Experiment No. 2: Comparing the Average Wait Time  

In this class of experiments, the decision factor is the average waiting time for the 
tasks. Wait time for a task is the time that task is entered to the system until the 
time that task starts to run on a processor.  

Table 1 Parameters of the first experiments 

# Processors μIPT σIPT CPP μPS σPS Network Sparsity 

8 1000 50 variable in range [2-16] 30 10 0.5 

 

 

Fig. 6 Comparing CoreIIScheduler with FCFS over average processor utilization  

 

Fig. 7 Improvement percentage for waiting time of CoreIIScheduler relative to FCFS 
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The parameters of these experiments are listed in Table 1. The values of 
average waiting time are normalized relative to ones for FCFS. The relative 
improvement percentage of CoreIIScheduler over FCFS is drawn in Fig. 7. 
Improvement percentage for wait time is calculated using equation (6).  

Increasing the number of tasks will result in more improvement ratio. The 
reason is that the task selection process of FCFC is performed with no 
intelligence. 

4.4   Experiment No. 3: Comparing the Average Execution Time 

In these experiments, the decision factor is makespan. The parameters of these 
experiments are identical to ones in Table 1, the only difference is the first column 
which is replaced with number of tasks which equals to 200. 
 

 

Fig. 8 Improvement percentage for makespan of CoreIIScheduler relative to FCFS 

(6) 
FCFS

dulerCoreIIScheFCFS

WaitTime

WaitTimeWaitTime
percentagetImprovemen

−=

 

Equation (6) shows the normalization of makespan relative to ones for FCFS. The 
relative improvement of CoreIIScheduler over FCFS is illustrated in Fig. 8. 

5   Conclusion and Future Works 

Load balancing is one of the most important problems in computer sciences 
especially in the field of distributed systems and GRID environments and up to 
now there are lots of different works in this area. Computational intelligence 
techniques can overcome the difficulty of complex problems for which there is no 
effective classic solution. Multi-objective GA is one of these techniques. Load 
balancing in GRID environment is a suitable sample of a multi criterion problem 
which could be coded in multi-objective GA easily. The proposed algorithm uses 
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NSGA-II optimization method that is one of the most successful approaches in 
solving multi-objective problems.  

Experimental results show that the average utilization level of the processors 
are more than 90% while this value for FCFS is about 70%. Furthermore, 
CoreIIScheduler has an improvement ratio of 60% in waiting time and 80% in 
makespan of tasks relative to FCFS. 

Since the processors in this work are regarded as multi-core ones, we should 
take some considerations such as requiring a common memory while running 
tasks assigned to different cores of a processor. This consideration may lead the 
algorithm to be more precise and practical. This is our future work to make the 
scheduler involves the common memory among multiple cores to achieve a better 
solution. 
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