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Preface

Defining what the concept of “Region” exactly means represents a central theme in
the field of spatial science. Since the beginnings of regional analysis, discussions
about the proper way of delimitating the concept of region itself have been present.
This is probably due to the fact that we lack a universal delimitation of the
appropriate spatial scale in theoretical terms. This definition fundamentally depends
on what we are searching for, or what our specific objective is.

Traditionally, regional scientists have been limited in our empirical analysis to
working with data collected for administrative regions. These administrative
divisions were normally designed on the basis of historical and/or political factors.
We have had no option but to take the information available at that scale as the input
for regional modeling. Modern regional analysis, however, requires thinking at a
different spatial scale. For example, endogenous growth theory focuses attention on
the local level rather than national or larger regional levels. New Economic
Geography, moreover, claims that most of the economic dynamics take place in
local environments such as cities in which spillovers, agglomeration economies, or
connections via networks are present and play a fundamental role.

The new requirements of information demanded by more recent approaches in
regional science stimulated the generation of statistical information at a smaller
scale. Data availability has increased enormously over recent years, together with
the development of techniques to estimate new information from previous data
resources. Thus, one of the most important challenges for modern regional analysis
is to take advantage of this more disaggregated information in order to more
precisely define the spatial scale and delimitation of our studies. The main objective
of this book is the exploration of ways of defining the appropriate spatial scale and
how to use or generate local data to build regional models at the local level.

We organize the book into three parts that deal with three different but related
general issues, which are listed below:

1. The first one is focused on suggesting appropriate definitions of the spatial scale
to use. It comprises four contributions that reflect on (1) the proper way of
defining economic areas from the information collected at the local level and (2)
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which spatial scale is the most suitable depending on the specific objective of the
analysis. Different concepts such as local labor markets, metropolitan areas,
functional areas, or analytical regions are considered and discussed in these four
chapters, giving a complete idea of the different approaches and perspectives
regarding the identification of local and regional dynamics.

2. The second issue deals with estimation of alternatives when the required data are
not directly observable. The second section of the book presents some options to
recover data at a small scale. Several approaches to estimate information at the
local level or to integrate different spatial levels of data are revised and
illustrated with applications. Techniques based on Entropy Econometrics, ISQ
procedures, and Disequilibrium Adjustment framework, among others, are pro-
posed. The last two chapters explore how to maximize the information contained
in local data by means of dynamic panel models and spatial econometrics.

3. The third general issue is related to economic analysis and modeling from data
collected at different spatial scales, with a special focus on data at the local level.
The book finishes with a section that studies this issue by presenting several
empirical applications with real-world examples, on which several common
problems in regional and urban economics are approached from models built
on spatially disaggregated data.

Building Economic Areas from Local Data

The classic contributions of Von Thiinen, Losch, and Christaller among others gave
a definition of an economic region consistent with the Economic theory of land,
markets, and distance costs. Since these first approaches were proposed, many new
ideas have emerged in regional and urban economics. The New Economic Geogra-
phy (NEG) pointed out the importance of agglomeration economies and the dis-
tinction between central and peripheral areas, thereby introducing new challenges
to the way of defining regions with an economic meaning. Many researchers have
developed quantitative techniques with the aim of identifying coherent local areas.
Different names were given to these areas, such as Functional Economic Area,
Labor Market Area, etc., but they all mean a territory that internalizes the home-to-
work daily journeys of their residents.

In accordance with this approach, the first chapter of the book, written by Sforzi,
starts by defining and calculating regions that satisfy the idea of internalizing the
home-to-work daily journeys of their residents. To begin with, from the methodo-
logical point of view, Sforzi expands traditional approaches to the identification of
metropolitan areas to introduce a new category he labels the “network approach,”
which explicitly recognizes that metropolitan areas are cliques of networks of
cities, and can be monocentric or polycentric. He goes on to provide two sets of
metropolitan areas for the case of Italy, which are identified by means of rigorous
and replicable standards that can be used by other researchers in subsequent
investigations.
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Rubiera and Vifiuela start from a definition of local units and propose a
subsequent aggregation of these local units into aggregated regions. This aggrega-
tion covers all the space of a country and is organized in accordance with NEG
postulates. The classification of the territory carried out by these authors is consis-
tent with the classical point of view and also with the relevance of agglomeration
and scale economies pointed out in recent contributions. This chapter applies the
concept of incremental distance in order to analyze the relevance of the position of
each territory with respect to the metropolis. As an empirical illustration, Rubiera
and Vifiuela apply this re-aggregation of basic spatial units into analytical regions
to the Spanish economy and compare them with other administrative or historical
regions that usually have no economic meaning and, consequently, are not appro-
priate for analyzing the economy from a regional/spatial perspective.

The third chapter, by Boix, Veneri, and Almenar, explores ways of aggregating
units that form a metropolitan area, which are used as the reference point for the
previous approach of Rubiera and Vifuela. They propose a procedure in line with
Sforzi but which take into account the specific connections that emerge in a big
metropolis and its influential area. The metropolitan units identified have three
basic purposes: to provide a general view of the characteristics of each country’s
metropolitan reality, to compare the metropolitan processes of both countries, and
to identify metropolitan units that could be used in subsequent analysis. This has
been done by the authors comparing two functional approaches to the concept of
metropolitan area: a general methodology applicable to most European Union
countries based on the concept of the Functional Urban Area, and their proposed
Dynamic Metropolitan Areas, which are specifically designed to deal with the
particular characteristics of networking and polycentricism.

Finally, from the base of the previous chapter, Brezzi, Piacentini, and Sanchez-
Serra present the results and conclusions of some recent work carried out at the
OECD to develop an international methodology for measuring the socioeconomic
and environmental performance of urban and metropolitan areas. In their chapter,
the authors propose an international methodology for the definition of urban areas
that is applied to 27 OECD countries. The methodology identifies urban areas as
functional economic units, characterized by densely inhabited “urban cores” and
“hinterlands” whose labor market is highly integrated with the “cores” by commut-
ing flows. The development of a harmonized functional economic definition
overcomes previous limitations related to administrative definitions by increasing
cross-country comparison. The definition of urban areas that they use takes into
account the possibility of polycentric development, since more cores physically
separated can be included in the same urban area. They integrate information from
geographical sources with population data to get a better understanding of urban
forms and urbanization processes. Finally, the proposed methodology identifies for
each country all urban systems with a population of at least 50,000, enabling
analysis of medium-sized urban areas and not only of large metropolitan areas.
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Estimation of Spatial Disaggregated Data

The problem of having the information required to define different regional units is
always present. This justifies the second part of the book, which focuses on different
techniques applied to estimate disaggregated data from observable aggregates.

This section starts with a chapter by Fernandez-Vazquez and Gardufio, where
they present an application of an estimation procedure based on entropy economet-
rics in order to infer data on wages for Mexican municipalities using aggregated
information. Mexico is a specially useful case because official data are available
with a high level of disaggregation. Specifically, their objective is to estimate wages
paid by industry and municipality for a group of four Mexican states. The informa-
tion required to put into practice the technique proposed are data that reflect a priori
beliefs about the possible wage distribution across municipalities and industries, as
well as observable municipal and industry aggregates. From these two pieces of
information, they apply a Cross Entropy adjustment and compare their estimates
with the actual values observed in the Mexican Economic Census for 2009. Given
that assuming perfectly observable information on the municipal aggregates was
quite unrealistic, the standard adjustment is extended in order to consider the
possibility of errors in the margins.

In the following chapter, Lemelin and Mainguy explain the so-called ISQ
method and use it to estimate the GDP of the subareas that form the province of
Quebec, Canada. The ISQ technique is presented as a top-down method, which
consists of allocating total labor income and net income of unincorporated business
(NIUB) by industry among regions. For this purpose, they use allocators
constructed from fiscal data on wages and salaries and NIUB obtained from the
Quebec Ministry of Revenue. For each industry, other components of value added
are then distributed in proportion to the sum of total labor income and NIUB. The
key ingredients in the method are a compilation of fiscal data on incomes and
reliable home-to-work commuting tables by industry. As the next natural step
following their estimation exercise, the authors analyze the estimates to examine
the recent evolution of the geographical pattern of economic activity in Quebec.

Kim and Hewings show in their chapter an application of the Disequilibrium
Adjustment Framework to small region forecasting for the metropolitan area of
Chicago. This chapter highlights the dynamic nature of adjustment models as one of
its key advantages and explores the possibility of further applications beyond its
existing uses for empirical assessments. Specifically, the authors apply a spatial
econometric version of the regional disequilibrium adjustment model for small area
socioeconomic forecasting and impact analysis. Rather than using the standard
adjustment model only for forecasting purposes, the chapter introduces the idea
of combining it hierarchically with a regional econometric input—output model
(REIM) that provides a long-term trajectory of economic growth that is not
reflected by the adjustment model alone. Further, they present an application of
the proposed combined framework for a small area population and employment
forecasting under various scenarios.
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In the same fashion as the first chapter in this second section, Bernardini-Papalia
suggests the use of entropy-based estimation applied to recover geographically
disaggregated data. More specifically, she proposes a generalized cross-entropy
estimator that allows for modeling heterogeneity in subgroup indicators by
addressing the spatial dependency problem. The approach proposed in her chapter
offers a tractable framework for modeling the underlying variation in small area
indicators, in particular when the data set contains outliers. The basic idea is the
proposal of an estimator based on an entropy measure of information which
provides an effective and flexible procedure for reconciling micro and macro
data. A maximum entropy (ME) procedure gives the possibility of including out-
of-sample information which can be introduced as additional constraints in the
optimization program or specifying particular priors for parameters and errors. The
proposed method of estimation is presented as capable of yielding disaggregate data
consistent with prior information from different data sources in the absence of high-
quality and detailed data. Problems of collinearity and endogeneity are also tackled
without imposing strong distributional assumptions. Within this framework, the
author shows how partial information at the disaggregated level can be combined
with aggregated data to provide estimates of latent variables or indicators which are
of interest at the small area level.

The chapter by Mayor and Patuelli estimates a dynamic panel model using a
spatial filter in order to account for spatial heterogeneity and/or spatial autocorrela-
tion in unemployment. They compare different methods for obtaining short-run
unemployment forecasts in small geographical units and observe their performance
between different countries. Their empirical application analyzes regional unem-
ployment rates at the NUTS-3 level for two countries: Spain and Switzerland.
Taking advantage of the strong heterogeneity in terms of population or area size
across NUTS-3 regions between these two countries, they investigate the variation
in the performance of different spatial econometric methods. They further evaluate
the forecasting performance of two competing econometric methods: a spatial
vector autoregressive (SVAR) model and a dynamic heterogeneous-coefficients
panel data model based on an eigenvector-decomposition spatial filtering (SF)
procedure.

Finally, the last chapter in this section, by Paez and Mur, presents a methodo-
logical contribution to the literature on estimation of spatial models from data at
small scale. The authors focus on Geographically Weighted Regression (GWR)
techniques and propose several modifications to the conventional specification. The
standard GWR analysis is based on a global perspective, but the authors argue that
spatial location matters. In their chapter, they suggest different strategies for
constructing local weighting matrices that reflect the local surrounding of each
observation. Specifically, they study three different but related questions: the
development of a GWR test to compare local versus global estimates; the definition
of the bandwidth, which they solve in a fully adaptative framework; and the
nonuniqueness of the GWR estimates, which follows from the uncertainty in
relation to the selection of the kernel.
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Applications of Spatial Analysis with Small Area Observations

In the final section of the book, five applied studies are presented where economic
analysis is carried out for functional regions and small-area data are used as inputs
for the empirical analysis.

Paredes, Lufin, and Aroca contribute with the first chapter in this section. The
authors present a study where they apply the concept of Functional Urban Area for
quantifying the size and scope of agglomeration economies in Chile. Their hypoth-
esis is that thicker labor markets generate a wage premium in comparison with thin
labor markets. To carry out their testing strategy, a redefinition of the geographical
space to identify functional thick labor markets is required, and they use spatial and
social network analysis to identify functional areas. Once their functional regions
are identified, three empirical issues are discussed. The first is the issue raised when
the aggregated wage at regional level is used as a dependent variable. The authors
add an independent variable indicating the size of the region and its coefficient
identifies the wage premium. A second issue is how the literature has defined the
geographical scale of a thick labor market. They approach this problem by propos-
ing a stepwise tool for spatial delineation of thick labor markets following a
combination of methods based on commuting flows among counties. The third
discussion emerges when the wage differential is considered as a causal effect of
thick labor market instead of other control variables such as human capital. The
authors propose finding identical workers between a thick and thin labor markets
using Coarsened Exact Matching (CEM) as a previous step to estimating the wage
differential.

Duque, Royuela, and Norefia present a case study of Medellin (the second largest
city in Colombia) using a stepwise procedure that efficiently delimits intra-urban
slums. The exact delimitation of the borders of these areas has not been a matter of
study for local authorities. However, a proper identification and delineation of these
areas is a central issue, as it can help prevent poverty traps and crime nests. The
authors argue that using administrative areas implies a simple identification but that
this procedure can be severely inefficient since in many cases statistical inference
based on normative regions may be strongly affected by aggregation problems.
They claim that analytical regions, on the contrary, prevent several statistical
problems and ensure homogeneous impacts of specific public policy actions.

Lopez, Angulo, and Artal present an empirical application that studies the
patterns of co-localization of the economic activities in the Mediterranean Axis in
Spain. They base their analysis on statistics built on the concept of spatial depen-
dence that usually characterizes spatial processes. They present an analysis differ-
ent from traditional studies on cluster analysis, which usually employs official data
on employment levels, number of enterprises, or business volume for geographical
units such as the county, municipality, region, or country. The authors use data
taken at the greatest level of spatial integration (post code level) and they identify
clusters of companies dedicated to the same economic activity. Then, they propose
applying to these highly disaggregated data a methodology borrowed from
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epidemiology studies (Kulldorff Scantest) to improve the detection and identifica-
tion of clusters.

Chasco and Le Gallo provide an analysis with a multilevel perspective using
techniques capable of dealing with data at various spatial scales and supports. The
authors explain that the combination of data at different levels creates two
categories of problems: (1) statistical problems due to using aggregate or disaggre-
gate data from different levels that could imply a loss of representativeness and (2)
interpretation problems, which may arise if we use a wrong method of aggregation,
generating an “ecological fallacy” when the level of aggregation is higher than
normal, or an “atomistic fallacy” when the level of disaggregation is lower that
normal. In their chapter, they propose using explanatory variables at the aggregate
level that serve as “moderators” of the relationships present at the individual level.
They illustrate how this procedure works with an example: a hedonic price model
that measures the impact of air and noise pollution on housing prices. In this
example, multilevel models could be very useful because effects on prices operate
at different levels and they must be taken into consideration jointly.

Pablo-Marti and Arauzo-Carod contribute with a chapter that closes this section
and the book itself. The objective of their contribution is to identify possible
patterns of concentration of manufacturing and services industries in Spain. The
authors divide Spain into homogeneous cells and check whether each industry
follows a concentrated or dispersed pattern and whether collocation exists for
pairs of industries so that clusters made by different industries can also be
identified. The methodology they apply allows the overcoming of previous
drawbacks in terms of data constraints, computing limitations, and border’s
definitions.

Some Final words

This is an applied research book about spatial analysis characterized by its dual
nature, both in regard to the authors and to the contents. The list of contributors is a
mixture of well-known names in regional science together with younger researchers
in the field of regional and urban economics and spatial econometrics. Regarding
the contents of their contributions, most of the chapters present technical or
methodological contributions, but always illustrated with useful empirical
applications. Armed with this background, we face two fundamental challenges
for modern spatial analysis: spatial scale definition and the use of data at small
scale.
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Part I
Building Economic Areas from Local Data



Chapter 1
From Administrative Spatial Units to Local
Labour Market Areas

Some Remarks on the Unit of Investigation of Regional
Economics with Particular Reference to the Applied
Research in Italy

Fabio Sforzi

1.1 Introduction

The region as the unit of investigation is what distinguishes Regional Economics
from other branches of Economics. Edgar M. Hoover, the founder of the Regional
Economics, devoted a chapter of his book An Introduction to Regional Economics
(Hoover 1971) to the region and its definition.

The region in Regional Economics is different from the region in Economic
Geography (which corresponds to a productive agglomeration) and from the region
in Political Science (which corresponds to a political-administrative entity). More-
over, while for Economic Geography and Political Science the region itself is the
object of study, for Regional Economics it is the instrument used to investigate
economic phenomena and take policy decisions.

Regional economists are aware of this difference, but they have shown a
regrettable tendency to ignore it, and to use administrative units as a proxy of the
region in their empirical analyses. Sometimes, they claim that this choice is due to
the lack of alternatives, or the impossibility of having a region consistent with
the theoretical assumptions of Regional Economics. But they should not underesti-
mate the fact that if the unit of investigation they adopt is not consistent with the
theoretical framework of the discipline, empirical results will be meaningless.

A number of researchers — initially in the United States, in the 1960s (Fox and
Kumar 1965), then in Europe, since the 1970s (Smart 1974) — have devised
quantitative techniques for the identification of regions consistent with the theoret-
ical framework of Regional Economics. Different names were given to these
regions, such as Functional Economic Area and Labour Market Area, but they all
signified a region that internalizes the home-to-work daily journeys of its residents.

F. Sforzi (0<)
University of Parma, J.F. 8, Parma, Italy
e-mail: fabio.sforzi@unipr.it

E. Fernandez Vazquez and F. Rubiera Morollon (eds.), Defining the Spatial Scale 3
in Modern Regional Analysis, Advances in Spatial Science,
DOI 10.1007/978-3-642-31994-5_1, © Springer-Verlag Berlin Heidelberg 2012


mailto:fabio.sforzi@unipr.it

4 F. Sforzi

In Italy, the debate on the unit of investigation started when regional economic
policy appeared in the 1970s."

The problem was to define the appropriate territorial unit for economic research
to support policy decisions (Sforzi-IRPET 1977).

This debate in the political field was influenced by the parallel debate taking
place in academia about the unit of investigation of Industrial Economics (Becattini
1979). It was the culmination of theoretical thinking on the concept of industry
begun in the 1960s (Becattini 1962) and continued in the 1970s with the industrial
district-based interpretation of the economic development of Tuscany (Becattini-
IRPET 1969, 1975), connected with a new reading of Alfred Marshall’s writings
and thought(Becattini 1962, 1975).

Research on the economic development of Tuscany (entrusted in 1972 to IRPET
by the Tuscany Region?) was to be the prerequisite for the formulation of policies
for place-based economic development by the regional government (Sforzi 2007).

The implementation of these policies required the definition of appropriate
territorial units. That is, a place where people share a common interest.

IRPET had a leading role in defining these territorial units. It established criteria
and methodology for carving up the “political region’ (Tuscany) into a meaningful
set of ‘functional regions’ (places) (Sforzi-IRPET 1977; Regione Toscana/
Dipartimento Programmazione-IRPET 1978; Regione Toscana 1979; Sforzi
1980, 1982).

The functional regions were composed of groups of municipalities (the basic
units of analysis) merged together by daily journeys from home to work. Data were
gathered via the 1971 Population Census.

A few years later, thanks to a research agreement with the National Institute of
Statistics (ISTAT), the IRPET approach to functional regionalization was applied
to Italy as a whole (ISTAT-IRPET 1986). The 1981-based functional regions were
called Sistemi Locali del Lavoro (in English, Local Labour Market Areas: LLMAS).
After that, LLMAs were updated on the basis of data collected by the Censuses of
1991 and 2001 (ISTAT 1997, 2005).

This updating showed that the boundaries and number of LLMAs were
modifiable. LLMAs thus proved that stable administrative units are not useful for
the understanding of the multiple paths of industrialization. This became apparent
both in the old industrialized areas of Northern Italy and in those newly
industrialized of the South. LLMAs substantially changed the knowledge of how
the Italian economy was spatially organized. And to some extent, the attention of

"The regions (NUTS level 2 in the Eurostat classification) were established by the Italian
Constitution of 1948, but they were instituted in 1971. Their main task was the design and
implementation of policies for the development of the regional economy.

2IRPET was, and still is, the Regional Institute for Economic Planning of Tuscany. It was founded
in 1968 with the aim of carrying out studies on the region’s economy and society. From 1968 to
1973 Irpet was directed by Giacomo Becattini. In 1974 became a public body under Regional law
48/1974 enacted by the Tuscany Region.
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academics and policymakers has shifted from a sector approach to a place-based
approach.

Over time, LLMAs have become an instrument of analysis: (a) for collecting
official statistical data; (b) for studying patterns and changes in the Italian economy.

After this Introduction, the remainder of the chapter is organised as follows.
Section 1.2 summarises the background of the Italian experience of regionalization.
Section 1.3 introduces the philosophy of regionalization. Section 1.4 describes the
data and the methodology used for the identification of LLMAs, and the results.
Section 1.5 is devoted to a short description of the main applications of LLMAs for
research and policy. The concluding section contains some final remarks.

1.2 Background

The Italian experience of functional regionalization is rooted in Tuscany’s regional
economic policy and preparatory studies conducted by IRPET between the late
1960s and the mid-1970s (Becattini-IRPET 1969, 1975). Aimed at interpreting the
industrialization of the region, these studies overturned the approach of mainstream
economic research. The mainstream approach began with the analysis of industrial
sectors on a regional scale, and proceeded to their territorial distribution in search of
industrial agglomerations and the related location factors. The IRPET approach, by
contrast, started from the places to explain the underlying causes of their change
and the effects of such changes on the economic and social structure of the region.

The change in each place — it was argued — was determined not only by internal
forces (economic, social, and institutional), but also by external circumstances,
including the concurrent behaviour of other places (near and remote) with which the
places of the region had economic and social exchanges (i.e., flows of goods and
people).

The places represented the unit of investigation of economic research, and were
conceptualized as ‘economic regions’ within the ‘political region’. They did not
coincide with the boundaries of territorial administrative units (municipalities and
provinces: LAU level 2 and NUTS level 3 in the Eurostat classification) located
within the political region.

This conceptualization of the place had equally important: (a) the field of
economic research, and (b) the field of political action.

1.2.1 Political Action

In the 1970s IRPET was a ‘hybrid’ research centre as it was located at the
intersection between academia and politics (Sforzi 2008). The two worlds
cooperated rather than conflicted. Research did not underestimate the operational
need of politics, while politics did not underestimate the need for rigor in research.
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As a matter of fact, it called for rigorous answers to its demand for knowledge
before taking the final policy decisions. These were under the sole responsibility of
politics. So, the two worlds influenced each other.

The design of regional economic policy was based on the principle of inter-
institutional cooperation between the region, as the institution responsible
for regional economic policy, and municipalities, as the institutions representing
the common interest of local population. Municipalities had to contribute to
the determination of objectives of the regional economic policy (Regione
Toscana/Dipartimento Programmazione IRPET 1978). However, this institutional
role could not be carried out effectively because their political boundaries no longer
corresponded to the economic ones.

The changes in the urban-rural and organization of production, the changes in
spatial relationships of supply and demand for labour and, thus, for services
extended the space of everyday life of the local population. This was highlighted
in the industrial change of Tuscany by the IRPET study (Becattini-IRPET 1975).

So the common interest of the local population needed to be identified at a supra-
municipality level. This raised the question of redrawing the boundaries of
municipalities to enable them to effectively play the role of local partners of the
region in economic policy making. In other words, it raised the question of the
functional regionalization of Tuscany for economic policy purposes. The guiding
principle was obvious: the appropriate territorial unit for the regional economic
policy needed to represent — through its own institutions — the common interest of
its people (Sforzi-IRPET 1977).

This conceptual framework led to a new way of thinking about region and
regionalization:

— The region should not be conceived as a territorial unit to be built by means of a
regionalization procedure, but as a place (or local community), historically and
geographically determined. It needs to be a reality for local community. The
crucial question is how it emerges;

— Regionalization should not be conceived as a procedure to be executed effi-
ciently by means of given criteria, but as the research for appropriate criteria and
related strategy to better approximate the identification of something that in
social reality already exists (Regione Toscana/Dipartimento Programmazione
IRPET 1978).

The criteria used to regionalise Tuscany or divide it into ‘places’ are briefly
summarized as follows:

— The municipality is the basic unit of analysis;

— A place must be identified on the basis of daily journeys from home to work,
because labour has a basic role in people’s life and guides their territorial
behaviour with regard to the municipality where they live and work. This may
be the same or different;

— A place must correspond to the area where the local population develops most of
its economic and social relationships;
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— A place must allow for the common interest of the local population to be
identified as a whole.

Although statistically a place is a proximate and interconnected group of
municipalities, it mirrors a local community of people that work and live within
it. This is why places became the reference for the Tuscany region in the process of
institutionalization of ‘inter-municipal associations’ (Regione Toscana/Consiglio
Regionale 1978). A place in this sense was the appropriate territorial unit for
designing and implementing regional economic policy (Regione Toscana 1979).

1.2.2 Economic Research

After his work at IRPET and coordinating the two studies on the industrialization of
Tuscany (Becattini-IRPET 1969, 1975), Giacomo Becattini illustrated the theoreti-
cal background of these studies in his famous essay Dal ‘settore’ industriale al
‘distretto’ industriale. Alcune sull’ unita d’indagine dell’ economia industriale —
From the industrial ‘sector’ to industrial ‘district’: Some remarks on the unit of
investigation of industrial economics (Becattini 1979). The theoretical framework
focused on the subject of local-external economies underpinning the Tuscan model
of industrialization, because the small manufacturing enterprises embedded in
specialized local communities played a leading role in the model. The essay
paved the way for the discovery of the importance of small business for the
whole Italian economy, and for the later conceptualization of the industrial district
as a ‘model of production’ (Becattini 1989) and a ‘way of industrialization’
(Bellandi and Sforzi 2001).

It is also especially important as Becattini addressed the problem of the appro-
priate unit of investigation for economic research and policy decisions. To do this
he looked back of Marshall’s writings on economic nations.

Marshall in fact introduced the concept of economic nation in Industry and
Trade (Marshall 1920b: p. 20), as follows:

If the local spirit of any place ran high: if those born in it would much rather stay there than
migrate to another place: if most of the capital employed in the industries of the place were
accumulated from those industries, and nearly all the income enjoyed in it were derived
from its own resources: — if all these conditions were satisfied, then the people of such a
place would be a nation within a nation [emphasis added] in a degree sufficient to render
propositions, which relate to international trade, applicable to their case from an abstract
point of view; though in the absence of any statistics of the imports and exports of the place,
they would to some extent still lack reality.

What attracted the Becattini’s interest in the concept was the ‘sense of belong-
ing’ that holds together these places. The sense of belonging in which objective
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components of a common interest and subjective components of a historical-
cultural nature are blended together (Becattini 1979: p. 52).

If is true that in Regional Economics “the normal attribute of a region is the
general consciousness of a common regional interest” by its people (Hoover:
p- 152), in Becattini’s interpretation, places (‘economic nations’ within have the
same characteristics as the region in Regional Economics.

The sense of belonging is one of the possible founding criteria for re-
conceptualizing industry, going beyond the more traditional criterion of technol-
ogy. It makes possible the conception of industry through the “awareness of
economic agents (employers and employees) of belonging to a particular industry”
(Becattini 1962), and that is a place-based concept.

The awareness forms inside the place where “a set of productions have
the common characteristic of occurring under the same technical conditions, that
is characterized by the same production process” (Marshall, as quoted in Becattini
1962: pp. 22-23). This sense of belonging embeds the technology in the place
where the production occurs “since neither the production technique nor
the relations of competition or alliance towards the counterpart from feelings of
rivalry and solidarity that arise (e.g. between employers and employees) can be
strictly separated from the culture and social relationships that go with” (Becattini
1962: p. 28).

Along this line of thought the industrial district was proposed as the unit of
investigation of Industrial Economics (Becattini 1979), and more generally of the
national economy within the analytical framework of Applied Economics
(Becattini 1987).

1.3 Philosophy of Regionalization

In Italy, the philosophy of regionalization based on the common ground of regional
economic policy and economic research, entered the nascent field of Regional
Science through the key role played by the regional research institutes like
IRPET and other similar institutions. Although it was not a shared widely followed
philosophy, but many regional scientists looked on it as a cornerstone of Italian
Regional Science (Bianchi and Magnani 1985).

Within the field of Italian Regional Science there was a heated discussion about
where this new field of research lay within Italian social sciences. The opinion of
one founder (Bianchi 2009: p. 136) was that

Regional Science — under the impulse of Isard’s spatial economics — was becoming a
branch of mathematical economics, while our purpose was to join economists, urban
planners, sociologists, historians, geographers, lawyers etc.; that is, everybody, both
academics and practitioners, that meant to grapple with the territory.

It was claimed that Regional Science was neither a branch of Economics nor a
new discipline, but a common house of the different disciplines that shared interest
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in the territorial organization of society. This criticism was concretely expressed in
the identification of the daily urban system (a conceptualisation of functional
region) as the unit of investigation for studies of Regional Science.

As is widely known, the notion of daily urban system was introduced by Torsten
Higerstrand in his presidential address to the Ninth Congress of the European
Regional Science Association in Copenhagen in 1969. The address was entitled
What about people in Regional Science?, and later published in the Papers of the
Association (Hégerstrand 1970).

At the beginning of his address, Hagerstrand (1970: p. 7) pointed out
“a difference in emphasis or tone between the European and North American
meetings” of Regional Science:

When looking over the proceedings of the sixties, one gets the impression that participants
in this part of the world have preferred to remain closer to issues of application rather than
to issues of pure theory. We in Europe seem to have been looking at Regional Science
primarily as one of the possible instruments with which to guide policy and planning. I have
chosen to proceed along this line by suggesting that regional scientists take a closer look at
the problem which is coming more and more to the forefront in discussions among
planners, politicians, and street demonstrators, namely, the fate of the individual human
being in an increasingly complicated environment or, if one prefers, questions as to the
quality of life. The problem is a practical one and, therefore, for the builder of theoretical
models, a ‘hard nut to crack’.

Now, first of all, does the problem fall within the scope of Regional Science? I think it
does. A forest economist remarked some time ago that, ‘forestry is people, not trees’. How
much more accurate it would be to say that Regional Science is about people and not just
about locations. And this ought to be so, not only for reason of application. Regional
Science defines itself as a social science, thus its assumptions about people are also of
scientific relevance.

So according to Higerstrand, Regional deals with people, not just with industrial
location, and deals with them as local community (forestry) and not as individuals
(trees). In this statement there is the premise of the argument that leads Hagerstrand
to define the way in which a local community circumscribes itself, that is, through
the behaviour of people moving from the locality where they live to the locality
where they work, coming back home at the end of the workday. (This is developed
later in Higerstrand’s address).

This behaviour bounds a place that is conceptualized as daily urban system. The
boundaries of such a place are given by economic relations, but most of everyday
social relationships also develop within it. The daily urban system is open, since it
trades people, goods and knowledge with other places, near or remote. Besides
being permeable, the boundaries also change over time, to the extent to which
businesses change their productive organization and people change their orientation
towards labour.

So there is a clear difference between frameworks of Hégerstrand and Isard. The
American economist supported a spatial reorientation of Economics through a
general theory relating to industrial location (Isard 1956), while the Swedish
geographer argues for overturning this setting, by placing the local community of
which industry is an attribute at the centre.
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Let me give an example to clarify this point. Langhirano is a place well known to
gourmets because it produces ‘Parma Ham’. Langhirano can be seen either as one
of the places where the food industry is localized, or as a local community near
Parma which procures what it cannot produce itself by specializing in what it makes
best. In the first view, the unit of investigation is the food industry, and a study of its
spatial location across Italy reveals Langhirano. In the second view, the unit of
investigation is the local community of Langhirano and research on the production
structure of the place brings into focus the food industry. In the first view, the socio-
economic reality is seen as ‘an array of interrelated industries’ and in the second
view it is ‘a system of places’ (or local communities).

The similarity between Hégerstrand’s conception of Regional Science and
Marshall’s conception of Economics is remarkable. Marshall considered Econom-
ics more important as part of the study of man — not in the abstract, but in relation to
a given place and time — than as a study of wealth (Marshall 1920a).

The similarity is even more compelling when one considers that both
Hiagerstrand and Marshall put at the centre of their thinking labour and place,
place being bound by labour. According to Marshall, social, and therefore eco-
nomic change, mostly occurs in place, through the formation and enhancement of
human abilities.

In Marshall’s social philosophy, labour occupies a central position (Becattini
1962). It is “the essential purpose of life”’; indeed — as Marshall says — the labour “is
life itself”. In particular, “labour is a necessity for the formation of character and,
therefore, for progress”, because it is labour that educates and exercises human
abilities, and allows their development (Sforzi 2008).

Human abilities are made up of all skills needed to carry out an economic
activity: ranging from technical skills to the entrepreneurship. They contribute to
the productivity of people.

Human abilities “are a means of production important as any other kind of
capital” (Marshall 1920a: p. 347). Their increase is crucial for economic develop-
ment. This statement follows from the role that Marshall attaches to knowledge
among the agents of production, and the relationship he establishes between
knowledge and organization, when he claims that “organization aids knowledge”
(Marshall 1920a: p. 238). This aid varies according to different forms of production
that the organization takes in different places.

Through the development of human abilities, the individual changes the place
where s\he lives and, at the same time, it changes itself (Raffaelli 2001), conferring
advantages to the individual. Among these advantages, Marshall lists the develop-
ment of specialized skills: “so great are the advantages which people following the
same skilled trade get from near neighbourhood to one another” (Marshall 1920a:
p- 395). Some of these advantages concern the circulation of knowledge so that “the
mysteries of the trade become no mysteries, but are as it were in the air” (Marshall
1920a: p. 395), becoming a place-specific public good.

To sum up, it can be argued that the place conceptualised as daily urban system
by Hégerstrand and as economic nation by Marshall share the same conceptual
framework.
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1.4 The Unit of Investigation: Local Labour Market Areas

The sine qua non for regionalizing a national economy in a meaningful set of
functional regions as conceptualised above is the accessibility to suitable data.

In Italy, this opportunity arose in the mid-1980s when ISTAT processed the 1981
Census data on daily journeys to work between municipalities. Thanks to the experi-
ence matured by IRPET in the functional regionalization of Tuscany (Sforzi-IRPET
1977; Sforzi 1980, 1982) and the reputation acquired for its studies on regional
economic development exploiting local census data (IRPET 1976, 1980, 1983),
ISTAT accepted the proposal to sign a research agreement for regionalizing Italy.

The functional regionalization of the Italian economic system was performed by
means of a multi-stage analytical strategy consistent with the philosophy of region-
alization discussed above (ISTAT-IRPET 1989). The definition of this strategy of
regionalization had benefited from a survey of various available strategies and
quantitative methods performed by applying them to Tuscany (Sforzi 1980, 1982;
Sforzi and Martinelli 1980; Sforzi et al. 1982; Sforzi and Openshaw 1983).

The places identified through the functional regionalization were officially
named Sistemi Locali del Lavoro (in English, Local Labour Market Areas:
LLMA:s).

The 1981-based LLMAs were presented in 1986 in a joint ISTAT-IRPET
seminar, and the full research was published 3 years later (ISTAT-IRPET 1989).
The research agreement was renewed for the following Censuses, so that regionali-
zation was updated in 1991 and in 2001 (ISTAT 1997, 2005). Figures 1.1, 1.2, and
1.3 show the functional regionalization of 1981, 1991 and 2001.

As mentioned above, the boundaries of places change over time. This change is
confirmed by the modifications in boundaries and number that LLMAs show from
1981 to 2001. There were 955 LLMAs in 1981, 784 in 1991 and 686 in 2001
(ISTAT 1997, 2005). These modifications occurred to varying extents across Italy,
and do not follow a general rule.

LLMAs can be classified by their main productive activity or demographic size.
A LLMA can be urban or rural, industrial or agricultural, but also specialized in
consumer or business services which offer support to the industrial sector across the
country. These varied criteria mean that a LLMA is not characterised by pre-
defined economic features. A LLMA is not dominated by either small or large
businesses, so that it can subsequently be characterized as an industrial district (i.e.,
a manufacturing LLMA dominated by SMEs) or as a industrial pole (i.e., a
manufacturing LLMA dominated by one or a few large firms). Finally, a LLMA
can also be classified as metropolitan, based on criteria such as an established
population size or demographic density, or the localization of national level
services. In short, a LLMA can be classified on the basis of localization economies
in the form of Jacobian diversity externalities.

To illustrate this, let me comment on a couple of figures. These show LLMAs
identified as local economies specialized in manufacturing industry (Fig. 1.4) and in
consumer services or the hospitality industry (Fig. 1.5).
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Fig. 1.1 Local labour market areas, 1981 (Source: ISTAT-IRPET 1989)

Figure 1.4 shows the widespread presence across the country of local economies
typified by SMEs; that is, industrial districts dominate the industrial landscape of
Northern and Central Italy, although they are also located in the South (Sforzi
2009).

To some extent Fig. 1.5 is complementary to Fig. 1.4. The local economies
typified by the hospitality industry are mainly located in poorly industrialized areas.
Particularly apparent is the localization of these local economies in the extreme
North-East (South Tyrol). An economist (or a tourist) can easily recognize well-
known Italian resort areas like Capri (Campania), Taormina (Sicily) and the Costa
Smeralda (Sardinia).
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Fig. 1.2 Local labour market areas, 1991 (Source: ISTAT 1997)
1.5 Main Applications

LLMAs reflect the methodology of aiming for a single consistent pattern of units of
investigation for economic research and policy decisions. They have been very
widely used in academia and institutions and the number of studies and applications
is so high that it is impossible to compile an exhaustive bibliography.

In Italy, LLMASs were used, and are still commonly used today, for studies on
industrial economics, urban and regional development, local development, sociol-
ogy of innovation, among other fields. They have made possible a substantial
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Fig. 1.3 Local labour market areas, 2001 (Source: ISTAT 2005)

advancement of knowledge in methodological, theoretical and factual issues.
Below are some of the main applications.

In industrial economics the identification of industrial districts is important.

Before the mapping of the Italian industrial districts was completed (Sforzi
1987; Goodman et al. 1989; Pyke et al. 1990), the district was a concept in search
of empirical evidence in order to be recognised as an effective ‘instrument of
analysis’ for the interpretation of Italian economic development based on small
businesses. Until then, the importance of small businesses for economic develop-
ment was based on anecdotal evidence. The empirical evidence, supported by a
statistically reliable approach, showed that industrial districts accounted for a large
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Fig. 1.4 Industrial districts, 2001 (Source: Sforzi 2009)

part of the Italian economy, and that small businesses, when they were organized
according to the district model, could be competitive as a single large company.

The mapping proved that the district could also be a potential ‘policy instrument’
to support the competitiveness of SMEs. This recognition had important policy
implications because in the early 1990s the Italian government enacted a law where
the industrial district was constituted as a legal instrument to foster technological
innovation of SMEs (Ministero dell’Industria 1991, 1993). The regions were to
implement this innovation policy by identifying their own districts on the basis of
the LLMAs.
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Fig. 1.5 LLMAs specialised in consumer services, 2001 (Source: ISTAT 2005)

After this, studies on industrial districts were widespread and varied (Signorini
1994; ISTAT 1996; Brusco and Paba 1997; Fabiani et al. 1998; Casavola et al.
1999; Signorini 2000; Tessieri 2000; Ministero delle Attivita Produttive 2002).
Within the same strand of research, LLMA s studies led to the identification of other
types of industrial areas, such as local production systems (Burroni and Trigilia
2001). The OECD territorial review of Italy used LLMAs to assess changes in the
North—divide (OECD 2001) began to monitor industrial districts with the dissemi-
nation of data from the 2001 Census of industry and services (ISTAT 2006; Fazio
and Pascucci 2006-2007).
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Studies on urban and regional development have used the LLMAs for analysing
the Italian urban system and European integration (Dematteis and Bonavero 1997)
and the production system in the framework of the political geography of Italian
regions (Conti and Sforzi 1997).

The analysis of Italian industrialization carried out through LLMAs highlighted
a geographical pattern different from the model of the ‘Three Italies’ (Bagnasco
1977). Note that the unit of investigation used by Bagnasco was the region at NUTS
2 level. This is further evidence of the superiority of the place-based approach to
territorial administrative units.

A more recent application of the LLMAs is the mapping of creative cities
(Lazzeretti et al. 2008).

The availability of an analytical grid of LLMAs for the whole country benefited
studies on local development. The possibility to conceptualize the term ‘local’,
releasing it from the constraint of the territorial administrative units was important.
Before the term local was conceptualized as a ‘place’, and place was empirically
established as LLMA, local could mean a municipality, an urban district, or even a
group of municipalities clustered to provide public services. Once the correspon-
dence between local and place (or local community) was established, it was
possible to give theoretical concreteness to the debate. For example, local develop-
ment was no longer automatically associated with administrative devolution and
people’s participation. Local development was no longer seen as a reaction to
globalisation, confusing it with political localism. It was no longer indentified
with municipalism, spatial planning policies and investment in social overhead
capital undertaken by municipalities. However, it was not possible to prevent that
local development from being associated with LLMAs dominated by SMEs and,
therefore, with industrial districts (Signorini 2000). As a consequence, it became
necessary to clarify that districts were only one among the multiple paths of local
development (Bellandi and Sforzi 2001).

In the field of sociology of innovation, LLMAs have been adopted to identify
areas of high-tech activity (Biagiotti et al. 2011) and which are more conducive to
innovation, as measured by the number of patents (Gherardini 2010).

A new frontier of the applied research using LLMAs are the studies on interna-
tional migration linked to entrepreneurship. This field of research is of increasing
interest in Italy because many local economies are experiencing a process of
ethnicisation of their industrial structure (Barberis 2008). Migrant entrepreneurs
are producing ‘made in Italy’ goods but with a lower integration with the local
business community and a higher integration with their community of origin in the
motherland. This phenomenon is summarized by the words ‘made in Italy by ...’,
where migrant entrepreneurs who ‘make’ are mostly Chinese (Lombardi et al.
2011).

The decision to apply the Italian LLMA approach to Spain (Boix and
Galletto 2005) paved the way for international comparisons. This has affected
both the industrial districts (Boix and Galletto 2008) and rural areas (Boix and
Vaillant 2010).
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LLMAs are now part of the ISTAT information system. They are used as
territorial units to produce statistics on national economic performance, enterprises
and their local units, and exports. These place-based statistics are disseminated
online through the website and are freely available to researchers and practitioners,
public and private, as well as to policymakers. The boundaries of LLMAs are a
component of the digital cartography (ISTAT) and form an information layer of the
Statistical Atlas of Municipalities, helping to meet the increasing demand for local
data by people involved in analysis, design and evaluation of local development
policies (ISTAT).

1.6 Final Remarks

The place-based approach to economic phenomena has brought academics,
practitioners and policymakers a new way of interpreting economic reality and its
change, and has proved a useful support to policy decisions.

Until ISTAT was able to provide national place-based statistics, the new
approach lacked concreteness. However, it is equally true that without a single
and coherent set of LLMAS that had proven its reliability for applied research the
supply of place-based statistics would not have found any justification.

The development and dissemination of ad hoc statistics — such as place-based
statistics — has a cost, since they are not required for institutional duties. If little or
ineffective use is made of them the national statistics office may decide to ‘close the
tap’, and stop producing them.

It can be argued that the relation between production and use of place-based
statistics is a circular process: ‘applied research/knowledge/policy decisions’. The
way in which this circuit is activated and whether it starts from research or policy is
less important than how feedback is incorporated.

The lesson from the Italian experience is that the demand of knowledge for
policy purposes motivated economic research to look for the appropriate unit of
investigation. Research had the strength to resist the political influence, and freely
developed its theoretical thinking and empirical applications with the intention of
generating new knowledge, aware of its policy implications. It should be
recognized, however, that economic research was not caught unprepared: its critical
thinking on the subject was already in progress.
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Chapter 2
From Local Units to Economic Regions in Spain

Where Agglomeration Economies are Meaningful

Fernando Rubiera-Morollon and Ana Vinuela

2.1 What is a Region?

Over the last 100 years, Urban and Regional Economics has grown spectacularly as
an applied field of Economic Science, using the terminology proposed by
Schumpeter in 1954. This discipline has been capable of providing theories and
analysis that go far beyond its strict goals. Some of the most interesting economic
theories of the past 20 years have been proposed from the perspective of Regional
and Urban Economics and we have seen extraordinary growth in the developmenzt
of statistical tools for empirical study. However, all this theoretical and technical
development has not been accompanied by a clear definition of the fundamental
concept of region in Regional Science (Behrens and Thisse 2007).

In this first section we review how the evolution of Regional Science itself has
been accompanied by a continuing reassessment of the concept of region. Each of
the new ways of understanding what a region is and how it may be defined provides
important nuances and is underpinned by a different view of the aspects that are to
be highlighted. At the same time as carrying out a synthetic review of the evolution
that has taken place, we shall also attempt to deduce the fundamental elements of
each approach to the concept of region.
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2.1.1 The Weakness of the Concept of Region Since the Origins
of Regional Science

The existence of a multidisciplinary field known as Regional Science can lead us to
assume that the concept of region should be clearly defined. However, this is not so;
the definition of region has been an ever-present weakness for all the disciplines
that may be grouped together under the name of Regional Science.

Geography was defined by Kant, Humboldt and Hetter as the Science of dividing
the landscape into regions (see Lancaster 1939). The development of Geography in
the eighteenth and nineteenth centuries already raised the need to delimit the total
surface area into spatial areas —i.e. regions— so as to facilitate their study. The
region thus becomes a tool of the geographer to encompass and study the totality of
space. Starting from known geographic references, new spatial areas that are
homogeneous with respect to one another according to diverse criteria are progres-
sively explored and described (see Claval 2007). These early geographers soon
became aware of the difficulty of defining the concept of region insofar as the
variables that could be used to define regional areas may be highly diverse. This
might in turn give rise to highly diverse ideas and could even place the analysis
outside the field of Geography itself when employing mainly geological, cultural or
social criteria, among others (Claval 2003).

Whatever the case may be, the complexity of the definition grew with increased
knowledge of physical space, as the emphasis of Geography and regional delimita-
tion began to fall more on social or cultural aspects than on geological, topographi-
cal or physical criteria. This actually made it even more difficult to reach consensus
regarding a single concept of region. Authors such as Jean-Louis Giraud-Soulavie
in France, Alexander von Humboldt in Germany and William Marshall in Britain
were aware that the concept of region must necessarily incorporate cultural, eco-
nomic and social variables. The key element, from these first regional delimitations
that fully incorporate multi-dimensionality in the discipline, is to maintain the
essence of delimiting homogeneous spatial areas. These pioneering studies already
revealed the limitation of the administrative division of territories, as they gave rise
to heterogeneous spaces in terms of scientific criteria (Claval 2007).

2.1.2 The Incorporation of Economics in the Definition
of the Concept of Region

At the beginning of the twentieth century and subsequent to the decisive
contributions of Humboldt, Weber and Von Thiinen, Economics was the discipline
that began to show the most interest in approaching the definition of homogeneous
regions using specific criteria from Economic Science.

The work of the three aforementioned authors clearly established the key
concept of centrality, i.e. there exists a central place to which businesses and
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individuals come to perform their necessary market exchanges. By clearly
accepting the existence of this central place to which all such businesses and
individuals gravitate, we can build a view of economic space in connection with
that place. For example, Von Thiinen, in his work The Isolated State of 1826, links
the value of land with its situation relative to the centre, where the market is located
(Von Thiinen 1966). The distance of each place with respect to the closest market
implies a different value or rent to the land, ceteris paribus other features of the
place, where the differences derive precisely from the savings made in transporta-
tion and opportunity costs. The land closer to the centre will be more highly valued.
All activities will be willing to pay more for these locations, but those activities that
can generate more value per square metre of surface area and which value proxim-
ity to the centre most will manage to become established there, because either their
transportation costs or their opportunity costs are higher. In other words, activities
that are more extensive but of lesser added value will be located farther from the
centre, while intensive activities in terms of the use of space and high added value
will be able to acquire the land closest to the centre. This behaviour is repeated
throughout different territorial units around different centres that present similar
dynamics in their surroundings.

Within this context, August Losch made a major contribution in 1938 with his
work The Nature of Economic Regions. The starting point of Losch’s line of
reasoning is the acceptance that regions conceived exclusively in terms of geo-
graphical or cultural criteria are —from a purely economic point of view— artificial
units with no interest for Economics, unless they possess the capacity to effect
significantly different economic policies by constituting themselves as administra-
tive regions with far-reaching or total (country-level) independence in their politi-
cal actions. The concept of region proposed by Losch rests on the distribution of
land in terms of transport and opportunity costs. Different centres or markets are
progressively generated over a homogeneous space. The inhabitants or economic
activities of the region will come to the market, the centre, which, thanks to lower
transport costs, will enable them to cover their needs and distribute their products.
Obviously, the world is not a homogeneous plane that may be distributed in perfect
hexagons but it can actually be very well explained by means of the regions
suggested by Losch.

Losch’s approach gains in value when combined with the proposal formulated
almost concurrently by the German geographer Walter Christaller in 1935.
Although Christaller’s idea is less precise in defining how space is structured for
economic reasons, it provides a complement that Losch did not fully take into
account. In addition to the existence of the allocation of space explained by Ldsch,
Christaller notes that there is a hierarchy of central places; i.e. not all central points
or cities are equal, as there are higher-order centres, with a greater concentration of
activities, and other lower-order places. Some basic needs that require very fre-
quent journeys are spread over space in lower-order central places, while other,
less frequent consumer or exchange activities may become concentrated in higher-
order central places.
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In 1949, Zipf identified an empirical regularity that relates size with position in
the hierarchy of central places, providing this approach with more power to define
the concept of region in terms of economic criteria.

2.1.3 Geographical Communities, Functional Regions, Local
Labour Markets and Metropolitan Areas

While the view that emerges from combining the ideas of Humboldt, Weber, von
Thiinen, Losch, Christaller and Zipf was to remain in force throughout the twentieth
century and even today, Regional Science has continued its search for the definition
of a region and its physical limits.

The combination of Geography and Sociology, among other disciplines, gave
rise to the concept of Geographical Communities, spaces in which strong social and
economic interactions are produced that eventually generate identities and
commonalities (Poplin 1979). Based on the idea of the existence of Geographical
Communities, different authors have sought ways to define sets of elements that
delimit space which has led to the idea of functional regions; i.e. regions defined
regardless of administrative borders which are constructed according to diverse
economic, social, cultural or geographical factors.

Some studies have followed this line in Economic Science, especially within the
field of Labour Economics, in addition to that of Urban and Regional Economics
itself. Authors in these disciplines began to be concerned with defining geographi-
cal areas that share a single local labour market. As cities grow and expand, their
geographical boundaries also move further afield. Consequently, metropolitan
areas often cover several administrative divisions. This expansion of the metropol-
itan area leads to the ever-increasing phenomenon of commuting, i.e. daily
displacements between the place of residence and the workplace, which are some-
times located in different administrative regions. Thus, the coordination of local
policies and actions in terms of transportation or urban planning becomes a must
and some procedures have to be designed to define and identify a space in which
most of the population residing there also works there: what is known as the /ocal
labour market (in what follows, LLM).

The drawback of this approach lies in establishing the criteria and ways of
defining to what extent a place belongs to a particular LLM or not. Numerous
methodologies have been developed to define the geographical area that can be
considered a LLM. Worth highlighting in this regard are the methodologies
designed by Sforzi (1987, 1990), Serra et al. (2002), Rozenblat and Cicille (2003)
and ISTAT (1997, 2006). The previous chapter of this book, by Sforzi, summarizes
the different applications of all these methodologies in diverse countries.
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2.1.4 External Economies and Industrial Districts

A somewhat related, though differentiable line of research on functional regions is
the definition of industrial districts mentioned in the previous section. In 1820,
Alfred Marshall published his seminal work Principles of Economics in which he
presented the nowadays-essential concept of external economies (Marshall 1890).
The concentration of highly specialized activities in a reduced geographical area
leads to the unleashing of a set of cumulative processes and increasing returns. Such
effects are not caused by the firm’s scale of production, but by its interactions with
other similar firms within its setting and the scale of the industry (sector) in the
location as a whole. Thus, the relations of the companies that coexist in a place
generate increasing returns that cannot be explained from within the firms them-
selves, but rather from the industry (sector) and the place where a variety of similar
firms are located.

The concept of external economies is obviously fundamental within the field of
Industrial Economics, but also in that of Regional and Urban Economics, which
finds a different way to that of the classical approach of addressing the connections
between space and economic activity. In 1979, Giacomo Becattini published an
article in the Rivista di Economia e Politica Industriale which marked the begin-
ning of a new branch of the literature that contains a new approach to the relation-
ship between economy and space. This author put forward the concept of the
industrial district, which is not a concentration of businesses or a network of
firms, but rather the productive manifestation of local society. The concept of
industrial district is defined as a “[. . .] socio-territorial entity which is characterised
by the active presence of both a community of people and a population of firms in
one naturally and historically bounded area” (Becattini 1991).

When identifying the existence and extent of industrial districts in practice, it
becomes impossible to use administrative boundaries in view of the fact that an
industrial district may go beyond such limits or be contained within them. Further-
more, industrial districts are a dynamic concept, while administrative limits do not
usually change over time. An economic region, as defined by classical authors,
structured around a single centre, can also contain diverse industrial districts.
Unlike other approaches, it may be stated that the identification of industrial
districts does not necessarily cover the entire territory. Once their presence and
limits have been established, there are “empty” areas in which no industrial districts
have been found to be present. In short, this is not an approach that seeks to cover
the whole country, but only to detect those places where the spatial concentration of
certain sector generates Marshallian external economies.

It is clear that the key to applying the concept of industrial district to an
observable empirical reality subject to analysis lies in delimiting its outline.
The need to start out from a territorial unit whose extension is not constrained by
administrative boundaries and which may change over time is consistent with
the concept of local labour markets (Sforzi and Lorenzini 2002). This is precisely
the way in which Sforzi (1987, 1990) and ISTAT (1997 , 2006) put forward the
methodology for defining industrial districts. First, LLMs are used as a territorial
unit for identifying such districts. Second, each industrial district is identified from
its socioeconomic features that distinguish them from other LLMs.
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2.1.5 A Novel Approach Provided by the New Economic
Geography: Economies and Diseconomies
of Agglomeration

In the last third of the twentieth century, a vast body of diverse research began to
take shape starting in 1991 with the pioneering publication Increasing Returns and
Economic Geography presented by Krugman (1991) in the Journal of Political
Economy (further extended by Krugman 1995) and which was fully developed with
the work of Fujita et al. (1999), Baldwin et al. (2003) and Ottaviano and Thisse
(2004), among others. We refer here to the New Economic Geography (NEG),
whose development is fundamental in the field of Regional and Urban Economics
as well as in that of International Economics.

The NEG contributes a number of novel aspects to the discussion of the concept
of region, excellently summarized by Behrens and Thisse (2007). As these authors
point out, this theoretical framework is the first to provide an explanation as to why
strong economic disparities across space exist between regions and are maintained
or even grow despite the fact there may be free movement of the factors of
production, which, according to neoclassical economic theory, would result in
their progressive disappearance.

In their simplest formulation, the NEG models propose the existence of two
regions: centre and periphery. The idea of centre and periphery is defined here in a
different way to the classical approach, although there are links between the two
views. The NEG focuses on understanding centripetal forces, which tend to con-
centrate activities in the central region, and centrifugal forces, which tend to
disperse them towards the peripheral region.

The gains derived from large-scale production and from the positive
externalities associated with size lead to the concentration of economic activity in
central locations from which the largest possible market is accessible. Transporta-
tion costs constrain this concentration behaviour, but the strength of this limitation
depends on the consumption characteristics of the activity. Consistent with the
classical approach, those activities that require intense personal interaction between
consumers and producers (which includes many services) and/or are consumed
daily or very frequently will display quasi-equal distributions over space. In
contrast, activities that are tradable over broader distances, not requiring proximity
to the point of consumption, and/or are demanded less frequently will concentrate
their production in a limited number of central locations. As distance costs fall and
trade increases, larger concentrations should normally grow in size. A shift in the
national economy towards agglomeration-sensitive goods and services (and away
from, say, agriculture) also favours the growth of larger concentrations (Parr 2002).

As large concentrations grow, diseconomies naturally appear, producing an
expulsion effect for some activities. Wages and land prices are in part a function
of city size. Wage-sensitive and space-extensive activities will be pushed out by
what is sometimes called the crowding-out effect of rising wages and land prices in
large metropolitan areas. This crowding-out effect will most notably be felt by
medium-technology manufacturing —which has less need for the highly skilled
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labour in large cities (Henderson and Thisse 1997)— and also by wholesaling and
distribution, which are extensive consumers of space, giving rise in turn to the
growth of smaller cities.

On the other hand, the agglomeration economies associated with urban concen-
tration lead to firms within the same industry benefitting through lower recruitment
and training costs (shared labour-force), knowledge spillovers, lower industry-
specific information costs and increased competition (Rosenthal and Strange
2001; Beardsell and Henderson 1999; Porter 1990). The increasing size of the
metropolis makes certain infrastructures possible, such as international airports,
post-graduate universities, research hospitals, etc. The recent literature stresses the
positive link between productivity and the presence of a diversified, highly qualified
and versatile labour pool (Duranton and Puga 2002); Glaeser 1998; Glaeser et al.
1995). As highlighted by Hall (1998), Eaton and Eckstein (1997) and Castells
(1976), large metropolises stimulate the exchange of knowledge, while the link
between urban agglomeration and economic growth has been explored by Polése
(2005). Activities that are characterized by the need for high creativity and
innovation will in general choose to locate in or near to major metropolitan areas
(Desmet and Fafchamps 2005).

It is reasonable to infer that the trade-off between the centrifugal and centripetal
forces that push economic activities towards large cities or drive them out should
give rise to an economic landscape characterized by regularities in industrial and
employment location patterns based on the size of and distance from some other
(larger) cities (Redding and Venables 2004).

The transition from a simple formulation of NEG models with two regions to a
more complete formulation with # regions is by no means simple. The presence of
more than two regions complicates the simple perception of the reality described by
the basic models due to opening up the possibility of the existence of intermediate
regions as well as more complex interactions. In fact, as pointed out by Behrens and
Thisse (2007), one of the empirical and theoretical challenges of the broadening of
the NEG framework requires the definition of models that encompass the complex-
ity resulting from addressing the presence of multiple regional realities.

The perspective of the NEG brings several new dimensions to the discussion
regarding the definition of the concept of region: (1) the connection between the
concept of region and the explanation of existing regional differences; (2) the
possibility of proposing regional classifications that do not present spatial contigu-
ity, but rather common features that induce similar centripetal or centrifugal
dynamics; and (3) the notion of the region as an economic unit that interacts
economically with others and whose main feature is economic opening (no borders
to the movement of goods and services or factors of production).

2.2 From the Theoretical to a Practical Concept of a Region

Clearly, the fundamental challenge is to find a regional classification that
synthesizes the different conceptual approaches to the theoretical concept of region
and which has a relatively easy empirical interpretation and construction. Ideally,
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we should have an empirically analysable region containing units consistent with
the classical view of Losch, Christaller and those who followed them which is at the
same time the aggregation of functional units, though without creating scientifically
irrelevant divisions. In short, a region that empowers the study of key issues in
Regional Economics such as the effects of location- or urbanization-type external
economies of agglomeration.

Thus, in this section we suggest an integrating proposal based on three major
lines of empirical research developed over the past 25 years: (1) the literature on
how to define local labour markets (LLMs) so as to define the base unit, the
methodology designed and applied mainly by Sforzi in Italy and by Boix in the
Spanish case; (2) the work by Coffey and Polése in the late 1980s and early 1990s in
which they propose a classification based on (population) size and the distance to
size in order to capture the effects of agglomeration economies; and (3) the recent
development of the concept of incremental distances proposed by Partridge,
Rickman and others, which has links to the classical regional literature.

2.2.1 The Basic Unit of Analysis: Local Labour Markets

Insofar as we are attempting to define a concept of region based on economic
criteria, it would be inconsistent to use administrative divisions, no matter how
disaggregated they are. The starting-out point must be that of defining the basic
spatial unit, delimited by boundaries that guarantee its consistency, comparability
and meaning.

The regionalization method developed by Sforzi and Lorenzini (2002) and
ISTAT (2006), applied to Spain by Boix and Galleto (2006), identifies local labour
markets (LLMs) through a multi-stage process to then use them as the basic spatial
unit to define industrial districts. Defining local labour market areas requires
information on residence-work mobility so that they contain a geographic area
within which most of the population lives and works. LLMs are created from the
information on municipalities, a very small administrative unit, combining data on
the resident employed population, total employed population and displacements
from the place of residence to the workplace.

2.2.2 Re-aggregating the Basic Units According to Size
and Distance to Size

Having defined the basic spatial unit, LLM areas, in order to include the importance
of agglomeration/urbanization and distance to the major population
concentrations, the next step is to classify these basic units in order to incorporate
these concepts.

There are many ways to re-aggregate the areas, but we propose a regional
classification wholly based on the key aspects of modern Urban and Regional
Economics. Following Polése (2009), we consider a number of key aspects:
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(1) location matters, because industries (and therefore economic activity and
employment) are always drawn to places best suited for commerce and interaction
with markets; and (2) size matters, because dynamic industries, or the most
advanced in each epoch, are naturally drawn to large cities and places within easy
reach. A corollary can be deduced from (1) and (2), namely: (3) proximity to size
also matters. Another basic idea of Regional Economics is: (4) cost matters,
because without adequate size or a propitious location, places will grow if they
have a clear labour cost advantage or, alternatively, an exceptional resource
endowment.

Thus, Coffey and Polése (1988), Polése and Champagne (1999) and Polése and
Shearmur (2004) for Canada and the subsequent application of their ideas to the
Spanish case by Rubiera (2006), Polese et al. (2007) and Viiiuela et al. (2010)
propose a classification of space that takes into consideration the existence of
agglomeration economies (size) and distance as key factors. However, the
classifications of these authors always adopt administrative regions as the basic
unit of analysis. Here we propose the classification or re-aggregation of more
cohesive and meaningful basic units, LLMs, based on the criteria of population
size and distance. To illustrate this approach, Fig. 2.1 shows a schematic represen-
tation for an idealized national space economy. Each cell is a municipality (admin-
istrative local unit), with various municipalities being aggregated into LLMs (blue
line). The reader will undoubtedly note the resemblance to the classic idealized
economic landscapes of Christaller, Losch, and Von Thiinen, all of which posit one
metropolis or marketplace at the centre. Thus, Fig. 2.1 represents a large LLM, in
terms of population, at the centre (the main metropolis, which includes different
municipalities), but also four smaller urban LLMs of different population sizes
around it, the rest being considered rural in terms of population size. Regardless of
their size, LLMs can also be central (close to the main metropolis), or peripheral
(located at some distance from the metropolis).

To summarize, this idealized space may be classified first by size into:

1. Metropolitan areas: local labour markets with more than a certain population
size.

2. Urban areas: LLMs that are urban, though not large enough to be considered a
metropolitan area.

3. Rural areas: LLMs that are clearly not urban.

A parallel distinction, based on proximity to the major metropolis, is applied to
all non-metropolitan LLMs:

1. Central areas: LLMs “close” to the large metropolitan area.
2. Peripheral areas: LLMs located “far” from the metropolitan area.

The 1-h drive criterion takes into account several factors such as road conditions
(e.g. motorway or not), the spatial limits of metropolitan areas and the distinctive
characteristics of the area being classified. Thus, as can be seen in Fig. 2.4, central
areas do not necessarily form perfect rings around metropolitan areas. The 1-h
threshold, also used in other applications, has been found to be very robust and a
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Fig. 2.1 Schematic representation of the classification of spatial units (Source: Own elaboration
based on Vifuela (2011))

good indicator of the range within which spatial interaction with the metropolis
remains fairly easy, especially for face-to-face relationships related to the consump-
tion of higher-order services (see Porter (1990) and McCann (2007), among others).

2.2.3 The Measurement of Distance: The Incremental Distance

One of the major problems when classifying an area as central or peripheral is the
subjectivity of the criteria used when choosing the distance metrics (linear distance,
Euclidean distance, distance by road, time, etc.) and also the distance threshold.
However, taking into account Christaller’s ideas (1935) on the hierarchies of
places and the connection between urban size and the position in the hierarchy of
places of each city from Zipf (1949), we know that only large cities are able to offer
a full range of goods and services. If we only consider the distance to the central
place (the metropolitan area), the higher place in Christaller’s hierarchy, we
somehow make a mistake by forgetting that certain goods and services are offered
in smaller urban places. One way of solving this problem is to define a set of
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incremental distances to each tier (size) of urban area so that we first quantify the
distance to the next tier, where some additional and higher-order goods and services
are produced, and then quantify the incremental distance to the next higher urban
tier, maybe a metropolitan area, where higher-order services and urban amenities
are located. This idea of incremental distances, suggested by Partridge et al. (2008,
2009), brings together the effect of the distance to large agglomerations: individuals
and businesses need access to the higher-order services, urban amenities, higher
qualified jobs and lower cost products that are only present in large urban
agglomerations due to the presence of strong agglomeration economies. Thus, we
can measure the distance from a large agglomeration as a “penalty” to access the
goods and services present in such an agglomeration.

The proposal set out in the previous section allows us to have a set of regions that
do not necessarily have any spatial contiguity, but whose conceptual definition is
strongly consistent. Although these regions can be incorporated into the analysis as
dichotomous variables, they may be incorporated in empirical models in a different
way via the use of incremental distances.

Note that the distance criteria proposed by Partridge et al. (2008, 2009) essen-
tially consists in establishing a hierarchy of LLMs such that each LLM is associated
not only with a size value (population both residing and working within the LLM),
but also with a distance value that reflects the total cumulative disadvantage due to
distance measured across all urban LLM tiers (Fig. 2.2).

2.3 Economic Regions Based on LLMs: A Proposal for the
Spanish Territory

Spain is divided administratively into 8,105 municipalities which are aggregated
into 50 provinces (NUTS III level), excluding Ceuta and Melilla, and 17 Autono-
mous Communities or NUTS II regions (Fig. 2.3 — Maps 1 and 2). The number of
municipalities within each province ranges from 34 (Las Palmas) to 371
municipalities (Burgos). Besides, there are Autonomous Communities with several
provinces, such as Andalusia with eight provinces, and others with only one, like
Asturias. Furthermore, simply for the sake of comparison with certain other Euro-
pean member-states, the 17 Autonomous Communities can be aggregated into
seven administrative regions or NUTS I regions (Fig. 2.3, Map 3), which have no
real internal political or administrative meaning.

2.3.1 First Step: Defining Local Labour Market Areas for Spain

Applying an algorithm that consists of four main stages and a fifth stage of fine-
tuning, Boix and Galleto (2006) aggregate the 8,106 Spanish municipalities into
806 LLMs. The algorithm starts out from the municipal administrative unit and
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Fig. 2.2 Schematic representation of incremental distances. (From point A, the distance to the
closest Urban LLM is b and only ¢ to the Metropolitan LLM (the distance to the Metropolitan LLM
is b 4 ¢ but —b, which is the distance already computed from A to the nearest urban area) (Source:
Own elaboration based on Partridge et al. (2008, 2009))
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Fig. 2.3 Spanish administrative division of the territory into Provinces (NUTS III), Autonomous
Communities (NUTS II) and NUTS I

generates the LLMs using data from the 2001 Spanish Census on the resident
employed population, total employed population and displacements from the
place of residence to the workplace. A detailed explanation of the methodology is
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&

Fig. 2.4 Spanish division of the territory into Local Labour Markets (Source: Own elaboration
based on Boix and Galleto (2006))

available in Boix and Galleto’s report, from 2006. Map 4 shows the 806 LLMs
defined by these authors (Fig. 2.4).

2.3.2 Second Step: From Local Labour Markets to Economic
Regions (Size and Distance to Size Criterions)

After defining the local employment systems, we can now classify these basic
spatial units first according to size and then according to distance to size. Table 2.1
shows the distribution of local labour markets by population size in Spain, where
five tiers or levels are defined.

The two first tiers, LLM1 and LLM?2, correspond to metropolitan areas or centres
in Christaller’s nomenclature. Given the major difference in size between the
metropolitan areas of Madrid and Barcelona and the rest (with more than 500,000
but less than 2,500,000 inhabitants), we consider it appropriate to distinguish these
two levels. The next lower urban tiers, LLM3 and LLM4, basically include cities of
more than 100,000 but less than 50,000 inhabitants and between 50,000 and
100,000 inhabitants, respectively. Finally, those LLMs with less than 50,000
inhabitants are considered rural areas (LLMS).

After classifying the LLMs in terms of population size, we propose to improve
the classification by discriminating by distance to size, taking the metropolitan
areas LLM1 and LLM? as the highest tiers of the hierarchy.
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Table 2.1 Distribution of LLMs by population size (2001)

F. Rubiera-Morollén and A. Viiiuela

Number of % of total
Number of LLMs municipalities population
LLMI > 2,500,000 inhabitants Madrid 153 2051 %
Barcelona 51
2,500,000 Valencia 52 1649 %
inhabitants > LLM?2 > 500,000 Sevilla 39
inhabitants Bilbao 59
Malaga 20
Zaragoza 96
Palmas de Gran 15
Canaria
Sabadell 17
Santa Cruz de 17
Tenerife
500,000 60 LLMs 2,102 31.20 %
inhabitants > LLM3 > 100,000 municipalities
100,000 50 LLMs 666 municipalities 8.56 %
inhabitants > LLM4 > 50,000
inhabitants
LLMS5 < 50,000 inhabitants 686 LLMs 4,822 2323 %
municipalities
Total 806 LLMs 8,106 40,533,475
municipalities inhabitants

Source: 2001 Spanish Census, INE

Two distance criteria are tested here when defining a LLM as central or periph-
eral: the one hour’s drive criterion (Fig. 2.5 — Map 5) and the linear distance
criterion (Fig. 2.5 — Map 6). A summary of the resulting classification can be
seen in Table 2.2 Depending on the size of the population, an urban LLM can be
classified as LLM3 or LLM4 and then, according to its location or distance (A or
B criterion) from the metropolitan areas, it may be further classified as central
(LLM3C or LLM4C) or peripheral (LLM3P or LLM4P).

The Economic Regions resulting from the classification of the LLMS according
to size and distance can be seen for the Spanish case in Fig. 2.5 — Map 1 (1 h drive
criterion) and Fig. 2.5 — Map 5 (linear distance criterion). The criterion chosen does
not seem to significantly change the central or peripheral character of the LLMs.

2.4 Evaluation: Administrative Regions Versus Economic
Regions

After defining the Economic regions based on LLM size —in terms of population—
and location and adapting them to the Spanish case, it is necessary to evaluate the
performance of such regions compared to administrative regions. According to
Fischer, (1980), an optimal region should fulfil at least one of two principles:
internal homogeneity, whereby individual regions should be as homogeneous in
the attribute space as possible; and external separation, whereby different regions
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Map 5: Economic Regions based on LLMs, size and Map 6: Economic Regions based on LLMs, size and
distance to size: one hour’s drive criterion. distance to size: linear distance criterion.

Fig. 2.5 Spanish division of the territory into Local Labour Markets (2001) (Source: Own
elaboration with data from 2001 Spanish Census, published by INE (2007), and the Boix and
Galleto (2006) methodology)

Table 2.2 LLM classification by size and distance to size adapted to the Spanish case
LILM1

Local labour markets that constitute a metropolis of more than 2,500,000 inhabitants
(Metropolitan Areas of Madrid and Barcelona)

LLM?2

Local labour markets that constitute a metropolis of between 500,001 and 2,500,000 inhabitants
Central LLMs Peripheral LLMs
(A) No more than one hour’s drive (A) More than one hour’s drive
from a LLM1 or 2 from a LLM1 or 2
(B) No more than 100 km, linear (B) More than 100 km, linear
distance distance

Urban LLMs LLM3C LLM3P

Between 100,001 and

500,000 inhabitants
Urban LLMs LLM4C LLM4P
Between 50,001 and

100,000 inhabitants
Rural LLMs LLM5C LLM5P
Less than 50,000

inhabitants
Source: 2001 Spanish Census, INE (2007)

should be as far apart in the attribute space as possible. Pursuing these principles, in
the next two sections we shall evaluate the robustness of the proposed Economic
Regions versus the administrative regions commonly used (NUTSs regions at differ-
ent levels).

To evaluate the homogeneity of the regions, we shall use the well-known Theil
inequality index (Theil 1967), frequently applied to the distribution of income and
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Table 2.3 Economic regions versus administrative regions: the Theil index and the within
component, both total and by gender, in Spain (2001)

Theil WITHIN component

LLMs Economic NUTS I
(806 regions NUTS I provinces Aut. Comm.
Theil index units) (8 units) (50 units) (17 units) NUTS I (7 units)
Total  2.4340 1.4279 1.8553 1.8435 1.9474 1.9995
Male  2.3148 1.3494 1.7819 1.7513 1.8522 1.9042
Female 2.6401 1.5601 1.9836 2.0008 2.1101 2.1628

Source: 2001 Spanish Census, INE (2007)

wealth. The index can be decomposed as the sum of the between and within
components. The within component will be useful to quantify the intraregional
homogeneity of the regions in relation to the spatial distribution of employment or
economic activity. Given the characteristics of the Theil index, if the internal
homogeneity of the regions increases (a decrease in the within component), this
necessarily implies that the heterogeneity between regions increases (a rise in the
between component).

Table 2.3 shows the within component of the Theil index for the administrative/
political regions —-NUTS I (7 regions), NUTS II (17 Autonomous Communities) or
NUTS III (50 Provinces)— and also for the 806 Spanish LLMs and the proposed
Economic Regions (8 regions) based on these LLMs. The table tests the homogene-
ity of the employment distribution, both total and by gender.

Despite the scale effect, i.e. ceteris paribus, intraregional inequality decreases
with the number of regions, the within component for the eight Economic Regions is
clearly lower than for any of the NUTS regions. In other words, the proposed
classification shows a higher degree of internal homogeneity in the distribution of
employment, i.e. the local labour markets grouped under size and distance criteria
are more coherent (even by gender) than any other political-administrative division
of the territory.

Understandably, the Economic Regions formed by grouping the 806 LLMs are
less homogeneous in terms of employment distribution than the LLMs considered
independently, such heterogeneity being mainly due to the lower tiers of LLMs, i.e.
LIM4 and LLMS5, where industry-specific factors play a greater role in the distribu-
tion of employment. We have to bear in mind that LLMs are originally built to
specify homogeneous local labour markets and therefore any other technical clus-
tering, even those based on these LLMs as is the case here, will result in less
homogeneous regions.

However, it must be stressed that the eight Economic Regions resulting from
aggregating the LLMs , in contrast with any type of administrative division of the
territory, have economic meaning and incorporate relevant approaches from
Regional and Urban Economics. This regionalization scheme offers the researcher
a concept of the Economic Region that has a better interpretation and analysis in
terms of the Urban and Regional Economics literature.
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Table 2.4 Economic regions versus administrative regions: the Theil index and the within
component by industry, in Spain, 2001

Theil WITHIN component

NUTS I
Economic LLMs NUTS III  Aut.
regions (806 provinces Comm. NUTS 1
Theil index (8 units) units) (50 units) (17 units) (7 units)
Total 1.0176 09777 0.1826  0.4905 0.5489 0.6338
Agriculture, hunting and 3.7286 3.5730 0.8932 1.7720 2.2061 2.4371
forestry activities
Fishing 3.0814 2.8681 0.9450 1.7421 2.1803 2.4068
Extractive industries 2.3362 1.8050 1.2637 1.6909 1.8861 1.9688
Manufacturing 2.6969 2.0901 1.5886  2.0602 2.1955 2.2682
Production and distribution 2.0300 1.6178 1.1236 1.4548 1.5679 1.6292
of energy
Construction 2.5604 1.9500 1.4719 1.9139 2.0522 2.1082
Minor sellers; repairs 2.5406 2.0265 1.3782 1.7941 1.9193 1.9189
Hotels and restaurants 2.9777 2.0502 1.6686 2.1410 2.2983 2.3183
Transportation, storage and 3.4599 2.4150 2.0852  2.6019 2.7499 2.8005
communications
Financial intermediation 34331 2.3208 1.9631 2.5118 2.6880 2.7438
Education 2.7992 2.1429 1.7305 2.1803 2.2864 2.3337
Health and veterinary 29176 2.2251 1.8073 2.3000 2.4296 2.4927
activities
Other social activities and ~ 3.0352 2.2775 1.8804  2.4261 2.5642 2.6192
services for households
Household activities 2.9100 2.0937 1.6680  2.1373 2.2871 2.3427

Source: 2001 Spanish Census, INE (2007)

An additional analysis is carried out in Table 2.4 to evaluate the spatial patterns
of distribution of employment for the same regions, though this time by industry.
The 2001 Spanish Census offers employment figures for sixteen (16) types of
industries.

The results for the Theil index once again show that LLMs are the best possible
aggregation in terms of homogeneity, while Economic Regions are generally the
second best. The primary sector and extractive industries tend to be highly
concentrated in specific territories, and therefore neither the size nor location of
the LLM determines its industrial specialization, but rather the location of natural
resources. In other studies, the NEG fails to explain the distribution of economic
activity in these cases. That is why provinces are found to be more homogeneous
areas than the proposed Economic Regions for these industries. However, for the
remaining sectors, i.e. those for which the location does not depends on the primary
location of natural resources and where scale and agglomeration economics are



40 F. Rubiera-Morollén and A. Vifiuela

especially relevant, Economic Regions are more homogeneous than provinces
despite there being only 8 classes versus the 50 provinces.

It is widely known that provinces and autonomous communities are an adminis-
trative division of the territory that respond to political, sociological or historical
will, but have no economic meaning, as they could be interpreted as the sum of
different local or provincial governments. In other words, they are not
homogeneous.

In the light of the analysis of homogeneity in terms of the distribution of
employment, we conclude that Economic Regions are as good as provinces and
clearly better than other administrative regions in pure terms of internal homoge-
neity and between class heterogeneity. However, it should also be recalled that
Economic Regions have an added advantage: they have economic meaning and
allow regional researchers to interpret the results obtained in line with the New
Economic Geography and previous contributions of the regional and urban
literature.

To conclude this evaluation, we would like to show some examples of spatial
location of industries in Spain using the proposed Economic Regions. A Location
Quotient (LQ) is calculated by LLM to identify the degree of specialization in the
different types of industries. The LQ is the simplest way of measuring the speciali-
zation of a territory and can be calculated as:

n

a
E :e,\i
i=1

n
2
i=1
LQXa == E, —

E

where:

LQ,, = location quotient of sector x in synthetic region a,

n = number of spatial units in synthetic region a,

¢’,; = employment in sector X in spatial unit i of synthetic region a,
¢; = total employment in spatial unit i of synthetic region a,

E. = total employment in sector X in Spain, and

E = total employment in Spain.

The following maps show the LLMs specialized in Business Services and Real
Estate Activities (Fig. 2.6), Financial Services (Fig. 2.7) and Manufacturing
(Fig. 2.8), i.e. those areas where the LQ index is higher than one.

First of all, it should be stressed that in many cases the industries are highly
concentrated in local areas that do not coincide with any of the administrative
divisions commonly used, even at the highest level of disaggregation, i.e.
municipalities. This calls for a higher level of internal coordination between
municipal and even provincial and autonomous community institutions in the
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Fig. 2.6 Local labour markets specialized in Business Services and Real Estate Activities, Spain,
2001 (Source: Own elaboration with data from the 2001 Spanish Census, INE (2007))

¢
Yo g

Fig. 2.7 Local labour markets specialized in Financial Services, Spain, 2001 (Source: Own
elaboration with data from the 2001 Spanish Census, INE (2007))
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Fig. 2.8 Local labour markets specialized in Manufacturing, Spain 2001 (Source: Own elabora-
tion with data from the 2001 Spanish Census, INE (2007))

design and implementation of, industrial, employment, infrastructure or transporta-
tion policies, among others.

Distance and size affect location patterns, and this can be easily proved by
comparing the patterns of specialization maps with the map of the proposed
Economic Regions, i.e. LLMs classified by size and distance. We can observe a
strong concentration of higher-order services, such as Business Services and Real
Estate Activities, in the larger metropolitan areas and a similar pattern of distribu-
tion for Financial and Insurance Activities, with a major preference for metropoli-
tan areas and the next lower-tiered cities. On the other hand, as theory predicts, the
higher wages and land rent in the bigger cities push manufacturing activities out of
the major agglomerations, but these activities still tend to locate close to them. That
is, distance to the market matters.

In summary, this is an example of how patterns of concentration can be analysed
using the proposed Economic Regions and how the same type of analysis could be
very limited if based on any other administrative division of the territory, whether
provinces, autonomous communities, NUTS I or even municipalities.
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Chapter 3
Polycentric Metropolitan Areas in Europe:
Towards a Unified Proposal of Delimitation

Rafael Boix, Paolo Veneri, and Vicent Almenar

3.1 Introduction

Metropolitan areas concentrate the main share of population, production, and
consumption in developed countries. They are likely to be the most important
units for economic, social, and environmental analysis as well as for the develop-
ment of policy strategies.

The metropolitan area does not fit well with administrative boundaries. Metro-
politan areas change over space and time, reflecting the evolution of economy and
society. Its assimilation with the administrative city, region or province usually
introduces severe drawbacks when the metropolitan area is only part of this
territorial unit, or when it considerably exceeds administrative boundaries.

Unfortunately, discussion about the boundaries of a metropolitan area does not
restrict the accuracy of the indicators. It does affect the welfare of residents when

! An example of the first problem is the assimilation of the metropolitan area of Barcelona to the
province. Province data averages the results of the indicators and dissolves some of the
potentialities and problems of the real metropolitan area. On the other hand, Milan and Madrid
constitutes an example of the second case, where the limitations of data force the use of the
province, too small to capture the real extension of both areas. In this case, the areas have
expanded out of the administrative boundaries, and we could erroneously conclude that there is
a reduced presence of some activities or maybe even their disappearance altogether if they moved
out of the administrative limits.
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the definition of “metropolitan area” is transformed in policies affecting the basic
pillars of competitiveness, social cohesion, environment, quality of life, and
governance.

A second issue arises from the fact that the comparison between metropolitan
units identified in different countries is difficult as countries use different
methodologies. In several countries no definition of metropolitan units has been
carried out at all. International institutions, more than others, have tried to find
general methodologies to map metropolitan areas (OECD 2006; OIR 2006), though
this represents a difficult aim due to the existence of different territorial structures
across countries.

This significant problem appeared when we tried to perform comparative
research between Spain and Italy using metropolitan areas as units of analysis.
No official definition of “metropolitan area” was available and the few available
approximations made by researches or institutions, when conceptually feasible,
where not comparable. Considering these problems, this chapter aims to identify
metropolitan areas in Spain and Italy using similar methodologies. The identified
metropolitan units have three basic purposes. The first is to provide a general view
of the characteristics of each country’s metropolitan reality. The second is the
comparison of the metropolitan processes of both countries, and the third is the
identification of metropolitan units that can be used in subsequent analysis. This has
been done focusing on two approaches to the concept of metropolitan area. First, a
general methodology applicable to most European Union (EU) countries is used, in
this case, the Functional Urban Area (FUA) methodology as proposed by
GEMACA (1996). Second, a native methodology Dynamic Metropolitan Area
(DMA) specifically designed to deal with the particular characteristics of network-
ing and polycentricity has been used. We assess the results of their application to
Spain and Italy, two very similar countries in terms of social, economic, and
territorial structures, and expand the discussion to their use in other countries.

The research proposes two contributions. Firstly, from the methodological point
of view, we expand traditional approaches to the identification of metropolitan
areas to introduce a new category we named “network approach”, which explicitly
recognises that metropolitan areas are cliques of networks of cities, and can be
monocentric or polycentric. This fact is recognised in the proposal of a methodol-
ogy of identification named DMA. Secondly, there is a lack of detailed empirical
comparative studies on the identification of metropolitan areas in different countries
using similar methodologies. The lack of official definitions as well as the scarcity
of studies to identify metropolitan areas in Spain and Italy is perceived as a severe
drawback that dissuades from the use of metropolitan areas as units of analysis in
both countries This chapter provides two sets of metropolitan areas, identified using
rigorous approaches and replicable standards that can be used by other researchers
in subsequent investigations.

The chapter is structured as follows. The second section discusses the
approaches used to identify metropolitan areas in European countries. The third
provides a review of previous studies in the identification of metropolitan areas in
Spain and Italy. The fourth proposes two methodologies for the identification of
metropolitan areas in the two countries. The fifth section presents the results of their
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application to the two countries. The work ends with concluding remarks and
a short discussion about an agenda towards unified identification of metropolitan
areas in Europe.

3.2 General Approaches to the Definition of Metropolitan Areas

Identification of metropolitan areas can be carried out using four basic approaches.
Three have been identified in the Espon 1.4.1 Report (OIR 2006):

1. The “administrative” approach identifies metropolitan areas on the basis of the
status of previously definite legal or administrative units. It is conceptualised as
an instrument for purposes of governance and control. The identification departs
from local or provincial boundaries and applies criteria to distinguish between
metropolitan and non-metropolitan units (population thresholds, governmental
decisions, historical reasons, etc.). Examples of administrative criteria can be
found in OECD reports (OECD 2006) and in empirical applications of the
ESPON FUAs (Table 3.1).

2. The “morphological” approach identifies metropolitan areas as those continuous
urban settlements that reach certain thresholds of density, dimension or degree
of urbanisation. The metropolitan area is conceptualised as a physical object,
without referring to any relational consideration. Serra et al. (2002) provide an
example of the application of this criterion (Table 3.1), and another example can
be found in a study by Rozenblat and Cicille (2003).

3. The “functional” approach defines metropolitan areas as economic and social
entities, not as mere geographical areas (OIR, 2006 — p. 17). Administrative
boundaries are no longer a priority criterion and the focus is shifted to the
functional relationships between the units that form the metropolitan area.
Using this approach, a metropolitan area is defined as an area of interaction
between a “core” (which may be defined using morphological criteria as popu-
lation or employment thresholds) and its hinterland of neighbouring
municipalities, which show a significant relationship with the core (usually
approximated with travel-to-work commuting flows). Examples of this criterion
can be found in the Functional Urban Regions (FUR) identified by the
GEMACA group (1996) and the USA metropolitan areas (Table 3.1).

We propose a fourth “network” approach, which recognises that the interactions
characterising a metropolitan area takes place in multiple directions and levels, so
that the the area is defined by a complex and multidirectional network of
interactions between actors placed in several interconnected layers. The basic

2Freeman (2005) provides a comparison between the characteristics and results of the US
metropolitana areas, GEMACA and Urban Audit.
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representation of the metropolitan area can be reduced to a dense network of cities.
This approach has two basic implications.

The first implication is that the basic model is polycentric and can have several
first-order centres. Thus, the monocentric model is only a constrained form of the
polycentric one. This also leads to a change of paradigm, from central places to
network models (Camagni and Salone 1993).

The second implication is that the methodologies of identification of metropoli-
tan areas will evolve towards graph-based methods, found on the systems theory,
better prepared to deal with polycentricity, networking, and increasing complexity.

In fact, we can consider morphological and functional approaches as restricted
versions of the network approach, where there are important constraints in the
available information, as well as a notable reduction in conceptual complexity.

While the administrative approach is clearly inadequate in identifying economi-
cally and socially-integrated urban areas, the morphological approach presents the
further problem of finding cities which are too small and inappropriately calling
them metropolitan areas. The functional approach appears to be a suitable method
as it takes into account socioeconomic relations between several units which form
the metropolitan area. However, it is limited in its complexity and is implicitly
based on monocentricity. If the aim of the analysis is the study of urban
polycentricity or, in general, of the urban spatial structure, the network approach
appears to be the most suitable. In the absence of symmetrical information, it is
possible to combine several criteria in order to apply the best option when available,
or as an alternative otherwise, for instance in the definition of Larger Urban Zones
(LUZ) by Urban Audit (Table 3.1).

3.3 Metropolitan Areas in Spain and Italy: A Review of the
Literature

3.3.1 Spain

The Spanish Constitution (art. 141.3 and 152.3) grants the possibility to associate
sets of contiguous municipalities in territorial entities that are different from the
region or the province they belong. The law of local corporations (LRBRL, art. 43)
asserts that metropolitan areas are local entities composed of the municipalities of
large urban agglomerations with social and economic linkages, where joint coordi-
nation and planning is necessary.

First attempts aimed to identify metropolitan areas in Spain involved the
Direccién General de Urbanismo of the Ministry of Housing (1965, 1967). The
morphological criterion, inspired by Davis (1959), consisted of the identification of
a central core of at least 50,000 inhabitants, and a strong socioeconomic relation-
ship between the core and surrounding municipalities. The whole metropolitan area
should have a population of at least 100,000 inhabitants, a density larger than 100
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inhabitants/km?, high rates of growth, and contiguity. Following these criteria, 26
areas were identified in 1960 (34 % of the national population), and 24 in 1967
(36 % of the national population).’

A second approach, also from an institutional source, is found in the “III Plan de
Desarrollo Econdmico y Social” (1972). The document proposes three criteria to
identify metropolitan areas: statistics, economic development, and planning. The
application of the statistical criterion to 1965, 1969, and 1985 provided 25, 30 and
32 statistical metropolitan areas, respectively (De Esteban 1981).

The Ministry of Housing (Ministerio de Vivienda 2000, 2005, 2007) has recently
provided other maps, though these are more centred on the identification of urban
rather than metropolitan areas. The procedure follows a morphological approach
that departs from data of population, housing, territorial structure, urban dynamics,
and the transportation network. The Spanish territory has 82 LUAs (with at least
one municipality containing more than 50,000 inhabitants), and 269 Small Urban
Areas. The first has 9 % of Spanish municipalities and 71 % of the country’s total
population, and can be considered a proxy of the metropolitan phenomenon.

Serrano (2006) adopts a morphological approach to identify urban areas and
agglomerations in Spain. This category contains those continuous areas formed by a
central municipality of more than 75,000 inhabitants surrounded by a belt of
municipalities, so the entire area has at least 100,000 inhabitants. The belt is
determined using distance-based criterion; namely 40 km from the central city for
the large areas, and 15 km for the small areas. For the year 2001, Serrano identified
45 urban agglomerations which have 9 % of the Spanish municipalities and 61 % of
the total population. The largest agglomerations are Madrid (41 municipalities and
five million inhabitants), Barcelona (74 municipalities and 3.8 million inhabitants)
and Valencia (63 municipalities and 1.56 million inhabitants). This methodology
is quite simple and only population and distance data are required. On the other
hand, no justification is raised for the election of the distance thresholds and why
they are the same for the range of large and small urban areas. In fact, the small
number of municipalities surrounding Madrid suggests the inability of this mor-
phological criterion to take into account the socioeconomic structure of complex
metropolitan areas.

Clusa and Roca (1997) provide an algorithm in two stages for the identification
of the metropolitan area of Barcelona, based on the former USA Federal Register
(Office of Management and Budget 1990) procedure for the identification of
metropolitan areas in New England. In the first step, they identify a central core
as a municipality of more than 50,000 inhabitants, plus those municipalities in
which at least 15 % of their resident employees commute to this municipality. The
hinterland is formed by those municipalities in which at least 15 % of their resident
employees commute to the central core. In comparison with the USA procedure,
Clusa and Roca iterate the criterion four times to form the hinterland, each time

3 A review of the identification of metropolitan areas in Spain from 1960 to 1980 is provided by De
Esteban (1981).
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using the result of the previous iteration as the core. Contiguity criteria are used
after the last iteration. As labour markets tend to be self-contained, the choice of
four iterations is based on the empirical fact that after the third iteration the number
of municipalities included is very small, and in subsequent iterations tend to be nil.
The area identified using this procedure for the year 1991 has 145 municipalities
and 4.2 million inhabitants.

This criterion has been applied to the entire region of Catalonia by Trullén and
Boix (2000) and Boix and Galletto (2004) who identify five metropolitan areas and
their evolution since 1986. Roca et al. (2005) extended the procedure to identify the
metropolitan areas of the seven largest cities in Spain in 1991 and 2001. The 2001
results remark the size of Madrid (608 municipalities and a population of 5.6
million), and Barcelona (227 municipalities and a population of 4.5 million).
With more than one million inhabitants they also identify Valencia (152
municipalities and a population of 1.7 million), Seville (60 municipalities and a
population of 1.4 million), and Bilbao (104 municipalities and a population of 1.1
million) as metropolitan areas.

Other attempts to identify metropolitan areas in Spain have been carried out at a
regional level. The administrative approach prevails when Public Administrations
approach the metropolitan area (e.g. Madrid is usually assimilated to the province
and Valencia to the county). The morphological approach prevails in Martinez de
Lejarza and Martinez de Lejarza (2002) for Valencia, and Sanchez (1998) for
Zaragoza. Functional approaches have been applied to Barcelona by Salvador
et al. (1997), and to Andalusia by Feria and Susino (2005). Rubert (2005) applied
a pool of methodologies to Castellon.

Focusing on functional approaches in more detail, Esteban (1995) and Salvador
et al. (1997) applied the FUR methodology (Cheshire and Hay 1989; GEMACA
1996) to identify the boundaries of the metropolitan area of Barcelona. The latter is
similar to the FUR procedure proposed in the next section, and using 1991 data
produces a FUR composed of 131 municipalities and 4.1 million inhabitants.

Feria and Susino (2005) employ a functional approach based on absolute and
relative cut-offs of population and commuting flows. Following this approach, each
metropolitan area must have a central city of at least 100,000 inhabitants. The
hinterland is composed of those municipalities which send at least 15 % of their
resident employees to the central city, or where the commuters received from the
central city exceed 15 % of the local jobs. In both cases, the minimum flow must
reach 100 commuters. As this procedure performs better on centralised structures,
the authors propose that the relative threshold could also be reached by iterating,
although in this case they require a minimum value of 500 commuters. Contiguity
criteria are applied to obtain the final shape of the metropolitan areas. The proce-
dure identifies eight metropolitan areas in Andalusia, where the most important are
Seville (40 municipalities and 1.29 inhabitants) and Malaga-Marbella (29
municipalities and one million inhabitants).

From an international point of view, the OECD identifies three metropolitan
regions above 1.5 million inhabitants in Spain (Madrid, Barcelona and Valencia).
Urban Audit (2006) finds 18 LUZs, where Madrid (5.4 million inhabitants) and
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Barcelona (4 million inhabitants) are the largest metropolitan units. Rozenblat and
Cicille (2003) differentiate 22 Spanish large European agglomerations. ESPON
(2006) identifies 100 FUAs, where Madrid is the only above five million
inhabitants, and Barcelona, Valencia and Seville have over one million inhabitants
each one.

3.3.2 lItaly

Italian Metropolitan Areas is an institution legally recognised since the early 1990s
by national law n. 142. The law provides a general criterion to guide the identifica-
tion of metropolitan areas, where each pivotal municipality must be strongly
integrated from an economic, social, or cultural point of view. The act fixes nine
metropolitan areas, while the other five have been introduced by regional laws.
Despite the importance of the urban and metropolitan in Italy, there are very few
works aimed at identifying metropolitan areas.

Two decades before the metropolitan question was formally recognised in Italy,
scholars attempted to identify the boundaries of the Italian metropolitan areas. For
example, Cafiero and Busca (1970) adopted a morphological approach based on a
threshold of density and spatial contiguity in their research for SVIMEZ
(Associazione per lo sviluppo dell’industria nel Mezzogiorno). These criteria
have been used in other reports by SVIMEZ, and in Cecchini (1988), who identified
39 metropolitan areas. The main limitations of these procedures are the choice of
the size and density thresholds, and density and dimension. As a result, the findings
do not seem to fit well to different territorial situations (for example, the metropoli-
tan area of Milan seemed too big compared with the small area obtained for Rome).
A few years later, Vitali (1990) identified urban areas using a morphological
approach, in this case departing from the basis that each province’s capital is the
centre of a larger “area of attraction”. Around each centre, a circle is drawn to
delimit the area of attraction using a radius of 10, 15 or 20 km, depending on the
dimensions of the centre. The three identified groups of urban areas had the same
geographical extension and shape (circular).

Soon after the 1990s law n. 142 was established, several works were published
on the issue of metropolitan areas in Italy. Among those worth mentioning are
Bertuglia and La Bella’s (1991), and Costa and Toniolo’s (1992), where Italy’s
metropolitan question was discussed in a comprehensive way, from the role of
metropolitan areas in the global competition to the methodologies for the delimita-
tion of boundaries. Focusing more on the identification of metropolitan units,
Marchese (1997) obtained 32 metropolitan areas following a morphological proce-
dure in two steps. First, he selected all contiguous municipalities which showed a
certain threshold of employment density, then divided these continuums into four
groups on the basis of their dimensions. In the second step, he selected sets of
contiguous municipalities that could be considered metropolitan areas on the basis
of the existence of centrality factors, such as high rank services for families and
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firms. More recently, Basta et al. (2009) replicated the analysis of Marchese using
2001 Census data.

Among recent works, Bartaletti’s (2009) is worth mentioning. The study
identifies 33 metropolitan areas by taking into account commuting flows towards
metropolitan nodes, demographic dynamics, and the physical extent of built envi-
ronment. The author considers municipalities with a certain number of jobs in the
private sectors to be part of the metropolitan area. In another work by Tortorella and
Andreani (2009), 15 metropolitan areas are identified following a method adopted
in the US for the identification of the Metropolitan Statistical Areas (MSAs). The
algorithm combines three factors — the physical expansion of settlements, func-
tional relationships, and economic performances — in order to identify the extent to
which various rings of peripheral municipalities are integrated with the central core.
Finally, a very recent work by City Railways (2011) identifies 22 metropolitan
areas, where the latter are conceptualised as areas composed by a metropolis and its
functionally dependent hinterland. The basis of this work suggests in order to
identify a metropolitan area it is fundamental that the diverse parts of the area are
well connected through an appropriate transport network, as well as through strong
socioeconomic integration.

Regarding the institutional point of view, as far as the work of national and
regional institutions is concerned, ISTAT-IRPET (1989) provides the most signifi-
cant attempt to identify large urban units using a functional approach. It departs
from the previously identified local labour markets which are subsequently
aggregated in Functional Labour Regions. More specifically, by using 1981 Census
data, ISTAT-IRPET (1989) identified 995 local labour markets which merged in
177 Functional Labour Regions. Recently, the Italian government has proposed to
apply a population threshold to the 2001 local labour markets to identify these
Local Metropolitan Systems (Consiglio dei Ministri 2006 — p. 228). Although this
provides a feasible approach for small and medium metropolitan areas, local labour
markets are clearly inappropriate for the largest metropolitan areas, such as Milan
or Rome, which are formed by several local labour markets. The notion of Local
Metropolitan Systems was introduced by ISTAT (1997), for local labour markets
having at least a city of more than 250,000 inhabitants.

The annual ISTAT report (2007 and 2008) offers additional contributions for the
identification of “urban areas” and “functional regions”, starting from the 2001
local labour markets. The “Rapporto Annuale 2006” (ISTAT 2007, p. 137-147)
provides 32 labour markets with characteristics of LUZs coming from the third
Urban Audit report. Moreover, there are another 46 local labour markets defined as
urbanised, but are not considered in the Urban Audit 3 project. Finally, the
“Rapporto Annuale 2007 (ISTAT 2008, p. 149-153) identifies 41 metropolitan
regions as local labour markets which combine morphologically urban
characteristics and urban functions. These metropolitan regions cover 34.7 % of
the national population.
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3.4 FUR and DMA: Funtional and Network Methodologies

The general approaches mentioned in Sect. 3.2 of this chapter suggest the use of
functional and network methodologies when data are available. Two methodologies
are proposed: FUR by GEMACA 1I (1996) which is a functional methodology
applicable to most UE countries; and DMA, an improvement on Clusa and Roca’s
(1997) iterative methodology which is a network approach elaborated from the
basis of a functional methodology.

3.4.1 A Previous Thought About the Basic Territorial Unit
of Observation and the Use of Commuting Data

Perhaps the first problem of comparative research is the choice of the basic
territorial unit. In Anglo-Saxon countries it is usually the council, in Mediterranean
countries the municipality, whereas in others the typical election could be the
parish, districts, and so on. Even when using similar units we must deal with
different sizes and characteristics of these units. From this point of view, the use
of a homogeneous unit independent from the particularities of each country or
region appears reasonable. Recent working papers by OECD (2010) propose the use
of “building blocks” in the form of 1 km? grids which are subsequently aggregated
to form the core of the metropolitan area.

This proposal should be taken into consideration as it has the advantage of
homogeneity of the basic units of departure. However, some points should be
made. The first is that this is only viable when detailed micro data, including the
location (postal address) of the population, are available in all countries, which is
quite unusual. The absence of these data means the lineal homogenous assignation
of the population of the county or municipality to the grids do not have any evident
advantage regarding the use of the aggregated unit. The second point is if the use
of grids makes more social or economical sense than the use of counties
or municipalities, or, if we are looking for smaller units of departure, quarters of
postal districts. Again, it is not evident if the use of grids overcomes the problem
of heterogeneity, and/or rather than overcoming it introduces an artificial ecological
fallacy problem.* In any case, correct method of analysis continues to be an open
question, for which there is no sole solution. Careful reflection is necessary in the
first stage of the analysis. In the next sections, we follow the most extended tradition
by departing from the idea of the municipality as the basic territorial unit. Our
justification is that it better reflects the administrative, social, and economic spatial
structure.

* A third solution is suggested by Coombes (2000), who proposes the re-definition of localities
using synthetic data. Even though this relies on the availability of information, it provides an
interesting solution to the homogeneity of the units and their social and economic significance.



58 R. Boix et al.

A second relevant point is the use of commuting flow data as the basic measure
of interaction. Davoudi (2003) reports some objections to its use as a sole indicator
of interrelationship. Basically, the advantage of travel-to-work commuting is that it
incorporates a synthetic mix of social, economic, infrastructural, housing, and
administrative interactions. On the other hand, in an extended network approach,
as discussed in Sect. 3.2, the use of multi-layer information will provide a richer set
of measures in the future. In any case, even being critical, our experiences gleaned
over a long period suggests that travel-to-work commuting is an excellent synthetic
measure of interaction and deals perfectly with networking between cities.

3.4.2 Functional Urban Regions (FUR)

The concept of FUR was used for the first time by Berry (1967) for the USA.
In Europe, it was introduced by Cheshire and Hay (1989). The main reason for the
use of this concept was to identify comparable urban units across Europe, as Hall
and Hay (1980) had done several years before by introducing the similar concept of
Daily Urban System (DUS). Despite their name evoking the concept of a region,
FURs are metropolitan areas (Cheshire and Hay 1989) and the methodology for
their identification follows a functional approach, as their boundaries are deter-
mined on the basis of economic relationships (Davoudi 2008). The procedure
employed follows the works by GEMACA (1996, 2001) for the North-West Europe
Urban System?:

1. A core, composed of one or more contiguous municipalities with a density of at
least seven jobs per hectare and with no less than 20,000 jobs; and

2. A hinterland, which consists of all contiguous municipalities where at least 10 %
of the resident employees commute to the core. Municipalities that are
completely surrounded by the FUR are also included.

3.4.3 Dynamic Metropolitan Areas (DMAs)

Network methodologies to identify metropolitan areas could depart from aggrega-
tive (bottom-up) or partitive (top-down) techniques. In the first case, we group cities
in successive iterations to form the metropolitan area, whereas in the second the
objective is to divide the cities into blocks or clusters and subsequently decide
which of them have metropolitan characteristics. Most procedures included in our
proposal thus far have relied on bottom-up approaches.

5 Cheshire and Magrini (2008) use a variation of this procedure where the density of job per
hectare increases to 12.35. In the case of Spain and Italy both thresholds produce the same
empirical results.
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The network methodology we propose to map metropolitan areas is based on
adaptations by Clusa and Roca (1997) and Roca et al. (2005) of the USA Federal
Register’s methodology (Office of Management and Budget 1990). Similar to the
FUR, we can interpret that the metropolitan area is composed of a central core and a
hinterland. The main differences are that the initial relative threshold of commuting
between the core and the hinterland is exigent, although it is iterated to take
advantage of the trend of labour markets to be self-contained and the recursive
networking between cities.

However, we propose to conceptually overcome the traditional approach and
introduce the assumption that the core of the metropolitan areas can be polycentric.
We propose to lay aside the traditional logic behind core-hinterland, and to intro-
duce a logic based on the existence of a constellation of first order centres
organising a network of cities. This involves introducing a previous step in the
procedure to better differentiate between first and second-order centres, and to take
into account the polycentric nature of some of these areas. The complete procedure
is named Dynamic Metropolitan Area (DMA):

1. The first stage of the DMA algorithm aims to determine the “core network”,
formed by the “first-order centres” of the metropolitan area and their closer
network of cities. A first-order centre must have at least 50,000 inhabitants. The
core network is formed by one or more first-order centres and those
municipalities that commute at least 15 % of their resident employees with
these first-order centres.®

2. Inthe second stage, as compared with the USA procedure, the rest of the network
of cities (similar to the hinterland in the traditional nomenclature) is aggregated
in four iterations. It is in this part of the procedure where the existence of
networking between cities is exploited. In the first iteration we include those
municipalities for which at least 15 % of resident employees commute to the
core network. This criterion is applied another three times, with “core” being the
result of the previous iteration. In other words: network 1 = core network +
municipalities commuting 15 % of their resident employment to the core;
network 2 = network 1 + municipalities commuting 15 % of their resident
employment to network 1, etc. Contiguity criteria are used after the last iteration,
such that all isolated municipalities which are completely surrounded by others
that belong to a DMA are included, while those that are not contiguous are
excluded. In the network logic, contiguity is not strictly necessary, but it does
help to produce a more compact metropolitan unit.

S After 1991, the Federal Register introduced several changes in the identification of the core and
has increased the commuting threshold to 25 % in order to prevent growth of the statistical units. It
is noted that its primary assignment is not to identify metropolitan areas, but rather to provide
manageable statistical units. However, as our purpose is different, we prefer to base our procedure
on the former 1990s methodology due to the fact that: (1) the 2001 version eradicates cities and
towns in favour of counties and reduces its applicability to Spain and Italy; and (2) based on
previous research, the 15 % threshold is considered to produce good results.



60 R. Boix et al.

However, in the large metropolitan areas it is usual to find several contiguous
and non-contiguous cities with more than 50,000 inhabitants, making it difficult to
differentiate a first-order centre from a second-order sub-centre, or to avoid the
assignation of the sub-centres of a polycentric metropolitan area to different areas.
To separate first-order centres (central cities in the traditional nomenclature) from
other large municipalities, we propose a pre-application of the procedure so that:

1. The percentages of commuters between all potential first-order centres are
calculated. If one of these cities sends more than 15 % of its total commuting
to another, the first is considered a sub-centre of the latter. If both cities each
share more than 15 % of their total commuters, then both have to be considered
to be a unique central network of the same metropolitan area.

2. A recursive pre-application of the procedure is proposed in order to differentiate
first-order centres from the remaining second-order sub-centres. Thus, if in some
of the four iterations a potential first-order centre reveals a city of the core
network or the peripheric network of another metropolitan area, this city is
removed from the list of first-order centres and the pre-application starts again
until it separates all first-order centres from second order sub-centres holding
more than 50,000 inhabitants.

3.4.4 Consolidation of FURs and DMAs

Following the Federal Register (Office of Management and Budget 1990), contigu-
ous FURs or DMAs can be aggregated in a single area if some conditions are
respected. To simplify these conditions, we consider that two areas must be
aggregated in only one metropolitan area if some of them have a flow of commuters
from one to another of more than 10 % of their total resident employees. If the
percentage is close although lower to the 10 %, the integration is done if there is
other robust evidence that the areas are economically and socially-integrated.

3.4.5 Names of the FURs and DMAs and Classification by
Intervals

For simplicity, the name of the FUR or DMA corresponds to the name of the largest
city.

Following the suggestion by the Federal Register (Office of Management and
Budget 1990) and GEMACA (2001), we propose to divide the FURs and DMAs in
four intervals or classes regarding the total size of the areas:
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1. Level A, formed by metropolitan areas larger than one million inhabitants;

2. Level B, formed by metropolitan areas between 250,000 and one million
inhabitants;

3. Level C, formed by metropolitan areas between 100,000 and 250,000
inhabitants; and

4. Level D, formed by metropolitan areas with less than 100,000 inhabitants.

3.5 Application and Results

Most data for the identification of metropolitan areas in Spain and Italy (population,
employment, and commuting) come from the 2001 national censuses undertaken by
the Spanish Institute of Statistics (INE) and the Italian Institute of Statistics
(ISTAT). Land data has been obtained from national property registers. Carto-
graphical basic layers used for GIS (municipalities and regions) come from INE and
ISTAT.

3.5.1 Functional Urban Regions

The FUR procedure identified 65 FURs in Spain. They contain 51 % of
municipalities (4,200), 76 % of the population (31 million), and 77 % of employ-
ment (16.3 million jobs). There are five Level A FURs (above one million
employees) which have 13 % of Spanish municipalities, 35 % of the national
population, and 38 % of employment (Table 3.2). Madrid is the largest FUR, with
575 municipalities, 5.9 million inhabitants, and 2.6 million employees. Barcelona
has 174 municipalities, 4.3 million inhabitants, and 1.9 million employees. Valencia
has 150 municipalities, 1.7 million inhabitants, and 700,000 employees. Seville has
57 municipalities, 1.3 million inhabitants, and 480,000 employees. Bilbao has 87
municipalities, 1.06 million inhabitants, and 420.000 employees.

There are 23 Level B FURs (between 250,000 and one million inhabitants).
They have 20.5 % of Spanish municipalities, 28 % of the population, and 27 % of
employment. There are 26 Level C FURs (between 100,000 and 250,000
inhabitants) which have 14.6 % of Spanish municipalities, and 10.5 % of population
and employment. Finally, the 11 Level D FURs have 3.8 % of municipalities, and
2 % of the population and employment.

Regarding their spatial distribution, FURs are distributed across the country.
However, the more extensive FURs tend to be localised in the centre-north of the
country, whereas the most populated tend to concentrate in the centre and north-east
(Fig. 3.1).

In Italy, 81 metropolitan areas have been identified through the FUR procedure.
They contain 43 % of municipalities (3,475), 67.6 % of the total population, and
71.5 % of employment. There are six Level A FURs, which have 14.4 % of Italian
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Table 3.2 Metropolitan areas in Spain and Italy. Main results. Total values

(a) Functional Urban Regions

FURs No. of areas Municipalities Population Employment
Spain

Level A (>1,000,000) 5 1,043 14,436,219 6,180,480
Level B (250,000-1,000,000) 23 1,666 11,412,405 4,438,068
Level C (100,000-250,000) 26 1,185 4,251,746 1,676,858
Level D (<100,000) 11 306 869,903 348,329
Total Spanish FURs 65 4,200 30,970,273 12,643,735
Total Spain 8,108 40,847,371 16,329,713
Italy

Level A (> 1,000,000) 6 1,172 17,361,480 6,417,324
Level B (250,000-1,000,000) 34 1,217 14,794,555 5,559,483
Level C (100,000-250,000) 38 1.036 6,124,900 2,336,696
Level D (<100,000) 3 50 250,452 104,770
Total Italian FURs 81 3,475 38,531,387 14,418,273
Total Italy 8,101 56,995,744 20,993,732
(b) Dynamic Metropolitan Areas

DMAs No. of areas Municipalities Population Employment
Spain

Level A (>1,000,000) 5 1,049 14,506,823 6,219,367
Level B (250,000-1,000,000) 24 1,672 11,326,179 4,409,462
Level C (100,000-250,000) 24 990 3,951,546 1,568,868
Level D (<100,000) 14 258 1,091,995 402,086
Total Spanish DMAs 67 3,969 30,876,543 12,599,783
Total Spain 8,108 40,847,371 16,329,713
Italy

Level A (>1,000,000) 6 1,355 17,479,230 6,510,073
Level B (250,000-1,000,000) 31 1,614 14,956,574 5,779,957
Level C (100,000-250,000) 40 905 6,358,585 2,308,902
Level D (<100,000) 9 88 766,873 281,186
Total Italian DMAs 86 3,962 39,561,262 14,880,118
Total Italy 8,101 56,995,744 20,993,732

Source: Elaboration from INE (Spain) and ISTAT (Italy) Census Data, 2001

municipalities, 30.5 % of the national population, and 32.4 % of the total employ-
ment. The largest FUR is Milan, with 499 municipalities, 5.2 million inhabitants,
and 2.4 million employees. Rome is the second biggest, with 239 municipalities,
4.3 million inhabitants, and 1.5 million employees. Naples, Turin, Florence, and
Palermo have 125, 215, 51 and 43 municipalities, as well as 3.5, 2, 1.2 and 1 million
inhabitants, respectively. Naples has 778,000 employees, Turin 826,000, Florence
528,000, and Palermo 224,000.

There are 34 Level B FURSs that represent 15 % of Italian municipalities, 26 % of
the population, and 27.4 % of the total Italian employment. The 38 Level C FURs
have 12.8 % of municipalities, 10.7 % of the population, and 11.1 % of national
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employment. The three Level D FURs have 0.6 % of municipalities, 0.4 % of the

Italian population, and 0.6 % of employment.

Italian FURSs are distributed quite uniformly across the Italian territory, even if in
the north east part of Italy a higher density of FURs can be observed. Many
metropolitan areas are identified along the “Via Emilia” and the Po Valley, while
in the south the FURs tend to be more spatially separated (Fig. 3.1).
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The DMA procedure identifies 67 DMAs in Spain. They have 49 % of Spanish
municipalities (4,000), 76 % of the population (31 million), and 77 % of employ-
ment (16.3 million jobs). There are five Level A DMAs, which have 13 % of
Spanish municipalities, 35 % of the national population, and 38 % of employment
(Fig. 3.2; Table 3.2 and 3.3). Madrid is the largest DMA, with 548 municipalities,



3 Polycentric Metropolitan Areas in Europe: Towards a Unified Proposal of. . . 65

5.8 million inhabitants, and 2.6 million employees. Barcelona has 209
municipalities, 4.5 million inhabitants, and two million employees. Valencia has
129 municipalities, 1.7 million inhabitants, and 700,000 employees. Seville has 60
municipalities, 1.4 million inhabitants, and 480,000 employees. Bilbao has 108
municipalities, 1.1 million inhabitants, and 430.000 employees.

There are 24 Level B FURs which have 20.6 % of Spanish municipalities, 28 %
of the population, and 27 % of employment. There are 24 Level C FURs which have
12 % of Spanish municipalities, as well as 9.7 % of the national population and
employment. Finally, the 14 Level D FURs have 3.2 % of municipalities and 2.5 %
of the population and employment.

The application of the DMA procedure to Italy identifies 86 urban areas. They
have 48.9 % of Italian municipalities (3,962), 69.4 % of the total national population
(39.6 million), and 73.4 % of employment (14.2 million jobs). There are six Level A
DMAs, which have 16.7 % of the Italian municipalities (1,355), 30.7 % of the
population, and 32.7 % of employment (Fig. 3.2; Table 3.2 and 3.3). The rank of
the first DMAs is the same as in the FUR case. Thus, Milan is the biggest metropolitan
area, with 597 municipalities, 5.3 inhabitants, and 2.4 million employees. Rome is the
second, with 200 municipalities, 4.2 million inhabitants, and 1.5 million employees.
Naples has 119 municipalities, 3.4 million inhabitants, and 757,000 employees. Turin
has 341 municipalities, 2.2 million inhabitants, and 896,000 employees. Florence has
59 municipalities, 1.3 million inhabitants, and 580,000 employees. Finally, Palermo
has 39 municipalities, one million inhabitants, and 222,000 employees.

Regarding the other dimensional classes of metropolitan areas identified with the
dynamic procedure, there are 31 Level B DMAs which have 19.9 % of the Italian
municipalities, 26.2 % of the population, and 28.6 % of the total national employ-
ment. The 40 Level C DMAs have 11.2 % of municipalities and population, and
10.8 % of total employment. Finally, the nine Level D DMAs have 1.1 % of total
municipalities and 1.3 % of the national population and employment (Table 3.3).

3.5.3 FUR, DMA and NUTS3

It is noticeable that FUR and DMA methodologies produce very similar results
regarding the total figures and their distribution among levels in both countries. The
spatial patterns of distribution are also very similar. In Spain, the different criteria
for the identification of the cores provide the basis for the inclusion in FUR of some
smaller local labour markets, such as Vic, Arona or Avila, whereas these cities do
not comply with the DMA initial criterion. On the other hand, due to the iterative
procedure, DMA produces more clearly defined boundaries in both countries, and
facilitates the consolidation in more compact metropolitan areas of Jerez-Cadiz and
Badajoz-Caceres-Merida in Spain, and Sassuolo and Modena in Italy.

However, there is a strong difference between metropolitan areas (FURs and
DMAs) and NUTS3 (provinces) in both countries. NUTS3 is too small to charac-
terise Madrid, Rome and Milan, but usually too large to catch the rest of the
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Table 3.3 Metropolitan areas in Spain and Italy. Main results. Percentages

(a) Functional Urban Regions

FURs Municipalities (%) Population (%) Employment (%)
Spain

Level A (>1,000,000) 12.9 353 37.8
Level B (250,000-1,000,000) 20.5 27.9 27.2
Level C (100,000-250,000) 14.6 10.4 10.3
Level D (<100,000) 3.8 2.1 2.1
Total Spanish FURs 51.8 75.8 77.4
Total Spain 100 100 100
Italy

Level A (>1,000,000) 14.5 30.5 30.6
Level B (250,000-1,000,000) 15.0 26.0 26.5
Level C (100,000-250,000) 12.8 10.7 11.1
Level D (<100,000) 0.6 0.4 0.5
Total Italian FURs 42.9 67.6 68.7
Total Italy 100 100 100
(b) Dynamic Metropolitan Areas

DMAs Municipalities (%) Population (%) Employment (%)
Spain

Level A (>1,000,000) 12.9 355 38.1
Level B (250,000-1,000,000) 20.6 27.7 27.0
Level C (100,000-250,000) 12.2 9.7 9.6
Level D (<100,000) 3.2 2.7 % 2.5 %
Total Spanish DMAs 49.0 75.6 77.2
Total Spain 100 100 100
Italy

Level A (>1,000,000) 16.7 30.7 31.0
Level B (250,000-1,000,000) 19.9 26.2 27.5
Level C (100,000-250,000) 11.2 11.2 11.0
Level D (<100,000) 1.1 1.3 1.3
Total Italian DMAs 48.9 69.4 70.9
Total Italy 100 100 100

Source: Elaboration from INE (Spain) and ISTAT (Italy) Census Data, 2001

metropolitan areas. In the case of Madrid and Milan, the metropolitan area expands
to another six provinces, where Madrid basically absorbs the neighbouring province
of Guadalajara and Milan absorbs Lodi. Only in rare cases (Alava and Valladolid in
Spain, and Taranto and Pescara in Italy) are the metropolitan areas close to
administrative boundaries.

The results show an additional issue in the consideration of FUR and DMAs
below 100,000 inhabitants as true metropolitan areas, as well as in Spain the case of
the autonomous cities of Ceuta and Melilla (isolated in the north of Africa). As the
classification in levels allows the filtering, our position has been to provide the
results according to the proposed criteria. However, we do warn against this fact
and let potential users of these results make the final decision (Fig. 3.3).
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3.6 Conclusions: Towards an Agenda for a Unified Proposal
of Delimitation of Metropolitan Areas in Europe

The aim of the research is to identify metropolitan areas in Spain and Italy using
comparable methodologies in order to: give evidence about the metropolitan
processes in each country; provide a comparison between the metropolitan
configurations of both countries; and generate metropolitan units to be used in
other research. For these purposes, FUR (functional approach) and DMA (network
approach) methodologies have been used. Several conclusions have been made.

First, both methodologies produce very similar results. This can be explained
because the lower commuting shares of the FUR procedure tend to converge to
the iterative results of the DMA algorithm. This unexpected coincidence reinforces
the feasibility of the commuting thresholds in both procedures and the validity of the
metropolitan units identified to be used in further research.

Second, metropolitan areas (both FURs and DMAs) clearly diverge from the
administrative boundaries (regions or provinces). As a matter of fact, the points
highlighted in this section should help focus on the discrepancy between
the administrative level of governance and the functional urban organisation of
the territory.

Third, there is a high level of metropolitanisation in both countries analysed. These
results support the relevance of metropolitan areas as socioeconomic units of analysis,
and their importance in the design and implementation of policy strategies. In particu-
lar, we identified 65 FURs and 67 DMAs in Spain, which have about 50 % of
municipalities, 76 % of the population, and 77 % of employment; and 81 FURs and
86 DMAs in Italy, which have between 43 % and 49 % of municipalities, 70 % of the
national population, and about 72 % of national employment.

Fourth, almost half of the metropolitan population and employment is concentrated
in the largest metropolitan areas of the country; those which hold over one million
inhabitants. In terms of FUR or DMA, there are five large metropolitan areas in Spain
(Madrid, Barcelona, Valencia, Seville and Bilbao) which hold about 35 % of the
national population and 38 % of employment. In Italy, there are six large metropolitan
areas (Milan, Rome, Naples, Turin, Florence, and Palermo) which have about 30 % of
the national population and 32 % of employment. These results suggest that the
metropolitan areas are keystones to be considered for the implementation of economic
policies, and will face globalisation and competitiveness.

On the basis of these results, we propose to advance an agenda towards a unified
delimitation of metropolitan areas in Europe. This could be implemented through
successive stages. First, the proposed procedures should be applied to other countries
where commuting data are available (e.g. France, Germany, Portugal, the UK, etc.).
This allows for corrections and improvements in the methodology if necessary. Herein
lies the problem with countries where commuting data are not available. However, in
this case a provisional solution can be provided by means of the dynamisation of stock
data; this is, through estimation of the interaction between cities by means of gravity
models. The second stage of the agenda involves coordination of the National Statistic
Offices to homogenise commuting statistics without losing the detail of cross-country
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interactions. This also allows cross-country metropolitan areas to be taken into
account, and to extend the use of functional and network methodologies to identify
mega-regions, currently identified using morphological approaches.

The third stage is the use of full-network procedures based on the integration of a
full range of measures of interaction in multiple layers. However, this stage appears
not to be possible until the distant future.

Acknowledgment The opinions expressed and arguments employed here are the responsibility
of the authors and do not necessarily reflect those of the OECD.
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Chapter 4
Measuring Metropolitan Areas: A Comparative
Approach in OECD Countries

Monica Brezzi, Mario Piacentini, and Daniel Sanchez-Serra

4.1 Introduction

Metropolitan areas play a crucial role on the economic performance of countries.
They tend to concentrate important shares of the national population and economic
activity, but also important shares of innovation, highly educated workers and
infrastructures. The 90 largest metropolitan areas in OECD countries, for example,
account for around 40 % of OECD population and almost 50 % of its economic
activity (OECD 2011).

The links between urbanisation and productivity growth — so-called “agglomer-
ation economies”, addressed in the economics literature since long time, are critical
to the higher levels of productivity and income per capita we typically find in urban
areas. Metropolitan areas might confer economic advantages to the firms located
within them as they allow increased interactions of economic agents. The concen-
tration of workers and firms located in close proximity contribute to increase
innovation and technology transfer, and reduce operational cost which have an
impact on productivity increments and growth promotion. On average, OECD
metropolitan regions have been growing faster than the total OECD in terms of
population and GDP per capita (OECD 2011).
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The economic and social role of cities in the national and regional performance
has increased the consciousness for policy makers of the importance of metropoli-
tan areas as strategic places. Currently, urban areas are experiencing profound
economic, environmental and social changes. They are key players of national
and transnational flows at a global scale and magnets of national and international
migration (Frey 2005). Urban areas not only concentrate people they also create hot
spots for energy and natural resource consumption, emissions of pollutants and
greenhouse gases, and are the places where high income disparities are observed
(Brender et al. 2007). As such, urban areas should be treated as interdependent
systems on whose dynamics depend the quality of life of large part of the population
and the strength of the economy of countries.

Additionally, the form and speed of urban development has been, purposely
or not, affected by a variety of regional policy interventions, from spatial planning
to cluster policies. The changing spatial organisation of cities (evolving from
mono-centric agglomerations to more complex systems made of integrated cores
and sub-centres) directly affects the quality of life of urban dwellers, the demand for
transport infrastructures, the surrounding landscape, the directions of human and
capital flows and the global environmental footprint of urbanisation. Key goals of
regional policies, such as increased social cohesion, would critically depend on how
cities grow, interact among themselves and with their urban/rural hinterland.

Regional policies need sound information on the efficient use of resources (land,
energy, skilled labour, technology etc.) in urban areas, as well as a better account
for the fact that urbanisation can take many forms (suburbanisation of metropolitan
areas, networked medium cities, and growing towns in rural areas...). Despite
the recognised effect of metropolitan areas on the economy, on living quality
and on the environment, urban development is still poorly monitored. Moreover,
statistically robust comparisons of urban areas across countries are lacking. This
knowledge gap is partly due to the absence of an international agreement on what
we wish to measure, i.e. what is ‘urban’ and of what is the real area of a city’s labour
market (its functional area). A harmonised definition of functional urban areas can
help assess the links between the scale and type of urban growth and the sustainable
development of a country.

This chapter presents some recent work carried out at the OECD to develop an
international methodology for measuring the socio-economic and environmental
performance of urban areas (OECD 2012). This work is developing at a time when
maximising the sustainable growth potential of urban areas is at the hearth of policy
agendas in many OECD countries." A harmonised definition of functional urban
areas has the potential to improve the analysis of urban growth and performance,

! Please see EU (2011a) “Cities of Tomorrow: challenges, visions and ways forward”; EU (2011b)
“Territorial Agenda of the European Union 2020. Towards and Inclusive, Smart and Sustainable
Europe of Diverse Regions”; HM Government (2011) “Unlocking growth in cities” and HIS
Global Insight (2011) “U.S. Metro Economies”, Prepared for The United States Conference of
Mayors and the Council for the New American City.
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enabling comparative evidence about drivers and constraints. The contributions to
research and policy discussion made in this chapter are:

— First, an international methodology for the definition of urban areas applied to 27
OECD countries that classify more than 1,000 functional urban areas.” The
methodology identifies urban areas as functional economic units, characterised
by densely inhabited ‘urban cores’ and ‘hinterlands’ whose labour market is
highly integrated with the ‘cores’, by commuting flows. The development of a
harmonised functional economic definition overcome previous limitation linked
to administrative definitions, by increasing cross-country comparison.

— Second, the definition of urban areas takes into account the possibility of
polycentric development, since more cores physically separated can be included
in the same urban area. This enables a better illustration of the economic and
spatial organization of urban areas and can open up to consequent analysis on
governance challenges and economic development.

— Third, the methodology integrates information from geographical sources with
population data to get a better understanding of urban forms and urbanization
processes.

— Fourth, the methodology identifies for each country all urban systems with at
least 50, 000 population, enabling analysis of medium-sized urban areas and not
only of large metropolitan areas. Several studies confirm the important role that
medium-sized urban areas play in the national economic development (OECD
2010b; Mayfield et al. 2005).

This work is a first step to determining an international dataset through which
monitor urban areas performance across countries.

The chapter is organized as follows. Section 4.2 discusses advantages and
limitations of previous methodologies applied in the literature to define metropolitan
regions. Section 4.3 presents the harmonised methodology to define functional urban
areas in OECD countries. Section 4.4 shows some results on the characteristics of
functional urban systems and Sect. 4.5 concludes.

4.2 Comparing Cities as ‘Metropolitan Regions’:
Evidence and Limitations

Despite the clear relevance of cities for the aggregation of growth, individual well-
being and sustainability of natural resource use, there have been relatively few
attempts of building comprehensive datasets at the urban level for international
comparative analysis of cities’ performance. This is mainly a consequence of the
difficulties of developing an internationally harmonized definition of ‘city’ that can
be used as unit of analysis.

2 The methodology has been applied in cooperation with the European Commission.
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Several methodologies to identify metropolitan areas have been developed at
national and international level. The level of comparison of metropolitan areas is
directly influenced by the approach used to its identification. In fact, the
demarcation of a metropolitan area will differ notably depending on the method-
ology used. In this sense, three approaches have been used generally to identify
metropolitan areas (OIR 2006):

1. The administrative approach defines metropolitan areas on the basis of legal
boundaries and of additional criteria such as population size or population
density. Metropolitan areas identified with this first approach are generally
used by public administrations in terms of governance issues.

2. The morphological approach defines metropolitan areas based on the aggrega-
tion of continuous built-up areas that fit certain criteria of population, density or
proportion of the municipalities covered by urban settlements. This approach is
better suited for environmental issues such as land use change or greenhouse gas
emission or housing development and transportation policies. Currently GIS
techniques based on aerial or satellite imagery have been used to identify
metropolitan areas worldwide.

3. The functional approach defines metropolitan areas on the basis of flows
between a core area and the surrounding territories. Travel-to-work commuting
flows represent the flow information generally used for this approach. Small
administrative units such as municipalities or census tracts are the building
blocks generally used to construct the core and the hinterland of metropolitan
areas. The functional approach better captures urban areas interactions and
identifies self contained socio-economic urban units. It is therefore preferred to
investigate the economic performance of cities as it allows understanding the
extension of metropolitan areas over time, while the administrative approach
captures static urban forms (Boix 2007).

Most countries have adopted a definition of metropolitan areas or urban systems,
beyond the administrative approach. For example the U.S. Office of Management
and Budget (2000) and Statistics Canada (2002) use a functional approach similar
to the one here adopted to identify the metropolitan areas, respectively, in the
United States and in Canada. Similarly, several independent research institutions
and National Statistical Offices have identified metropolitan regions using different
types of functionality in Italy, Spain, Mexico and United Kingdom based on the
functional approach (Boix and Veneri 2009; CONAPO, SEDESOL, INEGI 2004;
The Northern Way 2009). The novelty of our approach is to create a pan-OECD
methodology which increases the comparability of metropolitan areas across
countries. In order to do so, common thresholds and similar geographical units
across countries are defined. These units and thresholds may not correspond to the
ones chosen in the national definitions. Therefore, the resulting functional urban
areas may differ from the ones derived from national definitions.

A previous methodology to identify and analyse metropolitan areas across
member countries was developed by the OECD in 2006 and refined in 2009
(OECD 2006, 2009). According to this first definition, large metropolitan regions
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with at least 1.5 million population were identified on the basis of a mixed-
functional approach composed of administrative boundaries, continuity of built
up areas as well as commuting flows. This definition used TL3 regions as territorial
unit of analysis since in several OECD countries these units are defined around a
large urban centre. In this line, a single administrative unit (TL3 regions), or some
aggregation of them, were considered a reasonable approximation for metropolitan
regions.” At the same time, the large metropolitan regions in Canada, Mexico
and United States were included according to the national functional economic
definition. Around 90 monocentric metropolitan regions were included in the
database and several socio-economic and innovation indicators have been
collected. Analysis based on this ‘regional’ definition of urban areas has allowed
the OECD to build a first body of evidence on the importance of agglomeration
economies for regional development.

Despite the obvious advantage of data availability, this methodology also proved
to have certain disadvantages. Firstly, the use of TL3 regions as territorial units of
analysis can identify metropolitan areas either too large or too small to capture the
socio-economic area of influence of the core cities. As a result, an imprecise
delimitation of the area can give place to biased indicators, and consequently to
wrong conclusions from the international benchmarking. Secondly, these errors
in measurements get larger when one focuses on medium-sized cities, so that
one is forced to focus exclusively on larger agglomerations. Thirdly, a definition
using regions as building blocks is inherently unable to identify and characterize
polycentric urban development. Fourthly, densely built-up cores and their
hinterlands can have very different growth dynamics, and a definition of cities
using regions as building block is unable to capture them.

4.3 An Improved Approach to Define Functional
Urban Areas Worldwide

The process of urbanisation and process of economic transformation in which cities
have been involved in the past years have brought about a phenomenon of territorial
reorganisation. New patterns of location of population and economic activity have a
significant impact on the structure of current metropolitan areas (Becerril 2000) as
well as sustainable development implications (Wu 1998). In Europe, polycentricity
has become one of the key components of the spatial development strategy
promoted by the European Spatial Development Perspective (ESDP) to develop
the potentials of all regions (Davoudi 2003). Based on the important emergence of
polycentric urban structures well connected and after having analysed different

* A similar methodology was used in Europe. Cheshire and Magrini (2008, 2009) identified spatial
units called Functional Urban Regions (FUR) by using population, density and commuting
criteria.
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methodologies for the delimitation of metropolitan areas, Liang et al. (2010)
underlines that methods that combine commuting flows and statistical analysis
based on GIS are the best choices for the delimitation of metropolitan areas
worldwide

Recent analysis at the OECD has argued that policymakers concerned with
understanding the impact of cities on the environment and sustainable development
should focus more on the form and quality of the urbanisation process, rather than
simply on the volume and speed of urbanisation (OECD 2010a).

For these reasons we suggest a functional definition of metropolitan areas that
identifies a densely inhabited core on the basis of small administrative units and use
commuting data to aggregate adjacent communities with a high degree of integra-
tion with the core (OECD 2012).

4.3.1 Data Inputs and Selection of Geographical Units

Given that data are generally disseminated according to administrative jurisdictions
or statistical geographic units, functional urban areas are best defined as
aggregations of these nationally defined subdivisions. The first key issue for a
functional definition of urban areas is thus the choice of an appropriate geographic
building block. Here the obvious trade-off is between the precision in the delinea-
tion of metro areas and the availability of data for smaller administrative units.
For all European countries, the definition uses municipalities (LAU2 in Eurostat
terminology).* In non-European countries, the selected building block is generally
the smaller administrative units for which national commuting data are available. In
the following description of the methodology for delineating urban areas, we will
use the general term municipalities for indicating the building block used in our
analysis.

4.3.2 Defining Urban Cores Through Gridded Population Data

The OECD has traditionally used thresholds based on population density (the ratio
between population and the total area of the administrative unit) to classify regions
in either urban or rural. While this approach has the obvious benefit of simplicity
and performs well for several applications, it has clear limitations when applied to
the analysis of urbanisation patterns and their effects on the environment.

One clear problem when using population density as the unique criterion for
defining urban cores is the fact that administrative units are unevenly sized and
highly heterogeneous within and between countries. It is fairly common to observe

“The only exception is Portugal, for which commuting data are available only for LAU1 regions.
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Fig. 4.1 Urban and non-urban population density in Paris and Rome (Source: OECD calculations
based on population density disaggregated with Corine Land Cover)

municipalities that, for historic or economic reasons, cover surfaces that are much
larger than those of the other municipalities of a country. These municipalities often
host a relevant urban centre, but their administrative borders extend also over large
mountainous areas, or include vast water surfaces, woodland and shrub. Large
administrative borders are a key reason why we can observe low density values
even for municipalities that contain non negligible urban agglomerations (in
Europe, more than 250 communes above 20,000 inhabitants have a density lower
than 150 and the majority of them host fairly large urban core). At the other extreme,
considering simply the ratio population/area of the municipality, it is easy to end-up
classifying as ‘urban cores’ some municipalities that have in reality a marked rural
connotation.” The problem is non negligible also when we focus only on large
metropolitan areas, such as Paris or Rome. In Fig. 4.1, it can be seen that population
density difference between the two cities depends mainly on the boundary defini-
tion; the actual population distribution in the cities plays a secondary role.

The methodology we suggest uses population grid data at 1 km? to define urban
cores in a way that is robust to cross-country differences in administrative borders.
The source of the population grid data for European countries is the population
density disaggregated with Corine Land Cover dataset, produced by the Joint
Research Centre for the European Environmental Agency (EEA). For all the other
countries, harmonised gridded population data from the Landscan project are used.

3 An example is the municipality of Aldea de Trujillo, a small rural town of 439 inhabitants in
2000 which has very high density because its communal territory measures only 0.3 km. See
other examples by Gallego at http://www.ec-is.org/docs/F11116/RURAL%20URBAN%20%
20POPDENS.PDF).
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The methodology consists in three main steps: The first step identifies contiguous
or highly interconnected densely inhabited urban cores, the second step identifies
interconnected urban cores that are part of the same functional areas and the third
step defines the commuting shed or hinterland of the functional urban area.

Step 1. Identifying core municipalities through gridded population data.

In the first step of the procedure, the gridded population data are used to define
urbanised areas or ‘urban high-density clusters’ over the national territory, ignoring
administrative borders. High density clusters are defined as aggregation of contiguous
high density 1 km square grid cells.® High density cells are those with a population
density of at least 1,500 inhabitants per km?® in Europe, Japan, Korea and Mexico. A
lower threshold of 1,000 people for square kilometre is applied to Australia, United
States and Canada, where several metropolitan areas develop in a less compact
manner. Small clusters (hosting less than 50,000 people in Europe, US and Canada,
100,000 people in Japan, Korea and in Mexico) are dropped, as they are likely to
capture small agglomerations of built-up areas which cannot be characterised as a
urban area. As Box 4.1 shows, a municipality is defined as being part of an urban core
by calculating the fraction of its population living within an urban cluster. If the
percentage of the population of a municipality living within the urban cluster is
higher than 50 %, then the municipality is considered ‘densely inhabited’. The final
part of the procedure consists simply in aggregating contiguous densely inhabited
municipalities in an ‘urban core’.

Step 2. Connecting non-contiguous cores belonging to the same functional area.

The urban cores defined through this procedure are found to be good approximations
of contiguous, highly built-up surfaces. As already said, not all the urban areas in the
OECD are characterised by contiguity in built-up development. Many of them are
developing in a polycentric way, hosting high densely inhabited cores that are
physically separated, but economically integrated. An important innovation of this
work identifies which urban areas have such a polycentric structure. This is done by
simply looking at the relationships among the urban cores, using the information
contained in the commuting data.” Two urban cores are considered integrated, and
thus part of the same polycentric metropolitan area, if more than 15 % of the
residence population of any of the cores commutes to work in the other core. This

6 Contiguity for high-density clusters does not include the diagonal (i.e. cells with only the corners
touching). Gaps in the high-density cluster are filled using the majority rule iteratively. The
majority rule means that if at least five out of the eight cells surrounding a cell belong to the
same high-density cluster, the cell will be added. This is repeated until no more cells are added.

"The integration of different clusters of urbanized areas in a unique functional urban area
considers only the information provided by travel-to-work data. In some countries, additional
sources of information on functional linkages between different areas could be used to better
identify polycentric patterns of development. For example, the Northern Way has used informa-
tion on relative concentrations of employment by four-digit sector across neighboring urban
centers to proxy sectoral business linkages, and thus the likelihood that different centers form
part of the same economic area (The Northern Way 2009). In general different choices on how to
measure the economic linkages economic among areas would of course result in different
boundaries and size for the functional urban areas.
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intermediate step allows a correction for possible discontinuities in population
density within the same urban centre (e.g. natural surfaces larger than 1 km? splitting
one city in two parts).

Using this simple functional criterion, it is possible to identify several polycentric
metropolitan areas.” These polycentric metropolitan areas are generally constituted
by one central city with a large population nucleus and a set of smaller sub-centres
which have a high degree of integration with the nucleus. The direction of the
relationship is not necessarily from the small sub-centres to the large central cores,
as in many cases the sub-centres develop as dynamic industrial and service hubs,
rather than as dormitory spaces for the workers in the big cities. For large metropoli-
tan areas and in countries where commuting distance is steadily increasing, it is easy
to find sub-centres situated far apart from the central city core. This is for example the
case of London, whose increased connectivity with urban sub-centres has been the
result of the combined effect of infrastructural improvements and increasing spatial
re-organisation of production activities (firms keeping their administrative headquar-
ters in the central core, and relocating production facilities to well connected
agglomerations outside the central core).

Step 3. The identification of the urban hinterlands.

Once the densely inhabited municipalities are aggregated to form urban cores, and
polycentric metro areas with tied cores are identified, the final step of the method-
ology consists in delineating the hinterland of the metro areas. The ‘hinterland’ can
be defined as the “worker catchment area” of the urban labour market, outside the
densely inhabited core. The size of the hinterland, relative to the size of the core,
gives clear indications of the influence of cities over surrounding areas. Getting
distinct information for cores and for hinterlands is also very important to under-
stand where change is taking place.

We assign to each core as hinterland municipalities all those municipalities
which send to the core a percentage of their workers above a given threshold.
After extensive sensitivity analysis, the threshold has been fixed at 15 % of the
resident employed for municipalities.

We consider the multiple cores within a polycentric metropolitan area as a single
destination. In this way, a hinterland municipality is assigned to a polycentric
municipal area if the level of its commuting to the tied cores exceeds the threshold.
This adjustment is needed to take into account the fact that workers within the
catchment areas of a polycentric system tend to commute towards multiple employ-
ment centres.” For the cases in which a municipality has commuting levels
over 15 % to cores in different metropolitan areas, it is linked to the core to
which it sends the highest share of its employed population. In addition,

8 For example, the application of the criterion leads to the pairing of 94 urban cores in 20 countries
in Europe.

° Without the adjustment, a hinterland municipality with 14 % commuting to three tied urban cores
(thus strongly integrated into the urban agglomeration, with 42 % (14 times 3) of its resident
population moving to work to the urban centres), would be excluded from the metropolitan area.
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municipalities surrounded by a single functional area are included as part of the
functional urban areas and non-contiguous municipalities are dropped (Box 4.2).

As aresult of this methodology, it is possible to obtain an accurate representation
of each country’s ‘urban system.'® These systems are constituted by all the func-
tional urban areas taking shape around high-density clusters with population higher
than 50,000 people (100,000 in Mexico, Korea and Japan). The simple visualisation
of the results is already informative about the concentration of urban people in
particular regions of a country, and about the size distribution (“hierarchy”) among
the different urban centres. Figure 4.2 shows the Korean functional urban system;
the complete set of maps of the functional urban systems can be found in
OECD 2012.

Box 4.1 Defining the Urban Cores, and Illustration from Toulouse
(France)
An urban core consists of a high-density cluster of contiguous'' grid cells of
1 km® with a density of at least 1,500 inhabitants per km? and the filled gaps.'?
A lower threshold of 1,000 people for km? is applied to Canada and United
States, where several metropolitan areas develop in a less compact manner.
Small clusters (hosting less than 50,000 people in Europe, US and Canada,
100,000 people in Japan, Korea and in Mexico) are dropped.

A municipality is defined as being part of an urban core if at least 50 % of
the population of the municipality lives within the urban cluster

17t must be noted that few functional urban areas spread over national borders.

'! Contiguity for high-density clusters does not include the diagonal (i.e. cells with only the corners
touching).

'2 Gaps in the high-density cluster are filled using the majority rule iteratively. The majority rule
means that if at least five out of the eight cells surrounding a cell belong to the same high-density
cluster it will be added. This is repeated until no more cells are added.
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Box 4.2 Defining the Hinterlands, and Illustration from Toulouse
(France)

All municipalities with at least 15 % of their employed residents working in a
certain urban core are assigned to that functional urban area. Municipalities
surrounded by a single functional area included and non-contiguous
municipalities are dropped

Ciy Comemting area

B o
Comimune wih > 15 % of s populion commNg 13 urban center
Added sncve

] ovopped snciave
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4.4 A Description of Urban Systems in OECD Countries
Based on the New Methodology

The above described methodology is applied to 27 OECD countries, where a total
of 1,140 functional urban areas have been identified. According to this definition,
the proportion of population living in urban areas with cores larger than 50 (100)
thousand inhabitants in OECD countries is around 66 % ranging from almost 90 %
in Luxembourg, to less than 40 % in the Slovak Republic (Fig. 4.3).

For the remaining OECD countries Australia, Chile, Iceland, Israel, New
Zealand and Turkey the work has not started yet.

The functional urban areas are classified according to their population size in
four classes:

— Small urban areas, with population below 200,000 people.'?
— Medium-sized urban areas, with population between 200 and 500 thousand
people

13 Given that cities are identified on the basis of high-density clusters with minimum size of 50,000
people, there is a lower bound in the population of the functional urban areas. The smallest cities
identified (Thousand and Palm Desert in the United States, Granollers in Spain) have a total
population of around 45,000 people.
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Fig. 4.2 Korean functional urban system (Note: Due to the unavailability of commuting data
among municipalities for the whole country, here it is used a representative sample of the
commuting in 2009 provided by the (MLTM). The sample data covers around 700,000 commuters
referring to the “home to offices” category Source: OECD calculations)

— Metropolitan areas, with population between 500 thousand and 1.5 million
people

— Large metropolitan areas, with population of 1.5 millions or higher
On the basis of this classification, it is possible to study the relative importance

of medium-sized urban areas with respect to large metropolitan areas in each
country.'® The eight countries on the bottom of Fig. 4.4 have no large metropolitan

!4 Several studies confirm the important role that middle-size cities play in the national economic
development. In fact, middle-size cities are often seen as a vehicle of diffusion of opportunities of
growth and as a more sustainable form of urbanization, with lower footprints on the natural
environment (Mayfield et al. 2005).
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Fig. 4.3 Percentage of national population living in a urban area (year 2000) (Note: The national
population living in a urban area is defined as the population living within an identified functional
urban area, thus any city whose functional urban cluster hosts more than 50,000 people (100,000 in
Mexico and Japan and Korea)

areas, while in all the other countries the urban centres with 1.5 million people or
higher host at least 20 % of the urban population. The primacy of large metropolitan
areas is particularly clear in Korea, Greece, Denmark, Japan and the United States
where at least 60 % of the urban population live in cities of this class.

Among the 1,140 functional urban areas identified in the 27 OECD countries, 73
are large metropolitan areas with more than 1.5 million people, 194 are metropoli-
tan areas, 391 are medium-sized urban areas and 482 are small urban areas. A larger
share of urban population lives in large metropolitan areas in North America, Japan
and Korea than in Europe and the average size of the large metropolitan areas is
much bigger in Japan (more than ten million inhabitants), Korea (almost nine
millions) and North America (around four millions) than in Europe (around three
millions). On the other hand the weight of population in small and medium sized
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Fig. 4.4 Distribution of OECD urban population across city types (Note: Population data refer to
year 2000)

urban areas is bigger in Europe than in Japan, Korea and North America, even
though the average size of these two city types is comparable across OECD
countries. Additionally, small urban areas are the category more represented in
Korea and Europe (they account for almost 50 % of all functional urban areas),
while 45 % of the functional urban areas in Japan are classified as medium-sized
urban areas (Fig. 4.5).

Population growth between 2000 and 2006 was especially marked in the metro-
politan areas and small urban areas. In small urban areas, the acceleration of
population growth after 2000 is particularly marked in the city cores. Across all
the four types of functional urban areas, the population of the hinterland has been
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Fig. 4.5 Share of number of cities and population by city types in OECD countries (Note:
Population data refer to year 2000)
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Fig. 4.6 Population growth by city types and core/hinterland (Note: The period of growth in the
case of Korea is 2000-2010, and Portugal 1991-2011)

growing at a faster rate than the population of the core, suggesting a common trend
of ‘suburbanisation’ or densification of peri-urban areas. The largest increases in
population are observed in the hinterlands of the large metropolitan areas, with a
yearly population growth of 2.5 % in the period between 2000 and 2006 (Fig. 4.6).
This evidence on the fast growth of the hinterlands of metropolitan cities, based on
a sample of 14 countries'” warrants further analysis on the consequences of such a

!5 These are Belgium, Canada, Denmark, Estonia, France, Italy, Japan, Korea, Luxembourg,
Mexico, Norway, Portugal, Spain and the United States. The population in urban systems of
these 14 countries represents around 80 % of the population in urban system of the 27 OECD
countries included in this paper.
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Fig. 4.7 Share of urbanised land over total area in metropolitan areas, by country (Note: It must be
noted that for Canada, Korea and Mexico data are derived from medium spatial resolution (500 m)
satellite imagery (MODIS) and should be taken as rough estimates. The functional city of
Luxembourg is classified as a medium-sized city so it is not included in this figure. The data for
Japan refer to 1997)

trend. The development of peri-urban areas has in fact important impacts on
liveability and equity in access to job-opportunities, as well as relevant effects on
the environmental footprint of cities.

Urbanisation not only concentrates people but also trigger a variety of land
changes processes in natural environments. Detailed spatial information on the
changes in land cover can help identify which areas have been exposed to larger
urban pressure, guiding targeted policy interventions where this expansion
threatens the quality of the landscape or bio-diversity.

Making use of global land cover datasets at high geographical resolution, we can
derive a measure of the share of “urbanised land” (artificial land with built-up cover
or urban use such as parks and sport facilities) within the functional urban areas and
its change over time. The percentage of urbanised land over total area in metropoli-
tan areas varies from less than 4 % in Mexico and Canada to around 30 % in
Belgium, the Netherlands and the United Kingdom. This percentage is generally
higher in large metropolitan areas than in metropolitan areas, especially in Japan,
Korea and the United Kingdom, with the only exception of Portugal (Fig. 4.7).

Urbanised land in the metropolitan areas and large metropolitan areas in the
United States have grown at almost 1 % per year, while 0.7 % in Japan and 0.4 % in
Europe. Among European metropolitan areas a very steep increase in urbanised
land is observed in Dublin (Ireland), La Palmas, Madrid, Murcia and Zaragoza
(Spain), Tallin (Estonia) and Lisbon (Portugal) (Fig. 4.8).
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Fig. 4.8 Growth of urbanised land in metropolitan areas, by country (Note: The functional city of
Luxembourg is classified as a medium-sized city so it is not included in this figure. The data for
Japan refer to 1997. In Canada and Mexico data are available only for 1 year, so changes can’t be
computed)

As a result of the population and urbanised land dynamics, we observe a sub-
urbanisation of the metropolitan areas, corresponding to a low or negative growth
of population density in the cores of urban areas. In particular, in Estonia, Italy,
Japan, Portugal and Spain the rate of population growth in the cores of metropolitan
areas was lower than the rate of growth of urbanised land.

4.5 Conclusions

Metropolitan areas have intensified their competition to attract and retain specific
economic activities, investors and labour force. This has increased the need for
public policies to evaluate current situations as well as quantify results achieved by
the implementation of policy efforts. The common methodology to define urban
systems presented in this chapter can be a useful tool to increase comparable
evidence of metropolitan areas between and within countries.

This chapter starts from the premise that we need new comparative analysis of
urban areas, based on an economic definition of the spatial extent of metropolitan
areas. Building on previous OECD work, this chapter presents the results of a joint
effort of the OECD and the European Commission to provide a functional definition
of metropolitan areas, which proved to be effective in delineating both the densely
inhabited urban cores and the hinterlands of the cities.
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The definition has been successfully applied so far to 27 OECD countries. In
order to ensure comparability of the statistics obtained for the functional areas, a
particular effort was made to use administrative building blocks of comparable size
and to reduce to the minimum country-specific adjustments in the methodology.
Only limited variations in the population thresholds to define the urban cores were
allowed to adjust for the large cross-country differences in the form of urban
settlements. This search for international comparability might come at the cost of
a loss of accuracy in the delimitation of the urban borders. A validation work with
national experts has een carried out to ensure that the results are good
representations of OECD cities. The relative simple steps of the methodology
make the result replicable by interested countries and possible to update, as new
data from censuses become available and administrative units are modified.

A wide application of this methodology can generate the basis for building new
comparable indicators of urbanisation trends and quality of life in cities. The main
constraint to further extend the geographical coverage is the availability of travel-
to-work (commuting) data to define the hinterlands of the functional urban areas.
Further methodological work is in progress to identify suitable substitute for the
commuting data and to adapt such definition to urban areas in emerging and
developing economies (OECD 2012).
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Estimation of Spatial Disagregated Data



Chapter 5

Ecological Inference with Entropy
Econometrics: Using the Mexican Census
as a Benchmark

Esteban Fernandez-Vazquez and Rafael Garduno-Rivera

5.1 Introduction

One relatively frequent limitation for empirical economics is the lack of data
available at an appropriate spatial scale. Although the target, in principle, would
be to work at a smaller geographical scale, the non-availability of geographically
disaggregated information usually limits the conclusions of the analysis at an
aggregate level. To overcome this problem, a process of Ecological Inference
(ED) is required in order to recover the information at the required spatial scale.

Generally speaking, EI is the process of estimating disaggregated information
from data reported at aggregate level. Research in this area has grown enormously
in recent years, given its usefulness in many academic disciplines of social science
as well as in policy analysis. The foundations of EI were introduced in the seminal
works by Duncan and Davis (1953) and Goodman (1953), whose techniques were
the most prominent in the field for more than 40 years, although the work of King
(1997) supposed a substantial development by proposing a methodology that
reconciled and extended previously adopted approaches. An extensive survey of
recent contributions to the field can be found in King et al. (2004).

The objective of this chapter is to explore the potential of an estimation proce-
dure based on entropy econometrics to recover disaggregated information from
more aggregated data. The chapter is divided into five further sections. Section 5.2
presents the basic Cross Entropy solution to the estimation problem, and this
approach is extended in Sect. 5.3 in order to consider the case of having
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non-reliable aggregate information. Section 5.4 provides a picture of the availabil-
ity of information in Mexico at small scale (municipalities). In Sect. 5.5, the
performance of the technique is evaluated by applying to a real-world problem
where the disaggregated data are observable. Specifically we take the Mexican
2009 Censo Economico as a benchmark. This database is published every 5 years
and contains information about gross value added, wages and labor by industry
disaggregated at the level of municipalities. The data contained in this census will
be confronted with estimates obtained assuming that only aggregated information is
observable. The main conclusions and possible further lines of research complete
the chapter in Sect. 6.

5.2 Ecological Inference as a Matrix Balancing Problem

The problem of estimating spatially disaggregated data can be described in the
same terms as on the matrix-balancing problem depicted in Golan (2006, page 105),
where the goal is to fill the (unknown) cells of a matrix using the information that is
contained in the aggregate data of the row and column sums (Fig. 5.1).
Graphically, the point of departure of our problem is a matrix where the cells z;
are the unknown elements we would like to estimate and we define the following
sums Zszl zij =z, Zfil zjj = z.j, and Zfil Zszl zjj = z. The z;; elements can be
expressed as a bi-dimensional probability distribution simply dividing the
quantities of the matrix by the sum Zf( 1 ZT zj; = z. In such a case, the previous
matrix can be rewrltten in terms of a new matrix P where the p;;s are deﬁned as the

proportlons , with new row and column margins defined as R; = 2 and C; = Z
z

respectively. Consequently, the followings equalities are fulfilled by the p;; elements

T
ZpijZRi-;Vi: 1,...,K (5.1
j=1
K
> py=Civj=1,...,T (5.2)
i=1

These two sets of equations reflect all we know about the elements of matrix P.
Equation 5.1 shows the cross-relationship between the (unknown) p;;’s in the matrix
and the (known) sums of each row and column. Additionally, Eq. 5.2 indicates that
the p;;’s can be viewed as (column) probability distributions. In such a situation, the
Cross Entropy (CE) principle can be applied to recover the unknown pj
probabilities if we have available a prior distribution Q that reflects our initial
assumptions about the target matrix P. In other words, we want to transform an a
priori probability matrix X into a posterior matrix P that is consistent with the
vectors R and C.
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Fig. 5.1 The matrix

balancing problem R.
Rf-
HK-

The solution to this type of problems is obtained by minimizing a divergence
measure with the prior probability matrix Q subject to the set of constraints Egs. 5.1
and 5.2, which can be written in the following terms:

K

T .
MmD (PQ) = Z Zpij In <&> (5.3)

i=1 j=1 qij

The divergence measure D(P || Q) is the Kullback-Liebler entropy divergence
between the posterior and prior distributions. The entropy-based estimation
techniques outlined above can be directly applied to the field of Ecological Infer-
ence (EI). Judge et al. (2004) suggested the use of information-based estimation
techniques for EI problems, although in a different context (the estimation of
individual voters’ behavior from aggregate election data). In this chapter we
suggest an application of CE following the line of Judge et al. (2004) and posing
the EI as a particular case of the more general matrix balancing problem.

Consider a geographical area that can be divided in T smaller spatial units.
Besides this first geographical partition, suppose that there is another dimension on
which we would like to observe some variable. Consider that this second dimension
is the classification into K different industries on which the economic activity can
be divided. The objective of the estimation exercise would be to recover the values
of the variable disaggregated by regions and industries from aggregate information
at the industrial and regional scale. Graphically, this estimation problem can be
represented by Fig. 5.1.

Each one of the p; elements is defined as the proportion of the variable
allocated in region i and industry j, forming a (K x T) matrix P of unknown values.
The (K x 1) row vector R and the (1 x T) column vector C contain respectively the
regional and sectoral shares of the variable across the country. If an a priori
probability distribution X is also available, the Cross Entropy procedure outlined
previously can be directly applied.
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5.3 A Flexible CE Estimation with Non-reliable Margins

The above-sketched procedure assumes that we have perfectly reliable information
of the margins R and C, which can be considered as an unrealistic assumption.
Suppose that we observe row and column margins as R and C, where:

Ri. =R, +&;:Vi (5.4)

C;i=C;+eV) (5.5

Where ¢; and ¢; are random errors that make the observed margins diverge from
the real margins of the target matrix. In this situation is still possible to adjust our
prior Q with row and column margins not perfectly reliable by means of a
Generalized Cross Entropy approach (GCE), following a similar approach to the
ideas suggested in Golan and Vogel (2000) or Robinson et al. (2001).

The basic idea is to re-parameterize the errors ¢; and €; in terms of unknown
probability distributions. The uncertainty about the realizations of these errors is
introduced in the problem by considering each element &; and €; as discrete random
variables with L > 2 possible outcomes (for the sake of simplicity L is assumed
common for both). These values will be contained in two convex sets
v = {vi,...,0,...,vL} andu’ = {uy,...,0,...,u.}respectively. We also assume
that these possible realizations are symmetric (—v; = vp; —u; = ur) and centered
on zero. The unknown probability distributions for the support vectors will be
denoted as w; and w, and, consequently, the random errors are defined as:

L
& = VW = E Weilvi; Vi
=1

€ = UW¢j = Wejlul;vj

L
=1
Consequently, the GCE problem can be written in the following terms:

Min D(P,we, we || Qw). wE) = > Y pyin <&>

i=1 j=1 qij

K L
Weil
E E aln{ —— 5.6
+ . Weil n(WO > ( a)
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Subject to:
T L
Zpij =R; + Z Wi Vi; Vi (5.6b)
=1 1=1
K L
Z py =G+ Z Wejlg; V] (5.6¢)
i=1 1=1
L
> wai = 13 Vi (5.6d)
=1
L
> wg = 1Y) (5.6¢)
=1

Note that both the bounds specified in the support vectors as well as the a priori
probability distributions (w? and w?) reflect our assumptions on the way the errors
are affecting the observed margins. Larger bounds in v and u would allow, obviously,
for larger errors. In the context of GCE problems, the values of the supporting vectors
for the errors are usually fixed following the three-sigma rule (Pukelsheim 1994),
which in this case implies to take as upper and lower bound = three times
the standard deviation of R and C respectively; whereas the a priori distributions
(w2 and w?) are set as uniform.

5.4 The Case of Mexico: Available Data for Economic
Analysis at Small-Scale

Availability of economic data at small-scale varies very much depending on the
country studied. In the specific case of Mexico both aggregated (at state level) and
disaggregated (at municipal level) economic information is available in several
surveys published by the National Institute of Statistical and Geographical Infor-
mation(INEGI).

The INEGI performs population census every 10 years with population conteos
(counts) 5 years after each population census. It performs economic census every 5
years and Anuarios Estadisticos (Statistics Yearbooks) every year, but with less
detail as the censuses. They also perform the agricultural, livestock and forestry
census (Censo Agropecuario) as well as the Censo Ejidal; which are done every 10
years (except from the 2007 censuses, which was done 6 years after the last
censuses). Other surveys that provide economic data are the Household Surveys
(Encuesta en Hogares). These surveys provide detailed information from households
across Mexico, which study their characteristics, habits, living conditions, welfare
and economic development. The most popular household surveys are the Encuesta



98 E. Fernandez-Vazquez and R. Gardufio-Rivera

Nacional de Ingresos y Gastos de los Hogares (ENIGH) and the Encuesta Nacional
de Ocupacion y Empleo (ENOE). The ENIGH survey is done biannual since 1992;
whereas the ENOE is done quarterly, starting from 2005. Apart from the Anuarios
Estadisticos, all the surveys have information at a municipal level, but their
periodicity its of 5 years or more; living researchers without any annual observable
information to carry out regional studies.

If the researcher is interested in information observable at a municipal level, but
not classified into industries on a yearly basis, the most appropriate source of
information is the SistemaEstatal y Municipal de Bases de Datos (SIMBAD).
This database puts together information from several different surveys elaborated
by the INEGI and provides information at a municipal scale of different variables
every 5 years. This information, however, does not allow for an industry classifica-
tion, which is a problem if we are interested in analyzing the figures for some
specific industry on any specific year. The only source of information that provides
a yearly analysis by industry is the Anuario Estadistico. But this source only
provides information at the State level.

If the research to be conducted requires the observation of data at a municipal
level that refers to production, gross value added, wages, etc., the main source of
data is the Censo Economico. The National Economic Census in Mexico is the main
source of economic information for the INEGI, and gives the basis for the develop-
ment of many other economic indicators. The information contained in the eco-
nomic census refers to every economic unit in the country and it provides data for
every level of geographic disaggregation and for each one of the more than 950
NAICS activities. Given the enormous amount of resources required to elaborate it,
INEGI publishes one economic census every 5 years, corresponding the most recent
one to 2009. The information on each census corresponds to the previous year;
for example, the 2004 economic census presents information from the 2003 fiscal
year, which runs from January 1st 2003 to December 31st 2003.

5.5 Estimates Versus “Real Data”: Estimating Wages
by Industry at Municipal Level in Four Mexican States

As commented in the previous section, state and industry aggregates are much
easier to observe than the disaggregated data by industry and municipality
contained in the Economic Census. In this context, it would be interesting the
application of an estimation procedure that produce disaggregated values quicker
than the official ones. For practical purposes, we have focused on the following
four Mexican states located in the central area of the country and close to
Mexico City: Aguascalientes, Guanajuato, Jalisco and San Luis Potosi (see
Map 5.1). We have chosen this specific set of states because they constitute a
quite heterogeneous group. For example, Aguascalientes is a small geographical
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Map 5.1 Group of Mexican states analyzed

area with a population in 2010 of approximately 1.2 million people; most of
them live in the municipality of Aguascalientes and the rest on the other ten
municipalities that compose the state. On the contrary, Jalisco is composed by
more than 100 municipalities and a population larger than 7.3 millions in 2010.
The other two states lie in an intermediate position between these two cases.
Map 5.2 shows this population distribution among all the municipalities of these
four states. Table 5.1 summarizes the main demographic and economic
indicators for the four states:

In our estimation problem we assume that the target to be estimated is the
distribution of wages paid at the municipal level and classified by industry, consid-
ering a breakdown into five industries (we exclude agriculture). For this estimation
exercise only some aggregated information is supposed to be observable. Specifi-
cally, for every state of our study, these aggregates are: (1) vector R with dimension
(T x 1, being T different in each case) that contains the municipal shares of wages
paid across the state (equivalent to the row sums of Table 5.1); and, (2) vector
C(1 x 5) given by the proportion of wages by industry at the state level (equivalent
to the column sums of Table 5.1). From these aggregates, we will apply the entropy-
based estimation strategy explained in previous sections to recover the distribution
of wages by municipality and industry.

From this point of departure, the estimation problem could be written as a CE
matrix adjustment as follows:

11 5 .
Min D(P | X) Z S p;in <&> (5.7)
i=1l j=1

dij
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Map 5.2 Total population in 2010 by municipality

Table 5.1 Descriptive statistics of the states analyzed

Number of Total wages in 2009
State Population in 2010 Surface (kmz) municipalities  (million Pesos)
Aguascalientes 1,181,390 5,616 11 13,287.56
Guanajuato 5,456,936 30,607 47 43,756.55
Jalisco 7,266,952 78,588 125 68,637.83
San Luis Potosi 2,563,012 60,983 58 18,559.81

Source: INEGI, Economic Census 2009 and Population Census 2010

Subject to:

5
Ri.=) pjVi=1,...,11
j=1

(5.8)

(5.9)
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The above-sketched adjustment method assumes that we have perfectly observ-
able information on margins C and R. Whereas assuming that vector C could be
observable without error (the Anuario Estadistico provides official data yearly on
wages by industry at state level), it is difficult to assume that we have perfectly
reliable information on R, given that this information (distribution of wages by
municipality) is only estimated in the Economic Census.

Some proxy variable, however, could be used instead. For example, in the
Anuario Estadistico we can find data on the distribution of total labor by municipal-
ity, which can be supposed to be strongly correlated with the wages paid. In this
context, the information of this variable js taken as vector R, beingli =R + ¢ and g

where each is defined as & = v’wg; = > wgv). In this context the following GCE
=1
problem can be solved:

1 s
%&?D(P, we || Q, wg) = Z Zpij In <P1J> + Z ngll ln< Sl]) (5.10)

qu

i=1 j=I1 i=l I=1 Weil
Subject to:
L 5
Ri.—i-ZWailVl:Zpij;Vi:1,...711 (5.11)
1=1 j=1
11
Ci=) pi¥i=1...,5 (5.12)
i=1
L
ngﬂ =L;Vi (5.13)
1=1

Note that the last term in Eq. 5.6a is removed in Egs. 5.10 and 5.12 is identical to
Eq. 5.9, since we assume that Cis observed without error. For the sake of simplicity,
only three points (L = 3) are included in the support vectors of the errors inR, which
have been fixed using the three sigma rule and being always the central point equal
to zero.

Although several options are possible for the specification of an a priori distri-
bution X, we opted for taking as reference the values published in the previous
Economic Census in 2004. This has the disadvantage that the estimates obtained for
those cases (one specific industry in one municipality) where in 2004 there
was no economic activity will be equal to zero. In other words, since the zeros in
the Q matrix are kept, this means that the CE estimation cannot predict the “birth” of
new industries in one municipality.'

! This problem can be solved, on the other hand, by specifying a prior different from the example
used in our empirical analysis.
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Table 5.2 summarizes the estimates of this GCE adjustment for each one of the
Mexican states studied. The figures have been obtained as the respective estimate of
p;; multiplied by the total volume of wages paid at the state level as a whole (z). In
order to have indicators of the accuracy of our estimates by municipality and
industry, we computed the weighted absolute error percentage -WAPE-, a measure
that is frequently used in the studies that evaluate the performance of matrix
adjustment techniques. The municipal (WAPE;), industry (WAPE;) and total (WAP
Er) error indicators are defined as:

° |z — 2
WAPE; = ) 100~ 21— (5.14a)
j=1 i—1 Zij
L okl
WAPE; = > 100TZ (5.14b)
i=1 i=1 %ij
T 5 |Zij _ 21_]‘
WAPEr = ) > 100 - —"— (5.14¢)

11 5
i=1 =1 2ict Zj:l Zij

where the Z;; elements denote the estimated wages.

Table 5.2 reports the respective WAPE,; for each industry and state. Additionally,
it shows the deviations at the municipal level for the largest and smallest
municipalities in every state studied.

From the figures in Table 5.2 we can see a large variability in the accuracy of the
estimates, but under the general rule that the largest cells produce comparatively
smaller errors. At an industry dimension, the economic sectors with largest weights
are those activities with the smallest errors. Oppositely, “Energy” with a relative
low weight on the economic activity across the states studied, was the industry with
the largest errors on average.

At a geographical dimension, this same pattern is observed as well, even to
a greater extent. The errors range from more than 100 % for the smallest
municipalities to less than 5 %. It is remarkable the low error (4.99 %) yield for
Guadalajara, the capital city of Jalisco, which is the largest city of all the states
analyzed concentrating almost 50 % of the wages and the employment in the state
according to the 2009 Economic Census. Map 5.3 expands the summarized results
reported in Table 5.2 showing the detailed distribution of absolute deviations.

In our results we found a negative correlation between the size (population) of
the municipalities and the deviation with the actual values, as we can see in Fig. 5.2.
In other words, the estimation performs comparatively better when applied for
larger areas, where the errors are in general moderate, whereas they can be much
bigger for the case of small villages and towns.



103

5 Ecological Inference with Entropy Econometrics: Using the Mexican Census. . .

Airedotunw pue A1snpur SIy) Ul 019Z sem 6OOZ Ul 95em oY) asneseq pandwos-uou ") N

€I'ST ps9 S9°TI LTI bS'LY (43 {4 [ejoL,

L €60 €9 99°¢ 1L'8 6L01 150304 sIn ueg

8TT0T ON 6¥ ILET 66'66 N 8'86 0Ip3d ues 3p 01D 1s0jod s ueg

P8E€T Wl Ly'ST €S'T1 Stv1 I8°€T [ejo],

66’ oLy 69°S LO'L w97 1€°9 exeferepens

€L'LY 98°6S oy'ec o'y ¥8°9C 66'66 epnlg 0ostfef

sLT 9L’ST I€TS 60°8T 69°ST LTy [ejoL,

8T'8T oLe yTse ¥9°8 179 GEGLT uoo]

91'99 L6'1C1 86°08 9¢°0¢ °L8¢ SE'681 eULIEIE]) BIUES ojenfeuens

L6°ET LEL LY'TT LTI vIst 09°6C [ejo],

68°L oI’y 9 wL €0'6 9661 sojuaIeosendy

WL €TLS 00001 IL'16 6V 1S 80'96C BIOBID) Op 980 UeS sejuaI[EdsEnsY
uni TV AL SOOIAISS JOUIO sorueduwod 0} SAOIAIDG Q0I3WWO)) Sunmnjoenue K31oug Aelg

Q& ,mmaﬂav $9JRWINSS D) ‘SUOIIRIAID JO \QNEE:W 'S 9dlqe],



104 E. Fernandez-Vazquez and R. Gardufio-Rivera

Map 5.3 Distribution of errors by municipality
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Fig. 5.2 Correlation between size (log of population) and error (log of WAPE)



5 Ecological Inference with Entropy Econometrics: Using the Mexican Census. . . 105

5.6 Conclusions and Future Research

This chapter applies a methodology based on Entropy Econometrics to estimate
data at a municipal scale and classified into industries. Our point of departure is
observable information (a prior matrix) that reflects our beliefs about a possible
distribution across municipalities and industries of the variable of interest. Besides,
observable municipal and industry aggregates are required in order to put into
practice the technique proposed. From these two pieces of information, a Cross
Entropy (CE) adjustment is applied and a comparison between actual values and
estimates is made for a case study. Specifically, the methodology proposed is
evaluated with observable data from the Mexican Economic Census for 2009.
The case of Mexico is an especially useful case, because official data are available
with a high level of disaggregation, which is not usual in many other countries.
Specifically, our objective was to estimate, by means of the CE procedure, the
amount of wages paid by industry and municipality published by INEGI in the
Economic Census of 2009 for a group of four Mexican states. Given that assuming
perfect observable information on the municipal aggregates was quite unrealistic,
we extend the standard CE adjustment in order to consider the possibility of errors
in the margins and transform the problem into a Generalized Cross Entropy (GCE)
estimation program. When we confront the estimates we obtained by applying this
GCE technique with the actual values published in the Census we found that the
general performance of the method seems to yield quite moderate errors, in spite of
some cases where the errors were exceptionally large. Nevertheless, large errors are
concentrated in smaller locations, which suggest that the proposed technique can be
seen as a valid method for disaggregating spatial data, especially for the case of
large cities.

The results obtained in our case study encourage further research in the area of
ecological inference and spatial disaggregation by using entropy-based estimators.
In the research agenda should be a systematic comparison of the GCE adjustment
presented in this chapter with other estimation techniques frequently used for the
same purpose, like the distributionally weighted regression techniques that require
of disaggregated observations on the regressors included in the equations.
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Chapter 6

GDP Estimates for Regions Within the Province
of Quebec: The Changing Geography

of Economic Activity

André Lemelin, Pierre Mainguy, Daniel Bilodeau, and Réjean Aubé

6.1 Introduction

The purpose of this chapter is twofold. First, we report on a method developed at the
Institut de la statistique du Québec (ISQ) to estimate the GDP of regions within the
Province of Quebec. And, second, we analyse the estimates to examine the recent
evolution of the geographical pattern of economic activity in Quebec.

There are two families of methods for calculating regional GDP. So-called
“bottom-up” methods consist in collecting economic data at the individual
production-unit level (establishment), and then adding them up to obtain the
corresponding regional data. Various adjustments are then performed in order to
make the regional data consistent with national data, so that the sum of regional
products is equal to total production over the national territory. So-called “top-
down” methods consist in allocating an overall national figure across regions. They
do not require knowledge of local establishment data. The national figure is
distributed using an indicator which is as close as possible to the variable to be
estimated. Practically speaking, most methods are mixed. For, on the one hand, the
kind of data required for bottom-up estimation almost always has gaps that must be
filled using a top-down method. And, on the other hand, top-down methods also
make use of exhaustive data sources similar to those required by bottom-up
methods.
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6.2 A Brief Survey of Methods'

There are few examples of regional GDP computed for entities smaller than States
or provinces, except in the European Union (see below). In Canada, the Conference
Board produces annual estimates of the GDP of metropolitan areas (MAs).> * The
Conference Board first estimates gross value added at basic prices in real terms (at
constant prices) for some 60 industries (depending on the information available for
each MA), using monthly employment data from Statistics Canada’s Labour Force
Survey (LFS). Metropolitan GDP is then obtained as the sum of gross value added
over industries. But the LFS generates data on a place-of-residence basis, rather
than on a place-of-work basis, whereas GDP is defined, according to national
accounting principles, in terms of where production takes place. So the Conference
Board method adjusts its employment figures to take commuting into account,
using population census data: employment in a MA is obtained by multiplying
the LFS figure by the ratio of the number of workers whose place of employment is
in the MA, over the number of workers whose residence is in the MA. Industry
gross value added is obtained by multiplying estimated employment in each MA by
labour productivity at the Provincial level. So the underlying hypothesis is that
labour productivity is the same within any industry everywhere in a given Province.
This may constitute a weakness in the case of industries encompassing a wide range
of activities when the mix of activities varies from one region to another. Finally,
the Conference Board method could hardly be applied to all regions, given that LFS
data are unreliable for small regions or for small industries, because of high error
margins in small sub-populations, not to mention Statistic Canada’s confidentiality
rules, which can result in masked data.*

In the United-States, until recently, the Bureau of Economic Analysis (BEA) did
not estimate GDP at a lesser scale than the State level.” However, since September

" For a more detailed survey, see Lemelin and Mainguy (2009b).

2 Technically, Census Metropolitan Areas (CMAs), following the statistical system in Canada. It is
understood that, throughout this text, metropolitan areas are Census Metropolitan Areas. We shall
use the full expression “Census Metropolitan Areas” when discussing the definition of MA
boundaries by Statistics Canada.

3 Those estimates are published in the spring issue of the Conference Board’s quarterly Metropoli-
tan Outlook/Note de conjoncturemetropolitaine.

4 Statistics Canada defines a minimum threshold below which no information may be disseminated
(Statistics Canada 2011, 71-543-G, p 31, “Release criteria”). For Quebec, that threshold is 1,500. It
follows that for small CMAs, some industries “disappear” at times, only to reappear later on, just
because the number of employees has temporarily fallen below the confidentiality threshold. This
limits the level of detail at which the method is applicable and occasionally forces to make
adjustments.

5The BEA method for computing Gross State Products (GSP), like Statistics Canada’s method for
provincial GDP, is a mixed, bottom-up/top-down method which makes use of fiscal and adminis-
trative data.
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2007, the BEA publishes GDP estimates for metropolitan areas.” The BEA method-
ology uses a top-down approach, distributing state-level output by industry to metro-
politan areas according to earnings (reported by place of work). Earnings — which
consist of wage and salary disbursements, supplements to wages and salaries, and
proprietors’ income — are estimated on the basis of data from the Quarterly Census of
Employment and Wages of the Bureau of Labor Statistics (BLS). The BEA also
produces statistics on personal income for counties. Now, personal income is the sum
of incomes of persons who live in a given area. Since county personal income is
computed mostly from data collected on a place-of-work basis, the BEA applies a
correction using decennial census data on home-to-work commuting. The adjustment
is interpolated or extrapolated to non-census years, following a method described in
BEA (2008).

Within the European Union, the rules for distributing so-called “structural”
funds (in support of poorer regions) requires knowing regional GDP. Calculations
follow common principles laid down by Eurostat, the EU statistical agency. But it
must be kept in mind that the regions of Europe are of a much greater demographic
and economic weight than most of Quebec’s 17 administrative regions. Particular
attention was paid to the techniques of the French Institut National de la
Statistiqueet des EtudesEconomiques (INSEE), and of the UK Office for National
Statistics (ONS).

In France, INSEE applies a method which rests on a complex system of enter-
prise data, and calls upon the expertise of “regional accountants”, whose local
presence and knowledge of the environment make it possible to better validate
the information (Delisle et al. 2000).7 The INSEE method is mixed, but predomi-
nantly bottom-up. It would seem to be more accurate than the ONS’s (described
below), but also more demanding. That is probably why it is fully applied only for
certain benchmark years, on the basis of which other years are estimated by inter- or
extrapolation.

In the United Kingdom, the ONS applies a method which is quite similar to that
of the US BEA for estimating GSP, and to that of Statistics Canada for provincial
GDP. It appears however that the top-down side is more important in the ONS
method (Lacey 2000). The main shortcoming of that method is that wages and
salaries are allocated on a place-of-residence basis, rather than on a place-of-work
basis, as the concept of gross domestic product implies. On the other hand, the data
requirements of the ONS method are moderate, especially when compared to
INSEE’s.

The method developed for estimating the GDP of Quebec’s 17 administrative
regions and 6 metropolitan areas is described in greater detail in the next section. It is

©Panek et al. 2007. The 2001-2009 estimates of GDP by metropolitan area in current and real
(chained) dollars are available from the Regional Economic Accounts page of the BEA Web site at
http://www.bea.gov/regional/index.htm.

7 A brief description of the INSEE method can be found at http://www.insee.fr/fr/themes/detail.
asp?reg_id=99&ref_id=pib-va-reg
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a mixed method, closely akin to that of the ONS in the UK. Regional GDP at basic
prices is computed by industry or group of industries, following the incomebased
approach, defined in the OECD System of National Accounts as the sum of
components of value added (OECD 2011). The key ingredients in the method are
a compilation of fiscal data on incomes, and reliable home-to-work commuting
tables by industry. We believe a similar approach could be used to estimate regional
GDP anywhere these are available. Our method has the advantage of being less
limited than the Conference Board method by small-region or small-industry sam-
pling errors in labour survey data, and it implicitely takes into account inter-regional
productivity differences within industries, since it relies on income, rather than
employment data. Compared to the French INSEE method, ours is certainly less
demanding. And compared to the British ONS method, it is consistent with the GDP
place-of-production definition, and it has the advantage of using all of the detailed
fiscal data, rather than the 1 % sample of tax records, compiled by Inland Revenue.
We now proceed to give a more complete account of the method. In Sect. 6.2, we will
examine the evolution of regional GDP from the core-periphery perspective.

6.3 ISQ Regional GDP Estimation Method

6.3.1 Broad Outline

The process of applying the method can be summarized as follows:

1. The starting point is the Quebec total, to be allocated between the regions: value
added (VA) at basic prices, by industry and by component, in current dollars,
according to Quebec Economic Accounts. They are the “target data”.

2. Data on regional distribution are obtained from Revenu Québec, which extracts
them from individual income tax returns:

— Wages and salaries, by administrative region of residence and by Standard
Industrial Classification (SIC) industry;

— NIUB, by administrative region of residence and by SIC industry until 2000, and
by North-American Industry Classification System (NAICS) industry afterwards.

3. Revenu Québec data undergoes two conversions before being used to form
allocators:

— Data by SIC industry are converted to the NAICS.

— Place-of-residence fiscal data are converted to place-of-work data using
home-to-work commuting patterns by industry (special tabulation by Statis-
tics Canada, based on population census data).

4. The table of NIUB by NAICS industry and by region is adjusted, applying the
minimum-information-gain method (also known as minimum cross-entropy), so
as to exploit all of the information in Revenu Québec’s fiscal data, accommo-
dating for the relatively high rate of missing information relating to industry of
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origin. That procedure makes it possible to use NIUB data for which the region
of residence is known, but not the industry.

5. Wages and salaries and adjusted NIUB, by industry and by region, are used as
allocators for the other components of VA:

— Supplementary labour income is distributed in proportion to salaries;
— Other components are distributed in proportion to the total of salaries,
supplementary labour income, and NIUB.

6. VA by administrative region (that is, regional GDP) is obtained by first summing
the components within each industry, and then summing the VA of industries.

In addition, eight industries are treated in a special way: Fishing, hunting and
trapping; Metal ore mining; Non-metallic mineral mining and quarrying; Construc-
tion; Petroleum and coal products manufacturing; Primary metal manufacturing;
Lessors of real estate property; Owner-occupied dwellings. We shall come back to
those later. Finally, the top-down approach of the method ensures that estimated
regional GDP is consistent with provincial economic accounts.

6.3.2 Geographical Divisions in the Estimation Process

The Province of Quebec is divided into 17 administrative regions (AR). There are also
21 regional conferences of elected officials (ConférencesRegionales des Elus — CRE),
where the mayors and prefects of the region meet (since it is an institution unique to
Quebec, we shall not attempt a translation, and will henceforth use the acronym
CRE). Fifteen of the 17 administrative regions coincide with the territory of a single
CRE, but two of them have three each. Besides the administrative regions, there are
six metropolitan areas (MA) in Quebec. Two of the administrative regions are entirely
included within the Montreal metropolitan area, while seven others are partly inside,
partly outside a metropolitan area. Finally, one metropolitan area, Gatineau, is part of
the larger Ottawa-Gatineau metropolitan area which extends into the neighboring
Province of Ontario.

The objective in producing regional data was to provide local authorities with
information on which to base their development strategies. So it was desirable to
estimate GDP for all of the territorial divisions described above. To make that
possible, the Quebec territory was subdivided into 30 areas which can be
aggregated into administrative regions, CRE territories,® or metropolitan areas. It
was possible to obtain the target data and the Revenu Québec fiscal data for each of
the 30 territories. So the GDP estimates are perfectly consistent for any aggregation
of the 30 territorial subdivisions. However, for the eight special industries men-
tioned above, two separate calculations must be made, one for the 17 administrative

8 Except for the three regional conferences of the Nord-du-Québec administrative region, whose
economic and demographic weight is too small to subdivide the region.
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regions, with one of them divided into three regional conferences, and another for
the six metropolitan areas and the non-metropolitan territories.

6.3.3 Steps in the Estimation Process

This section examines the estimation process in greater detail.” In what follows, we
consider successively: source data used (target data on GDP by industry, and
Revenu Québec fiscal data); prior processing applied to Revenu Québec data to
construct the allocators; and application of the allocators to the target data.

6.3.3.1 Target Data on GDP by Industry

Data on GDP by industry and by component for Quebec as a whole are the “target
data”, which are to be distributed among regions by the estimation process. Indeed,
the estimation results must be consistent with other official data. Such consistency is
ensured because the totals distributed among regions with allocators correspond to
the official figures. However, these target data are not drawn as such from a single
source; rather, they are constructed from three main sources: (1) GDP at basic prices,
in current dollars, by industry and by province, in current dollars (Statistics Canada,
Provincial Gross Domestic Product by Industry, 15-203-XIE); (2) Statistics Canada’s
Provincial Input—output tables (IO) for Quebec; (3) GDP at basic prices, by compo-
nent, for 18 industry groups, in current dollars, estimated by the Institut de la
statistique du Québec (Compteseconomiques des revenus et dépenses du Québec).

Industry GDP at basic prices in current dollars is consistent with Economic
Accounts. So it is a good starting point for estimating regional GDP by a top-down
method. Indeed, the choice of estimating regional GDP in current, rather than
constant, dollars was made with the purpose of obtaining a regional GDP which
is consistent with Economic Accounts. Moreover, the regional GDP estimation
method uses allocators based on Revenu Québec fiscal statistics, which are, obvi-
ously, in current dollars.

The level of aggregation chosen for the estimation of regional GDP is 63 NAICS
industries. At that level of detail, however, the first source does not disaggregate
industry GDP into its components. So if one were to rely on that single source, one
would be forced to apply the same regional allocator to all of each industry’s value
added. For that reason, industry GDP data are used jointly with data from other
sources. In Compteseconomiques des revenus et dépenses du Québec, the Institut
de la statistique du Québec publishes the value of GDP at basic prices for 18
industry groups, with three components: total labour income (wages and salaries,
plus supplementary labour income); gross operating surplus and miscellaneous

° For an even more detailed description, see Lemelin and Mainguy (2005, 2009a).
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adjustments; and the total of accrued net income of farm operators from farm
production and net income of non-farm unincorporated business, including rent
(mixed income). These data are utilized jointly with the input—output tables, to
overcome certain classification and Economic Account benchmarking problems,
and to obtain the necessary information to distribute the GDP of the 63 industries
between the three value added components mentioned earlier. The result of those
adjustments constitutes what we call the “Economic Accounts target data”.

Finally, note that the source data on GDP by industry is published with a certain
time-lag, and in several stages: preliminary estimates, revised estimates, etc. The
definitive figures are often published only after several years. Consequently, the
target data for the estimation of regional GDP in recent years must be projected on
the basis of available source data, and the GDP estimates are revised as better and
more complete data become available.

6.3.3.2 Revenu Québec Fiscal Data

Revenu Québec fiscal data on salaries and individual business income are used to
construct the allocators according to which the target values are distributed between
regions.'’ So they are the two main allocators utilized. Other allocators are used for
special industries.

6.3.3.3 Salaries

The data are extracted from R1 slips'" (equivalent to Canadian federal T4 slips). By
combining the amounts of worker incomes according to the R1 slips, employer
economic activity codes, and employees’ postal codes, Revenu Québec produces an
estimate of the amount of salaries by activity and by territory of employee resi-
dence. Those data are quite complete. For instance, in 1997, Revenu Québec was
able to determine taxpayer territory of residence and employer industry for 93 % of
R1 slips, amounting to 95 % of the total value of salary income according to Revenu
Québec fiscal data. It is interesting to note that the total value of salaries according
to Revenu Québec data is very close to the Wages and salaries component of GDP
according to the Economic Accounts: the total value reported by Revenu Québec in
1997 represents 99.9 % of wages and salaries (excluding supplementary labour
income) according to the Economic Accounts. The way Revenu Québec fiscal data
are utilized is quite similar to what the United Kingdom’s ONS does. But the ONS

10 Fiscal data are compiled by Revenu Québec, and passed on to the Institut de la statistique du
Québec in an aggregated form that complies with the confidentiality rules which protect personal
information.

"IR1 slips are issued by employers to employees, with a copy forwarded to Revenu Québec. They
contain information on the worker’s labour income to be entered in his/her income declaration for
income tax purposes.
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builds its estimates on the basis of the 1 % sample of tax records, compiled by
Inland Revenue. In contrast, Revenu Québec fiscal data are based, not on a sample,
but on all of the R1 slips.

6.3.3.4 Net Income of Unincorporated Business (NIUB)

The net income of unincorporated business (NIUB), also called mixed income,
corresponds to net individual business income (revenu net des particuliers en
affaires) in personal income tax returns. It is taken from taxpayer income declara-
tion form TP1 (equivalent to Canadian federal T1 form). It includes accrued net
income of farm operators from farm production as well as the net income from other
types of unincorporated business.

However, the completeness rate of the economic activity code is not entirely
satisfactory: for instance, in 2003, the industry of origin could be identified for no
more than 71.9 % of taxpayers declaring individual business income (70.6 % of the
total value of individual business income declared). Moreover, when the two
criteria, region of residence and activity code, were combined, data were complete
for only 71.7 % of taxpayers declaring individual business income in 2003
(amounting to 70.6 % of the total value of individual business income declared).
It should be pointed out that the completeness rate has been improving year after
year since 1997; for that year, data was complete for only 41 % of taxpayers
declaring individual business income. Let us mention that, for 2003 again, the
total value of NIUB according to Revenu Québec fiscal data represents 96.8 % of
mixed income according to the Economic Accounts (after subtracting net rent
imputed to owners occupying their own dwelling). But if one retains only the
NIUB for which the taxpayer’s region of residence and activity code are known,
only 69.3 % of the Economic Account NIUB remains. To try and compensate for
the gaps in Revenu Québec NIUB fiscal data, an adjustment procedure, described
below, is applied: it allows to use all the available information, including NIUB for
which the region of residence is known, but not the economic activity code.

6.3.3.5 Conversions Applied to Revenu Québec Fiscal Data

Two conversions are applied to Revenu Québec fiscal data: (A) data by SIC industry
are converted to the North-American Industry Classification System (NAICS);
(B) place-of-residence fiscal data are converted to place-of-work data using home-
to-work commuting tables by industry based on data from the population census.
Now, while the 1996 census was classified according to the SIC, the 2001 census
follows the NAICS. Therefore, in the period 1997-2000, conversion B must be
performed before A, but for 2001 and the following years, A must precede B.
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6.3.3.6 From the SIC to the NAICS

Revenu Québec fiscal data are converted from the 1980 SIC to the North American
Industrial Classification System (NAICS), to make them comparable to Economic
Accounts target data: that way, Revenu Québec data for 66 SIC industries are
converted to 63 NAICS industries.'> Conversion from one classification system to
another is never perfect. In principle, it could be, at a very fine level of detail.
However, given the level of aggregation at which Revenu Québec fiscal data are
available, the correspondence is necessarily imperfect, particularly for service
industries. Although every SIC industry corresponds mostly to one particular
industry in the NAICS and vice-versa, parts of any SIC industry are usually
distributed into several NAICS industries; conversely, each NAICS industry is
generally made up of parts of several SIC industries. Thus, the conversion matrix
can be considered a table of average distributions: the value added produced by a
given SIC industry is distributed between NAICS industries following its average
distribution. Most of the conversion matrix data come from a Statistics Canada
table based on data from the Survey of Employment, Payrolls and Hours (SEPH).
That table has been constructed from survey data in each province, for two periods
of three consecutive months in 1998, and for another 3-month period in 1999, and
also from information drawn from Statistics Canada’s Business Register. Conver-
sion data based on the SEPH were completed thanks to another one of Statistics
Canada’s conversion tables, concerning only manufacturing industries, and
constructed from 1996 manufacturing shipments data.

6.3.3.7 From Place-of-Residence Data to Place-of-Production Data

The initial data on salaries and NIUB by industry and region of residence must also
be converted to data by region of production, using home-to-work commuting
tables by industry, for different categories of workers. Those tables are computed
by Statistics Canada, from the 20 % sample of population filing the long census
questionnaire.'® The industrial classification applied in the 1996 census of popula-
tion was the 1980 SIC, but it was the NAICS for the 2001 census. Commuting trips
by salaried workers correspond to those of Paid workers, while commuting trips by

12 Recall that, since 2001, Revenu Québec classifies NIUB data according to the NAICS, so that
this conversion is now only necessary for fiscal data on salaries.

13 For narrow ideological reasons, the governing Conservative Party of Canada has decided to
make the long census questionnaire optional, beginning with the 2011 census. This was done
against the advice of Statistics Canada, and in spite of widespread protest from numerous
organizations across the country who need reliable data, including Provincial and local
administrations. Statistics Canada will attempt to maintain the validity of the census, by
distributing the long questionnaire to 40 % of the population, rather than 20 %. But it is doubtful
that this will be successful in eliminating self-selection biases and ensuring an adequate represen-
tation of all categories of persons.
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unincorporated business operators correspond to those of the Self-employed (unin-
corporated). The general principle of the conversion is simple: the home-to-work
commuting tables show how the workplaces of the residents of a given territory
who work in a given industry are distributed over the territories; the total income
earned by those residents, according to Revenu Québec, is therefore distributed
between regions of production in the same proportions. The underlying hypothesis
is that, within a given industry, the average income per worker (wages and salaries,
or NIUB) is the same for all residents of a territory, no matter which territory they
work in.

6.3.3.8 Minimum Information-Gain Adjustment of NIUB Allocators

In the case of NIUB, a further adjustment is applied. As mentioned above, the
completeness rate of the economic activity code is not entirely satisfactory, so that
if only complete data were used, that would leave aside all the information
contained in the significant fraction of tax returns for which territory of residence
is known, but not activity code. In order to make full use of all the information
contained in Revenu Québec fiscal data on NIUB, the conversions just described are
applied, not only to NIUB by industry, but also to total NIUB (including NIUB for
which industry is unknown). An adjustment based on information theoretic
principles is then performed (Theil 1967). The first step in the adjustment is to
hierarchize information, according to reliability: (1) It is imperative to respect
Economic Accounts target data concerning NIUB by industry: they are considered
the most reliable figures. (2) In second place comes the distribution among produc-
tion territories of total NIUB compiled by Revenu Québec, and converted following
the procedures described above (in 2003, that represented 99.7 % of the total
amount of individual business income declared). (3) Last come the distributions
among production territories of NIUB by industry, also compiled by Revenu
Québec, and converted (in 2003, that represented 70.6 % of the total amount of
individual business income declared). The hierarchy having been established, one
proceeds with the adjustment itself, taking into account, however, that the adjust-
ment process excludes values relating to the eight special industries. Second- and
third-rank information is first made consistent with first-rank information by pro-
portional adjustments. At that stage, second- and third-rank data have not yet been
harmonized with one another. In the final step, first-rank data (industry totals) and
previously adjusted second-rank data (regional totals) act as constraints controlling
third-rank data adjustment.

That final adjustment is performed following the minimum information-gain
principle (also known as minimum cross-entropy), which is an operational form of
the rule of scientific neutrality (Jaynes 1957; Golan et al. 1996; Kapur and Kesavan
1992). The standard cross-entropy minimization technique considers the structure
of the matrix to be adjusted as if it were a probability matrix. Cross-entropy is a
measure of distance between the a priori probability distribution, i.e. the unadjusted
matrix, and the posterior distribution, i.e. the adjusted matrix. The adjustment
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process then consists in adjusting the matrix to its marginal totals in such a way as to
minimize that distance, which is readily interpreted in information theory as
minimizing the quantity of extraneous information imposed upon the a priori
matrix.

However, NIUB is negative for some industries in some regions, so the standard
technique is not applicable. So, following Giinliikenesen and Bates (1988), Junius
and Oosterhaven (2003), and Lemelin (2010), the minimum information-gain
approach is generalized to the case in which there may be negative entries.
Essentially, we consider the initial matrix as the term-by-term product of two
matrices: a matrix of +1 and —1 values, respectively corresponding to positive
and negative values in the data, and the matrix of absolute values of the data. The
first matrix is taken to be intangible (certain) information, while the second plays
the part of a priori matrix, to which the minimum cross-entropy principle can be
applied directly. The following optimization problem is solved in GAMS
(Rosenthal 2010).

MIN> > | @y zjInz;,
i

subject to

E ajzij = U;
J

Z ajjzij = Vi (6.1

where: z; = x;; / a;j; x;; is the adjusted (posterior) amount of NIUB of industry i in
region j; a;; is the a priori amount of NIUB of industry 7 in region j, according to the
converted Revenu Québec data; u; is total NIUB of industry i in all regions,
according to the Economic Accounts (target data); and v; is the total amount of
NIUB of all industries in region j, according to Revenu Québec data, after propor-
tional adjustment to the target data total. Solving the above problem yields the table
of NIUB by industry, for the 30 territorial divisions defined above.'*

6.3.3.9 Applying the Allocators to GDP Components

The procedure began with two tables of income by SIC industry and by territory of
residence obtained from Revenu Québec, one for salaries, and one for NIUB. The
conversions and the adjustment just described yielded tables of salaries and NIUB
by NAICS industry and territory of production. The rows of these tables are then

14 For further details, see Annex 3 in Lemelin and Mainguy (2009a).
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used to allocate total labour income (wages and salaries, plus supplementary labour
income), and NIUB among regions, by industry, for all but the eight special
industries mentioned earlier. The remainder of GDP at basic prices is aggregated
under the label of “Other operating surplus” (O0S),"” and is distributed among
regions (by industry) using as an allocator the sum of total labour income and NIUB
as estimated in the previous steps.

6.3.3.10 Distributing the GDP of Special Industries

Eight industries are dealt with in a special way. First, the estimation method applied
to the other industries is inapplicable to Construction and to Owner-occupied
dwellings, for reasons to be given below. As for the six other industries, it was
decided to treat them, in part or totally, as special, on account of practical
difficulties in applying the method.

Fishing, hunting and trapping (NAICS industry 114). Wages and salaries, and
supplementary labour income from this industry are distributed between regions just
like those of other industries. But the value of this industry’s NIUB in 2003 Revenu
Québec fiscal data is only 0.9 % of the same industry’s NIUB in the Economic
Accounts, while it makes up 27.5 % of the value added of the industry. Given that the
bulk of that industry’s value added comes from commercial fishing, its NIUB and
OOS are distributed following the value of fish landed in each region (Fisheries and
Oceans Canada, Quebec Marine Fisheries. Annual Statistics Review).

Metal ore mining (NAICS industry 2122) and Non-metallic mineral mining and
quarrying. (NAICS industry 2123). Initial experiments in applying the regional
GDP estimation method produced anomalous results for these industries (in partic-
ular, a significant presence of mining in a region that has no mines). Careful
examination revealed that there were probably misclassifications in Revenu
Québec’s fiscal data, due to the fact that the activities of large corporations are
classified by the reporting entities themselves. Misclassification is all the more
likely between closely related industries, such as Metal ore mining and Primary
metal manufacturing. So salaries in these two industries are distributed using
microdata from the Census of mines, quarries and sand pits. These data are
collected by the Institut de la statistique du Québec, in collaboration with Natural
Resources Canada. In all other respects, these industries are treated like the others.

Construction (NAICS industry 23). By its very nature, that industry has a high
percentage of workers without a fixed place of work, so that it would be inappro-
priate to distribute them proportionally to those whose place of work is known, all
the more since, even if the regional distribution of construction workers were

15008 therefore includes (Statistics Canada 13-213-PPB): Interest and miscellaneous investment
income; inventory valuation adjustment; indirect taxes on production, net of subsidies on produc-
tion (taxes and subsidies on production are not to be confused with taxes and subsidies on
products: the latter are not taken into account in the calculation of GDP at basic prices); and,
finally, capital consumption allowances (or depreciation).
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known for census years 1996, 2001 and 2006, it would most likely have changed
as old construction projects were completed and new ones began, in the years
following census years. Thus, it was decided to distribute the value added of the
construction industry using a special allocator: capital and repair expenditures,
except on machinery and equipment, by administrative region or by metropolitan
area.'®

Petroleum and coal products manufacturing (NAICS industry 324). Petroleum
refining represents 90 %—-95 % of that industry in the Province of Quebec, and
refining capacity is located in two regions: Chaudiere-Appalaches and Montréal.
Initial experiments in applying the regional GDP estimation method led to an
underestimation of the share of Chaudiére-Appalaches, and to locating a significant
share of the industry in a region without refining capacity, namely Mauricie. So this
industry is allocated among regions proportionately to value added according to the
microdata of the Annual Survey of Manufactures and Logging."’

Primary metal manufacturing (NAICS industry 331). Initial experiments in
applying the regional GDP estimation method produced anomalous results for
this industry. Careful examination revealed that there were probably classification
errors in Revenu Québec’s fiscal data. Moreover, the anomalies seemed related to
those of the Metal ore mining industry. So this industry was treated in the same
way.

Lessors of real estate property (number 5A03 in Statistics Canada’s NAICS-
based input—output industry classification). In some regions, that industry’s NIUB
has an ups-and-downs pattern, even jumping from positive to negative values from
one year to the next. And because of the peculiar structure of value added in that
industry, such instability would result in rather wild fluctuations. So the wages and
salaries of that industry are distributed in the same way as in other industries, but the
NIUB and OOS are distributed according to total real estate tax base by adminis-
trative region or metropolitan area (the database “Evaluationsfonciéres des
municipalités du Québec” is provided to the Institut de la statistique du Québec
by the ministere des Affaires municipales et des Régions).

Owner-occupied dwellings (number 5A04 in Statistics Canada’s NAICS-
based input—output industry classification). There is no Revenu Québec fiscal
data whatsoever relating to that industry, because the imputed rents of owner-
occupied dwellings are just that: imputed. That industry is bound to be a special
one. Also, the stock of dwellings changes from year to year, at different rates in
different regions. To take these factors into account, the value added of owner-

18 Immobilisations et réparations des secteursprivé et public, par région administrative, Québec,
years 1997 and following, Institut de la statistique du Québec, Direction des statistiques-
économiques et du développement durable. Source: Statistics Canada, Investment and Capital
Stock Division. Compilation: Institut de la statistique du Québec. These data may be downloaded
from the Banque de données des statistiquesofficiellessur le Québec (BDSO): http://www.bdso.
gouv.qc.ca/.

' More information on the Annual Survey of Manufactures and Logging at: http://www.statcan.gc.ca/
cgi-bin/imdb/p2SV_f.pl?Function=getSurvey &SDDS=2103&lang=en&db=imdb&adm=8&dis=2
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occupied dwellings is divided into two or more components, depending on the
number of years since the last population census: (1) the industry’s GDP for the
census year (1996 or 2001) is distributed in proportion to the value of owner-
occupied dwellings in each region, according to the 1996, 2001 or 2006 census
of population (the special compilation by Statistics Canada, on the basis of the
20 % sample responding to the long form of the census questionnaire, may be
consulted on the Institut de la statistique du Québec Web site); (2) the increase
of that industry’s GDP between the last census (1996, 2001 or 2006) and the
current year is distributed, year by year, in proportion to the value of residential
building permits for the corresponding year and the preceding one, so as to take
into account the time-lag between permit emission and building completion
(data published on the Institut de la statistique du Québec Web site). Finally,
the regional value added of owner-occupied dwellings is simply the sum of its
components.

6.3.3.11 Final Calibration

No final calibration is needed: from the outset, the method ensures that estimated
regional GDP are consistent, both with Gross domestic product by industry in
Quebec, and with Quebec Economic Accounts.

6.4 Core and Periphery in the Province of Quebec

Regional economic disparities are a long-standing policy issue in Canada, as in
many other countries. Polése and Shearmur (2002) have conducted a major project
to assess the current situation and future prospects of peripheral regions in
Canada.'® Their analysis, based on 1971-1996 census data (Shearmur 2001) leads
the authors to conclude that “The peripheral share of total (Canadian) employment
and population will continue to fall in the foreseeable future. Employment and
population will continue their gradual shift towards central locations, in and around
major metropolitan areas.” (Poleése and Shearmur 2002, p. 189).

In what follows, we use the 1997-2009 estimates of the GDP of Quebec’s
administrative regions and metropolitan areas, together with population and per-
sonal income data, to further contribute to a better understanding of the evolution of
central and peripheral regions in Quebec.

18 Six of the 11 study regions in Polése and Shearmur (2002) are in Quebec: Abitibi-Témiscamingue,
Cote-Nord, Gaspésie, Saguenay-Lac-Saint-Jean, and two subdivisions of the Bas-Saint-Laurent
administrative region.
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6.4.1 Geographical Divisions for Analysis

While metropolitan areas are an analytically meaningful category, the adminis-
trative regions have been defined for other purposes. So, for the objective of
analyzing the changing geography of economic activity, we define 16 regions,
which we shall call “analytical regions”. The analytical regions are defined in
such a way that their GDP can be obtained by summation or subtraction from the
estimates published by the ISQ for administrative regions (AR) on one hand, and
for metropolitan areas (MA) on the other. We shall also use ISQ population
figures and estimates of personal income, published for the same geographical
divisions as GDP estimates.

Every MA constitutes an analytical region, except for the Montreal metropoli-
tan area, which is subdivided in three, a refinement made possible by the fact that
two administrative regions, Montreal AR and Laval AR, are embedded within the
metropolitan area. Next, six analytical regions consist of the non-metropolitan
area surrounding a metropolitan area. These are made up of the non-metropolitan
parts of one or more administrative regions having common territory with the
MA. In some cases, the boundaries of administrative regions extend far away
from the MA, and include areas which can hardly be qualified as “surrounding”
the MA."” While this might be viewed as a shortcoming of the data, it is strongly
mitigated by the fact that population density is very low, and economic activity
generally weak in the remote parts of the ARs. Finally, we define two peripheral
regions, Rest-of-the-North and East. Figure 6.1 displays the map of our analytical
regions, and Appendix 1 gives their definition in terms of summation and
subtraction.

It should be recalled that the metropolitan areas are Census Metropolitan Areas,
and that their boundaries are adjusted in census years, according to new journey-to-
work data. The Sherbrooke MA, in particular, underwent a significant enlargement
in 2006. Since the ISQ’s GDP and personal income estimates refer to the Census
Metropolitan Areas, there are breaks in the series. Fortunately, demographic data is
also available on the basis of the 2006 CMA boundaries for the whole 1997-2009
period. So the MA GDP and personal income for all years previous to 2006 were
converted to the 2006 geography by multiplying the per capita figures computed
from the original data by population according to the 2006 boundaries. The
underlying hypothesis is that, in zones closely contiguous to an MA according to
the 1996 or 2001 limits, per capita values are the same as inside the MA. This
reconstruction of the data ironed out most of the kinks in the series. Remaining
wrinkles are possibly due to the substitution of new to old commuting patterns in
census years for the estimation of GDP (see above “From place-of-residence data to
place-of-production data”).

19 Such is the case, for example, of the non-metropolitan area around the Saguenay MA, most of
which could be attributed to the North peripheral region.
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Fig. 6.1 Map of analytical regions

6.4.2 Changes in the Distribution of Population, Production and
Income, 1997-2009

We want to examine the evolution of the geographic distribution of economic
activity and income, that is, the evolution of the share of each region in the GDP
or personal income of the Province of Quebec (what is said in the following
paragraphs in reference to GDP should be understood to apply to personal income

as well).
Let x;, be the GDP of region i in year t. Also let X; = >_ x;, be the GDP of the

Province of Quebec in year ¢. Similarly, let n;, be the pOplillatiOI’l of region i, and
N; = > nj be the population of the Province of Quebec in year r. Finally, let

Vi = x;,/n,-, and Y, = X, /N, be the per capita GDP in region i and in the whole of
Quebec respectively. Obviously, x; = y;n; and X;=YN,, and the share of
region i can be written as

(xi/X1) = (vie/ Y1) (nie/N1) (6.2)
The evolution of share (x;,/X;) is summarized as

xie/X)) — u/Y:) (/N0 (6.3)

(xio/Xo)  (¥io/Yo) (nio/No)
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where (y;,/Y;) is the relative per capita GDP of region i, and (n;/N,) is the
population share of region i. From Eq. 6.3, the percent change between year
0 and year ¢ of share (x;/X,) is

oo ({7 1) -

(xi0/Xo)
_ 100*{1 4 ((y,-,/Y,) _ 1>} [1 i ((”it/Nr) _ 1>] ~ 100
(vio/Yo) (nio/No)

The three percentage changes in this simple decomposition are given in Table 6.1
for GDP.

It is striking that, without exception, the GDP shares of analytical regions
(numbered 01-16 in Table 6.1) rise or fall according to whether their shares of
population rise or fall: the correlation coefficient between the 1997-2009
change in the share of population and the change in the share of GDP is 71 %
(F-statistic = 14.40).%° A declining relative GDP per capita is also associated with
a falling share of GDP: the correlation coefficient between 1997 and 2009 changes
is 72 % (F-statistic = 15.45). But the change in relative GDP per capita and in the
share of population are unrelated: the correlation coefficient is an insignificant 3.2 %.

In terms of geographical distribution, what is the picture that emerges? First,
population (43.3 %) and, to a lesser degree, production (+0.8 %) are concentrating
in the Montreal metropolitan and peri-metropolitan area. But the most impressive
feature locally is what is happening to the the Montreal AR relative to the rest of the
metropolitan and peri-metropolitan area: its share of population has diminished
slightly, while its share of GDP has fallen by a substantial 6.5 % over a 13-year
period. Population and production are being decentralized within the MA and in its
vicinity. Outside the Montreal metropolitan and peri-metropolitan area, however,
the opposite is happening. All regions but three of the five MAs are losing shares.
Of the three MAs gaining shares, two gain heavily in terms of production. Both are
administrative cities: Quebec City (410.1 %) is the capital of the Province, and
Gatineau (414.7 %) is part of the Ottawa-Gatineau MA, where Canada’s federal
capital is located. Everywhere else, population and GDP shares are declining, and
they are delining faster in non-metropolitan areas.

Table 6.2 presents the same decomposition as Table 6.1 for personal income.
Population data is repeated for readability.

6.4)

2Tt is readily recognized that, to compare the closeness of relationships, given that the correlation
coefficient is a measure of linear dependence, it would be mathematically more correct to take the
logarithmic transform of Eq. 6.3 and compute correlations between the logarithm of the left-hand side
variable and the logarithms of each of the two right-hand side variables. But that would make the
exposition unnecessarily technical. Given the Maclaurin series In(1 + z) = z — 222 + 23" 4 + ..,
we consider [(x/xo) — 1] to be a first order Taylor approximation of In(x,/xo) when x, is close to xo, so the
more correct mathematical approach would lead to the same observations.
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For personal income as for GDP, analytical regions (numbered 01-16 in
Table 6.2) with declining shares of population also have declining shares of
personal income: the correlation coefficient between the 1997-2009 change in the
share of population and the change in the share of personal income is 80 %
(F-statistic = 25.42). But there are a few exceptions (analytical regions 08 and
09). Not surprisingly, the same relationship is observed between the change in GDP
shares and the change in personal income shares: the correlation coefficient
between the last column of Table 6.1 and the last column of Table 6.2 is 74 %
(F-statistic = 17.07). A declining relative personal income per capita is also
associated with a falling share of personal income: the correlation coefficient
between 1997 and 2009 changes is 48 % (F-statistic = 4.19). But the change in
relative personal income per capita and in the share of population are unrelated: the
correlation coefficient is a non-significant —14 %.

Let us now compare relative personal income per capita in Table 6.2 with
relative GDP per capita in Table 6.1. The comparison illustrates the conceptual
difference between personal income and domestic product. Indeed, personal
income is the income that residents of a given territory receive, no matter where
production took place; on the other hand, domestic product is the total value of what
has been produced in a given territory, no matter where those who receive the
income live. Therefore, per capita GDP is strongly influenced by home-to-work
commuting. The high per capita GDP of the Montreal AR and, to a lesser degree, of
most other MAs is explained by the large number of residents of the surrounding
area who come to work there. Conversely, per capita GDP is systematically weaker
in the areas around MAs than in the MAs themselves. Two exceptions among the
MAs are Gatineau and Sherbrooke. In the case of Gatineau, the somewhat low
relative GDP per capita is explained by the fact that Gatineau belongs to the
Ottawa-Gatineau MA, and that large numbers of civil servants live in Gatineau
and work in Ottawa; indeed, per capita GDP is even lower in the surrounding area.
Finally, the high per capita GDP of the Rest-of-the-North region reflects the
presence of capital intensive industries (such as mining and hydroelectric power),
whose shareholders do not necessarily live there. There is much less variation in
relative personal income per capita than in relative GDP per capita, and this results
in a less contrasted picture. Nonetheless, it appears that personal income per capita
is higher in the Montreal MA, and in the two administrative MAs of Quebec and
Gatineau. It should be kept in mind that at least part of that greater personal income
is swallowed up by a higher cost of living. Changes in the geographical distribution
of personal income reflect both changes in population and changes in per capita
personal income, and they are consistent with changes in the distribution of
production. There is a slight movement of concentration towards the Montreal
metropolitan and peri-metropolitan area, and decentralization within the Montreal
MA, with the core Montreal AR losing share. Both administrative capital regions of
Quebec and Gatineau increase their shares, and, in the latter case, the increase
seems to be spilling over to the surrounding region. All other regions lose share.
Changes in the geographical distribution of personal disposable income
(not displayed here) are very similar to changes in the distribution of personal
income, and the same comments apply.
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6.4.3 Time-Paths

In the previous section, an examination of the first and last years of the time-series
produced a relatively clear picture, which we synthesized as: stability in the
dominant share of the Montreal metropolitan and peri-metropolitan area,
accompanied by a movement of decentralization within the area, together with a
rise in the shares of the administrative and political cities of Quebec and Gatineau
MAs, and a concomitant fall in the shares of other regions, especially non-
metropolitan and peripheral areas. In this section, we briefly look at the evolution
in-between, to verify that the first and last periods are not outliers. Our approach is
graphical, since 13 years is too short a time-series for serious econometric analyses.

Figure 6.2 presents the evolution of population shares in index form
(1997 = 100). An index above 100 means that the region’s share of population is
higher than it was in base year 1997, and vice-versa for values below 100. In the
graph, the curves of population shares are mostly monotonous (i.e. without ups-
and-downs), although there are exceptions. The general impression is one of
smooth evolution. From this point on, we shall distinguish four groups of analytical
regions: (1) regions with increasing population shares: Gatineau MA, Rest of
Montreal MA, Laval AR and Sherbrooke MA; (2) regions with stable population
shares: Quebec MA and Montreal AR; (3) regions with falling population shares:
non-metropolitan area around Sherbrooke MA, Trois-Rivieres MA, non-metro area
around Trois-Riviéres MA, non-metro areas around Quebec and Gatineau MAs;
(4) regions with collapsing population shares: Rest of the North, Saguenay MA, the
East and non-metro area around Saguenay MA.

Panel (a) of Figs. 6.3, 6.4, 6.5, and 6.6 displays the evolution of an index of GDP
shares for each of the four groups. Roughly speaking, regions with increasing or
decreasing population shares also have increasing or decreasing GDP shares, but
the evolution is not monotonous as it is for population shares. Now look at Panel
(b) in Figs. 6.3, 6.4, 6.5, and 6.6, which shows the evolution of relative GDP per
capita in index form (1997 = 100). Relative GDP per capita for 1997 and 2009 is
given in the first two columns of Table 6.1. The index for 2009 is obtained by
dividing the 2009 relative GDP per capita by the corresponding 1997 value. For
example, the 2009 index of relative GDP per capita for the Montreal AR is
100 x 137/146 = 94 (after rounding). It is quite apparent that the shape of the
relative GDP per capita index curves in Panel (b) of Figs. 6.3, 6.4, 6.5, and 6.6
mirrors that of GDP share index curves in Panel (a).

In the previous section, we have detailed the mathematical relationship between
GDP shares, population shares and GDP per capita. Visually, it would seem that the
relationship could be characterized by saying that population shares represent the
trend, and GDP per capita the fluctuations around the trend. Changes in GDP per
capita may reinforce the trend, as in the case of the Laval AR, or they may dampen or
even reverse the trend, as in the case of the Saguenay MA. Not surprisingly,
the relationship between the variables is supported by the correlations between
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Fig. 6.2 Evolution of population shares, analytical regions, 1997-2009 (1997 = 100)

a Evolution of GDP shares (1997=100) b Evolution of relative GDP per capita (1997=100)
120 115

N X
115 : 110 =

— T T T T 85 — T T T T T T T — T — T

AP P PDF P> RS P KR A D O O DD O > G RSP R
S PO F N X @ > X PSS YO RN L
20T P P @0(9“(9“@@@0(9@ RGNS @@0%00%@“%@%@%
=> ‘Laval AR —e— Gatineau MA —— R-o-Montreal =% ‘Laval AR —— Gatineau MA —— R-o-Montreal
—4A -Peri-Montreal —3— Sherbrooke MA —A -Peri-Montreal —O— Sherbrooke MA

Fig. 6.3 Analytical regions with rising population shares, 1997-2009

them: the panel correlation coefficient®’ of year-to-year changes in GDP shares
with year-to-year changes in population shares is 72 % (F-statistic = 199); with
year-to-year changes in relative GDP per capita, it is 75 % (F-statistic = 246).

2!'What we call the panel correlation coefficient here is calculated for the panel of 16 regions and
12 year-to-year changes (from 1997-1998 to 2008-2009).
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a Evolution of GDP shares (1997=100) b  Evolution of relative GDP per capita (1997=100)
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Fig. 6.4 Analytical regions with stable population shares, 19972009

a Evolution of GDP shares (1997=100) b  Evolution of relative GDP per capita (1997=100)
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Fig. 6.5 Analytical regions with falling population shares, 1997-2009

Finally, the panel correlation coefficient of year-to-year changes in population shares
with year-to-year changes in relative GDP per capita is not so strong, at 29 %
(F-statistic = 17.8).

Compared with GDP shares, personal income shares vary somewhat less, but
they display a similar relationship with population shares and with relative personal
income per capita. The panel correlation coefficients of year-to-year changes
in personal income shares are 29 % (F-statistic = 16.9) with year-to-year changes
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a Evolution of GDP shares (1997=100) b  Evolutionof relative GDP per capita (1997=100)
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Fig. 6.6 Analytical regions with collapsing population shares, 1997-2009

in population shares, and 92 % (F-statistic = 1,016) with year-to-year changes in
relative personal income per capita.

6.4.4 Regional Gross Value Added by Industry

Regional GDP is the sum over all industries of regional gross value added by
industry. So we shall now use the estimates of gross value added by industry and by
region to examine the evolution of regional GDP shares in more detail. The percent
change between year 0 and year ¢ of the share (x;;/X,) of region i can be written as

100* (M - 1) =

(xio /Xo0)
oy [/ Xio) — 100* (xit/xi0) — (X4/Xo0)
=100 (T:/Xo) 1) 100 ( X /%) ) (6.5)

The numerator of the ratio on the extreme right is the differential growth rate of
the region, since (x;/xi0) — (X;/Xo) = [(xit/xi0) — 1] — [(X;/X0) — 1] . We shall
apply shift-share analysis to gross value added by industry in order to decompose
differential GDP growth into two components, conventionally labelled “structural
growth” and “residual growth”. Structural growth is defined as the additional
(possibly negative) growth that the region would have experienced if each of its
industries had grown at the same rate regionally as at the national level (in the
present context, at the provincial level).
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It must be recognized at the outset that shift-share analysis has many
shortcomings. Its principal limitation is that the amount of structural growth
depends on the industry classification, and that the bias from using a less, rather
than a more detailed classification is of unknown sign. Another point to keep in
mind is that calculation of the structural component of growth depends on the
choice of the base year, in much the same way as a Laspeyres price index; if, for
any reason, the industry mix in the base year is not representative of a region’s long-
term economic structure, then the effect of that structure on regional growth is
misrepresented. In addition, the shift-share decomposition of growth over a given
period is not the sum of shift-share decompositions of growth over its sub-periods,
since every sub-period has a different base year industry mix. In view of these
limitations, there is no validity whatsoever in the interpretation of the residual effect
as an indicator of the region’s competitiveness. So, with all due caution, we apply
shift-share analysis to answer the following question: at the available level of
industrial detail, is it possible to identify industries or groups of industries whose
relatively high or low provincial growth rates may have influenced regional growth?

Before tackling this task, two methodological challenges had to be solved. The
first concerns changes in the metropolitan area boundaries, mentioned above
(Sect. 2.1). At the aggregate level, we estimated constant-boundary MA GDP and
personal income as the product of the corresponding per capita values by the
appropriate population numbers. It would not be adequate to make this kind of
adjustment at the individual industry level. So the solution adopted was to estimate
the effect of boundary changes on overall regional GDP as the ratio in 2005 of GDP
according to the 2006 MA boundaries to GDP according to the 2001 MA boundaries.
In the analysis, this “boundary change effect” was simply subtracted from the residual
component of growth. No adjustment was made in year 2000 for boundary changes
that have taken place in census year 2001, because the changes were minor.

The other challenge that had to be met is the effect of disclosure rules. The ISQ
applies Statistics Canada’s so-called “Duffett rules”** of data dissemination. These
are designed to prevent the disclosure of information obtained under the authority
of the Statistics Act that pertains to individual persons or organizations. An exami-
nation of the detailed tables™ shows that, except for aggregates such as
Manufacturing as a whole, almost every industry is undisclosed for at least one
region. Consequently, if all industries that are undisclosed for some region were
aggregated for all regions, analysis could be performed only at a highly aggregated
level. In order to make full use of all the available information, four residual
industries were created for each analytical region: Other Agriculture etc. (confiden-
tial data); Other Mining, Util. &Construc. (confidential data); Other Manufacturing
(confidential data); and Other Services (confidential data). The gross value added of
these residual industries was obtained by subtracting known data from the

2 Named after Walter Duffett, who was Chief Statistician in the early 1970s when these rules were
adopted.

23 The detailed tables are available on demand from the first author.
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aggregates. Now, as we already mentioned, the pattern of disclosure is not the same
for all regions, which implies that the composition of the residual industries differs
from one region to another. So, to calculate the structural component of growth of a
residual industry, the growth rate of the corresponding aggregate at the provincial
level was computed separately for each analytical region. Table 6.3 synthesizes the
results of the shift-share analysis.>*

In Table 6.3, the sum of the components in columns 4-6 is equal to the
differential growth rate in column 3. In columns 7-9, the components from columns
4-6 are expressed in percentage shares of total differential growth (the sum of
shares is 100 % or —100 %, depending on whether differential growth is positive or
negative). First, we note that the effect of MA boundary changes (col. 5) has indeed
been quite substantial for the Sherbrooke MA and the surrounding area. Otherwise,
it has mostly had a negative effect on regions around metropolitan areas due to the
transfer to the metropolitan area of territory with a relatively high density of
economic activity. But we are mostly concerned with the structural component
(col. 4). It is interesting to note that the structural component is negative for most
regions except for the part of the Montreal MA which doesn’t belong to the central
Montreal AR, and the two administrative and political centers of Gatineau (part of
the Ottawa-Gatineau MA, where the federal capital of Canada is located) and
Québec (capital city of the Province of Quebec). The structural component is also
positive for the Rest-of-the-North peripheral region; Table 6.4 below reveals that
this is mostly associated to Mining etc., Utilities and Construction.

Table 6.4 gives the sectoral composition of structural growth. The sum of the
sectoral components in columns 2-5 is equal to the structural component of regional
GDP growth in column 1, which is identical to the fourth of Table 6.3. Each of the
sectoral components is the sum of industry components computed at the finest level of
detail possible (using the “Other” residual industries), given the confidentiality rules.
By its very definition, the province-wide structural component is zero, because the
weighted average growth rate of industries is equal to the overall growth rate of
provincial GDP. But individual industries or groups of industries do not grow equally.
It can be seen that, in Quebec like in all mature economies, the manufacturing sector
has grown less than services. Accordingly, the contribution of manufacturing to the
structural component of growth is negative everywhere, and larger (in absolute value)
in regions where manufacturing is concentrated. Conversely, the service sector has
grown faster than the overall economy, so its contribution is positive everywhere, and
greater in metropolitan areas, where the service economy tends to concentrate.
Interestingly, it can be seen from the detailed results (not displayed in this article)
that the contribution of Services to the structural component of growth in the Gatineau
and Quebec administrative MAs is not primarily associated with growth in Public
Administration. Regarding Mining etc., Utilities and Construction, as far as can be

2*The growth decomposition is for the 1997-2008 period, rather than 1997-2009, because the
regional gross value added data for 2009 were not yet available by industry at the time of writing
this article.
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Table 6.4 Sectoral detail of the structural component of differential regional growth, 1997-2008
(variation of gross value added, in thousands of current Canadian dollars)

Total Agriculture,
structural ~ Forestry, Mining etc., Services-
component Fishing and Utilities & Manufacturing producing
Analytical region (%) Hunting (%) Construc. (%) (%) industries (%)
01 Montreal AR -0.3 0.0 1.7 —8.8 6.9
02 Laval AR 6.0 —0.1 35 -5.0 7.6
03 Rest of 1.8 -0.2 3.6 -7.3 5.6
Montreal MA
04 Peri-metro. 2.7 -0.9 32 —9.8 4.9
region
05 Quebec MA 4.4 —0.1 2.1 —-35 6.1
06 Around Quebec -7.2 —1.1 2.0 —11.4 33
MA
07 Gatineau MA 4.4 —-0.3 2.2 —2.8 53
08 Around —4.3 —4.4 35 —6.2 2.7
Gatineau MA
09 Sherbrooke MA -13 -0.2 1.6 -7.5 4.7
10 Around —13.7 —1.1 24 —-174 2.3
Sherbrooke MA
11 Trois-Rivieres 2.2 —-0.2 5.1 —10.8 3.7
MA
12 Around Trois- -5.7 —1.1 2.5 —-10.9 39
Riv. MA
13 Saguenay MA -35 —-0.4 2.7 —11.1 54
14 Around -5.0 —2.2 2.2 —-10.0 4.9
Saguenay MA
15 Rest-of-the- 3.7 —1.1 8.6 —-7.2 34
North
16 East -1.0 —1.4 2.9 —6.3 39
Province of Quebec 0.0 —0.4 2.6 —8.1 5.9

seen from the non-disclosed data, its more rapid growth is mostly due to the construc-
tion boom that Quebec has experienced in the latter years of the period examined.

Returning to our initial question, we conclude that yes, is it possible to identify
industries or groups of industries whose relatively high or low provincial growth rates
may have influenced regional growth. However, Table 6.3 shows that the residual,
unexplained, component of differential growth overweighs the structural component
in most cases, even after subtracting the effect of MA boundary changes in 2006.

6.5 Summary and Conclusion

This article presents the method developed for the Institut de la statistique du
Québec to estimate regional GDP in the Province of Quebec. It is a top-down
method, which consists in allocating total labour income and net income of
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unincorporated business (NIUB) by industry among regions using allocators
constructed from fiscal data on wages and salaries and NIUB obtained from the
Quebec ministry of revenue (responsible for tax collection). For each industry,
other components of value added (corporation profits, interest, capital consumption
allowances, inventory valuation adjustment, and net indirect taxes on production)
are then distributed in proportion to the sum of total labour income and NIUB. The
key ingredients in the method are a compilation of fiscal data on incomes, and
reliable home-to-work commuting tables by industry. We believe a similar
approach could be used anywhere comparable data are available.

In order to examine the changing distribution of population, production and
income in the Province of Quebec, we have reorganized the data to construct
analytical regions according to the core-periphery view. This was achieved by
summation and subtraction of data pertaining to the administrative regions and
the metropolitan areas. A relatively clear picture emerged from our examination of
the data, both through a comparison of the first- and last-year data, and through a
graphical inspection of the evolution in-between.

Almost half of the population resides in the Montreal metropolitan area, and
around 60 % in the combined Montreal metropolitan and peri-metropolitan area.
Corresponding GDP and personal income shares are slightly higher. Population,
GDP and income shares are quite stable throughout the period. Within the Montreal
MA, however, there is a movement of deconcentration, as the Montreal adminis-
trative region, which constitutes the core of the metropolitan area, loses about 6 %
of its share in production and income, while more or less maintaining its share of
population. In other parts of the Province, only the Quebec and Gatineau MAs
increase their shares of GDP and income. Both metropolitan areas include admin-
istrative and political centers: Quebec City is the capital of the Province, and
Gatineau is part of the Ottawa-Gatineau MA where Canada’s federal capital is
located. Almost all other analytical regions show falling shares of population,
production and income. In particular, peripheral regions’ shares of population
dropped by 12 %—13 % over the 1997-2009 period; their shares of GDP and
personal income have fallen also, albeit less dramatically. And within the Quebec
heartland, there is a redistribution from non-metropolitan to metropolitan areas.

How much of that spatial redistribution can be related to changes in the industry
mix of the economy? In an attempt to throw some light in the issue, shift-share
analysis was applied to gross value added by industry in order to decompose
differential GDP growth into its two conventional components, “structural growth”
and “residual growth”. We found that it is possible to identify industries or groups
of industries whose differential growth rates may have influenced regional growth.
However, the residual, unexplained, component of differential growth outweighs
the structural component in most cases, even after subtracting the effect of MA
boundary changes. These results show, not too surprisingly, that the core-periphery
logic underlying the changing geography of production cannot be reduced to a mere
reflection of changes in the industry mix of the economy. Space matters.
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Appendix 1: Definition of Analytical Regions

Montreal AR

Laval AR
Rest-of-Montreal MA
Perimetropolitanarea

Québec MA
Non-metro around Québec MA

Gatineau MA

Non-metro around Gatineau MA
Sherbrooke MA

Non-metro around Sherbrooke MA
Trois-Rivieres MA

Non-metro around Trois-Riviéres MA
Saguenay MA

Non-metro around Saguenay MA
Rest-of-the-North

East

Subtotals:

Montreal and peri-metro area
Montreal MA

Other metropolitan areas

Montreal MA

Other non-metro

Non-metro away from Montreal

Peripheral regions

Montreal AR

Laval AR

Montreal MA — [Montreal AR + Laval AR]

[Laurentides AR + Lanaudiére AR +
Montérégie AR] — Rest-of-Montreal MA

Québec MA

[Chaudiere-Appalaches AR + Capitale-Nationale
AR] — Québec MA

Part of the Ottawa-Gatineau MA located in
the Province of Quebec

Outaouais AR — Gatineau MA

Sherbrooke MA

Estrie AR — Sherbrooke MA

Trois-Rivieres MA

[Mauricie AR + Centre-du-Québec AR] —
Trois-Rivieres MA

Saguenay MA

Saguenay — Lac-Saint-Jean AR — Saguenay MA

Abitibi-Témiscamingue AR + Nord-du-Québec
AR + Cote-Nord AR

Bas-Saint-Laurent AR + Gaspésie — fles-de-la-
Madeleine AR

Montreal MA + Perimetropolitan area

Montreal AR + Laval AR + Rest-of-Montreal
MA

Québec MA + Gatineau MA + Sherbrooke MA +
Trois-Rivieres MA + Saguenay MA

Montreal AR + Laval AR + Rest-of-Montreal
MA

Perimetropolitan area + Non-metro away from
Montreal

Non-metro around Québec MA + Non-metro
around Gatineau MA + Non-metro around
Sherbrooke MA + Non-metro around Trois-
Rivieres MA + Peripheral regions

Non-metro around Saguenay MA + Rest-of-the-
North + East
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Chapter 7

An Application of the Disequilibrium
Adjustment Framework to Small Area
Forecasting and Impact Analysis

Jae Hong Kim and Geoffrey J.D. Hewings

7.1 Introduction

Regional disequilibrium adjustment frameworks, pioneered by Carlino and Mills
(1987), have been widely employed for a broad range of regional and more
disaggregated level research. In particular, the method has been more extensively
used, after Boarnet (1994a) extended the original form of the adjustment model
by introducing a spatial weight matrix into the equation system in order to explicitly
consider the intrinsic spatial interdependence. So far, the applications include a
variety of empirical analyses of growth dynamics, ranging from the examinations of
the population-employment interaction (see e.g., Carlino and Mills 1987; Boarnet
1994b; Clark and Murphy 1996; Vias 1999) to the studies on spatial linkages
(see e.g., Henry et al. 1997, 1999, 2001; Feser and Isserman 2005) and the
investigations on development policy issues (see e.g., Bollinger and Ihlanfeldt.
1997; Edmiston 2004; Ke and Feser 2010).

This study identifies key advantages of the disequilibrium adjustment model,
particularly its dynamic nature, and explores the possibility of a further expansion
of the model applications, beyond its existing uses for empirical assessments. An
attempt is made to exploit a spatial econometric version of the regional disequilib-
rium adjustment model (Boarnet 1994a) for small area socio-economic forecasting
and impact analysis. Rather than using the adjustment model as it stands for a
forecasting purpose, the study introduces an idea of combining it hierarchically
with a regional econometric input—output model (REIM) that provides a long-term
trajectory of economic growth that is not reflected by the adjustment model alone.

J.H. Kim (23)
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Further, it demonstrates an application of the combined framework for a small area
population and employment forecasting under various scenarios.

The remainder of this chapter is structured as follows. Section 7.2 briefly explains
the disequilibrium adjustment model and reviews existing model applications for
various purposes. In Sect. 7.3, attention is paid to the dynamic nature of the adjust-
ment model and its potential as a tool to support socio-economic forecasting and
dynamic impact analysis. Section 7.4 presents a strategy for combining the adjust-
ment model with the REIM to construct an integrated forecasting and dynamic
impact analysis framework. Finally, a small area population and employment
forecasting based upon the integrated framework is demonstrated in Sect. 7.5,
followed by a conclusion where some challenges in this type of the application are
discussed.

7.2 Regional Disequilibrium Adjustment Model

7.2.1 Logic and Formulation

In common with other applied analysis frameworks in regional studies, generally the
disequilibrium adjustment model describes growth dynamics of certain geographic
areas, with a focus on population and employment changes. The most critical feature
of the model is that it characterizes the population and employment changes in the
real world as an incremental adjustment process, rather than assuming that the
observed patterns of population and employment distributions are in a state of spatial
equilibrium. In other words, it recognizes not only the equilibrating forces arising
from the rational behaviors of economic agents but also the difficulties of attaining
equilibrium in reality. Even though this characterization (i.e., the denial of the
assumption of the equilibrium status) somewhat complicates the model formulation
and estimation, this way of understanding the process is appealing, given that there
are many factors (e.g., irreversible investments, moving costs, etc.) that prevents
households and businesses from relocating frequently in response to the evolving
environments. In addition, the model provides a more general framework that can
include the case of a perfect adjustment (i.e., the equilibrium state) depending on the
data, the context, and the time period involved.

The fundamental concepts of this model had been expressed by the following
two sets of the equations (i.e., Eqs. 7.1, 7.2, 7.3, and 7.4). The equations basically
imply (a) that the equilibrium level of population and employment can be deter-
mined by household and business location choice factors and their influences on
each other and (b) that actual population and employment changes in reality are the
result of adjustment processes from a current state towards an equilibrium state that
may only be partially attained.

P, =f(Hi;1,E},) (7.1)
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E;, = g(Bir1,P;) (1.2)
APiy=Pi;—Pi; 1 =/lp - (P;t —Pii1) (7.3)
AEi;, =Ei;,—Ei; 1 =i - (E,*, —Ei1) (7.4)

where P}, and E;, represent the equilibrium level of population and employment
in area i in year t, while P;, and E; , indicate actual population and employment (i.e.,
observations). H 1 and B;;_ are exogenous variables, representing household and
business location choice factors, respectively. Ap and Ag are adjustment rates of
population and employment towards the equilibrium points (i.e., P{, and E{ ). The
two adjustment rates, between 0 and 1 by definition, represent the essence of this
model. They are also the parameters, among many others, to be estimated.

To extend this form of the framework, Boarnet (1994a) suggested that popula-
tion and employment in a certain area can also have effects on adjacent zones. In
other words, for instance, Pi*’ . 1s not only influenced by Ef . but also by Ej*’t, as workers
may decide to live in zone i, because they are working in zone j close to i. Boarnet
(1994a) expressed this point by replacing Eqs. 7.1 and 7.2 with the following
formulation.

P, :f(Hiv,,l,Ezt) (7.5)

E}, = g(Bi;1,P;,) (7.6)

where 15;‘7 . and E]* . Tepresent the equilibrium level of population and employment in
the local labor market centered on zone i in year t.

Boarnet (1994a) further specified the population and employment in the larger

labor shed area, centered on each zone, using a spatial weight matrix (W), as
follows:

Pi=({I+W) P, (7.7)
Ef,=(+W)-Ej, (7.8)

Based upon these basic settings, an estimable disequilibrium adjustment model
can be derived. In detail, from Eqgs. 7.3, 7.4, 7.7, and 7.8, the following set of
equations can be developed:

_ 1
Pi,=U+W) P+ o (I+W)-AP;, (7.9)
P

_ 1
By =+ W) Eipy+-—- I+ W) AL, (7.10)
' E
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In addition, from Egs. 7.3, 7.4, 7.5, and 7.6, the observed population and
employment can be written as follows, assuming a linear relationship in Egs. 7.5
and 7.6.

APy =Hj;-Bp-hp+2p-0p- Ei[ —Ap - Piog +uiy (7.11)
AEiy =B -Bg - A+ Ag - Ok - P;t —Ag - Eio1 + vig (7.12)

where Bp, B, Op, and Og indicate the parameters for corresponding determinants
of the level of population and employment; and both u;; and v; ( are the independent
and identically distributed random error terms.

If Egs. 7.9 and 7.10 are plugged into Eqgs. 7.11 and 7.12, a spatial econometric
version of the disequilibrium adjustment model, which is a structural equation
system, can be derived, as shown by Boarnet (1994a).

APy =Hij; 1 -Bp-hp+Ap-0p - (I+ W) -Ei
Ap - Op

+7v1«:

~(I+W)-AE;; — - Py +uy (7.13)
AEi; =Bi 1 -Pg-r+As-0g-I+W)- Py
Mg - Op

+}\.p

~(I+W) APy — Ag - Ei1 + vig (7.14)

It needs to be noted that population and employment densities, as opposed to the
absolute numbers, are often used as the dependent variables (e.g., Carlino and Mills
1987; Clark and Murphy 1996). In some cases, a log linear form of the model
specification has also been adopted (e.g., Carruthers and Mulligan 2007, 2008).
Moreover, a considerable number of studies, using the framework, include addi-
tional dependent variables (e.g., land area, housing, wage, employment by industry,
etc.) in the simultaneous equation system, in addition to population and employ-
ment (e.g., Carruthers and Mulligan 2008; Vermeulen and Ommeren 2009). How-
ever, the fundamental logic (i.e., characterizing the changes as a disequilibrium
adjustment process) and the simultaneous structural equation form are the common
grounds of this methodology. Mulligan et al. (1999), Vias and Mulligan (1999), and
Boarnet et al. (2005) have provided meaningful suggestions on how this model can
be used in a more effective and appropriate manner.

7.2.2 Applications

Although the model requires a special treatment in estimation due to the simulta-
neity involved, it is useful for a variety of research purposes, thus employed for a
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wide range of empirical analyses. Among others, the model’s explicit consideration
of the population—employment interactions enables researchers test whether (a)
jobs follow people, (b) people follow jobs, or (c) reciprocal causality exists. Here,
of interest are the signs and significance of (Ap - 0p) /Ag and (Mg - Og)/Apin Egs. 7.13
and 7.14 that show the influences of population changes on employment and vice
versa. Carlino and Mills (1987), in one of the pioneering studies that applied the
adjustment model, examined this population—employment interaction issue. They
analyzed county-level population and employment changes in the United States
from 1970 to 1980, and found a positive reciprocal interrelationship between
population and total employment. They also paid attention to the interaction
between population and manufacturing employment. According to the results of
their analysis, population shows a significant negative effect on manufacturing
employment growth, while the relationship the other way around is positive.
Boarnet’s (1994b) study, using municipality-level data in a part of New Jersey,
also examined the population—-employment interaction. The estimation result
(p- 93) suggests that jobs are likely to follow people rather than vice versa,
consistent with the result of a well-known study by Steinnes (1977). Using the
adjustment model, many other studies also have empirically investigated the issue
in other contexts. For instance, Vias (1999) examined rural Rocky Mountain region
and found a similar conclusion that jobs tend to follow people, whereas the effect of
employment changes on population appears weak. Clark and Murphy (1996)
conducted a county-level analysis with 1980s data in the United States. Their
analysis suggests that the effects of population on employment change vary by
sector.' Although population change exhibited positive estimates on the employ-
ment in all five sectors that they test (i.e., Manufacturing, Construction, Service,
Trade, and FIRE: Finance, insurance and real estate), the only effects that were
statistically significant were in the Construction and FIRE sectors.

In addition to the investigation of the population-employment interactions, the
spatial econometric version of the disequilibrium adjustment model has been
employed to analyze how the growths or declines in different areas are interrelated.
Henry et al. (1997) study of the spread vs. backwash effects is a notable example of
this kind. They analyzed how the growth in urban core and fringe areas affected the
population and employment changes in surrounding hinterlands based upon the
disequilibrium adjustment model, and found a mix of spillover and backwash effects
from the case study of southern regions in the United States (covering parts of
Georgia, North Carolina and South Carolina). Specifically, according to their analy-
sis, rural hinterlands were more likely to grow faster, if the adjacent urban fringes
were rapidly growing, with a slower pace of growth in the core. In such a context,
employment in the hinterlands was also found to increase more. Later, the authors
(Henry et al. 1999, 2001) analyzed the urban—rural linkage in France. By testing

! By conducting a large number of experiments, Hoogstra et al. (2011) finds that the outcomes of
the empirical studies on this population—employment interactions can differ by many other factors,
such as measurements and spatial weight matrix specification.
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various specifications of the adjustment model, Henryet al. (2001) detected a strong
spillover effect of urban growth on rural areas in terms of population, but not that
much significant impact on employment. Feser and Isserman (2005) investigated the
case of 48 states using more recent (i.e., 1990-2000) county-level data. Their
empirical analysis also revealed mixed effects, namely positive spillovers from the
growth in highly urbanized counties to rural areas, but a competition with suburban
(i.e., mixed urban -+ rural) counties.

The disequilibrium adjustment model has also been widely adopted for a variety
of policy and impact analyses. As it properly separates the influences arising from
population—employment and spatial linkages from the effects of other factors of
growth, the model can be used for a more precise assessment of population and
employment changes in relation to many potential growth factors and policies of
interest. For instance, Bollinger and Ihlanfeldt (1997) measured the impact of
Atlanta’s MARTA rail transit system on census tract level growth. Using employ-
ment by industry data with the adjustment model, their analysis examined not only
whether population and total employment was affected by the transit stations but
also how the industrial structure was influenced. They found no substantial effect of
the transit system on the growth (i.e., population and total employment), while it
appeared that the system ‘“‘has altered the composition of employment in favor of
the public sector . . . in those areas with high levels of commercial activity” (p. 202).
Henry et al. (1997), in the study noted earlier, paid attention to rural development
factors as well as the spatial linkages among urban, suburban, and rural areas.
In this case, a variety of local amenity features (infrastructure, public service,
housing, labor force, school quality, etc.) were considered using a set of represen-
tative variables (p. 486—487), in order to come up with policy recommendations for
rural area development. Among others, the provision of key public service, housing,
and school quality were found to be significant for population growth in rural areas.
There are many other applications of the adjustment model for the policy and
impact analysis purposes, particularly those aiming to understand the growth
determinants in rural areas and to test the role of infrastructure and amenity. (see
e.g., Duffy-Deno 1998; Deller et al. 2001; Edmiston 2004; Vermeulen and
Ommeren 2009; Ke and Feser 2010).

7.3 Forecasting with a Disequilibrium Adjustment Model

As explained in the previous section, the regional disequilibrium adjustment frame-
work has been widely used as a powerful analytic method for the empirical analyses
of population—employment interactions, spatial interlinkages, the real effects of
various potential growth factors or policy instruments, and so forth. In addition to
its usefulness in such empirical assessments, the model’s dynamic nature would
present an opportunity to be employed as a tool for forecasting and dynamic impact
analysis. The model’s explicit description of population and employment changes
as well as relatively flexible formation may be other merits that need to be
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recognized. Particularly, the model can well fit to socio-economic forecasting and
analysis for small areas where population and employment often change dramati-
cally due to dynamic relocation processes.

Once the model is properly estimated, it is possible to derive the predicted values
of the dependent variables of Egs. 7.13 and 7.14 (i.e., population and employment
changes in each zone between t—1 and t) from the state in t—1. In addition, it is
possible to estimate the impact of a particular shift in an explanatory variable on
population and employment changes, using the estimated model.

Few studies have attempted to generate projections using this approach. Mills
and Lubuele (Mills and Lubuele 1995) estimated a simultaneous three equation
model (in which population, employment, and wage were dependent variables)
with 1970, 1980, and 1990 data for U.S. metropolitan statistical areas (MSA), and
projected the changes in the three variables for a following time span
(i-e., 1990-2000) to see how the MSAs’ growth pattern will be in future. In the
case of Carruthers and Mulligan (2007), a different set of three variables, (1) acres
of developed land per person, (2) acres of developed land per employee, and
(3) acres of developed land, are modeled. Then, using the model estimated with
1982, 1987, and 1992 data for metropolitan counties in the United States, the future
(i.e., 1992-1997) pattern of land absorption was projected.

Although technically the estimated model can be used for projection purposes,
the adjustment model alone presents challenges when considered as a plausible
long-term forecasting method. The framework is not designed to project a long-
term growth trajectory, although it describes the dynamic process of population and
employment changes. If the model is used as it stands to project the future, the
captured adjustment processes will be iterated without the full consideration of the
essential growth momentum (i.e., the system-wide effects of changes in an econ-
omy). This can be very problematic from a long-term forecasting perspective, while
it may be still meaningful for short-term projections. For this reason, the previous
studies may have generated the predicted values only for the next time span rather
than extending the projection period, when they have used the estimated adjustment
model for the future analysis.

This challenge to utilizing the model for a forecasting purpose, could be
addressed by using the model together with another framework that can describe
the fundamental growth forces more effectively. The next section presents
a proposal to integrate the disequilibrium adjustment model hierarchically with a
REIM to forecast municipality-level population and employment changes under a
metropolitan-wide economic growth forces.

7.4 Integrating REIM and Disequilibrium Adjustment Model

As indicated above, the disequilibrium adjustment model can be better used for a
forecasting and dynamic impact analysis, when it is combined with a growth model.
Among others, the REIM may be an appropriate partner of the disequilibrium
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adjustment model, as it captures dynamic changes in the demands for regionally
produced goods and services, one of the main driving forces of regional economic
growth. The REIM can also benefit from the adjustment model that captures the
internal dynamics of the economic system. As a macro-economic framework,
generally REIM is dealing with spatially aggregated variables (i.e., region-wide
values as opposed to the distribution within a region), thus as it stands has limited
usefulness for more detailed spatial analysis. If the variables can be spatially
disaggregated in an appropriate manner, being combined with the adjustment
model, the REIM can become a method for a more complete forecasting and
empirical analysis (Kim and Hewings 2012).

As discussed by West (1995), West and Jackson (1998), and Rey (2000), a
REIM describes growth and structural changes of a regional economic system with
explicit consideration of the dynamic regional industrial structure. The integration
of econometrics, namely the structural time-series equation modeling, and regional
input—output makes it possible to simulate the complex behavior of a regional
economic system.2 For instance, the Chicago REIM (Israilevich et al. 1997,
Hewings et al. 1998), which will be combined with a disequilibrium adjustment
model, depicts the growth and transformation of the Chicago economy under the
influence of national economic changes. Please refer to Israilevich et al. (1997) for a
detailed explanation of the model.

The simplest way to feed the adjustment model may be to determine the long-
term regional growth forecasts from the REIM and to use the numbers in adjust-
ment modeling. However, a consistency issue can arise, if this strategy of loose
coupling is adopted. To be consistent, the sum of the population and employment in
individual zones from the adjustment model need to be fixed at the predetermined
numbers from the REIM. Although the consistency can be ensured with a strict
top-down approach, the integration in this manner is not desirable, as it does not
attain the full potential of the integrated framework. As discussed in Kim and
Hewings (2011, p. 691) “Because the integration [approach] neglects the effect of
spatial structure and other subregional conditions on the performance of the
regional economy or the regional demographic changes, the forecasting or simula-
tion outcomes may be challenged in the sense that they may under- or overstate the
more probable outcomes. Moreover, the framework based on the top-down integra-
tion inevitably has limited usefulness in the sense that the macroeconomic effects of
different land-use policies or other actions at the subregional level cannot be
appropriately assessed due to the lack of the bottom-up or feedback linkages.”

A better integration approach is to derive the potential regional growth
momentum, as opposed to the determined region-wide population and employment
changes, from the REIM and then incorporate the potential growth variable into the
disequilibrium adjustment model that describes the changes of the subzones within

2 Given the methodological advantages, REIMs have long been widely used for regional socio-
economic forecasting and various types of advanced policy and/or impact analyses (Kim and
Hewings 2011).
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the region. Then, the adjustment model can project an individual subarea’s future
with consideration of long term regional economic growth forces, but not strictly
bounded by a certain number. This strategy of the integration can allow the
adjustment model to modify the region-wide values with the consideration of a
variety of subregional conditions, including resource constraints, transportation
networks, the efficiency of the spatial structure of the region, etc., whereas under
the top-down approach it will merely act as an allocation tool, assuming that
the predetermined changes from the REIM will be realized regardless of the
intraregional conditions.

This approach to a better integration can be implemented using the concept of
expected growth that exists in some types of REIM. The expected level of growth,
available in the Chicago REIM, can be plugged into the adjustment model to
address the lack of the consideration of the fundamental growth momentum.
Then, the disequilibrium adjustment model will determine whether or not each
subzone will achieve the expected level of growth, that is derived considering the
long-term growth momentum of the regional economy from REIM (see Kim and
Hewings 2012). In other words, the adjustment model part can act as a module of an
integrated framework that effectively describes the real changes in small areas with
consideration of long-term growth forces as well as many location choice factors,
population-employment interactions, spatial linkages, etc.

7.5 Forecasting and Impact Analysis with an Applied Model

The idea to develop an integrated framework, where REIM and a disequilibrium
adjustment model are hierarchically combined, had been first implemented for
the Chicago metropolitan area (Kim and Hewings 2012). The study area for the
model consists of 7 counties and 296 municipalities in Illinois, USA (Fig. 7.1). The
individual municipalities and seven unincorporated areas of the counties are the
units of disequilibrium adjustment modeling. In other words, there are total 303
(=296 + 7) small areas, included in the modeling.

The integrated framework, presented in Kim and Hewings (2012), can be used
for small area (i.e., municipality level) population and employment forecasting.
Furthermore, the framework can support dynamic impact analysis, showing how
the growth trajectories will differ under various conditions of interest. Admittedly,
population and employment projections under a set of scenarios are essential for a
broad range of development policy making and regional or community level
planning practices.

Using the applied model, this study projects small area population and employ-
ment changes under three different scenarios, that represent a range of future
economic performance of the U.S. economy — (1) High growth, (2) Baseline, and
(3) low growth national economic. For the baseline scenario, national economic
forecasts, produced by IHS Global Insight, are adopted; and for two other scenarios,
+0.3 % of variation in growth rates is considered. The three scenarios have 2.4 %,
2.7 %, and 3.0 % of the compound annual GDP (Gross domestic products) growth
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Fig. 7.1 Study region and the
State of Illinois
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rate for the following 30 years, respectively. Since a wide range of national eco-
nomic indicators (GDP, investments, unemployment rate, etc.) are used in the
Chicago REIM as key explanatory variables, the regional economic growth projec-
tion depends on the performance of national economy. Further, different trajectories
of potential regional economic growth, projected by the Chicago REIM under
different scenarios, will result in the shifts in small area population and employment.

Figures 7.2 and 7.3 show how total regional population and employment (i.e.,
the aggregated values of all 303 units of analysis) will change in future under the
three different scenarios and reveal the net impact of the changes in national
economic conditions. Under the growth scenarios with varying growth rates in
national macroeconomic variables, it appears that municipalities’ employment
growth trajectories can be influenced significantly, while population growth shifts
are somewhat modest. More specifically, £0.3 % of variation in national economic
growth rates causes +0.1 % changes in population but changes +0.4 % in employ-
ment growth rate in the study area, according to the projections generated by the
integrated framework. As the national economy grows faster, first the Chicago
region’s economy can enjoy increasing demands for exporting goods and services.
This stimulates an expansion of the regional production and further creates the
ripple effects through inter-industrial linkages. A greater amount of production
expansion certainly induces larger employment growth; and increasing job
opportunities promotes population growth but not as much as the rate of employ-
ment increase.
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Fig. 7.2 Aggregated population growth under three scenarios
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Fig. 7.3 Aggregated employment growth under three scenarios
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Fig. 7.4 Differences in the forecasted annual population change rates between high and low
growth scenarios

Figures 7.4 and 7.5 present how individual municipalities will grow differently
under different national economic situations by demonstrating the gaps in com-
pound annual population and employment change rates between high and low
growth scenarios. Although most municipalities exhibit faster growth rates under
higher national economic growth conditions, the effects are not the same across
space. Particularly, a large degree of variation is found in the changes in
municipality-level population growth rates, according to this simulation.

A close look at the simulation outcomes reveals that the places adjacent to
the City of Chicago, that have experienced decline in recent years, are likely to
receive relatively larger benefits in population increase than suburban or exurban
communities. This is at least partly attributable to a significant number of employ-
ment increases in the City of Chicago under the high growth scenario. In other
words, the spillover effects of the Chicago’s enhanced performance in employment
tend to benefit the municipalities whose main comparative advantage is the prox-
imity to Chicago, a dominantly large job center in this metropolitan region.

In contrast to such places, suburban and/or exurban communities attract devel-
opment based on different comparative advantages such as abundant developable
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Fig. 7.5 Differences in the forecasted annual employment change rates between high and low
growth scenarios

land within their jurisdictions and incorporable hinterlands, factors that are found
significant in the estimation of the population change equation of the disequilibrium
adjustment model. As the potential regional growth rate shifts up in respond to
favorable national economic conditions, first their growth can be accelerated.
However, as developable land and hinterland areas are depleted more rapidly
(i.e., as the areas are built up more rapidly), they will tend to lose the initial driving
forces for growth (i.e., diminishing comparative advantages). As a result, in a
longer term, the benefits that these communities receive are not as large as
expected, unlike the municipalities next to the central city.

This point is clearly illustrated in Figs. 7.6 and 7.7, showing the population
forecasts under high and low growth scenarios for two different cities. Whereas the
Village of Elmwood Park (Fig. 7.6), located right next to the City of Chicago,
consistently obtains the benefits from the high growth scenario conditions, the
Village of Monee (Fig. 7.7), a suburban town in Will County, may not be able to
enjoy the benefits in the longer run. In fact, according to the forecasts generated by
the integrated framework, Year 2040 population in this village is greater under the
low growth scenario than high growth scenario. The rapid economic growth merely
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Fig. 7.6 Population forecasts for the Village of Elmwood Park
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Fig. 7.7 Population forecasts for the Village of Monee



7 An Application of the Disequilibrium Adjustment Framework to Small Area. .. 153

shifts the utilization of the development opportunities ahead rather than promoting
sustainable growth.

The advantages of using the disequilibrium adjustment model, combined with a
REIM, are well highlighted in this application. The growth trajectories of small
areas seem to be effectively described and simulated with the consideration of
various critical determinants, ranging from the potential regional growth forces to
population—employment interactions, the interlinkages among the small areas, and
other spatially explicit conditions (e.g., developable land stock).

7.6 Summary and Discussion

This study presents an application of a disequilibrium adjustment model for small
area socio-economic forecasting and impact analysis, when it is part of an integrated
multi-level framework that describes both long-term regional economic growth and
dynamic internal changes. The integration of the multi-level variables in a single
framework expands the capabilities of the adjustment model and provides a possi-
bility of a more systematic examination small area growth dynamics.

Some challenges, however, do exist. Data availability for the small area is one
obstacle for most empirical disaggregated level analysis. Model calibration often has
to be made with a short period of observations, although long-range data series are
required for a more robust long-term forecasting. Some important determinants of
small area growth, particularly government policy variables cannot be considered,
simply because such information over past years is not available. A good example
would be the potential for the small area (communities) to adjust their land use
policies in anticipation of attracting more growth. However, the problem is not
simple in that the behavior of surrounding communities would also have to be
considered generating a dynamic spatial game theoretic framework in which
communities try to maximize the potential benefits of employment growth in
neighboring locations.

In addition to the data availability problem, the linear fashion of the disequilib-
rium adjustment model adopted here may not be ideal for describing the intrinsic
non-linearity of a dynamic metropolitan system. Another notable challenge is
model stability, which is critical in forecasting. As all adjustment model equations
(i.e., more than 600 equations in the case of the presented application) are
interlinked with each other, it is much more difficult to generate reasonable future
growth trajectories than the case of modeling individual variables separately. This
is especially challenging, when the areas considered have a large degree of varia-
tion in terms of the size.

Finally, there is the problem of the use of a traditional spatial weight matrix, that
is fixed and assumed to represent the spatial interdependence correctly.’ Given that

3 Cuaresma and Feldkircher (2010) has provided significant evidence that the choice of weight
matrix is important, challenging the received assumption to the contrary.
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the pattern of spatial interaction may evolve over time, it would not be desirable to
use the fixed weight matrix for a long forecast period. A significant decline in
transportation cost and changes in the transportation network (including in Chicago
the construction of suburb-to-suburb passenger rail lines) will change the
connections between the areas. With increases in two-career households, residential
location decision-making in metropolitan areas is now more complicated creating
further challenges for modeling population-employment dynamics. Thus, attention
needs to be paid to how these issues can be addressed by reconciling the conflicts
between the weight matrix requirements in econometric estimation and an increas-
ing need for describing the evolution of spatial interdependence in long-term
forecasting or simulation. Little is known about how we can better consider and
handle this temporal variation of the spatial relation, although recently many
studies have attempted to carefully choose a spatial weight matrix among many
possible ways of constructing the matrix (e.g., contiguity-based, distance-based,
flow-data-based, etc.) in empirical analysis (see e.g., Boarnet et al. 2005; Hoogstra
et al. 2011). The use of spatio temporal weight matrices (see e.g., Sun et al. 2005;
Maddison 2009) and few other attempts (e.g., Cheng et al. 2012) recently emerged
in the literature could be a meaningful step towards a more robust consideration of
the dynamic spatial dependence.
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Chapter 8

An Information Theoretic Approach

to Ecological Inference in Presence of Spatial
Dependence

Rosa Bernardini-Papalia

8.1 Introduction

This chapter introduces an Information Theory (IT)-based method for modeling
economic aggregates and for obtaining estimates for small area (sub-group) or
subpopulations when no sample units or limited data are available. The proposed
approach offers a tractable framework for modeling the underlying variation in
small area indicators, in particular when data set contains outliers and in presence of
collinearity among regressors since the maximum entropy estimates are robust with
respect to the outliers and also less sensitive to a high condition number of the
design matrix. A basic ecological inference problem which allows for spatial
heterogeneity and dependence is presented with the aim of estimating small area/
sub-group indicators by combining all available information at both macro and
micro data level.

The latent small area indicators may be treated as random coefficients or
modeled as a parametric functional relationship in the unit level model in which
the observed aggregate is regressed on the explanatory variables both at the group
and sub-group level.

By taking as a point of departure the approach presented in Johnston and Pattie
(2000), Judge et al. (2004), Peeters and Chasco (2006) and Bernardini-Papalia
(2010a, b), the basic idea is to introduce an estimator based on an entropy measure
of information which provides an effective and flexible procedure for reconciling
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micro and macro data. The maximum entropy (ME) procedures (Levin 1980;
Shannon 1948; Golan et al. 1994, 1996; Golan 2008) give the possibility to take
into account out-of-sample information which can be introduced as additional
constraints in the optimization program or by specifying particular priors for
parameters and errors. An unique optimum solution can be achieved also if there
are more parameters to be estimated than available moment conditions and the
problem is ill-posed. If there exists additional non-sample information from theory
and/or empirical evidence, over that contained in the consistency and adding-up
constraints, for the unknown probabilities, it may be introduced in the form of
known probabilities, by means of the cross-entropy formalism (Kullback 1959).

The chapter is structured as follows. In Sect. 8.2 an introduction to the traditional
ecological inference (EI) problems is presented. Alternative approaches to ecological
modeling that account for spatial heterogeneity and spatial dependence problems,
are also introduced. Section 8.3 provides the formulation of the proposed information
theoretic approaches incorporating both spatial heterogeneity and dependence.
In Sect. 8.4, the IT-based disaggregation procedure is applied to Italian data.
Finally, the last section provides concluding remarks and outlines some direction
for further research.

8.2 Ecological Inference and Dependence Across Space

The traditional approach to ecological inference is based on the homogeneity across
space hypothesis which assumes constancy of parameters across the disaggregate
spatial units. This assumption is rarely tenable, since the aggregation process usually
generates macro-level observations across which the parameters describing
individuals may vary (Cho 2001). It is recognized that observations at an aggregate
level of analysis do not necessarily provide useful information about lower levels
of analysis, particularly when spatial heterogeneity is present. Moreover, the objec-
tive of recovering disaggregate information from aggregate data may produce
“ill-posed” or “undetermined” inverse problems given that there are more unknowns
than data points. In EI it is also important to deal with the “modifiable area unit
problem” which refers to (1) the scale effect or aggregation effects, and (2) the
grouping effect or zoning effect. In the first case the resulting aggregation bias may
produce different results when data (or individuals) are grouped into increasingly
larger areal units. In the second case, the resulting specification bias is connected to
the variability in results due to alternative formulations of the areal units leading to
differences in unit shape at the same or similar scales and arises when there is a non
linear relationship that is not properly accounted for in the specification of the
aggregated model. Many different possible relationships at the individual
(or subgroup) level can generate the same observations at the aggregate (or group)
level (King 1997; King et al. 2004). In the absence of individual (or subgroup) level
measurement (in the form of survey data), such information need to be inferred.
Estimates of the disaggregated values for the variable of interest can be inferred
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from aggregate data by using appropriate statistical techniques. However, in many
situations, given that micro-data of interest are not available, the accuracy of any
predicted value cannot be verified.

Moreover, in presence of spatial structures, (1) absolute location effects (that
refer to the impact—for each unit—of being located at a particular point in space),
and (2) relative location effects (that consider relevant the position of an unit
relative to other units, Spatial dependence), have to be considered.

The absolute location effects can be introduced by assuming: (1) slope hetero-
geneity across spatial units, implying that parameters are not homogeneous
over space but vary over different geographical locations; (2) the presence of
cross-sectional correlation due to the presence of some common immeasurable or
omitted factors.

The relative location effects are traditionally introduced by incorporating: a spatial
autoregressive process in the error term, and/or a spatially lagged dependent variable.
A Spatial Error Model specification assumes that the spatial autocorrelation is
modeled by a spatial autoregressive process in the error terms. It follows that: spatial
effects are assumed to be identical within each unit, but all the units are still
interacting spatially through a spatial weight matrix. The presence of spatial depen-
dence is then associated with random shocks (due to the joint effect of misspeci-
fication, omitted variables, and spatial autocorrelation). In alternative, a Spatial
Autoregressive Model specification, (Spatial Lag Model) assumes that all spatial
dependence effects are captured by the lagged term. The spatial autocorrelation is
then modeled by including a spatially lagged dependent variable. Global and local
measures of spatial autocorrelation are computed to determine whether the data
exhibit spatial dependence and a series of test statistics based on the Lagrange
Multiplier (LM) or Rao Score (RS) principle are used to determine whether the
variables in the model sufficiently capture the spatial dependence in the data. If the
variables do not fully model the dependence, the diagnostics indicate whether
the researcher should estimate a model with a spatially lagged dependent variable,
a spatially lagged error term, or both. The LM/RS principle can also be extended to
more complex spatial alternatives, such as higher order processes, spatial error
components and direct representation models. Paralleling and complementing the
theoretical motivation may represent a useful guide for modelling the spatial
dependence.

The objectives of the chapter are (1) to formulate an informational-theoretical
approach to estimate small area/sub group variables or indicators in the presence of
spatial structure and limited/incomplete information; (2) to provide an empirical
application to real data.

As a first task, a functional relationship between the variable to be disaggregated
and a set of variables/indicators at area level is specified by combining different
macro and micro data sources. The model at the aggregate level is then estimated
and the sub-group level variables/indicators are obtained by employing these
parameter estimates. Different model specifications extended to include spatial
effects are also introduced with the aim of testing the hypothesis of: (1) parameters
homogeneity/heterogeneity; (2) uniform/varying spatial dependence.
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We start by defining the aggregate indicator for group/region i, yi, as a weighted
geometric mean of the latent small area or sub group indicator y;; in group/region i:

7

0, ‘e

y, =11 (y;)"", that is:
=1

Ji
Iny, =Y (In y,)0; (8.1)

J=1

where y;; is the indicator of the jth small area (sub group/region) in group/region i,
0;; is the weight of small area (sub group) j in i, with Zj:l 0, = 1, and where
i = 1,...,N denotes the groups/regions and j = 1,. . .,Ji denotes the number of small
areas (sub groups/regions) in i.

The latent sub group values are specified in a multiplicative form, which is
consistent with a logarithmic type functional form.

The small area/sub-regional indicators are not observed, but the y;’s and 0;;’s
are. In addition, by introducing an observed vector of explanatory variables for
group/region i, xi, an observed vector of explanatory variables for small area (sub
group/region) j in group/region i, zij, the latent small area/sub-group indicators are
expressed in a multiplicative form as follows:

K H
B, Yo e,
vi =y [[ 253 T X e (8.2)
k=1 h=1

where zij,k (k = 1, K) are the covariates observed at the level of small area/sub

group j within the group/region i, xi,h (h = 1,...H) are the covariates observed only

at the level of group/region i, a;; are unobserved fixed effects, and €;; are error terms.
By substituting Eq. 8.2 into Eq. 8.1, we can obtain the following model:

Ji K H
In Yy, = Z (h’l o+ Z Bi]}k In Zijx + Yijh In X;n + 8,'j> Ol'j
= =1 h=1
or
Ji K H
ny=> <ln a;+ > Byl zje+ > vy In x,-,,,) 0, +u  (83)
= k=1 h=1

Ji
where u; = 3 £;0;; is a “composite” error term, which is heteroskedastic.

=1

This moéel implies some kind of weighted regression, capturing “distributional
effects” by using data on weights for each small area/sub group. It is important to
point out that we assume: (1) unit specific coefficients for the small areas/sub
groups (parameter heterogeneity); (2) a parametric specification of the unobserved
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spatial effects (spatial heterogeneity) through ¢;’s, which can be positive or
negative.

Using the estimated coefficients in Eq. 8.3 we can obtain estimates of the
unobserved or latent small area/sub group indicators as follows:

K B H

DS ~ ij.k Yiih &

3y =& ][ [T xine 84
k=1 h=1

As proxies for the ignorance of the sources of spatial dependence, statistically
significant parameters on dummy variables for geographic areas merely indicate that
behaviours differ for units in these particular areas in contrast to the reference
category (Anselin 1988). Such an approach cannot indicate whether the spatial
dependence is consistent with diffusion or with the spatial clustering of the
behaviour’s sources. Spatial diffusion occurs because units’ behaviour is directly
influenced by the behaviour of “neighbouring units.” This diffusion effect
corresponds to a positive and significant parameter on a spatially lagged dependent
variable capturing the direct influence between neighbours. In the diffusion case,
neighbors influence the behavior of their neighbors and vice versa.

If one is unable to fully model the sources of spatial dependence in the data
generating process (DGP), the spatial dependence in the error terms between
neighboring locations is assumed. This spatial error dependence can be modeled
via a spatially lagged error term. It is also possible to hypothesize that spatial
dependence is produced both by the diffusion and by the independent adoption of
behaviors by neighbors. This joint spatial dependence can be modeled by
incorporating both a spatially lagged dependent variable and a spatial error term,
with proper identifying restrictions imposed.

When the spatial autocorrelation is modeled by a Spatial Lag Model, Spatial
Autoregressive Model (SAR Model), the previous model Eq. 8.3 can be generalized
by introducing a spatial-lag term into the model. The resulting latent small area/sub
group indicators are specified in a multiplicative form as follows:

Ji H

K
Iny, =) <a,;,» +) Bz +
K=1

Yij,h In X,',h + P In Wyj + 8,:,') 0,:,' (85)
Jj=1

h=1

where p is a spatial lag coefficient (the parameter associated to the spatially lagged
dependent variable at local level, In wy), w is a proximity matrix of order N.

The definition of neighbors for each observation via a spatial weights matrix is a
critical decision in modeling spatial autocorrelation. In empirical applications, it is
common practice to derive spatial weights from the location and spatial
arrangements of observation by means of a geographic information market. In
this case, units are defined ‘neighbors’ when they are within a given distance of
each other, i.e. wj; = 1 for d ij < 8 and i # j, where dij is the distance function
chosen, and 9§ is the critical cut-off value.
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More specifically, a spatial weights matrix w* is defined as follow:

0 if i=j
wi=<( 1 if dj<5,i#j (8.6)
0 if dyj<d,i#j

and the elements of the row-standardized spatial weights matrix w (with elements
of a row sum to one) result:

wij=-—", ij=1,.,N. (8.7)

The SAR model assumes that all spatial dependence effects are captured
by the lagged term by showing how the performance of the dependent
variable impacts all the other (neighbor) groups/regions through the spatial
transformation.

In alternative, by assuming a spatial dependence is the error structure
(in terms of a first order spatial autoregressive process), the resulting Spatial
Error Model (SEM Model) specification relative to model Eq. 8.3 is derived as
follows:

Ji K H
In yj = Z <ln o+ Z Bij,k In Zij i + Z'Yij,h In X;h+ ()uWS,‘j + le]')> (‘)1:]' (8.8)

j=1 k=1 h=1

where A is a spatial autoregressive coefficient, wis a proximity matrix of order N, as
previously defined, and 7;; are the usual stochastic error terms.

The Spatial Error Model leaves unchanged the systematic component and
assumes spatially autocorrelated errors. In this respect, it is observed how a random
shock in a small area/sub group affects performances in that small area/sub group
and additionally impacts all the other small areas/sub groups through the spatial
transformation. This model specification measures the joint effect of misspeci-
fication, omitted variables, and spatial autocorrelation.

8.3 The Information Theoretic Formulation

The application of Maximum Entropy methods and Information Theoretic
techniques has been explored within the context of ecological. The first use of
entropy-maximizing models concerned the application of gravity models and
transportation flows. Recently, applications of Information Theoretic methods
have focused on the analysis of spatial patterns of voting at the individual level
(King et al. 2004).
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However, the present study extends the IT approach to the case of Ecological
Inference incorporating Spatial Dependence. Past studies have given little weight to
the role of spatial effects in ecological inference analysis, and so this present study
is going to introduce a basic framework for EI in the presence of spatial heteroge-
neity and dependence. It also deals with the specification of models that explicitly
control for spatial effects, interpretation and IT-based formulation.

An Information Theoretic technique (Golan and Gzyl 2006; Peeters and Chasco
2006; Bernardini-Papalia 2010a, b) is suggested as an adequate solution in the
present context since it provides an effective and flexible procedure for reconciling
micro and macro data and for addressing problems related to spatial structures.

Implementation of these methods requires that the parameters and errors of the
model in Eqgs. 8.5 and 8.8 are specified as linear combinations of some
predetermined and discrete support values and unknown probabilities (weights).
Thus, all coefficients e, By, ¥ P, /.and unknown errors &;;, 7;;in Eqs. 8.5 and 8.8,
are reparameterized and expressed in terms of proper probabilities. For each
parameter, a set of M support points (with 2 < M < oo) has been chosen: s, =

!
(sf,..,s,”w)l, sp= (slf,..,s,/f,,) , 8= (sh'l',..,s}[,,)’, Sp = (sf,..,sﬁ}),, s, = (sf,..,sj,,),,

and the corresponding unknown probabilities defined on these support spaces p, ;=

: o (of o Yoo (o o) _
(p?jl',lv--apz‘,M> ) p[i,ij_ (pzf/',b“’pij.M) py.jj_ (p;uv-wpij,M) ’ pp,ij_ (pg‘,lv'wpg’M)v

Pi= (pfj’l,..,p?M). Similarly, the errors &;;,7;, are treated as unknowns, and a
!

set of R support points s,=(s¢,..,s%) ,sT:(s},..,s}?)l, has been chosen, with
2 <j < oo with reference to the unknown probabilities p, ;= (pfj’,,..,pfj_’R):
Pii= (Pfj,l-mpfj,k)/-

For the sake of simplicity, the above support spaces are constructed as discrete,
bounded entities. It is possible to construct unbounded and continuous supports
within the same framework (Golan 2008).

The support points are chosen on the basis of a priori information as discussed in
Golan and Gzyl (2006). However, such knowledge is not always available, and
symmetric parameter supports around zero are generally used in the presence of
scarce prior information about each parameter. With regard to errors, in most cases
where the underlying distribution is unknown, one conservative way of choosing
the error supports s;,s;, is to employ the ‘“three-sigma rule” established by
Pukelsheim.

Under the GCE framework, the full distribution of each parameter and of each
error (within their support spaces) is simultaneously estimated under minimal
distributional assumptions. More specifically, the parameters e, B;;,v;; 0, 4 and
erTors &;;, T;; are reparameterized as:

! ! ! ! ” !
a; =8Py Bij= SgPpiis  Yij = S$,Pyiis P =S,Pp; £ =S,P;

, , (8.9)
SU = Sspc,ijv Tij = Srpﬂ'j
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with support vectors for parameters «;;, B;;,v;;, p, 4 and errors ¢;, 1;; given by:

se = (sf,..8%) , sc=(sf,...sp) (8.10)

and corresponding unknown probabilities given by:

! ! i

p%,ij = (p?}_jﬁ 7p19;M> ) p[iﬂ'j = (pg‘_’[’ 7P5M> ) py‘,ij = (p:j717 ) p;//M) 9

! !
_ 4 p _ 2 p _ & e
Ppij = (p,ﬂ, --7p,-,-,M)pi,,~j = (Ptj,n --vPU,M) 0 Py = (p,-j,,, ~-7PU‘R) ’
’

p‘r,ij = (p;j‘,la ] p;j,R) (811)

with M, R > 2.

In addition, prior information reflecting subjective information or any other
sample and pre-sample information is introduced by specifying the priors for all
parameters and errors: p, ;;, Pg > Pyij» Ppijs Pej» Pr - These priors may come from
prior data, theory, and/or other experiments.

The GCE optimization problem for the ecological spatial model corresponding
to Eq. 8.5 can be reformulated by minimizing the following objective function H(.)
as follows:

o w (32)
! Z Z (p"/,ij)l " (gw) + Z Z (pp,ij)/ In (g’”’)
i i Vst i I

Pl

"‘ZZ(P&,U), In (%) (8.12)

&,ij

H=Y"Y(p,;) In (pf
i P ij

subject to:

1. Data consistency conditions:

Ji K H
Iny= Z (sm’pa_ij + Z (s//pm-) Inz;  + Z (s},’py,,-j) InX;,

=1 K=1 h=1

+ (sp'pp,,;,) Inwy, + (sg’p&,:f)> 0; (8.13)
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2. Adding-up constraints for probabilities.
DR =D P =Y P =D Py = Py =1 Vij
Z ﬁa,z‘j = Z f’p,l'j = Z f)y,ij = Z f)p.ij = Z f)c,ij =1 Vij

Analogously, the GCE optimization problem for the ecological spatial model
corresponding to Eq. 8.8 can be reformulated by minimizing the following objec-
tive function H(.) as follows:

7S SN (S 00 9 SN L)
i Poij T Psj

S () ) ()
r Prij) 5 P

+>.> (py) In (pS”f"> +32D (pey) In (E) (8.14)

ps:.ij T,0j

subject to:

1. Data consistency conditions:

Ji

K H
Iny=3 (S“lp%ii + (Sﬁ/l’/w‘) Inzj i+ (Svlpv,fj) InXis +
K=1 h=1

Jj=1
(s/ p ;”,-j)w (sg’ pE_,,Vj) + (sf/pr_,-j)> 0;

2. Adding-up constraints for probabilities:

Zpa,ij = Z p[)’,ij = Z p;r,z'j' = Z pi,{j = Z pr,ij =1 VIL]
Db =Y Bpi =Y b= P =) Py=1 Vi

The optimal solutions depend on the prior information, the data and a normali-
zation factor. If the priors are specified such that each choice is equally likely to be
selected (uniform distributions), then the GCE solution reduces to the GME one. As
with the GME estimator, numerical optimization techniques should be used to
obtain the GCE solution.

In order to determine whether additional information in the data, expressed in
the form of constraints, produce a departure from the condition of total uncertainty
and a consequent reduction of uncertainty related to the phenomenon, the standard
normalized entropy measure can be used (Golan et al. 1996).

(8.15)
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Note that one can simultaneously consider the choice of the model, that is the
functional relationship linking the variable to be disaggregated and a set of
variables/indicators at area level, and the choice associated with the macro and
micro data sources.

8.4 An Empirical Application

We present the application of the GME formulation introduced in Sect. 8.2 to the
case of an Italian data set. The GME-based formulation is used to disaggregate the
value-added of Umbria’s local labour markets (LLM) in nine macro-sectors of
manufacturing industry, in the year 2001. Nine manufacturing sectors are dealt
with: (1) Food, beverages and tobacco; (2) Textiles and clothing; (3) Wood
products; (4) Paper, printing and publishing; (5) Coke and refined petroleum
products, chemicals; (6) Non-metallic mineral products; (7) Basic metals,
fabricated metal products; (8) Machinery, computing, precision medical
instruments, transport; (9) Rubber, plastic and other manufacturing sectors.

The case study is particularly suitable to represent the usefulness of our approach
to study the local labour markets. The Umbria region assumes the character of the
region-not region, that is, a political-administrative unit dominated by centripetal
and centrifugal forces which thus tend to enhance linkages and integration with
neighboring regions (Fig. 8.1). The different areas are characterized by specific
features: (1) the rural high Valnerina area (Norcia and Cascia) projected to enhance
the economic potential of cultural and environmental specificities; (2) Citta di
Castello and Umbertide characterized by an territorial organization of district
type, (3) the area of Tevere’s valley, re-organized into several spatial components
(the rural Todi, the area relative to Perugia, Deruta, and an area of small and
medium enterprises with a significant systemic organizational structure, Marsciano)
and (4) the territories of the Lake Trasimeno, Orvieto, those of the Valle Umbra
(Assisi, Foligno), and so on (the Terni, in the Gubbio area Gualdese), each with its
own characteristics and distinct growth path characterized by distinctive specifities.

The basic formulation assumes that: (1) the GME estimates of the value-added
of Umbria’s LLM, disaggregated by sector, are consistent with the total value-
added observed at the regional level; (2) the value-added of the LLM by sector are
measured with error. 7,

By introducing the baseline statistical model, y, = Z (o7 + Z Bijxzijat Z

ViiaXin + pwy; + 6,1)011 we estimate the total value- added for each sector at the level
of Umbria’s LLM, by employing all available information, that is: sub-area (LLM)
level information about K explanatory variables Zj, that refer to: total value-added
of manufacturing’s local labour markets, employment rate, ER; Job placement rate,
JPR, but also refer to measures of spatial externalities. The sectors’ shares of the
total number of manufacturing firms here is used for 8;;. From the macro perspec-
tive, the total value-added for each sector within Umbria is a known quantity, and is
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Fig. 8.1 Labour local markets of Umbria

regarded as a fixed regional total. The latent sub group values are specified in a
multiplicative form, which is consistent with a Cobb-Douglas type of production
function.

Spatial dependence of the LLM’s value added is confirmed; specifically,
Moran’s I and Geary’s C tests cannot accept the null hypothesis of global spatial
independence (0.0593; p-value: 0.061 for the former; 0.0493; p-value: 0. 0003 for
the latter). In our analysis, the weight matrix is computed by means of the distance
of each LLM from Perugia, where the critical cut-off value is given by the first
quartile of the distance’s distribution as well as by means of weights based on
contiguity measures of LLM. Results produced by different weight matrices are
robust for all model specifications. Alternative specifications, also related to spatial
LAG model and spatial Error model have been the objective of a preliminary
analysis.
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Table 8.1 Comparison of alternative model specifications in terms of normalized entropy
measures

Model I Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Explanatory variables

LLM_Employment X X X X X X
rate: ER
LLM_Job Placement X X X X
rate: JPR
LLM_Value added: VA X X X X X X X X
LLM_Spatial-lag X X X X X
Value added: WVA
Spatial fixed effects X X X X X X
Weight of sub group Sectors’ shares of the total number of manufacturing firms

indicator: 0
Normalized entropy 0.5401  0.5235 0.5401 0.5243  0.5403  0.5402 0.5543  0.5231
measure

The ME principle is used to yield the most uninformed distribution in keeping
with the observed sample data, with minimal assumptions made regarding the
underlying distribution generating the data. We choose symmetric parameter
supports around zero, given that we have very little prior information about each
parameter, and M = 5 support points for each parameter, since estimation is not
improved by choosing more than about five support points. We choose j = 3
support points for each error, and we specify error supports according to
Pukelsheim’s “Three Sigma Rule”. The estimation procedure is implemented
using the GAMS software and a nonlinear solver, CONOPT?2.

Using the measure of normalized entropy (NE) (Golan et al. 1996) relative to
different scenarios, alternative formulations are compared with the aim of choosing
the model specification that, conditional to the information available, incomplete
and limited, contributes in reduction of uncertainty concerning the phenomenon of
interest. The NE of the Model 8 is the smallest one (Table 8.1), indicating that it has
the lowest uncertainty of all models considered. These results show the sensitivity
of variable selection relative to the data generation process.

Results of the selected model (see Table 8.2) seem to be relatively robust with
respect to the parameter supports: the GME parameter estimates do not vary a great
deal as parameter supports are modified. The choice of support vectors for the
parameters, within the intervals (—100,100) and (—20,20), has a negligible effect
on the coefficients. The asymptotic standard errors are calculated using the method
proposed by Golan et al. 1996.

The distribution of the value-added of Umbria’s 16 LLM, disaggregated by
sector for 2001, seems to be quite heterogeneous. Our analysis validates the
hypothesis of spatial heterogeneity across the LLMs, as well as the contribution
of the indicator chosen as weight for the small area latent indicators that is the share
of the total number of firms operating in each sector i and located in local labour
market j.
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8.5 Conclusions

In this chapter we have tackled the problem of providing reliable estimates of a
target variable in a set of small geographical areas, by exploring spatially
relationships at the disaggregate level. Controlling for spatial effects means
introducing models whereby the assumption is that values in adjacent geographic
locations are linked to each other by means of some form of underlying spatial
relationship. Given researchers’ uncertainty about spatial data sampling processes
and error-correlation structures, it seems reasonable to explore more flexible esti-
mation and inference frameworks that reduce the assumptions about some or all of
these features while, at the same time, allowing them to incorporate knowledge
about the spatial structure in a sample.

In certain cases, in order to account for spatial dependency we need to grasp the
spatial variations in the regression coefficients, since empirical predictions based on
global parameters may be biased, and thus misrepresent local behavior. This is
particularly problematic in the case of regional analysis, where locally representa-
tive regression coefficients are required for micro-level policy decisions to be taken.

We have discussed the importance of taking into account individually- and
spatially-correlated small area level variations, and we have recommended the
use of Information Theoretic-based methods for the estimation of variables within
the small groups of interest.

The proposed ME-based methods of disaggregation are capable of yielding
disaggregate data consistent with prior information, resulting from different sources
of data in the absence of high quality and detailed data as well as in the presence of
problems of collinearity and endogeneity, without imposing strong distributional
assumptions. Within this framework, we have shown how partial information at the
disaggregated level can be combined with aggregated data to provide estimates of
latent variables or indicators which are of interest at the small area/sub group level.

Two interesting points emerge here. Firstly, the ME-based formulation has the
advantage of being consistent with the underlying spatial dependence in the data-
generating process, and eventually with the restrictions implied by certain non-
sample information, or by previous empirical experience. Compared to traditional
estimation methods, this approach is characterized by its robustness to ill-conditioned
designs, and by its ability to fit over-parametrized models such as those pertaining to
data disaggregation problems and small area estimation. It is also particularly effec-
tive to deal with problems of skewed distributions and outliers and also represents a
good choice in presence of collinearity and endogeneity problems.

Secondly, within a ME-based framework, the informative contribution in reduc-
tion of uncertainty of the phenomenon under study, made by each restriction and
by each variable included in the basic problem formulation can be verified
simultaneously.

The GME formulation has been employed in relation to an Italian data set in
order to compute the value-added of Umbria’s local labour markets in 2001 for nine
manufacturing sectors which are consistent with the total regional value-added per
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sector, and by formulating a suitable set of constraints for the optimization problem
in the presence of errors in the aggregates at sub-area level.

The results show that this approach provides a flexible, powerful data-
disaggregation method, since it enables us to: (1) consider prior knowledge
introduced by adding linear and nonlinear inequality constraints, errors in
equations, and error in variables; (2) allow for the efficient use of information
from a variety of sources; (3) reconcile data at different levels of aggregation within
a coherent framework.

Further work should be done in order to explore IT methods by considering
(1) small area parameters which are a non linear functions of the small area total
variable (small rates and proportions) in presence of spatial structures; and
(2) temporal dependence. Possible extensions of the proposed procedure include
estimation using composite IT methods incorporating both GME and GCE
estimators (Bernardini-Papalia 2008) that can be used when some of the small
areas have no sample units.
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Chapter 9

Short-Run Regional Forecasts: Spatial Models
through Varying Cross-Sectional and Temporal
Dimensions

Matias Mayor and Roberto Patuelli

9.1 Introduction

Forecasting economic values in administrative units provides very important infor-
mation for political, institutional and economic agents for their respective planning
processes. A crucial stage is the choice of the econometric method to obtain these
future values taking into account the diversity and complexity of the real economy.
Two aspects may be considered when choosing an econometric specification.
Firstly, disparities in economic development and welfare within countries (i.e., at
the regional level) are often bigger than between countries (Elhorst 1995; Taylor
and Bradley 1997; Ertur and Le Gallo 2003; Patuelli 2007; see, for example, the
cases of Germany and Spain), and they often show typical geographical/spatial
structures. Secondly, with regard to regional unemployment disparities, policy
makers need, in order to correctly target their actions and policies, to understand
two aspects of such disparities: (a) the determinants of ‘equilibrium’ unemployment
and its variation; and, (b) the region-specific and the cross-regional dynamics of
unemployment. On the one hand, the need for an explicit consideration of the
existence of spatial interdependence in econometric models, which is consistent
with regional science theories asserting the importance of spatial linkages in local
economic processes, led to what is nowadays quite a large literature of empirical
papers. On the other hand, the temporal perspective of the problem has attracted
less attention in spatial models, but should be considered jointly.

The spatial perspective has achieved an increasing relevance within the field of
labour market studies. Some recent contributions have taken into account the
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spatial dimension of regional labour markets and pointed out the high degree of
interdependence of local labour markets (Molho 1995; Lopez-Bazo et al. 2002;
Overman and Puga 2002). Furthermore, Patacchini and Zenou (2007) analyse the
reasons for spatial dependence in local unemployment rates. This spatial autocor-
relation is mainly due to the fact that unemployed individuals may seek and find
work in different areas, so that spatial interactions result from their mobility. When
the data is collected at the administrative level, as it is often the case, spatial
autocorrelation is likely to be a relevant issue.

The contribution to forecasting power of the inclusion of dependence across
spatial units has been analysed in several papers. For example, Giacomini and
Granger (2004, p. 7), on the one hand, stress that ‘ignoring spatial autocorrelation,
even when it is weak, leads to highly inaccurate forecasts’. On the other hand,
Hernandez-Murillo and Owyang (2006) find reductions in the out-of-sample mean
squared error (MSE) when employment forecasts are obtained using disaggregated
data in a space-time autoregressive model without contemporaneous influence from
a region’s neighbours' incorporating spatial interaction. Different econometric
techniques have been proposed in the literature. Using static spatial panel data
models, Baltagi and Li (2004, 2006), as well as Longhi and Nijkamp (2007),
forecast employment in West German regions, while Fingleton (2009) predicts
the average wage rate across all occupations in local administrative units in
Great Britain. A dynamic spatial panel data model is used by Kholodilin et al.
(2008) conclude that accounting for spatial effects improves forecast performance,
and this improvement is more important when the forecasting horizon is longer.
Schanne et al. (2010) reach a similar conclusion comparing a univariate spatial
GVAR model with univariate time series methods.

In this chapter, we compare different methods to obtain short-run unemployment
forecasts in (small) administrative units, and observe their performance between
different countries. Our interest here is to exploit the strong heterogeneity in the
size (e.g., in terms of population or area) of NUTS regions at the same level of
aggregation across countries to investigate the variation in the performance of
different spatial econometric methods. We analyse the forecasting performance of
two competing econometric methods: a spatial vector autoregressive (SVAR)
model (Beenstock and Felsenstein 2007; Kuethe and Pede 2011) and a dynamic
heterogeneous-coefficients panel data model based on an eigenvector-
decomposition spatial filtering (SF) procedure (Griffith 2000, 2003). The two
models chosen belong to two separate traditions: VAR models represent the
mainstream (time-series) forecasting tradition, while the SF-enhanced dynamic
panel model attempts to merge the panel data modelling tradition to the spatial
statistics one, within a semi-parametric framework.

The remainder of the chapter is structured as follows. In Sect. 9.2, SVAR models
and SF procedures are described, pointing out their advantages and disadvantages.
In Sect. 9.3, we discuss the spatial configuration of regional unemployment data in

! These authors assume that these effects are expanded through the time dimension.
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Spain and Switzerland, and subsequently present our forecasting experiment strat-
egy. Our forecasting results and related multidimensional measures of accuracy are
included in Sect. 9.4. Section 9.5 concludes the chapter.

9.2 Modelling Spatio-Temporal Data: Spatial VAR Models and
Spatial Filtering

A VAR model (Sims 1980) can be written as a set of symmetric equations in which
each (dependent) variable is described by a set of its own lags and the lags of other
variables in the system. VAR models are considered as the most popular method to
study the linkages among several variables with high flexibility since these types of
models are not based on any theoretical structure. Restrictions are imposed to a
large extent by statistical tools rather than by prior beliefs supported by uncertain
theoretical models. However, this flexibility is only certain in the temporal dimen-
sion.” A standard VAR model does not assume the existence of spatial spillovers:
for example, a shock in one region only influence the economic behaviour of this
administrative area.

There are a few proposals in the literature on how to introduce spatial
relationships in a VAR framework, thus relaxing this limitation. This is due to the
fact that the number of parameters which are needed to collect such neighbouring
relations increase quadratically with the number of spatial units. Therefore, some of
the existing proposals use spatial contiguity information to limit the number of
parameters. In particular, Pan and LeSage (1995) propose to use spatial contiguity
information as an alternative prior in a Bayesian VAR model. Following the same
idea, Di Giacinto (2003) defines parameter constraints in a structural VAR model
based on neighbouring structure, allowing the identification and estimation of the
spatial VAR model. A further option is developed by Schanne et al. (2010), based
on the Global VAR (GVAR) model proposed by Pesaran et al. (2004), where
geographical information is used to include spatial connections between regions.
One of the novelties (or advantages) of the GVAR model consists in the inclusion of
a temporal dimension within the spatial dependence process. Some authors consider
only contemporaneous spatial processes (Longhi and Nijkamp 2007; Kholodilin
et al. 2008), whereas others specify only a temporally lagged type of spatial
dependence (Herndndez-Murillo and Owyang 2006).

Regarding the approach to including neighbouring linkages between spatial
units, the contributions mentioned above use spatial weights matrices. Spatial
weights matrices are positive, non-stochastic and their elements show the intensity
of interdependence between pairs of spatial units, that is, eventually specify the
neighbouring set for each spatial unit. In this chapter, we follow the SVAR
approach proposed by Beenstock and Felsenstein (2007), where traditional VAR
methods and modern spatial panel data techniques are ‘mixed’. Beenstock and

2 Structural VAR models are introduced to incorporate some necessary restrictions which are not
tested by statistical tools.
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Felsenstein allow for both contemporaneous and serially lagged spatially correlated
variables. This SVAR model is highly nonlinear, because of the contemporaneous
spatial autoregressive process. Its proponents restrict the coefficient of the endoge-
nous contemporaneous spatial lag to zero, therefore linearizing the model.

Let us consider a country divided into n regions or municipalities (i = 1,...,n)
where the values of a set of random variables are observed over time r = 1,...,T.
In general terms, if we consider p temporal lags and s spatial cross-regressive lags,
we must manage n equations like the following (one for each region):

P S n S P n
Yig=¢i+ Z BipYis—p+ Z Ois Z Wiijyje+ Z Z Visp Z Weij¥js—p T irs 91
=1 =1 = =1

s=1 p=1

where w; ; ;s the value of the cell (i, j) of spatial weight matrix. W for the sth spatial
lag. The novelty of this model is the inclusion of the spatial cross-regressive lags.
They are obtained by premultiplying each temporally lagged value by the spatial
weight matrix (different contiguity orders could ideally be considered). A further
relevant advantage of this approach is the possibility of testing for the significance
of regional spillovers by means of Granger causality test.

In the estimation stage, it is necessary to bear in mind that each spatial unit has a
unique value of the spatial lag variable, and each observation has its own set of

n
neighbouring units. Since > wy;;y;, and ¢, are not independent, Eq. 9.1 cannot be
j=1
estimated directly. The system is estimated by seemingly unrelated regressions
(SUR), because a two-stage estimation procedure is necessary, where the
coefficients of the contemporary spatial lags are estimated using the (spatially
weighted) predicted values of the dependent variable as instruments. These
predicted values are computed using the reduced form of Eq. 9.1. This is the
common solution employed to solve the endogeneity issue caused by the spatial
lag of the dependent variable in a simple spatial lag model.
If the order of the temporal lags is restricted to one to preserve degrees of
freedom, each equation includes a constant, the lagged variable, and the contempo-
raneous and temporally lagged spatially correlated variables, as follows:

n n
Yie = Ci+ Bi1 Vi1 +0in Z WiiiYie+ Vina Z Wi,ijYi—1+ & 9.2)
=1 =1

n
where Y wy; ;y;, collects the value of contemporaneous spatially lagged variables,
j=1
and Y wy; ;yj.—1 the temporally and spatially lagged variables. The accuracy of
j=1
this type of models in terms of forecasting errors has been previously analysed in
the aforementioned papers.
The aim of this chapter is to compare this method with the one recently proposed
by Patuelli et al. (2012), based on a heterogeneous-coefficients dynamic panel data
model enhanced by spatial filtering (SF). This latter approach allows us to account
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for spatial heterogeneity and/or autocorrelation both in the levels and in the
regression coefficients, among which the one of the serially lagged term.
Eigenvector-decomposition SF (Griffith 2000, 2003) is a nonparametric solution
to the problem of spatial autocorrelation in regression models. The method relies on
the computational formula of Moran’s I (MI, Moran 1948) — the most commonly
employed statistical indicator for spatial autocorrelation — which is given by:

= N ijii(xi —X)(x; — %)
(Zi Zj W[j) Zi (x[ — )?)2 '

(9.3)

In Eq. 9.3, x; is the value of the variable X in the ith region, and wy; is the (i, /)
element of the spatial weights matrix W. After pre- and post-multiplying W by a
projection matrix, we obtain:

C=(I,—-1"/n)W{1, — 11" /n), (9.4)

where 1 is an n x 1 vector of 1’s. Matrix C can actually be used to obtain, given
variable X, the numerator of MI (Eq. 9.3), and its extreme eigenvalues are approxi-
mately the extreme values of MI (Griffith 2000). Because of this mathematical
relation between C and MI, the eigenvectors extracted from C represent all mutu-
ally exclusive (orthogonal and independent) spatial patterns implied by the chosen
spatial weights matrix W. The eigenvectors E;...E, of C are extracted in
decreasing order of spatial autocorrelation (MI). Therefore, £, has the largest MI
achievable, given the choice of W. All subsequent eigenvectors maximize MI while
being orthogonal to all previously extracted eigenvectors.

When employed in a regression model framework as additional explanatory
variables, such eigenvectors may account, among other things, for unobserved
heterogeneity, redundant information, and spatial spillover effects, rendering
regression residuals spatially uncorrelated (at least in a cross-sectional framework).
A stepwise regression approach may be used to select which eigenvectors are
actually significant in a specific modelling exercise. Because the number of
eigenvectors increases with the cross-sectional dimension, starting with a subset
of so-called ‘candidate’ (or ‘dominant’) eigenvectors is convenient. This subset is
usually defined according to a threshold of 0.25 for the ratio /(E})/maxl; (for
details, see Griffith 2003). The linear combination of the set of k eigenvectors
resulting from the selection procedure and their estimated regression coefficients is
called a ‘spatial filter’.

Additionally, SF may be employed to inspect the spatial heterogeneity of
regression coefficients, equivalently to what is done in geographically weighted
regression (GWR, Fotheringham et al. 2002).3 Patuelli et al. (2012) show that, in a
dynamic panel modelling framework, a heterogeneous-coefficients model can be

3 Griffith (2008) stresses that the SF-based approach to GWR actually provides superior statistical
properties (e.g., with regard to multicollinearity) than the original GWR.
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successfully approximated by constructing a spatial filter-representation of the
vector of serial autoregressive coefficients, simultaneously allowing for improved
inference in unit root testing. This may be done by interacting each candidate
eigenvector (repeated T times) with the serially lagged (dependent) variable, thus
constructing a set of new variables representing its spatial decomposition in orthog-
onal components. The regression coefficients associated to these new variables will
indicate relevance of spatial patterns in adjustment processes. The same process can
be applied to any other explanatory variable (e.g., to seasonal indicator variables).

When spatial filters are simultaneously applied to the serial correlation coeffi-
cient and at the intercept level, the following model is obtained:

k 1%
Yie=C¢+Byi, 1+ Z BuEimyii + Z BuEit + €i, 9.5)
m=1 m'=1

where m and m’ are counters for the selected eigenvectors, at the lagged term and
intercept level, respectively. A (standard) intercept ¢ and an average serial correla-
tion coefficient f are still estimated. The two spatial filters obtained provide the
regional deviations from these aggregate measures.

9.3 Data and Forecasting Strategy

We test the forecasting performance of the two methods presented above on two
data sets relating to Spain and Switzerland. As a numerical example, we use official
regional unemployment rates at the NUTS-3 level of geographical aggregation, and
analyse the temporal evolution of forecasting errors and their spatial distribution.
We choose Spain and Switzerland since two desired characteristics for this
comparison exercise are verified. On the one hand, both data sets have satisfactory
but different temporal (7T) and spatial dimensions (7). On the other hand, the
geographical size of the spatial (administrative) units analysed is widely different.
The average area of Spanish provinces is about 10,499 km* (¢ = 4,699.77 km?),
whereas the same for the Swiss cantons is 1,582 km? (o = 1,822.35 kmz). There-
fore, the size of the Swiss cantons is lower with a high level of variability.
Unemployment data for Spain are collected through the Spanish Labour Force
Survey (Encuesta de Poblacion Activa, EPA). The data consist of quarterly unem-
ployment rates by province (corresponding to the Spanish NUTS-3 level of geo-
graphical classification) and cover the period 1977-2008. Most studies about
Spanish labour markets assert that one of its main features is the unemployment
persistence from an aggregate viewpoint, but the persistence of differences in
unemployment rates across provinces is highlighted as well (Blanchard and Jimeno
1995; Jimeno and Bentolila 1998). In 2006, we can find some provinces with high
unemployment rates (above 14 %, like Cadiz, Badajoz, Huelva and Cordoba),
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whereas others (Teruel, Soria, Navarra and Guipuzcua) have rates lower than 6 %.
These relevant differences are quite similar along the entire period studied.

Switzerland is a non-EU country, and its labour market can be considered to be
quite different from the EU average. Although some constraints have been relaxed
with regards to employment and migration regulations (Switzerland has recently
eliminated immigration quotas, and started participating in the Schengen agree-
ment), the Swiss labour market is still strictly regulated, and migration is controlled
through working permits.

Unemployment data for Switzerland are given through the Unemployment
Statistics of the Swiss Federal Statistical Office. The data set we employ consists
on monthly unemployment rates between 1975 and 2008, collected for the 26
cantons of Switzerland (again, corresponding to the NUTS-3 geographical aggre-
gation level). Unemployment rates in Switzerland are much lower than in Spain.
From 1995 to 2010, Switzerland’s unemployment rate averaged 3.38 %, reaching
an historical high of 5.40 % in 1997, and a record low of 1.60 % in 2000. The
difference between Switzerland’s historical high and the unemployment rates in
Spain is striking. The temporal evolution of unemployment rates is also quite
different, and Spanish data show a higher level of volatility as it is shown in
Fig. 9.1.

The two plots composing Fig. 9.1 cover comparable time periods, and employ,
for each single region, a separate colour scale, based on quantiles. The underlying
graphs give the evolution of the regional unemployment rate at the median. As it
can be seen, most Spanish regions experienced two highs in unemployment, around
1985 and 1995, followed by a marked improvement and, ultimately, by the first
signs of unemployment rise coinciding with the 2008 financial crisis. Swiss regions,
instead, experienced a marked unemployment rate increase between 1990 and
1995, which lasted until about 2000. It is worth noting that, while Swiss regions
all follow the aggregate trend (the lighter and darker parts of the plot are homoge-
neous by row), not all Spanish regions do, suggesting a possible heterogeneity in
cyclical sensitivity, which could be reflected in spatial patterning of serial correla-
tion coefficients.

As noted above, spatial interactions between spatial units are highly relevant in a
labour market context, and they are often introduced by means of a spatially lagged
variable. Although there are different ways to model connectivity between areas,
spatial weight matrices used in this chapter are based on the contiguity criterion,
where a weight of 1 is assigned to the cell (i, j) of W if the spatial units / and j share a
common boundary, and 0 otherwise. The matrices are row-standardized in the case
of the SVAR, and globally standardized (Tiefelsdorf et al. 1999) for SF, because of
the symmetry requirement for eigenvector extraction.

Before choosing to include spatial structure in our forecasting models, we test
for the existence of spatial autocorrelation in our data, using average values per
year.* Significant positive spatial autocorrelation is found, which suggests the
existence of spillovers across regions.

* Moran test results are available from the authors upon request.
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In order to evaluate the short-run predictive power of the two compared
methods, we devise a forecasting strategy based on a rolling window. For each
model and data set, estimates are obtained using a fixed window of observations,
betweent =1+ gandt =T — h + g, and ex post forecasts of regional unemploy-
ment rates are carried out for the nearest subsequent time period, for g =0,...,h
—1 and 4 being the number of time periods covered by the forecasting window. The
forecasting window moves over 2 years, therefore providing forecasts over
8 quarters for Spain and 24 months for Switzerland. Given cross-sectional
dimensions, the overall number of forecasted values is (8 x 47 =) 376 for Spain
and (24 x 26 =) 624 for Switzerland.
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Fig. 9.1 (continued)
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Fig. 9.1 Panel plots of regional unemployment rates for Spain (a) and Switzerland (b)

9.4 Results

The forecasting performance of the SVAR and SF methods is summarized and
compared by means of statistical indicators: the mean square error (MSE), the mean
absolute error (MAE) and the mean absolute percentage error (MAPE). The MSE
and MAE measure deviations in absolute value from the true values, and are
computed as follows:

MSE =23 (0 - Uy 9.6)
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1 -
MAE:Z;|U,~—U,~|. 9.7)

In comparing the forecasting power of competing models, it is important to take
into account the scale heterogeneity in the unemployment rates of each province. It
is thus convenient to consider also the MAPE, which considers forecasting errors on
a percentage scale, and is given by the following:

RNy
MAPE = ;T x 100. (9.8)

Each model is tested on out-of-sample data for the years 2007 and 2008. Within
this framework, the discussion on the advantages and disadvantages of ex-ante and
ex-post predictions seems unnecessary, since contemporaneous spatial lags are
obtained in the first stage, as described above. Angulo and Trivez (2010) avoid
this debate as well, using a dynamic panel data model without explanatory variables
to forecast employment levels in Spanish provinces.

On the basis of the above statistical indicators, we aim to generate inferential
evidence on the relative forecasting performance of the two competing econometric
models. Therefore, following Patuelli et al. (2008), we use a nonparametric test to
assess if two models are equally accurate: the sign test (ST, Lehmann 1998). The
sign test does not rely on the usual assumptions necessary for most comparison tests
(such as the Diebold-Mariano test or the Wilcoxon test), as it does not require
normal distribution or symmetry between the two vectors compared. More simply,
the sign test is based on the comparison of the forecasting errors. If the methods
tested present a similar forecasting performance, the number of SF (Model 2)
forecasts which show a greater error than the one of SVAR (Model 1) may be
expected to be 50% of the total number of forecasts obtained. Consequently, Model
1 will be considered superior to Model 2 if Model 2 has higher forecasting errors
in more than 50 % of the cases. Clearly, the test does not provide insights on the
error distribution, but only on comparative forecasting, pairwise. In practice, what
is being tested is the hypothesis of equality in the medians. The test statistic S is

computed as:
_(c_P\ /P
S = (c 2) / o 9.9)

where C is the number of times that Model 2 shows a higher error than Model
1’s, and p is the number of forecasts carried out. The § statistic follows a normal
distribution N(0,1). When not standardized, C follows a binomial distribution
B(p,0.5). Confidence intervals for S (C) are obtained in the standard way from
the normal and binomial tests, respectively.
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9.4.1 Results for Switzerland

Table 9.1 summarizes the statistical performance of SVAR and SF for the Swiss
case, by means of MSE, MAE and MAPE, as we compute the cross-sectional
average error for each of the 24 forecasting periods. Values in bold indicate the
model with the lowest value.

From the analysis of Table 9.1, the SVAR model appears to show better
forecasting performance than the SF model, although the difference between the
two models is considerably reduced when the MAPE is considered. In any case,
the numerical distance between the two models is rather small. A closer look at the
heterogeneity of these forecasting errors is given by the inspection of the error
distributions. Figure 9.2 collects the average MSE, MAE and MAPE for each
estimation period and their confidence intervals. In all cases, the SF approach
presents a high level of variability in comparison to the SVAR. In addition,
Fig. 9.6 in the Appendix provides histograms for the aggregate distributions of
the forecasting error indicators.

As a final analysis on the error indicators, the sign test is performed, depending
on the forecasting errors used for comparison, along three dimensions. First, all
forecasting errors are pooled (for all cross-sectional units and all forecasting
periods). Then, the average forecasting errors by canton are analysed. Finally, the
average forecasting errors per period are compared.

The pooled sign tests do no reject the hypothesis of equivalence in median
between the SAR and SF model forecasts. The same conclusion is reached when
the test is computed averaging the errors by forecasting period, but the results point
out a statistically better performance of the SVAR model when the average
forecasting errors by region are analysed.

Since both methods explicitly account for spatial autocorrelation, we may expect
that, if spatial patterning in the data is well identified, forecasting errors should not
present spatial autocorrelation. To test this hypothesis, MI is computed, for each
forecasting period, on the prediction errors of both methods.

Figure 9.3 summarizes our findings for the Swiss case. For the majority of
forecasting periods there is no significant spatial autocorrelation, for both SVAR
and SF models. However, SVAR seems to produce spatially autocorrelated
forecasting errors in a smaller number of cases. This finding, joined with the
evidence above on error indicators, is not surprising, since the time dimension is
much larger than the spatial dimension (7' >> n) in the Swiss data set, therefore
clearly advantaging a time-series-related method like the SVAR.

9.4.2 Results for Spain

Table 9.2 reports summary statistics for the MSE, MAE and MAPE over the eight
forecasting periods (quarters) used for Spain. Our findings for Spain differ from the
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Fig. 9.2 MSE, MAE, MAPE and confidence intervals for SVAR (left) and SF (right) models for
Switzerland



186 M. Mayor and R. Patuelli

SVAR Moran's | SF Moran's |
Significant spatial autocorrelation Significant spatial autocorrelation
g - © No spatial autocorrelation g - 2 Mo spatial autocorrelation
o | o
(-1 (=1
=]
3 - ° R
£ 5 o4 £ s [
<] o, g oo
= og = a
=] = e o
a o = o
L=
o
o o
2 Xl %o
s LI =3 o
oo o
=] o
o
o o °
T T T T T T T T
5 10 15 20 5 10 18 20
Estimations Estimations

Fig. 9.3 MI of SVAR (a) and SF (b) forecasting errors for Switzerland, sorted in decreasing order

Table 9.2 Summary statistics of MSE, MAE and MAPE for Spain

I II 111 1A%

2007 MSE SVAR 1.883 1.344 1.097 1.244
SF 1.630 1.341 1.279 1.850

MAE SVAR 1.035 0.801 0.848 0.887

SF 1.018 0.904 0.903 1.109

MAPE SVAR 0.136 0.111 0.128 0.115

SF 0.129 0.118 0.121 0.143

2008 MSE SVAR 1.779 2.981 2.459 6.002
SF 1.942 2.654 2.479 5.035

MAE SVAR 0.942 1.318 1.221 2.010

SF 0.966 1.258 1.292 1.907

MAPE SVAR 0.125 0.163 0.135 0.196

SF 0.122 0.154 0.134 0.188

ones for Switzerland in that the SF model appears to have gained in competitiveness
from the different data structure (the unbalance between n and T is now of a lesser
extent). In particular, the SVAR model appears to be more competitive with regard
to MSE and MAE (when the error is not standardized by the level of the unemploy-
ment rates), while the SF model minimizes percentage error (MAPE), winning six
out of eight comparisons.

Once again, we can inspect the heterogeneity of forecasting errors, through the
plots given in Fig. 9.4. Differently from the Swiss case, it is now the SVAR model
that presents a higher heterogeneity in forecasting errors. The increase in the cross-
sectional dimension of the data set (from the 26 Swiss cantons to the 47 Spanish
provinces) may be one reason for this finding, as spatial contiguity relationships
become more meaningful in a richly disaggregated dataframe. Also noteworthy is
the generalized increase in forecasting errors over time and in particular at the last
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Fig. 9.5 MI of SVAR (a) and SF (b) forecasting errors for Spain, sorted in decreasing order

two quarters, coinciding with the 2008 financial crisis, which had a strong labour
market impact on the Spanish labour market. Figure 9.7 in the Appendix provides
further evidence on the pooled statistical distribution of the forecasting errors
obtained for Spain.

We compute the ST to assess whether our two methods can be considered as
equally accurate when forecasting Spanish unemployment rates. The main differ-
ence with the Swiss case lies in the temporal and cross-sectional dimension, since
we now deal with moderate values of both n and T. We calculate the test using all
forecasting errors (pooled test), the average forecasting errors by region, and the
average forecasting errors by quarter. In all cases, the tests are not significant,
suggesting an overall equivalence between the SVAR and the SF models.

Finally, Fig. 9.5 plots the MI statistic computed for each (of the eight)
forecasting periods. As for the case of Switzerland, both competing methods
produce spatially uncorrelated forecasting errors in most cases, but the SVAR
model appears to account better for the true spatial correlation in the dependent
variable. In any case, the levels of spatial autocorrelation of forecasting errors,
when significant, are very low.

9.5 Rejoinder and Conclusions

The aim of this chapter was to analyse the short-run forecasting performance of two
competing spatial models: a spatial vector-autoregressive model (SVAR) and a
dynamic panel data model employing spatial filtering (SF). We carried out a
sensitivity analysis in order to test how different number and size of the spatial
units (actually administrative areas) and varying extent of the temporal dimension
influence the relative forecasting performance of these methods.
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Our empirical application used regional unemployment rates at the NUTS-3
level of geographical aggregation for two countries: Spain and Switzerland.
Switzerland has a low number of NUTS-3 regions (26), which are also much
smaller in areal extension than their (47) Spanish equivalents. Moreover, although
the data in both data sets are collected for a similar number of years, Swiss
unemployment data have a monthly frequency, while Spanish data are quarterly,
resulting in rather different data structures: for Switzerland, T >> n, while for
Spain this data unbalance is smaller, as there is some level of convergence between
T and n.

We carried out one-period-ahead ex post forecasts for the years 2007 and 2008,
using a fixed rolling window to estimate both models. Our results were evaluated by
means of statistical indicators (MSE, MAE and MAPE), as well as a forecast
equivalence test (sign test).

From an empirical viewpoint, the aforementioned differences in data structure
between the Swiss and Spanish data sets appear to be a discriminating factor in
terms of forecasting accuracy. The SVAR model seems slightly preferable on the
SF model when the temporal dimension is much greater than the spatial dimension
and the spatial units have smaller size and greater degree of variability (i.e., the
Swiss data). Although not on a consistent basis, sign test results support this finding.

When moderate cross-sectional and time dimensions were used (i.e., the Spanish
data), we did not find stable significance differences between the two competing
methods. The SVAR models appear to minimize errors on the scale of the unem-
ployment rates (MSE and MAE), while the SF model is preferable when percentage
error is considered (MAPE). This finding is justified by methodological aspects, as
the SF model computes a geographical approximation of both the autoregressive
coefficients and of the fixed/random effects usually employed in dynamic panel
data models. As such, it may be less efficient in estimating outliers (e.g., change in
high unemployment areas), while it may be expected to provide smoother findings
on the spatial patterning of coefficients.

Finally, we investigated whether the spatial patterns of the data were well-
identified in both methods, testing the existence of spatial autocorrelation in the
forecasting errors. The SVAR model shows a lesser number of spatially
autocorrelated errors for both the Swiss and the Spanish data sets, although most
estimations produced uncorrelated errors for both methods.

In summary, the SVAR models showed somehow superior performance when
the time dimension was clearly dominant on the cross-sectional dimension, consis-
tently with the underlying time-series framework of VAR models. Moving instead
to moderate cross-sectional and temporal dimensions, no clear difference can be
drawn between the SVAR and SF estimation frameworks. It was not possible,
within this study, to test a data structure opposite to the one of Switzerland (e.g.,
German NUTS-3 unemployment data, which were available to the authors, and for
which n >> T), as VAR models cannot be estimated in such case.

Further research should complement this preliminary empirical investigation.
From a methodological viewpoint, it is desirable to expand our study to include
more (spatial and non-spatial) econometric models (e.g., spatial panel data models,
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a la Elhorst). From an empirical viewpoint, out findings should be verified through
a simulation study, which could allow for a greater variability in cross-sectional and
temporal size, to provide a more complete ‘map’ of the comparative performance of
spatial models in forecasting. Finally, expanding the forecasting horizon would
allow us to test whether the relative forecasting relationships found in this chapter
are preserved for longer-periods forecasts.

.
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Switzerland
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Chapter 10
Local Weighting Matrices or the Necessity
of Flexibility

Jesis Mur and Antonio Paez

10.1 Introduction

The difficulties caused by the lack of stability in the parameters of an econometric
model are well known: biased and inconsistent estimators, misleading tests and, in
general, wrong inference. The list of consequences explains the attention that the
literature on mainstream Econometrics has dedicated to the problem. The first
formal test of parameter stability was due to Chow (1960), considering only one
break point known a priori. Since then, the detection of structural breaks has
received substantial attention in the discipline.

The discussion about parameter instability quickly took on a spatial context. The
work of Casetti (1972, 1991) is notable because of its focus on modelling
instabilities through the use of contextual variables. An emerging interest in the
1990s, was the identification of pockets of local nonstationarity. This gave rise to an
influential literature dedicated to the analysis of spatial autocorrelation from a local
perspective (Getis and Ord 1992; Anselin 1995). Developments in this literature
encouraged the development of non-parametric procedures for analyzing heteroge-
neous spatial data (McMillen 1996; McMillen and McDonald 1997). The most
popular approach to deal with the problem of instability in spatial models is what
Brunsdon et al. (1996) call Geographically Weighted Regressions (GWR in what
follows), an approach that now occupies a prominent role in the spatial economet-
rics toolbox. This strand of literature is related to the Locally Weighted Regressions
approach, introduced by Cleveland (1979) and Cleveland and Devlin (1988). In all
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these papers there is constant movement from global to local perspectives, using
parametric and non parametric techniques.

The benefits of a local approach are clear when strong heterogeneity and/or
autocorrelation is displayed by the data. If the cause of the problem is a poor
selection of the functional form, a locally linear approximation may be a second-
best solution, useful to alleviate the consequences of the misspecification
(McMillen 2003; Paez et al. 2008). The GWR algorithm has also been extended
to directly deal with spatial correlation (Brunsdon et al. 1998a; Paez et al. 2002b).
Pace and Lesage (2004) and Mur et al. (2009), among others, continue in this line
relating the concepts of spatial dependence and spatial heterogeneity.

This paper contributes to the literature on GWR. Particularly, we focus on three
different but related questions: (a) the development of a GWR test to compare local
versus global estimates; (b) the definition of the bandwidth, that we solve in a fully
adaptative framework and (c) the non-uniqueness of the GWR estimates, which
follows from the uncertainty in relation to the selection of the kernel. The structure
of the paper is as follows. Section 10.2 is a brief introduction to the GWR
methodology. In the third section a simple GWR test is introduced. In Sect. 10.4
we advocate for a more flexible use of the concept of neighborhood. Section 10.5
discusses the problem of selecting a weighting matrix from among a finite set of
alternatives. Section 10.6 contains the main conclusions.

10.2 Geographically Weighted Regressions

The GWR consists in the estimation of a model, usually linear, in each point
of the sampling space using only local information (Brunsdon et al. 1998a, b;
Fotheringham et al. 1999). The idea is simple. Let us assume the following model:

y = xB + u; u:ii dN(0, 5°1) (10.1)

wherey is the (R x 1) vector of the observations of the endogenous variable, x is
an (R x k) matrix of observations of the k explanatory variables, u is a white noise
random vector normally distributed. For simplicity, the equation does not include
spatial interaction terms. The model of Eq. 10.1 has been specified under the
assumption of homogeneity. But as, indicated by McMillen (2004, p. 232): ‘Spatial
relationships are typically (...) complicated. Statistical tests based on simple
functional forms often reveal that coefficients vary over space’. This is the issue
that GWR aims to address.

The coefficients may vary over space for multiple reasons: unobserved hetero-
geneity, spatial instability, misspecification of the model, etc. The equation should
reflect this fact:

y = xB; + u; wiidN(0, 2I);i = 1,2, ...,R (10.2)
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The systematic part of the equation is flexible so it can reflect local aspects of
the process that might otherwise be overlooked. For simplicity the error term is
assumed to be white noise. This is the preferred GWR scenario. The estimation
algorihtm is simply replicated at different locations as desired, and results in a set
of local estimates, obtained from the sequence of local regressions:

~ ’ -1 ’
B, = [XWiX] [Xwiy]; i=1,2,...,R (10.3)

Wi is a diagonal weighting matrix that selects the observations that intervene in
the estimation of the local coefficients, 3;, in point i:

ap 0 O 0
0 A2 0 ... 0
W,;=]10 0 o3 ... 0 (10.4)
0o 0 O oliR
The local weights {o;;1 = 1,2, ..., R} are constrained to the unit interval: 0 oy 1,

with the purpose of standardizing the influence of each observation. Generally, they
are specified a priori by the user.

One of the main problems of the GWR methodology is that there are too many
breaks for a limited amount of sampling information. The solution is attractive
because of its simplicity: under normal circumstances, the points surrounding
observation i should contain the most valuable information in relation to the
behaviour of the Eq. 10.1 in point i. Consequently, the proposal is to use only
these observations for obtaining the corresponding local estimate.

The specification of the local weights (for every point i!) is a complicated task in
the GWR methodology. The literature suggests specifying the o’s weights
according to some simple function of the distance; for example:

o 1di <d
%= 0dyd
N2
o = exp| 4 (%)] (10.5)
1272
= { [1- @] ar<d
0 diyd

where d is the bandwidth, a threshold distance beyond which it is assumed that the
corresponding observations do not contain useful information in relation to the
local coefficients of i.

Accordingly, there remain two decisions to be taken: the definition of the
bandwidth and the selection of the functional form for the weights. There are
several alternatives to treat both questions. The most popular is the so-called
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cross-validation score, which amounts to choosing the value of d that, globally,
minimizes the (mean square) prediction error of the GWR estimation. In other
cases, d may refer to the number of neighbors used in the local estimation (Farber
and Paez 2007):

Ming CV(d) = Zil (Yi - yi,N(i))z (10.6)

being y; the value of variable y observed in pointiandy; y ;) the predicted value for this
point by a linear model estimated using the N(i) = d nearest neighbors of point i. In
all cases, observation i is excluded from the local subsample.

The discussion in relation to the functional form of the weights has been, to our
knowledge, very informal and the final decision depends of the preferences of the
user. In any case, the crucial decision appears to be the bandwidth whereas the
selection of the kernel plays a minor role (Wang et al. 2008; Péez et al. 2011).

A paradoxical aspect of the approach is that, since the purpose of GWR is to deal
with parameter instability, the estimates will be unbiased only if the assumption of
global homogeneity, implicit in Eq. 10.1, is true. In that case, it does not matter if
we estimate the model of Eq. 10.1 using the whole set of R observations or only a
subset of them. The bandwidth or the selection of a functional form for the weights
are secondary issues given that they will affect only to the property of efficiency,
through the variance of the estimates, but not to the quality of unbiasedness. On the
contrary, if the equation of (10.1) is not stable, the GWR algorithm will, at the best,
reduce least squares (LS) bias, but the estimates will still be biased. It is common to
find in this literature the idea of a continous hyper surface of parameters that is
evolving over space (Fotheringham et al. 2002) from which we have a discrete
sample, in the R sampling points. If this assumption is true, the local estimation will
be, probably, less problematic that the global LS estimation (Paez et al. 2002a).

From our point of view, two of the most important problems that limit the GWR
methodology are the definition of what is ‘local information’ and the testing of the
results. In the following sections we discuss some solutions.

10.3 A GWR Test

One of the conditions to guarantee efficient and unbiased LS estimation of Eq. 10.1
is stability of the equation over the space. GWR also produces unbiased estimates in
this case, and a smaller bias if the coefficients are not stable. Despite this advantage,
there are reasons why GWR must be applied judiciously. If the process is stable,
GWR estimates are not efficient, whereas LS estimates are efficient, and simpler to
obtain. Further, if the process is stable, GWR produces vast amounts of information
that may be difficult to interpret. On the other hand, if the process is not stable,
GWR must still be used with caution: spurious correlations among local parameters
have been detected, especially in the case of small samples (Wheeler and
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Tiefelsdorf 2005; Paez et al. 2011), something that brings into question the results if
the symptoms of instability are not clear. Now, what precisely would be ‘very clear
symptoms’? The answer to this question may become a problem because, to our
knowledge, there are few specific test for testing the adequacy of the GWR
estimates (e.g. Leung et al. 2000). A proposal is as follows:

Let us assume a simple linear model like that of Eq. 10.2, where there is
instability. The objective is to estimate a (k x 1) vector of parameters in
each of the R sampling points. Obviously, this is not possible because we only
have R observations to estimate a total of Rk parameters in R different equations.
The GWR solution can be seen as a way of solving this deficit by combining pure
sampling information with a priori theoretical information (in the form of a
specific sequence of local breaks given by the selected kernel and bandwidth).
Then, the resulting R GWR equations are evaluated independently. However some
gains can be attained if the GWR estimation is solved in an extended model.

In order to achieve this, the overall design of the GWR algorithm must be
modified. Let us define A, a (R2 X Rz) diagonal matrix, as:

W, 0 0 - 0
0 W, 0 - 0

A=10 0 W; - 0 (10.7)
0 0 0 - Wy

where the W; matrices have been defined in Eq. 10.4. Moreover X is the (R x Rk)
matrix obtained as R copies of the original matrix x:

X=[x x x - X] (10.8)

lisa (R x 1) vector of ones that we use to copy, vertically, matrix X and vectors
y and u:

X=1®X
Y=I®y (10.9)
U=1®u

® indicates the Kronecker product. The first, X, is a (R2 x Rk) matrix; the other
two elements, Y and U, are (R2 x 1) vectors. The three terms are related by means of
a vector of parameters and by a matrix of local indicators. The first is a (Rk x 1)
vector: B = [By; Ba; Bs; -+ BR}I , being P; the vector of local coefficients
corresponding to point i. The second are (R? x R?) matrices, similar to that
of Eq. 10.7, which select the observations that intervene in each local estimation:
A = {hy=1(hy>0)}, being I(—) the indicator function. The extended linear

equation is the following:
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AY =AXB+AU= Y"=X'B+ U (10.10)
The error term of the equation, U*, is not estandar. Depending on the specifica-

tion of the local weights of Eq. 10.4, this macro vector will be heteroskedastic and
cross-correlated:

U'=AU=A(l®u) —

EU]=0 o
Wi WiW, e WiWe

viop= | T TR TR —g o (RD
WeW, WeWs - WeWe

where Wy is the binary transformation of the weighing matrix Wy. Each term (W;W;)
is a diagonal matrix with values 1 or 0 . The LS estimate of Eq. 10.10 produces
unbiased estimates of vector B,l B= [X*/X*TIX*/Y*. The efficient estimators
are the GLS Bg = [X*’Q_IX*] T X*Q7'Y*. More important, this general frame-
work allows us to test the GWR hypothesis:

Ho: By =B,=PB3=--=Pr =B
Hy : NoH, (10.12)

The traditional F test, in a Chow-like approach, can be used with the GLS or with

the LS estimates. In the first case, the F statistic is an exact test, whereas in the
second we have to use an asymptotic approximation:

pots _ (RBo-RB) (R[xa'x"] 'R') (RBo-RB)

GLs — o : F(r,R* — Rk) o1
s (RﬁfRB), (R [x*'x*TlR’) (RB-RB) (10.13)
Fewr = 52 ;SX(T)

being r the number of restrictions in Eq. 10.12: r = (R — 1)k.
In continuation we present Monte Carlo results in relation to the behaviour of the
Fiwr statistic of Eq. 10.13. We are going to simulate a basic linear model:

y, = o+ x;B; + ug; upiidN(0, 62);i = 1,2, ... ,R (10.14)

where the intercept is constant and equal to 1,0 = 1, but the slope, B, may vary from
point to point.

Two sample sizes have been used, R = 50 and R = 100 (there is a computational
burden associated to the sample size). The first step of each experiment consists in
obtaining the set of coordinates, { (xci, yc;);1 = 1,2, ...,R}, of theR sampling points.
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Each coordinate has been randomly generated in the interval [—1; 1], meaning that the
R sampling points are scattered in a square of length 2. The error term, according to
Eq. 10.14, is a white noise normally distributed with unit variance, 6> = 1. The data
of the x variable come from a continuous uniform distribution U(0, 1).

Under the null hypothesis, the slope is constant and equal to § = 3,5 , which
assures an average R? coefficient of 0, 5 for the LS estimation of the equation. Under
the alternative, we have simulated three different types of breaks in the slope:

1. A random continuous break: f3; : iidU(5,9). The slopes are randomly assigned
to the set of spatial coordinates (xc;,yc;). The expected slope for a given
coordinate is E[f;] =7 and the variance is V[f,] =%. This case corresponds,
roughly, to the random coefficients of the Swamy model (Swamy 1970). The
F tests of Eq. 10.13 are not designed to detect this type of break; they should
not react.

2. Aregular continuous break according to the function: f5; = abs(xc{ + yc?) wherea
is a parameter that expands the symptoms of the break, with values
{a=1,2,3,4,5}; a higher value implies a stronger signal. Other functions,
different from the power of the spatial coordinates, did not change essentially our
results.

3. A regular discrete break according to the following regime:

— Z0: B; =7ifi ¢ NI and i ¢ N2; this is the cluster NO.

— Z1: B; =7 —bifi € N1 where N1 refers to the set of the 20 % observations
closer to the coordinate (0, 5;0,5).

— Z2: By =7+ bif i € N2 where N2 refers to the set of the 20 % observations
closer to the coordinate (—0,5; —0,5).

The first regime contains 60% of the observations and the slope is 7 there. The
second and the third contain, each one, 20% of the sample. These observations are
spatially clustered around the coordinates (0, 5;0,5) and (—0, 5; —0, 5) respectively.
The slopes in the NO cluster are smaller than in N2 and higher than in N1. b is a
parameter that measures the intensity of the break; three cases have been used here:
b=1,2,3.

Figure 10.1 presents some typical cases of the different breaks used in these part
of the experiment.

Another important element is the bandwidth, d, the threshold that intervenes in the
indicator function I(—) of matrix A in expression Eq. 10.10. We have defined this
parameter as a percentage of the sampling size with the following values:
{d = 10%; 30%; 50%; 70%; 80%; 90%; 95%} . In other terms, the sequence of
LS local estimates have been obtained using the d% of the nearest-neighbors
observations. 10% is a very low value (in the case of R =50 to use only five
observations to solve the LS estimation of the model of Eq. 10.14 in every coordinate,
there are only three degrees of freedom). The other extreme, 95%, is too high because
it implies copying almost exactly the same sample in every coordinate which results
in severe multicollinearity problems for the estimation of Eq. 10.10.
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Color scale: WHITE identifies the lowest values of the coefficient and BLACK
the highest.

Greater intensity of the GREY color indicates increasing values of the coefficient

Fig. 10.1 Examples of a random break (upper left), a discrete break (upper right) and a continu-
ous break (down)

The more significant results of the simulation are presented in Table 10.1.
Overall, the results of the FIE}%VR test seem to be satisfactory. We would like to
highlight the following aspects:

1. The test appears to be undersized. The problem is clearer for the small sample
case, R = 50. The use of a higher bandwidth diminishes, slightly, the bias.
However, the tendency is not uniform: very high values of d also produce strong
biases.
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Table 10.1 Size and power of the GWR test

Size

10 % 30 % 50 % 70 % 80 % 90 % 95 %
R =50 0.021 0.015 0.038 0.039 0.035 0.022 0.011
R = 100 0.033 0.034 0.042 0.045 0.041 0.031 0.014

Power: continuous random break (m1)

10 % 30 % 50 % 70 % 80 % 90 % 95 %
R =50 0.016 0.014 0.095 0.098 0.036 0.028 0.022
R = 100 0.056 0.025 0.051 0.117 0.089 0.048 0.021

Power: continuous regular break (m2)

10 % 30 % 50 % 70 % 80 % 90 % 95 %
R=50,a=1 0.900 0.930 1.000 1.000 0.830 0.540 0.150
R=50;a=2 0.900 0.980 1.000 1.000 0.830 0.620 0.140
R=50;a=3 0.980 1.000 1.000 1.000 0.880 0.610 0.170
R=50;a=4 1.000 1.000 1.000 1.000 0.880 0.690 0.210
R=50a=5 1.000 1.000 1.000 1.000 1.000 0.720 0.220

R=100;a=1 0.920 0.960 1.000 1.000 0.840 0.660 0.220
R =100;a =2 0.930 1.000 1.000 1.000 0.880 0.720 0.200
R =100;a =3 1.000 1.000 1.000 1.000 0.890 0.650 0.210
R =100;a =4 1.000 1.000 1.000 1.000 0.970 0.870 0.330
R =100;a =35 1.000 1.000 1.000 1.000 1.000 0.920 0.390
Power: discrete regular break (m3)
10 % 30 % 50 % 70 % 80 % 90 % 95 %

R = 50; C1 0.040 0.170 0.320 0.420 0.240 0.130 0.050
R = 50; C2 0.090 0.790 0.640 0.610 0.530 0.370 0.160
R =50; C3 0.280 0.970 0.990 0.980 0.990 0.900 0.630
R = 100; C1 0.380 0.710 0.790 0.740 0.670 0.360 0.240
R = 100; C2 0.460 0.660 0.940 0.930 0.850 0.480 0.450
R = 100; C3 0.630 0.840 1.000 1.000 1.000 0.950 0.740

Note: C1, C2 and C3 refer to the expected values of the parameters of the discrete break, C1 = [6;
7:8]; C2 = [5;7;9]; C3 = [4;7;10]

2. A random break in the parameters results in problems of heteroskedasticity and
endogeneity (if the regressors are not exogenous) but not necessarily creates
parameter instability. This is reflected in Table 10.1, given that the estimated
percentage of rejections of the null hypothesis of the FI(}%VR test for this case is
rather low and stable with d.

3. The behaviour of the test is acceptable for the case of a continuous regular
break. The estimated power is at its highest even with small sample sizes,
R =50, very narrow bandwidths (d = 10% ) and moderate to strong
symptoms of break (a = 3,4 and 5). The optimal value of the bandwidth
appears to be around 50% of the sample. In any case, it is recommendable to
use a value below 70%; higher values result in power loses.

4. The estimated power of the Fiyy test is lower in the case of a discrete regular
break. The sample size plays a more important role, as can be seen by the
differences between the cases of R =50 and R = 100. Also the bandwidth
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must be larger and, preferably, not smaller than 50% of the sample in any case.
The upper threshold of 70% still is in use.

10.4 Ciriteria to Define the ‘Local Neighbors’

The preceding test can assist with the decision of whether to use GWR. Once there
is spatial instability in the coefficients, we must move to the local level. The key
issue now is the exact meaning of “local neighbors”, for each point in the space. The
common solution consists in the introduction of a set of local spatial weights, as in
Eq. 10.5. These weights are specified a priori by the user in a practice similar to the
use of kernels in time series (Robinson 1983; Hirdle and Vieu 1992; Liitkepohl
2005; Li and Racine 2007).

However, space may be much more heterogeneous than time and some flexibil-
ity may be beneficial. For example, why a unique kernel? Depending on the
heterogeneity, it could be preferable to allow the moving spatial window to adjust
locally. If the symptoms of instability in a certain part of the space are weak the
kernels should be large there to gain efficiency. On the contrary, if the instability
dominates in other areas, the size of the kernels should be smaller in order to reduce
bias. Even the shape of the kernels may vary depending on how evolves the
heterogeneity.

For this to happen, we need to identify the patterns of instability present in the
data. The scanning window of the Scan statistic can be useful here (Kulldorff 2001;
Kulldorff et al. 2009). The Scan statistics was developed to find spatial clusters of a
given variable. By spatial cluster we mean a group of spatially clustered
observations which have either a larger or smaller mean than the other observations.

The null hypothesis of the Scan statistic, for this case, is that all the observations
come from the same distribution (there is no instability). Assuming normality, the
likelihood corresponding to any window centred on, for example, observation i may
be written as:

25:1 (% — u)2

Ly = (2n0§)7Rzexp - o2
0

(10.15)

Under the alternative, there are differences in the mean, pu and A, for the
observations inside and outside the cluster, respectively. The likelihood of
Eq. 10.15 becomes:

_ 72\ —R2 1 2 2
Lai = (2n0y) exp — 202 [ZreN(i) =)+ #NG) (X —A)7| (10.16)

where r € N(i) means that observation r pertains to the local neighborhood of i. The
estimates of the variances, 03 and cﬁ, correspond to the respective hypothesis. The
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decision rule is to select the cluster that maximizes the difference between both

likelihoods:
R2
LAi G%
M =(— 10.17
o (L(n) <Gi (1047

The significance of the cluster can be evaluated using Monte Carlo hypothesis
testing, randomly permuting the observed values x; and their corresponding
locations .

Our interest focuses on the stability of the regression coefficients that relates the
two variables, which is a slightly different question.

Let us assume a bivariate relation between variables y and x and a bivariate
normal distribution:

1
V2n

X IVexp{—%[(y —uy); x=p) V(Y —wy); (x— ux)]’}
(10.18)

f(y7X) -

V= oy Tyx
Yyx  On

The regression coefficient depends on the covariance between the two variables:
B = (vyxOz) = Pyx(0yOx), where py, is the correlation coefficient. Assuming
stability in all of the parameters of the relation, the null model can be summarized
by the likelihood:

Rz(l_pgx)im 1 RO (Ve — 1y
Lo = (2n)" ey~ 2) Z”< = y) (10.19)

y

2
R Xy — MU R Yriuy Xy — Hx
+ Zr:l ( Gy > - 2pyx Zr:l ( Gy ) < Ox >‘| }

Under the alternative hypothesis we allow for some instability in the regression
coefficient B in the neigborhood of point i. The covariance or, what the same, the
correlation coefficient between the two variables changes: pyx is the value around
point i and py)z in other parts of the space. The likelihood function is:
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where |N(i)| means the cardinality of the set N(i). The likelihood ratio that we have
to maximize is:

L — _R2 (1 B
A = (2m) (10.20)

R2

Lai 1 — py,
ax <L01> = oy T INGR C\NOR (10.21)
)

The ‘local neighborhood’ of point i corresponds to the area around point i that
produces the greatest difference between the two correlation coefficients, piyx and
p§l,2 The next question is testing for the significance of the cluster i in relation to
parameter 3 for which the permutation approach seems adequate.

The same as in the previous section, we include a small Monte Carlo with the
purpose of checking the use of the Scan test in the GWR estimation. We maintain
the design of the experiment: (a) the spatial coordinates {(xc;, yci);i=1,2,...,R}
are randomly distributed in the square (—1,—1);(—1,1);(1,1);(1,—1)}; (b) we
have simulated the model of Eq. 10.14 where the coefficient  varies from point to
point; (c) a GWR estimation of this model is obtained using the binary kernel
function of Eq. 10.5. The problem of this section is to determine the value of d and
our proposal consists of using the generalization of the Scan test of Eq. 10.21. In
short, we are going to obtain a specific bandwidth for every point in the sample.

Because of the computational burden, we only present the results corresponding
to the case of R = 100. We have used two different types of break: continuous and
discrete, with one or four inverse peaks in the first case and three or five different
regimes in the second. Figure 10.2 shows some examples of the type of breaks used
in these part of the experiment.

Table 10.2 presents the average Mean Squared Error, MSE, of the GWR
estimation of parameter [ after 1,000 simulations:

P (Bi - Bi,N(i))z
1,000

MSE(d) = (10.22)
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Color scale: WHITE identifies the lowest values of the coefficient and BLACK
the highest.

Greater intensity of the GREY color indicates increasing values of the coefficient

Fig. 10.2 Examples of continuous (/eft) and discrete (right) breaks

Table 10.2

GWR estimates under scan and cross-validation criterion

Scan

MSE

% cells®

% signif.
CV

MSE

% of cells®

Scan
MSE

% cells®
% signif.”
CV

MSE

% cells®

Continuous regular break: 1 peak
a=1 a=2 a=3 a=4 a=>5

0.055 0.047 0.064 0.087 0.125
321 315 264 221 17.6
675 721 77.1 89.6 925

0.021 0.039 0.068 0.116 0.193
252 217 235 198 224
Continuous regular break: 4 peaks
a=1 a=2 a=3 a=4 a=>5

0.121  0.117 0.156 0.198 0.301
186 152 167 21.1 134
594 684 672 764  83.6

0.102 0.136 0.189 0274 0411
268 297 216 224 278

Discrete regular break: 3 regimes
Cl C2 C3 - -

0.081 0.099 0.184
195 208 184 — -
88.6 914 976

0.054 0.087 0.187 - -
226 204 175 - -
Discrete regular break: 5 regimes
Cl C2 C3 Cc4 C5

0.071 0.084 0.086 0.091 0.116
136 141 124 116 127
845 911 914 935 987

0.062 0.088 0.103 0.147 0.163
176 194 185 175 19.1

C1, C2, C3, C4 and CS5 refer to the expected values of the parameters used in the discrete break:
Cl = [6;7;8]; C2 = [5;7;9]; C3 = [4;7;10], C4 = [3;7;10]; C5 = [2;7;11]

#Average percentage of cells in the local estimates.
Average percentage of cases where the test of Eq. (10.21) rejects the null of a non significant
break in the point.

The estimation error depends on the value of d determined by each approach,
globally as in Eq. 10.22 of locally as in Eq. 10.21.
We would like to stress the following aspects from this table:

1. The Scan approach uses, in average, less observations than the CV criterion. The
difference is more important when the break is of a discrete type.
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2. The number of observations determined by the Scan criterion depends on the
heterogeneity of the data. The relation is: more heterogeneity, smaller value of d.
The relation is evident in the case of a continuous break: the number of neighbors
decided decreases as the intensity of the break, measured by the parameter «,
increases.

3. A high proportion of the local tests of instability of Eq. 10.21 leads to the
rejection of the null hypothesis of stability." The estimated power of the test
increases with the intensity of the break. In all cases, the estimated power of the
test is above 50 %.

4. The Scan approach is a useful alternative to the global cross-validation score.
The second criterion outperfoms the Scan criteria, in terms of minimizing the
MSE, when there is a break of weak to moderate intensity. The local determina-
tion of the bandwidth seems preferable in cases where the violence of the break
is strong or the number of regimes increases.

10.5 Selection of the ‘Local Weights’

The algorithm based on the Scan test allows us to answer several important
questions: how many breaks are there, where they are, and which parameters are
affected. However, there is another question that also needs to be addressed: what is
the best form to model the breaks? Returning to the GWR terminology, this
amounts to specify the sequence of local GWR weighting matrices that captures
the evolution of the breaks.

At this point it is worth to restate the following:

1. We can construct GWR weighting matrices in different ways using different
hypothesis. Each hypothesis results in a different local weighting matrix and,
accordingly, in a different set of spatial regressors. Different regressors result in
different models. These implications are clear from expressions (10.7), (10.8,
(10.9, and (10.10).

2. There are some general guidelines in the spatial econometrics literature devoted
to the specification of a global weighting matrix, using concepts like nearness,
accessibility, influence, etc. (Kooijman 1976; Bavaud 1998; Anselin 2002;
Folmer and Oud 2008, among others).

3. The two problems (specifying a global or a set of GWR weighting matrices) are
similar: there is little information in relation to the correct matrix and, usually,
the researcher has some priors to guide the specification.

"In order to solve the test, (1) the pairs of values {(x;,y,);i = 1,2,...,R} have been randomly
permuted (N — 1) times; (2) for each permutation a value of the likelihood ratio of Eq. (10.21) has
been obtained; (3) the sequence of (N — 1) likelihood ratios has been ordered from lowest to
highest; (4) finally, we reject the null if the observed value pertains to the five highest values of the
sequence.
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Let us assume that we have a set of N linearly independent GWR weighting
matrices, Y = {W'; W%;...; WN}. Usually N corresponds to a small number of
different competing matrices but in some cases this number may be quite large,
reflecting a situation of great uncertainty. They are general matrices which corre-
spond to different interaction hypothesis and any of these matrices can be used to
tackle the breaks. As said, each matrix generates a different set of spatial regressors
and, consequently, a different spatial model. These matrices are linearly indepen-
dent and they can be nested or non-nested. This is important because, at the end, we
have a problem of model selection, between nested or non nested models.

Two GWR weighting matrices may be nested if, for example, binary weights are
used: the weights of the first matrix correspond to the m nearest neighbors of pointi(a
1 indicates that the point is one of the m nearest neighbors), whereas the weights of the
second matrix correspond to the (m + s) nearest neighbors (s > 0). The weights of the
first matrix are contained in the second matrix plus some other non-zero weights.
Discriminating between the two matrices is not difficult using standard techniques of
model selection (Herrera et al. 2011, develop a simple Lagrange Multiplier).

For the case of non-nested matrices, we propose the use of the J-test of Davidson
and McKinnon (1981, 1982), adapted to a spatial context by Leenders (2002). Let us
assume that there are two competing GWR spatial weighting matrices for the same
basic model:

wl o o0 0 W2 0 0 0

0 W) o0 0 0 W3 0 0

Al=10 o0 Wi 0 A=10 0 W 0

0 0 0 - Wy 0 0 0 - Wi
(10.23)

where the W{ matrices have been defined in Eq. 10.4. As said, each matrix results in a
different GWR spatial model that we may compare in a classical decision problem.

(10.24)

Ho:A'Y =A'XB+A'U= Y" = X"B + U™
Hyu : AYY = A2XB + A’U = Y* = X»*B + U

As it is well-known, the J-test uses an augmented regression like the following:
Y™ = (1-0)[X"B] +0[X*B] +v (10.25)

being B the corresponding maximum-likelihood estimates of the respective
parameters on a separate estimation of the model of Hu. In order to attain a decision
itis recommendable to calculate a second J test reversing the order of the two matrices
in the null and alternative hypotheses of Eq. 10.24. Leenders (2002) and Kelejian
(2008) show that the J test can be extended to the comparison of a null model against
(N — 1) different models. In this case, the reversion would not be necessary.
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Table 10.3 The J test and the selection of the Kernel

No break: constant slope
R =100 Ho=A"  Hy=A® Hy=A" Hy=A° Hy=A® Hy=AC
HAI/\B HA:AA HAZAC HA:AA HA:AC HA:AB

0.048 0.064 0.071 0.088 0.062 0.094
Continuous regular break
a=1 0.782 0.816 0.779 0.836 0.935 0.921
= 0.796 0.857 0.826 0.901 0.924 0.951
=5 0.908 0.924 0.897 0.893 0.972 0.948
Discrete regular break
Cl regime  0.171 0.984 0.159 0.962 0.762 0.863
C2regime  0.126 0.926 0.118 0.943 0.846 0.841
C3 regime  0.109 0.967 0.086 0.953 0.892 0.927

Note: C1, C2 and C3 refer to the expected values of the parameters used in the discrete break,
Cl = [6;7;8]; C2 = [5;7;9]; C3 = [4;7;10]

The Monte Carlo of this section refers to the behaviour of the J test, of Eqs. 10.24
and 10.25, as a method of helping in the selection of the most adequate spatial
kernel, matrix A'. We maintain the design of the previous sections in relation to the
random distribution of the spatial coordinates, the model simulated (that of
Eq. 10.14) and the sample size (R = 100). Moreover, we use the three kernels of
Eq. 10.5 which result in the matrices A", with weights {As = 1 diy <d;0d;; d}, AB,

with weights {er =exp [—% (%)2] } and AS, with bisquare weights

2
{er = [1 — (%)z] di; < d; Odird}. The bandwidth, d, has been fixed in such a

way that each local estimation contains 50% of the observations.
Three different sets of  coefficients have been used:

1. A constant slope equal to 3, 5. The purpose is to check the behaviour of the J tests
under the assumption of stability.

2. A regular continuous break according to the function: B; = 7 x abs(xc{ + yc?)
with three different values for a, {a =1,3,5}.

3. A regular discrete break in three different regimes which, as described in
Sect. 10.3, contain, respectively, 60% 20% and 20% of the observations in the
sample.

Table 10.3 shows the percentage of rejections of the model of the null in favour
of the model of the alternative hypothesis, as indicated in the second row. The
results are somewhat puzzling although some general guidelines can be extracted:

1. The simultaneous acceptance of both null hypotheses (after reversion) is a signal
of stability in the coefficients. The use of another, different kernel cannot
improve the results of the first kernel because the two are unbiased. The J test
does not assist in the decision.
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2. The simultaneous rejection of both null hypotheses is a signal of misspeci-
fication, as it is evident in the case of a continuous regular break. It is important
to remind that the use of kernels in the GWR estimation does not correct the
specification, which is unstable per se. At best, a wise selection of the kernel will
reduce the estimation bias, but not totally.

3. A discrete regular break fits better into a binary kernel scheme as reflected in A
This kernel is the preferred alternative almost 90% of times, both against AP and
the bisquare A©. The use of the last two kernels in the J test point, once more, to a
misspecified model.

10.6 Conclusions and Further Research

Geografically weighted regressions are a widely used technique in the analysis of
spatial data, with a large specialized literature and an increasing number of empiri-
cal applications. Conventional analysis is based on a global perspective; however
spatial location matters. This implies that heterogeneity, in variables and/or in their
marginal effects, is a question of concern.

Current GWR techniques are more consistent, computational restrictions have
been reduced, regression output are more friendly presented, etc. However, there
remain some weaknesses that need to be addressed. We focus on three points.

The first takes up the suggestion of Wheeler and Tiefelsdorf (2005, p. 163): ‘A
new class of GWR models would be required (...). This class would need to
connect all location specific GWR regression equations simultaneously into a
seemingly unrelated regression model, which allows jointly testing across several
local models and a nested specification of a global model with local parameter
variations’. Fotheringham et al. (1997) approached this question through Monte
Carlo techniques whereas Leung et al. (2000) developed a goodness-of-fit test that
compares GWR with global LS. We propose a simple test based on a general
nesting equation which combines sampling with theoretical information. The LS
version of the resulting GWR test appears to be a slightly undersized but it has good
power against continuous or discrete breaks. There is a computational burden in
obtaining the test, because (R? x R?) matrices are involved, although a sampling
scheme can alleviate the problem. We are working in this direction.

The bandwidth is another point of concern in the GWR approach. There are
several proposals in the literature to fix this value, among which the cross-
validation score is the most popular. We explore a different solution based on an
adaptative weighting scheme: the size, even the shape, of the bandwidth should
reflect the density of the data and, where possible, also their heterogeneity. The
scanning window of the Kulldorf test allows us to tackle this problem by defining a
specific bandwidth for each local estimation. The Scan statistic emerges as a useful
complement to the cross-validation score specially when there is a high instability
in the data. Our simulationd show that, for these cases, the Scan criterion tends to
determine a narrow bandwidth thus minimizing the estimation bias. On the negative
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side, we must acknowledge the computational burden of the technique and the
requirement of normality.

The third question refers to the non uniqueness of the GWR estimates: different
sets of parameters can be obtained using different bandwidths and different
weighting schemes. The selection of the kernel appears to have less impact but,
even in this case, it is somewhat surprising the lack of guidelines in the literature.
We argue that different local weights amount to different regressors and, thus, the
problem of choosing the kernel is equivalent to a model selection problem. Our
simulation with the J test is a first attempt in this direction. The test works properly
in cases of a discrete break in a finite number of regimes, although is not conclusive
for breaks of a continuous type. Unless the weighting scheme that generated the
data is in the set of kernels selected (a not very reasonable hypothesis), the J test
points towards a misspecification problem by rejecting the different alternatives of
the null.

There are indications that the size of the sample may have an important effect on
estimation and identification results (Paez et al. 2011). The simulations conducted
in this paper were conducted with relatively small samples. A direction for further
research is to expand these experiments to assess the effect of sample size on the
various effects investigated.
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Chapter 11

The Estimation of Urban Premium Wage Using
Propensity Score Analysis: Some Considerations
from the Spatial Perspective

Dusan Paredes, Marcelo Lufin, and Patricio Aroca

11.1 Introduction

The urban economics literature supports that thick labor markets pay higher wage
levels than thin labor markets. Glaeser and Mare (2001) estimate the elasticity
wage-city size larger than one million inhabitants around of 36 % higher than
smaller areas, while Glaeser and Resseger (2010) identify a elasticity of 45 % for
the case of skilled workers. This positive relation also exists within industries, but
with an uneven impact (Elvery 2010). In spite of the extensive empirical evidence,
the most of the applications have been focused on North American, European and
Asian contexts. In this chapter we extend the analysis toward the Latin American
case, where the ONU-Wider has strongly recommended focusing on “increasing
inequalities partly as a consequence of the uneven impact of trade openness and
globalization” (Kanbur et al. 2005). We use the Chilean case and provide a first
estimation of wage differentials between thick and thin labor markets. Although the
extension toward new contexts could be considered a contribution as itself, the
particular scenario of Latin American realities must be discussed.

Puga (1998, 1999), Rosenthal and Strange (2004) and Venables (2005) among
other authors suggest that developing countries, such as the Chilean case, are
characterized by high primacy index. This fact implies that a unique region, in
the most of the cases the capital of the country, concentrates a large portion of the
total economic activity and population. For example, the Metropolitan Region of
Santiago concentrates around the 40 % of the total population and the 50 % of
production in the 2 % of the total territory." That indicates than developing
countries present less thick labor markets than developed countries and even,

! Annual National Manufacturing Survey, Chile, 1997

D. Paredes (P<) « M. Lufin « P. Aroca

Facultad de Economia, Departamento de Economia, Universidad Catdlica del Norte, Avenida
Angamos 0610, Antofagasta, Chile

e-mail: dparedes@ucn.cl

E. Fernandez Vazquez and F. Rubiera Morollon (eds.), Defining the Spatial Scale 215
in Modern Regional Analysis, Advances in Spatial Science,
DOI 10.1007/978-3-642-31994-5_11, © Springer-Verlag Berlin Heidelberg 2012


mailto:dparedes@ucn.cl

216 D. Paredes et al.

some countries could present only one dense labor market. In the Chilean context,
the MR rises as a natural benchmark. Given that MR is a thick labor market, then we
expect that this region pay a wage premium in comparison with any other Chilean
region.” In spite of the simplicity of this statement, some additional discussion
about the labor markets is needed.

We expect to contribute with three empirical discussions for the estimation of
spatial wage differentials in the Chilean case. The first is the issue raised when the
aggregated wage at regional level is used as a dependent variable. Glaeser and Mare
(2001), Berry and Glaser (2005), Glaeser and Resseger (2009) and Elvery (2010) are
examples of spatial wage differentials using averages wages as dependent variable.
The authors add an independent variable indicating the size of the region and
its coefficient identifies the wage premium. This measure can be accepted when
there are not data for capturing the heterogeneity in human capital, but its use
presents several problems. Firstly, the theory of spatial sorting suggests that high
skills workers are concentrated in large cities (Combes et al. 2008 and Mion
and Naticchioni (2009)). This theory rejects the direct comparison of wages at
aggregated level due to the worker heterogeneity could also explain the wage
differentials. Additionally, the skills concentrations vary across industries and eco-
nomic sectors, implying a wage variation at intra-city level. Even controlling by
worker characteristics, the industrial mix affects the estimation of wage differentials.
Both problems put in evidence the advantages of considering the wages at micro
data instead of any aggregated level. We partially overcome this problem using a
rich database for the Chilean case which is disaggregated at individual level. Our
survey allows identifying characteristics of the worker such as age, education
(years), educational level, economic sector, occupation, type of contract, and marital
status among other personal characteristics.

A second dimension is how the literature has defined the geographical scale of a
thick labor market. For the Chilean case, and the most of the empirical literature,
the researcher would use the administrative division of the geographical space and
the MR, again, appears a natural candidate for benchmark area. However, this
administrative approach is problematic. A thick labor market emerges due to the
existence of economics of agglomerations that work to maintain a spatial concen-
tration of demand and labor supply. The continuous interaction in the labor market
generates increasing returns to scale and peer effect networks that increase the
worker productivity and, consequently, generates higher wages. In this framework,
the economics of agglomeration works in a functional space, which does not
necessarily fit with the administrative division. In other words, the thick labor
market in the MR could be larger that the administrative division because of the
interaction MR with other contiguous regions. We cover this gap proposing a
stepwise tool for spatial delineation of thick labor markets following a combination
of methods. We use commuting flows among counties for building the geographical
scope of labor markets. The proposed method is rooted on the spatial analysis

2 The Chilean administrative division presents ifteen regions including a Metropolitan Region (MR).
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literature (Anselin 1995; Getis and Griffith 2002) and also social networks analysis
(Bonacich 1972; Green 2007). We generate a new division of the geographical
space where we confirm the existence of only one thick labor market, namely the
MR, but we show a larger geographical scope where some communes of other
regions are absorbed by this thick labor market.

The third dimension emerges when the wage differential is considered as a
causal effect of thick labor market instead of other control variables such as
human capital. Two workers could present different wages under different labor
markets, lets say thick and thin labor markets, but we cannot identify this causality
if the workers also have different human capital. We face this problem bringing the
counterfactual framework inside the regional science literature. The counterfactual
framework makes a comparison just among comparable workers. For example, a
thick labor market could group very high skilled workers and its comparison with
any other thin labor market would be biased. In order to improve the previous
literature, we use a Coarsened Exact Matching (CEM) to find identical workers
between a thick and thin labor markets as a previous step to estimate the wage
differential. We use CEM instead other matching approach such as Propensity
Score Analysis (PSA) due to the exact matching find the similar worker, but the
PSA could match two workers with similar propensity score and still with different
characteristics.

According to the three empirical contributions previously discussed, we set the
structure of our article. Our hypothesis is that thicker labor markets generate a wage
premium in comparison with thin labor markets. To carry out our testing strategy,
we require a redefinition of the geographical space to identify functional thick labor
markets. We used spatial and social network analysis to identify the functional area.
With this result, we are able to compare two geographical divisions: an administra-
tive space (14 regions and the Metropolitan Region of Santiago labeled as thick
labor market) and a functional division (14 regions and a new thick labor market
which captures the old MR plus a portion of other two regions). Next, we estimate
the spatial wage differentials using both divisions and we test if the functional
division increases the wage premium in comparison with the previous spatial
structure.

Our results support the established hypothesis. First, the functional approach
shows a new geographical space. The administrative perspective implies 15 differ-
ent markets, but our approach suggests a different configuration of the space. The
Metropolitan Region of Santiago is a huge labor market, which also captures a
portion of other regions. Moreover, a portion of the Metropolitan Region, particu-
larly the rural areas, does not belong to the new thick labor market. These results
suggest evidence how the geographical extent of labor markets is not defined by
administrative reasons, but rather by its functionality. Using the administrative and
functional geographical division, the wage differential was estimated for Chilean
regions. The results show how, after a matching procedure, a similar set of workers
earn higher wages in the thick labor markets comparison for almost any region. This
premium is bounded between 4 % and 21 %. Alternatively, a set of three regions
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show a higher wage than thick market, but its difference is reduced with our
functional approach. These shown results suggest the existence of spatial wage
differentials in the Chilean case. This output opens new discussion for policy
makers, especially for concerns about how the density of labor market affects the
welfare measurements such as wages.

11.2 Methodology

Our empirical strategy implies two steps: a functional definition of thick labor
markets and the estimation of the wage premium through matching estimator at
micro data level. The administrative division of Chile presents three administrative
divisions: 346 counties, 53 provinces and 15 regions. The densest region is the
Metropolitan Region of Santiago (MR) which comprises 6 provinces and
53 counties. The MR contains the 40 % of the total population with a density of
390 habitants per square kilometers when the national average density is 19.9.
These characteristics posit the MR as the largest region in Chile and a perfect
spatial unit to use as a thick labor market. However, the choice of the MR as a dense
urban area could be arbitrary. According to Marshall (1920) the agglomeration
economics, which are the sources to argue higher wages in dense areas, operate in a
geographical space defined by the extent of the labor market. Thus, several critiques
appear by using the MR as a benchmark area. First, the MR could represent more
than one labor market and an aggregated perspective could bias the estimation.
Second, other large geographical labor markets could exist in others places of the
country. Third, the labor market extent must be defined with homogeneous labor
characteristics more than political-administrative areas.

This chapter contributes with an alternative methodology for building a new
“space” dimension to measure the scope of economics of agglomeration. Firstly, we
identify a thick labor market using functional regions based on geographic conti-
guity and people flow interaction among the 346 counties. This methodology keeps
a geographic dimension, but it is built according to some relation-measure, leaving
out the a priori spatial administrative division. Here, as a complement to flows
between areas, the presence of a significant level of spatial local autocorrelation
(Getis and Griffith 2002) is proposed to identify thick labor markets in order to
maximize areas that behave similar in terms of their importance in the networks of
workers flows between locations.

To identify the relative importance of each location in the system of flows, we
propose a functional design based on the social networks literature, there the Eigen-
centrality has been used to identify relevant actors in a relational structure
(Bonacich 1972; Borgatti 2005), it is defined as the principal eigenvector of the
matrix defining the network. Using that index, each node (location) is ranked base
on its eigenvector score, in a manner in which those more centrals are adjacent to
nodes that are themselves more centrals. This idea has been also explored and used
in geography literature (Boots and Kanaroglou 1988; Boots 1984; Boots and
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Tiefelsdorf 2000). In that fashion, locations that are similar in terms of their
centrality in the system of workers‘ flows, but also their constitute a spatial cluster
of contiguous units associated to a hotspot in terms of commuting rates, belong
together to in a new functional geographical area defined as a thick labor market.

11.2.1 Eigen-Centrality Index and Functional Region
Identification

This centrality measure was proposed by Bonacich (1972) as a modification of the
degree centrality perspective, traditionally the centrality approach establishes that
nodes (counties in our case) who have more connections are more important in the
relational system, because they can affect more other actors. Bonacich argued that
each node’s centrality is a function of the extent of its connections (degree), but also
it is depending of the number of connections that its neighbor locations hold. This
new centrality perspective rest in the idea that being connected to well connected
others makes an actor more central.

The eigenvector centrality was developed by Bonacich (1972) to measure of how
well connected is an actor in the whole system. The method works as the factor
analysis (FA), assuming that each municipality in the commuting flows matrix is a
variable, FA identifies “dimensions” of the distances, based on commuting flows,
among them. The location of each municipality with respect to each dimension is
called an “eigenvalue,” and the collection of such values is called the “eigenvector.”
Usually, the first dimension captures the “global” aspects of distances among actors;
second and further dimensions capture more specific and local sub-structures.
Higher scores indicate that actors are “more central” to the main pattern of social
network distances among all of the actors, lower values indicate that actors are more
peripheral.

Later, those Eigen-Centrality indexes by municipality, jointly with the proportion
of total population that commutes and population density were mapped in their
geographical representation, to identify thick labor markets areas a spatial cluster
analysis were performed using Lisa Indicators (Anselin 1995), to test those areas
three adjacency matrices based on contiguity type queen order 1, shortest distance
between polygons, and six-nearest neighbors were used, with 9,999 permutations.
Those municipalities systematically associated with the same hotspot were included
in the same functional thick labor region.

11.2.2 Counterfactual Framework and Matching Comparison

Assume that the worker can be assigned to two exposures: T = 1 if he is at a thick
labor market and T = 0 if he is not. Assume that the wages can be observed under
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T=1 and T=0, with W; and Wy, respectively. Using the Neyman-Rubin
counterfactual framework, the potential wage for worker i is:

Wi =TiWy; + (1 — T))Wy; 11.1)

Note that the researcher cannot observe W; under T; = 1 and T; = 0 which is
known as the fundamental problem of causal inference (Holland 1986). Using the
counterfactual framework, the wage premium is defined by:

UWP = E(W,|T = 0) — E(W,|T = 0) (11.2)

While the W|T = 0 can be easily observed (the wage of a worker in a thin labor
market), the counterfactual W;|T = 0 (the wage of the same worker in thick labor
market) is unobservable. Note that treatment T is not a random selection, and there
are several literatures discussing how the workers are moved toward a particular
labor market. Moreover, the treatment T; =1 or T; = 0 is motivated by some
observables and unobservable variables (X). We assume that we can observe X and
the orthogonal condition Eq. 11.3 is satisfied.

(Wo, W1) LTIX (11.3)

Equation 11.3 is the Ignorable Treatment Assignment Assumption (ITAA),’
which allows identifying the spatial wage differential. The ITAA can be perfectly
assumed in the case of randomized experiments, where the treatment is absolutely
orthogonal to the output, but this assumption must be carefully considered in the
case of quasi-experimental methods. A second assumption to be maintained is the
Stable Unit Treatment Valued Assumption (SUTVA) (Rubin 1986). This assump-
tion imposes that W for the worker i exposed to the treatment T is the same no matter
what mechanism is used to assign the treatments to the rest of workers. According to
Heckman (2005), this assumption rules out social interactions and general equilib-
rium effects. While the ITAA can be considered with a correct selection of the set X
in the propensity score framework, we must necessarily maintain the SUTVA.

Both assumptions help to establish Eq. 11.2 as a measure of wage differential,
but it cannot be empirically estimated: we cannot observe the worker under both
conditions simultaneously. The matching estimator is proposed as an alternative to
get an estimation of Eq. 11.2. The method proposes to identify a clone worker in the
MA (E(W;|T = 0)) with a similar set of characteristics than the worker in a regionr.
The workers atrare called “treated”, while the counterfactual workers at thick labor
markets are called “controls”. According to Eq. 11.3, the search of clones, hereafter
called matching, must use the set of observable X . The matching is highly

* This assumption has received several names in the literature: unconfoundness ( Rosenbaum and
Rubin 1983), selection on observables (Barnow et al. 1980), conditional independence (Lechner
1999), and exogeneity (Imbens 2004).
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conditioned by the dimension of the set X. If X is a large matrix, the matching
procedure can be problematic. The Coarsened Exact Matching is a new technique
inside the family of matching estimators that leads the dimensionality problem.
Tacus (2008) proposes a two-step technique where in a first stage the variables are
portioned in blocks in order to reduce the number of potential matching workers. In
a second step, an exact matching is warrantied among workers. Finally, with the
new sample of workers the UWP is computed.

11.3 Data

11.3.1 Data for Functional Thick Labor Markets

A set of variables is used to identify thick labor market. Such as it was described
previously; we define the new MA in order to represent the geographical area where
the thick labor market is located. Firstly, we used a matrix of commuting flows
between municipalities, including just workers, normalizing the row flows by the
size of the total population in the origin area, this relative flows matrix was used to
calculated Eigen-centrality indexes. Secondly, the population density by munici-
pality was calculated considering total population divided by its area measured in
kilometers squared. Thirdly, to represent the relative flows as a network, a particular
geographical layout was setting using roads distances between municipalities, those
distances were kilometers taken to reach a municipality’s local capital from
another, that matrix was reduced to a unique pair of vectors by metrical multidi-
mensional scaling, and in that manner was possible to integrate the geographical
space into the commuting network flows.

With the purpose to visualize the relative importance of each municipality in the
commuting system of flows, two different kinds of algorithms were used. The first
algorithm, the Fruchterman and Reingold (1991) layout (F-R) was used to produce
a representation of the networks of flows, in which those municipalities more
central were located in the core of the system.

The F-R algorithm operates under two principles for graph drawing: (1) Vertices
connected by an edge should be drawn near each other, and (2) Vertices should not
be drawn too close to each other. To determine how close vertices should be placed
some gravitational laws analogies are used, F-R assumed that vertices behave as
celestial bodies, exerting attractive and repulsive forces on one another; those
forces are modeled making only vertices that are neighbors attract each other, and
at the same time, all vertices repel each other. The algorithm defines a particular
static equilibrium to such system, in that way be close means to be connected but
also it means to play a similar role in the relational system, in opposition be far
means to be played an opposite role in that system.

The second algorithm, it is following Castell’s ideas about the network society as
a dichotomy between the space of flows and the space of places (Castells 2006), its
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main purpose is to be able to mix geographical topology associated with the spatial
distribution of municipalities with their role in the system of flows, indicated by
their hierarchy in terms of Eigen-Centrality, it is assumed here, that thick labor
markets are those areas more important in terms of flows system and to show their
importance into the conventional geographical terms, it is necessary to weight their
physical areas by their centrality. To mix both dimensions, the physical municipal-
ity area was weighted using its FEigen-Centrality importance using the
Diffusion—Based method proposed by Gastner and Newman (2004). The diffusion
process generates a “diffusion cartogram”; where areas of municipalities have been
rescaled to be proportional to their Eigen-Centralities, in that manner thick labor
markets appears a bigger areas in the map, in opposition thin labor markets are
reduced to reflex their less importance in the system.

11.3.2 Data for Coarsened Exact Matching

This chapter uses information from the Characterization National Survey 2009
(CASEN 2009), which is available at micro data level. The selected workers are
14 and 64 years and all of them receive a wage/hour greater than zero. We do not
consider the army workers to properly represent the market equilibrium of labor
demand and labor supply in the regional markets. The workers with economic
sectors labeled as “Unspecified sectors” were also deleted. Finally, the outliers were
treated using three different procedures. We run a regression by region where the
dependent variable is the logarithm hourly wage and the independent variables are
described in the Table 11.1. In a second step, we estimate the studentized residuals,
standard residuals and dfbeta. We choose only those observations with dfbeta
smaller than one and studentized and standard errors lower than three (absolute
value).* The Table 11.1 reports a set of descriptive statistics for worker
characteristics after the treatment of missing.

Such as it was previously discussed, Chile presents 15 regions and they are
presented in the first column of the Table 11.1. Given its particular geographical
shape, the geographical structure of the country is similar as the column is
presented: “XV: Arica and Parinacota” is the region in the extreme north of the
country and “XII: Magallanes y de la AntarticaChilena” is the extreme south. The
second column describes an average hourly wage comparison, where the higher
wage is observed in the Metropolitan Region of Santiago (MR). This exercise
shows how the data suggest that the thick labor market generates a wage premium.
Only a subset of three regions seem to have a wage close to the MR: II: Antofagasta,
XI: Aysen and XII: Magallanes. This three are very specialized regions where the
copper (II), salmon and oil (XI, XII) are the main industries. The second and third
column represents the education (years) and experience. For the case of education,

“The Stata® code is available upon autor request.
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the MR presents the highest average education with almost 12.30 years. Head
household and marital status represent two socio characteristics variables. We use
this variable because of the responsibilities of the workers push the labor participa-
tion and the incentive the workers to improve its human capital in order to increase
the wages. The rest of the variables area standard set of human capital
characteristics. Second sets of independent variables are related with the occupation
of the worker: two workers can earn different wages according to the type of
occupation. CASEN 2009 provides a rich data set of information and it is shown
in Table 11.2.

An interesting pattern is detected in the Table 11.2: the largest proportion of
scientific and professionals are spatially sorted in the MR. A 15 % of the total
sample of professional scientific are concentrated in this region against a 6 % in III:
Atacama. This value reveals the potential of matching techniques because a direct
comparison between workers in the MR and the III region would be highly biased
due the heterogeneity in human capital. Both set of workers are not comparable and,
moreover, the large set of workers in the MR could be do not exist in the III region.
The Table 11.3 shows a descriptive statistics to analyze the economic sector of the
regionals markets.

The Table 11.3 completes the spatial sorting picture around the MR. Again; we
can see a highest proportion of financial sector with a representation of the 13 %. An
interesting fact is the highly mining specialization of the II and III region where
around of the 18 % of the population is related with this sector. This event also
supports the high level of specialization around a particular sector, which almost
does not exist in the MR (1 %). This set of tables support our hypothesis about the
spatial sorting of human capital and about how this sorting must be controlled in
order to warranty an appropriate wage comparison

11.4 Results

11.4.1 Thick and Thin Labor Markets

In Map 11.1 is displayed the Chilean administrative political division at municipal
level, considering 334 spatial units (left side). It is important to remark that Chilean
territory is extremely long and narrow, near 4,300 km from North to South, and
177 km as average wide. The municipality’s areas are also heterogeneous, typically
those located in both extremes (south and north regions) are larger than those
located in central area, this feature determines in an important manner average
travelling time between municipalities, and it also affects the commuting flows
among them. In that map, it is also remarked those municipalities (52) that are part
of the Political Administrative Metropolitan Region of Santiago (where the Chile’s
capital city is located) because they are highly populated and they concentrate an
important share of the total commuting flows. Using the method previously
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CHILEAN MUNICIPALITIES

334 ADMINISTRATIVE SPATIAL UNITS 283 FUNCTIONAL SPATIAL UNITS

4300 Kms

FUNCTIONAL
METROPOLITAN
REGION

ADMINISTRATIVE
METROPOLITAN
REGION

430 Kms

Map 11.1 Administrative RM and Functional RM

discussed a thick labor market was identified as a local spatial cluster of highly
correlated values in terms of population density, high rates of commutation and
higher values in terms of Eigen-Centrality indicators. In the map No 11.1 (right side),
the thick functional labor market was named Functional Metropolitan Area (FMA),
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its presence reduces the original number of administrative counties to a new total of
283 remaining municipalities, in that manner FMA implies to collapse 51 spatial
original municipalities into FMA, those municipalities come from the admini-
strative Region of Santiago (44), Valparaiso (1) and O’higgins Region (6).

In Map 11.2 (left side) is displayed a standard deviation map of population
density, there should be noticed that central municipalities are highly dense
populated and smaller in terms of geographical areas, in opposition extreme regions
are bigger in terms of area but also less populated. In that map (right side), the
results from the “diffusion cartogram” are presented, there those bigger areas
represent municipalities more relevant in terms of their hierarchy of commuting
flows (greater Bonacich’s Eigen-Centrality). In that particular map, the identified
thick labor market area (FMA), matches exactly with the more central spatial units,
and for this reason they appear with greater weighted areas, indicating that it is the
Core of the commuting flows system and also the thicker labor market, in contrast
the thin labor markets appear with reduced areas.

To understand why those municipalities are collapsing together into a FMA,, it is
necessary to describe the main characteristics of Chilean system of commuting
flows. In Network 11.1, those flows are plotting in a F-R layout. That network
corresponds to a valued and directed type, there nodes represent each municipality,
and edges represent a connection among them as the relative commuting flow
between them normalized by total population at origin place, to simplify that
network connections a cutoff equal to 1 % was used. The network shows that
municipalities tend to cluster into cohesive groups, implying that cross-groups
commuting are rare.

To clarify the role that geographical topology is playing there, in Network 11.2,
the same flows are plotted, but using a layout based on first two dimensions from a
Metrical Multidimensional Scalling (MMS), the MMS was applied over the matrix
of travel distances among municipalities, in that manner vertexes located close
means that are geographically close and/or between them it is relatively easy to
commute, fact the normally occurs when they are located into the same political
administrative region or between geographically contiguous areas. There, central —
and densely interlinked- area is occupied by vertexes (municipalities) located in the
Chilean central regions (Valparaiso, Metropolitana of Santiago, and O‘Higgins), in
contrast the extreme and less connected nodes are municipalities located in extreme
South and North regions, in that fashion it is clear that geographical location (or the
Castellian System of Places) plays and important role to configure the System of
Flows, in our case commuting interactions.

Both networks contribute to explain why the Administrative Metropolitan
Region of Santiago is not an appropriate benchmark region for estimating the
UWP. The identified Functional Thick Labor Market is absorbing a portion of
other two regions and the rural side is left out. This new region is considered the
new densest labor area of the country. We use this new geographical division
(FMA) as the second scenario discussed in the introduction and also it was used
for estimating a new UWP.
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POPULATION DENSITY AND RELATIVE
IMPORTANCE IN COMMUTING FLOW SPACE

Distribution of Total Commuting Municipality Areas Weighted by Bonacich’s
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Map 11.2 Administrative RM characteristics and Functional RM relative importance

11.4.2 Estimation of UWP Using Both Geographical Divisions

Our hypothesis establishes than the wage premium is better identified when the
thick labor market is defined in a functional sense. We ground our hypothesis on the
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Network 11.1 Commuting flows networks representation
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Network 11.2 Commuting flows networks and geographical space

logical of economics of agglomeration: if the spatial spillovers explain the higher
productivity of workers, then they exist in a labor market were the interaction
between economic agents is warranted. However, the geographical scope of the
market could not coincide with the administrative division. If the administrative
area does not fit with the functional, then the wage gap could not be properly
identified.

In order to test our hypothesis, we follow a two-step procedure. First, we estimate
the wage differential between a thin labor market (each one of the 14 Chilean
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political administrative regions) and the MR of Santiago (a region selected as
benchmark because it is traditionally considered a thick labor market). In a second
step, we repeat the same exercise, but using the FMA instead the administrative one
as control.

This testing strategy rests on the critical role played by a fair comparison of
wages among a set of heterogeneous workers. In this sense, we estimate the
differentials using a Coarsened Exact Matching. The CEM allows a resampling
where only a set of comparable workers is considered. Given that, the balance is the
core of CEM, we must provide a statistical measurement to evaluate how compara-
ble are the workers after matching. The balance between both groups of workers is
evaluated with the L, statistics proposed by Iacus et al. (2008). Instead of considering
only a mean test, this statistics considers the proximity of multivariate histogram
between groups. The statistics is:

1
Li(f,g) =5 > s — g (11.4)
1y I

The procedure builds a crosstab of kcovariates for treated (thin labor market) and
control (thick labor market) group. The frequencies for treated f), ; and control
gy, are used to estimate the balance measure. If L; is close to zero, then the
balance property is satisfied. Otherwise, the matching procedure does not satisfy the
core assumption. Formally, if the matched frequencies are labeled g™ , then we
expect :

Li(f7, g") <Li(f, g). (1L.5)

Assuming the frequencies without matching is labeled asL; ( f, g) then we expect
L, (f", g™) <L;(f° g°). We estimate the L, for each region and the MR with and
without matching.

The Fig. 11.1 contains the Chilean regions, on the horizontal axis they are
displayed in a geographical order from North to South, and the vertical axis
shows the L1 statistics. Those statistics represent the heterogeneity of workers
before and after matching, using the administrative division as control. The CEM
finds similar workers using the complete set of variables described on Tables 11.1,
11.2 and 11.3. The black line (circles) represents the L1 statistic for each region in
comparison to the MR as a thick labor market. If L1 is close to one, it means a
higher heterogeneity between both groups. The Fig. 11.1 shows a high heterogene-
ity level for the whole set of regions, the most of L1 statistics are around 0.9. This
result supports our hypothesis about the bias when the workers in a region are
compared with workers in the MR without a proper matching procedure. Addition-
ally, the statistics is reduced for those regions close to the MR which indicates that a
higher bias is carried out for the extremes of the country. In the same Fig. 11.1, the
gray line represents the L1 statistics, but when the CEM is applied. Clearly, the new
subsets of workers are more comparable and the bias is considerably reduced. These
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Fig. 11.1 L1 statistics for a particular region and MR with and without CEM

results show the advantages of the matching procedure and how when it is applied
the worker’s heterogeneity is minimized. After to get an homogenous groups of
workers, the next step consists of estimating the wage differential between regions,
using both definition of thick labor markets, the administrative one (MR) versus the
functional one (FMA). As it was discussed in the introductory section, we expect
that using MR is going to bias the UWP estimation because the presence of spatial
mismatch affecting the selected control group.

After the matching procedure, each region owns a new subset of workers and the
MR also presents a set of comparable workers. This group is equivalent according
to the variables used to carry out the CEM. With this new set of comparable
workers, we can estimate the wage differential as a simply means test between
each thin and thick labor market. However, this approach would assume that there
is not any kind of differential in human capital among workers. This strong
assumption implies an exact and perfect matching, which is not truth by a statistical
definition. For this reason, we estimate the mean test, but controlling again for the
same variables utilized in the CEM procedure. This exercise is equivalent to Mincer
equation with a dummy indicating if the worker is located in a thin or thick labor
market, but assuring set comparable workers. We show the R-square for each
Mincer regression using the MR as a thick labor market.

The Fig. 11.2 shows the R squares of the regression after CEM. The fit level of
the complete set of regressions is around of 0.5. This implies that almost the 50 % of
the wage variance is correlated with the variance provided by the set of independent
variables plus the dummy indicator. This level of fit is increased for those regions
located on the extremes, Norther and Souther part of Chile, and it shows the
importance of controlling by economic sector such as mining or fishing, that are
highly located in those extreme regions. Our final results are displayed in the
Figs. 11.3 and 11.4.
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Fig. 11.2 R square for the regression with and without economic sectors
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Fig. 11.3 Spatial wage differential using administrative and functional division

The Fig. 11.3 shows the estimation of wage differential using both identified
thick labor market areas (RM and FMA). The first result suggests the existence of a
wage premium for almost the complete set of regions. In both cases, thick labor
markets show a strong wage premium against the regions III, IV, V, VI, VII, VIII,
IX and X. It means that any set of comparable workers earns a higher wage in the
thick market than in those thin labor markets. This differential is between 10 % and
20 % for that set of regions. In contrast, for those two regions (XV and I) located in
the extreme north also present a negative wage effect in comparison with the thick



234 D. Paredes et al.

40
3.5
3.0 -
2.5
2.0
1.5

1.0 -
0.5

0.0 - : : : : : : : : :
Xv | I m v v o veE v vIE X Xivoo X X X

e=p==Bias

Fig. 11.4 Bias of wage differentials using administrative versus functional division

labor market, but it is small around 4.5 %. Only three regions do not show wage
pr