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Preface

Over the past few years, wireless communications and networks have enjoyed
tremendous growth, driven by 3G/4G cellular technologies, the wide deployment
of WiFi access points, and the proliferation of smart personal mobile devices. At
the same time, end users are accustomed to bandwidth-hungry applications such
as online video streaming, online gaming, e-mails with multimedia attachment,
etc. Emergence of multimedia networking requires next-generation wireless net-
works to provision for not only basic Internet access but also quality of service
guarantee, with seamless roaming across heterogeneous networks. Scalable solu-
tions are crucial to handle large amount of mobile users; and they give rise to
new challenges for both industry and academia with regard to resource alloca-
tion and scheduling, mobility management, distributed algorithms, cooperative
networking, dynamic spectrum sharing, security and privacy, as well as scalable
and energy-efficient network protocols.

The annual International Conference on Wireless Algorithms, Systems, and
Applications (WASA) provides a forum for theoreticians, system and application
designers, protocol developers, and practitioners to exchange ideas, share new find-
ings, and discuss challenging issues for the current and next-generation wireless
networks. Past WASA conferences were held in Xian (2006), Chicago (2007),
Dallas (2008), Boston (2009), Beijing (2010), and Chendu (2011). The 7th WASA
conference took place at the Yellow Mountains during August 8–10, 2012. The con-
ference received 116 full submissions, out of which 32 were invited papers for six
special topic sessions [Cognitive Radio Networks (CRN), Cyber-Physical Network
Systems (CPNS), Mobile Handset Networking Systems (MHNS), Underwater and
Radar Wireless Networks (URWN), and Wireless and Mobile Security (WMS)].
Among the remaining 84 submissions, 24 were accepted as regular papers, with
an acceptance ratio of 28.6%. Each submission was rigorously reviewed by at least
three Program Committee members.

We thank all the authors for submitting their papers to the conference. We
also thank all the members of the Technical Program Committee and external
referees for their help in completing the reviewing process under the tight time
constraints. We especially thank Special Session Chairs Jun-Hong Cui, Qilian
Liang, Xue Liu, Xiuzhen Chen, Dong Xuan, and Yanchao Zhang for inviting
high-quality papers. We are grateful to the members of the Steering Committee
and Organizing Committee for their involvement throughout the process. WASA
2012 was a true teamwork. Finally, many other people contributed to the success
of WASA 2012, whose names cannot be listed here due to space limitation.
However, we owe them our gratitude.

August 2012 Xinbing Wang
Rong Zheng

Tao Jing
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Throughput and Delay with Network Coding in Hybrid
Mobile Ad Hoc Networks: A Global Perspective

Jian Li1,3, Luoyi Fu1, Xinbing Wang1, Changliang Xie1, Xiaohua Tian1,
Yongsheng Zhang2, and Xiaoli Wang2

1 Department of Electronic Engineering, Shanghai Jiao Tong University
2 DoCoMo Beijing Communications Laboratories, China

3 The State Key Laboratory of Integrated Services Networks, Xidian University, China
{fighting0818,yiluofu,xwang8,xcl sjtu,xtian}@sjtu.edu.cn

{zhangy,wangxl}@docomolabs-beijing.com.cn

Abstract. In this paper, we study throughput and delay scaling laws of wire-
less networks with network coding under different mobility models. Specifically,
we consider 2-hop and multi-hop schemes with n nodes and k original packets
for each pair of source-destination. We consider two ad hoc network mobility
models- hybrid random walk models (HRWM) and discrete random direction
models (DRDM). For the hybrid random walk models, we divide the unit square
into n2β cells with an area of 1/n2β , where 0 ≤ β ≤ 1/2, each cell is further
divided into n1−2β subcells. For the discrete random direction models, the unit
square is divided into n2α cells with an area of 1/n2α , where 0 ≤ α ≤ 1/2. At
the beginning of each time slot, every node moves from its current cell to the ad-
jacent cell. We find that (1) under 2-hop relay scheme with network coding, there
is a log n gain on delay only when the mobility model is random walk model;
(2) under multi-hop relay scheme, there is a turning point and a critical turning
point for delay in these two models. For hybrid random walk models, we take
k = Θ(nβ), and obtain that the delay is halved by the turning point β = 1/4.
Compared to the network without network coding, our results show that there is
a critical turning point β = 1/5, which means when 0 ≤ β < 1/5, the delay will
be better without network coding for the network, and when 1/5 ≤ β ≤ 1/2,
network coding helps decrease the delay. The same results also hold in discrete
random direction models. At last, we propose the network model with network
coding and infrastructure mode together. And in this mode, we obtain the results
of throughput and delay.

1 Introduction

The research on wireless network transmission throughput and delay has been carried
out since P. Gupta and P. R. Kumar [1] first came up with the notation of “capacity”
for wireless ad hoc networks. They proposed a protocol interference unicast mode and
found the capacity of a random wireless network with static nodes scales asΘ( 1√

n log n
).

In order to improve the throughput of wireless networks, Grossglauser and Tse [2] pro-
posed a 2-hop relaying algorithm in which the nodes are allowed to move, and obtained
the throughput of Θ(1). Although this algorithm leads to the higher throughput, it also
increases the delay to Ω(n) [3],[4].

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 1–19, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In previous studies, discussed above, all nodes conduct packet transmission through
the conventional store-and-forward mode. After these “pure” wireless networks with
nodes mobility and transmission algorithms, researchers began to think about more
approaches to improve the throughput and delay [16]. Network coding, which allows
not only packets replication and forwarding but also packets mixing at the intermediate
nodes, is thought to be a promising operation. Ahlswede et al. [5] first proposed network
coding, and then, Li et al. [6] proposed a linear network coding algorithm to achieve the
optimal max-flow. In [7], [8], a more practical network coding approach called Random
Linear Coding(RLC) was proposed to mix the packets independently and randomly.
Later, Tracey et al. [9] presented the RLC approach for multicast scheme, and Ghaderi
et al. [10] analyzed the network coding performance against automatic repeat request
scheme for reliable multicast transmission. Recently, Liu et al.[11],[12] demonstrated
that there is no order change of throughput but a constant amplitude gain in static net-
works with network coding. In mobile networks, Zhang et al. [13] first showed that
there is a logn gain in delay tolerant networks.

As most of the previous works are based on specific models such as i.i.d. mobility
model, some challenging questions still remain open:

– How representative are these specific models in the study and in the industry appli-
cation?

– Can the throughput-delay relationship be significantly different under some other
reasonable mobility models?

– What is the impact of network coding on these models?

In this paper, we present a study considering throughput and delay for mobile ad hoc
networks with network coding under two general mobility models, and focus on how
the restricted parameter of the mobility model influences the throughput and delay. We
introduce two forms of mobility models, first studied by Sharma et al.[14], i.e., hybrid
random walk models and discrete random direction models with constraint parameter
β and α, respectively.

Our observation shows that under 2-hop relay scheme, the delay is unrelated to β and
α. While under multi-hop relay scheme, the delay varies as β and α increases, and there
is a turning point for delay both under hybrid random walk models and discrete random
direction models. Moreover, we find there is a critical turning point which determines
the usefulness of adopting network coding in the network.

Our main contributions are summarized as follows:

– In 2-hop relay scheme, under hybrid random walk models and discrete random
direction models with network coding, the throughput is Θ(1) and the delay is
Θ(n). Thus there is a logn gain on delay only when the mobility model is random
walk model.

– In multi-hop relay scheme, there are two significant points for delay, i.e., the turning
point 1/4 and the critical turning point 1/5 under hybrid random walk models and
discrete random direction models, as shown in Figures 1 and 2. It is interesting to
see that these two models have the same turn point and critical turning point, this
is because the difference between these two models is the duration of a time slot,
which has no impact on the results.
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– The critical turning point determines the usefulness of adopting network coding in
the network. In our work, the number of original packets k has a strong influence
on the motion of relay nodes. Compared with [14], the transmission time, which
dominates in whole delay without network coding, will be shorter for β, α < 1/5,
thus it is useless to use network coding; for 1/5 ≤ β, α ≤ 1/2, the transmission
delay will be shorter with network coding due to the increase of original packets
k = Θ(nβ) and k = Θ(nα), respectively.

– The turning point divides the network coding delay into two cases depending on β
and α. The whole delay is composed of three parts: the time for source node to send
m = (1 + ε)k coded packets, the time for coded packets to be delivered between
relay nodes and the time for destination node to collect at least k coded packets. For
0 < β, α ≤ 1/4, the time for coded packets to be delivered between relay nodes
dominates in the whole delay; for 1/4 ≤ β, α ≤ 1/2, the time for source node to
send m coded packets dominates in the whole delay due to the increase of original
packets k.

The rest of the paper is organized as follows. In Section 2, we describe the hybrid ran-
dom walk models and discrete random direction models, and discuss the interference
model and some notations. We introduce the network coding operation and RLC relay
schemes, and give out the main results in Section 3. We analyze the delay and through-
put under hybrid random walk models with network coding in Section 4, and under
discrete random direction models in Section 5. We propose a new network mode with
base stations and introduce the network models in Section 6. The corresponding results
and analysis with network coding is provided in Section 7. A discussion about delay
and throughput in previous sections is provided in Section 8. Finally, we end our paper
with some conclusions in Section 9.

Hrbrid RandomWalk w. NC

Hrbrid RandomWalk w.o. NC

D
el
ay

The result in [13]
Critical Turning point

Turning point

Fig. 1. The delay obtained in hybrid random
walk models with and without RLC in multi-
hop scheme

Discrete Random Direction w.
NC

Discrete Random Direction w.o.
NC

D
el
ay

Turning point

Critical Turning point

Fig. 2. The delay obtained in discrete random
direction models with and without RLC in
multi-hop scheme



4 J. Li et al.

2 The Model

We consider an ad hoc network consisting of n mobile nodes, distributed uniformly on
a unit square S. The square is assumed to be a torus2, i.e., which means the top and
bottom edges, the left and right edges are assumed to touch each other. All the nodes
in the network generate traffic at the same rate. And we take 2-hop relay scheme and
multi-hop relay scheme into consideration.

2.1 Hybrid Random Walk Models

A parameter β, which takes values between 0 and 1/2, is used to define these models.
First, we divide the unit square into n2β square cells with an area of 1/n2β each, re-
sulting in a discrete torus of size nβ ×nβ . Then, each cell is further divided into n1−2β

square subcells with an area of 1/n each, as shown in Figure 3. Time is divided into slots
of equal duration. At each time slot, a node is assumed to be in any subcell. Initially, all
nodes are distributed uniformly and independently on the unit square. At the beginning
of a time slot, a node moves from its current subcell to another subcell in the adjacent
cells. Here we have an explanation for adjacent cells: Let a node be in cell (i,j), where
i, j = 0, 1, 2, ..., nβ − 1 at time slot t, then, at time slot t+ 1, the node is equally likely
to be in the same cell (i,j) or any of the four adjacent cells (i-1,j),(i+1,j),(i,j-1),(i,j+1),
where the addition and subtraction operations are performed modulo nβ . Specifically,
for β = 0, the above mobility model is i.i.d. model and for β = 1/2, it is random walk
model.

Fig. 3. The division of unit square into cells and subcells; and the motion of a node under a hybrid
random walk model (cited in [14])

2.2 Discrete Random Direction Models

A parameter α, which takes values between 0 and 1/2, is used to define these models.
We divide the unit square S into n2α square cells, with an area of 1/n2α each, resulting
in a discrete torus of size nα × nα. Initially, all the nodes are distributed uniformly
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and independently on the unit square. The motion of a node is divided into multiple
trips. At the beginning of a trip, the node chooses a direction θ uniformly between
[0, 2π], and moves a distance of n−α in that direction at a speed of vn. Here we choose
vn = Θ( 1√

n
) because we keep the network area fixed and let the number of nodes

increase to infinity, which means that the average neighborhood size scales as Θ( 1√
n
).

Time is divided into slots of equal duration, and at the beginning of a time slot, each
node moves from its current cell to one of the four adjacent cells or stay at the current
cell with equal probability. In our models, the duration of a slot should be Θ(n1/2−α).

2.3 Model for Successful Transmission

In our work, we take the interference model into consideration, which ensures the suc-
cess or failure of a transmission between a pair of nodes. We use the protocol model of
[1]. LetW be the bandwidth of the system in bits per second andX i

t denote the position
of node i, for i = 1...n, at time t. Under the protocol model, node i can communicate
directly with node j at a rate ofW bits per second at time t, if and only if, the following
interference constraint is satisfied:

d(Xk
t , X

j
t ) ≥ (1 + δ)d(X i

t , X
j
t )

for every other node k �= i, j that is simultaneously transmitting. Here d(x, y) is the
distance between nodes x and y, and δ is a positive constant independent of n.

2.4 Network Performance Metrics

Definition of throughput: Let λi(t) be the total number of packets delivered from the
source node i to the destination node in t time slots, then the throughput is defined as

λ(n) = lim inf
t→∞

1

t
λi(t)

Note that when network coding is utilized, λi(t) is the number of successfully decoded
packets received by the destination node of S-D pair i in t time slots.

Definition of delay: The delay in the network coding scheme is the time for the source
node to send the coded packets to the destination and the destination to successfully
decode all the original packets, we denote it as D(n).

3 Throughput and Delay with Network Coding: Schemes and
Results

We first review the network coding operation which is the same as that in [9]. Then
we introduce the schemes used to analyze throughput and delay with network coding.
At last, main results for the hybrid random walk models and discrete random direction
models with RLC are presented.



6 J. Li et al.

3.1 Network Coding Operation

Random linear coding (RLC for short) [9] is applied to a finite set of k original packets,
M = {m1,m2, · · ·,mk}, which is called a generation. We assume that all the k packets
in M are linearly independent. In the RLC protocol, destination node collects several
linear combinations of the packets in M . Once the destination node has k independent
linear combinations of the packets, it can recover all the packets successfully. Let fl

denote one of the encoded packets. Then fl has the form fl =
k∑
i=1

ai · mi, where ai

is the RLC vector known to the destination. For decoding purpose, the transmitting
nodes also send the random coding vectors as overhead within each packet. Each node
v collects the coding vectors for the packets it receives in a decoding matrix Gv . A
received packet is said to be innovative if its coding vector increases the rank of the
matrix Gv .

3.2 RLC-Based Relay Schemes

In this subsection, we describe the RLC-based relay schemes with 2-hop and multi-hop
routing strategies, which will be used in the later analysis of network coding in mobile
ad hoc networks.

Proposition 1: In the description of RLC-based relay schemes, we use the concept of
“generation”. In the following, a generation means the source has k original packets
that wants to send to the destination, and the source node will group these k packets
into one generation and use the RLC schemes to encode them. The destination node
will recover all the original packets after it has collected enough coded packets from
this generation.

Schemes 1: 2-hop Relay with RLC

(1) k original packets in each source node will be grouped into one generation. Each
source will send m = (1 + ε)k coded packets for each generation, where ε is a
constant.

(2) When the relay node has received the coded packet, it will store it in the buffer
which has infinite capacity and wait encoding and transmission. After all the nodes
have received the coded packet from the source, it will be deleted from the buffer.

(3) Each subcell will become active once in every ψ time slots, the value of ψ will be
discussed later.

(4) For an active subcell with at least two nodes, randomly assign a node as sender and
independently choose another node in the subcell as receiver. The transmission is
scheduled to operate in either “Source-to-Relay” or “Relay-to-Destination” mode
with equal probability of 1/2, described as follows:

– Source to Relay transmission: If the sender has a new encoded packet that has
never been transmitted before, send the packet to the receiver and delete it from
the buffer. As for the receiver which is a relay node, it collects packets from the
sender and stores them in a buffer of infinite capacity in order to await encoding
and transmission.
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– Relay to Destination transmission: If the sender has a new encoded packet for the
receiver, transmit it. Before a relay transmits a packet to its destined destination, it
has to undergo RLC encoding again, on all the packets in its buffer for the same
destination. The receiver that is the destination node must receive enough innova-
tive packets to achieve the rank k of the decoding matrix Gv so that it can recover
the original packets.

Schemes 2: Multi-hop Relay with RLC

(1) k original packets in each source node will be grouped into one generation. Each
source will send m = (1 + ε)k coded packets for each generation, where ε is a
constant.

(2) When the relay node has received the coded packet, it will store it in the buffer
which has infinite capacity and wait encoding and transmission. After all the nodes
have received the coded packet from the source, it will be deleted from the buffer.

(3) Each subcell will become active once in every ψ time slots, the value of ψ will be
discussed later.

(4) For an active subcell with at least two nodes, suppose one is the source node,
the other one is the relay node. Then the source node sends the coded packet to
the relay node. At next time slot, the relay node moves from the current cell to the
adjacent cell or stays at the current cell as illustrated in the mobility model with the
same probability. If the relay node moves to an adjacent cell, it will carry the coded
packet and move around until it meets another relay node and passes the coded
packet to the relay node. Thus, a coded packet will be passed at least once and at
most twice when it goes through any cell.

Proposition 2: In multi-hop relay scheme, when a relay node holding the coded packet
goes through a cell, it will hold the coded packet until it meets another relay node and
then forwards the coded packet to the relay node. The relay node will forward its coded
packet to another relay node only once in one cell, which means a coded packet will be
passed at least once and at most twice(at the beginning from the source node) when it
goes through any cell.

Proposition 3: Under the protocol model, we take the interference model into consider-
ation, therefore each subcell in a cell will become active regularly once in ψ time slots.
From [15], we takeψ = (4�1+Δ�+3)2, hereψ only depends onΔ, and is independent
of n. Note that, �x� is the ceiling function of x, which returns the smallest integer not
smaller than x, or formally,

�x� = min {n ∈ Z|n ≥ x},

where Z is the set of real numbers.

3.3 Main Results for RLC-Based Schemes

In this subsection, we summarize the main results of RLC-based schemes under hybrid
random walk models and discrete random direction models. Here, we focus on present-
ing these results, the proofs of these results will be analyzed in the following section.
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Theorem 1: Under the hybrid random walk models in 2-hop relay scheme with RLC
used, for 0 < β ≤ 1/2, we take k = Θ(n2β), and obtain T (n) = Θ(1), D(n) =
Θ(n); for β = 0, it is the i.i.d. model, we take k = Θ(n), and have T (n) = Θ(1),
D(n) = Θ(n).

Remark 1: Note that our results for β = 0 and β = 1/2 are in agreement with the
corresponding results for fast mobility model and slow mobility model in [13]. This
means that our models and schemes are representative.

Theorem 2: Under the hybrid random walk models in multi-hop relay scheme with
RLC used, for β = 0, we take k = Θ(log n), and have T (n) = Θ(1/n), D(n) =
Θ(log n); for 0 < β < 1/4, we take k = Θ(nβ), and obtain T (n) = Θ(nβ−1),
D(n) = Θ(n1−3β logn); for 1/4 ≤ β ≤ 1/2, we take k = Θ(nβ), and have T (n) =
Θ(nβ−1), D(n) = Θ(nβ).

Remark 2: For the two extreme choices of β, i.e., β = 0, 1/2, our results yield with
those in [13].

Theorem 3: Under the discrete random direction models in 2-hop relay scheme with
RLC adopted, for 0 ≤ α < 1/2, we take k = Θ(n2α), and obtain T (n) = Θ(1),
D(n) = Θ(n); for α = 1/2, we take k = Θ(n), and have T (n) = Θ(1), D(n) =
Θ(n).

Theorem 4: Under the discrete random direction models in multi-hop relay scheme
with RLC adopted, for 0 ≤ α < 1/4, we take k = Θ(nα), and obtain T (n) =
Θ(nα−1), D(n) = Θ(n3/2−4α logn); for 1/4 ≤ α ≤ 1/2, we take k = Θ(nα),
and have T (n) = Θ(nα−1), D(n) = Θ(n1/2).

4 Throughput and Delay with Network Coding under Hybrid
Random Walk Models: Analysis

In this section, we present details of proofs for results on RLC-based scheme under
hybrid random walk models which are discussed in the previous section.

4.1 Preliminaries

To make the analysis more apparent and easy, we first recall some notations for hybrid
random walk models: first hitting time, first return time [14], minimal flooding delay
and minimal 2-hop delay [13], and inter-meeting time.

Definition of First Hitting Time: The first hitting time for the set of states A ⊂ SX is
given by τAH = inf {t ≥ 0 : X(t) ∈ A} with X(0) being distributed according to ΠX .

Definition of First Return Time: The first return time for the set of states A ⊂ SX is
given by τAH = inf {t > 0 : X(t) ∈ A} with X(0) ∈ A.
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Definition of Minimal 2-hop Delay: Whenever a source node encounters a relay node, it
will send a coded packet to the relay node. The minimal 2-hop delay is the time for the
source to encounter k different nodes in the network, here k is the number of original
packets.

Definition of Minimal flooding Delay: Whenever a node that has coded packets encoun-
ters a relay node, it will send the coded packets to the relay node. Then the correspond-
ing time is called minimal flooding delay.

Now, we recall the results concerning the first hitting time and first return time for a
single state in case of a 2-D torus of size nβ × nβ , for 0 < β ≤ 1/2.

Lemma 41. Let H denote the first hitting time for a single state on a 2-D torus of size
nβ × nβ , then E{H} = Θ(n2β logn).

Lemma 42. Let H denote the first return time for a single state on a 2-D torus of size
nβ × nβ , then E{H} = Θ(n2β).

Next we present the results for minimal 2-hop delay and minimal flooding delay.

Lemma 43. The minimal 2-hop delay under hybrid random walk models isΘ(n2β) for
0 < β ≤ 1/2, and Θ(n) for β = 0.

Proof. Under the hybrid random walk models for β = 0, it is the i.i.d. mobility model,
the corresponding minimal 2-hop delay is Θ(n), which is proved in [13]. When 0 <
β ≤ 1/2, the joint position of two nodes due to independent hybrid random walks can
be viewed as a difference random walk relative to the position one node. Then the inter-
meeting times are just the inter-visit times of cell (1, 1) for the difference random walk
on a torus of nβ × nβ , which is shown in the following lemma.

Lemma 44. Let τ be the random variable representing the inter-meeting time for two
nodes in the same cell of a random walk mobility model on a 2-D torus of size nβ ×nβ ,
we have

E[τ ] = Θ(n2β) and E[τ2] = Θ(n4β logn)

Proof. The proof is presented in technical report [20].

Let N be the number of distinct nodes the source node has met in n2β time slots. Based
on the previous results, we can obtain that E[N ] = (1 − ε)n2β , where 0 < ε < 1 is a
constant, and σN = O(n2β logn). By the Chebyshev inequality, for any 0 < κ < 1,
we have

P{N ≤ (1− κ)E[N]} ≤ σN
κ2E[N]2

= O(
logn

n2β
) → 0

Here 0 < β ≤ 1/2, which means that N = Θ(n2β), w.h.p.

Lemma 45. The minimal flooding delay under hybrid random walk model is Θ(nβ)
for 0 < β ≤ 1/2 and Θ(log n) for β = 0.
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Proof. We cite the following important result about rumor spreading on torus: Theorem
3 in [15] states that following the flooding rule mentioned above, at time slot t, there
exists a sub-torus of size

√
t ×

√
t, where for each cell in this sub-torus, there exists

at least one node holding the packet delivered by the source node. Therefore, in Θ(nβ)
time slots, where 0 < β ≤ 1/2 we can cover the whole torus of size nβ × nβ w.h.p.
When β = 0, the mobility model is i.i.d., the minimal flooding delay isΘ(log n), which
is presented in [13].

Lemma 46. Any subcell has at least two nodes with positive constant probability for
any 0 < β ≤ 1/2.

Proof. The proof is presented in technical report [20].

4.2 Proof Outline for 2-Hop Relay with RLC (Theorem 1)

First, we prove the case for 2-hop relay scheme. We want to know how many time
slots the destination node needs to receive Θ(k) coded packets, then based on the RLC
scheme, it can recover the original packets w.h.p. From Lemma 43 we know that, after
N1 = Θ(n2β) time slots, the source node has already delivered coded packets to m1 =
Θ(n2β) different nodes. From [17], we can infer that for a simple random walk on
a torus of size nβ × nβ , the mixing time will also be Θ(n2β). Therefore, these m1

nodes with coded packets are uniformly distributed in the torus w.h.p. after N2 =
εn2β time slots, where ε is a constant. From Lemma 46 we know that each node in
the network meets a node with coded packets with a constant probability. Then after
N1 + N2 time slots, the destination node begins to collect coded packets instead of
doing that immediately. We are interested in estimating the time it takes the destination
node to collect k = Θ(n2β) coded packets, which means it can recover the original
packets w.h.p. Let us denote this time by N3. As all the nodes with coded packets
are uniformly and independently distributed in the network, according to the network
models, the probability for two nodes to be in the same subcell is n2β−1.

Observe that

N3 = τ1n
2β−1 + ...+ (τ1 + τ2 + ...+ τi)(1− n2β−1)i−1n2β−1 + ...

Here τi for i ≥ 1 are the inter-meeting times which are the same order of first return
time of a hybrid random walk on a 2-D torus of size nβ × nβ , which is known as
Θ(n2β). Therefore, we have E{τi} = Θ(n2β), for i ≥ 1. Taking the expectations on
both sides of the above equation and performing some simple algebraic manipulations,
we obtain

E{N3} = Θ(n) for 0 < β ≤ 1/2

Therefore the total delay for 2-hop scheme is N = N1+N2+N3 = Θ(n2β)+ εn2β +
Θ(n) = Θ(n), for 0 < β ≤ 1/2. And when β = 0, the mobility model is i.i.d. model
and the minimal 2-hop delay is Θ(n), thus the whole delay is Θ(n).

In our work, the key point is to increase the redundancy to improve the probabil-
ity for the destination node to meet the coded packets. In 2-hop relay scheme, the re-
dundancy is only the number of replications. Then based on the throughput equation
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c = Θ( 1
nmr2 )(see [18]), where r is the transmission range that is Θ(n−β) in the hybrid

random walk models, andm is the redundancy, we obtain that the throughput for 2-hop
relay scheme is Θ(n 1

nn2β(n−β)2 )=Θ(1).

4.3 Proof Outline for Multi-hop Relay with RLC (Theorem 2)

Here, we compute the lower bound of delay for the destination node to get Θ(k) coded
packets. The key problem is that how many time slots it costs the destination node to
get Θ(k) coded packets. We suppose that after D time slots, the destination node gets
Θ(k) coded packets, then based on the RLC scheme, the destination node has enough
coded packets to recover k original packets w.h.p.

From the definition of hybrid random walk models, we know that when 0 < β ≤
1/2, the transmission speed is much faster than the speed of node mobility, so in the
following analysis, we ignore the transmission time of the packets.

In multi-hop relay with RLC scheme, the source node firstly sends m = (1 + ε)k
coded packets to the network, here we choose k = Θ(nβ), for 0 < β ≤ 1/2. Then the
relay nodes deliver these coded packets to the destination node, the procedure is shown
in Figure 4. From the definition of minimal flooding delay, we know, after Θ(nβ) time
slots, we denote it as D1, m = (1 + ε)k coded packets are sent to Θ(n) nodes, we
call them the first relay nodes, therefore we can regard the network as a scenario with
many nodes holding the useful coded packets for the destination, which is similar to
the broadcast session for each time slot. Each first relay node will forward the coded
packets to other nodes in a sequential fashion as illustrated in Figure 4. Thus the delay
D2 for the destination node to receive a coded packet is composed of three parts: The
time needed for the first relay node to send the coded packets to other relay nodes, the
time for the coded packets to be delivered between relay nodes in multi-hop scheme
and the time for the destination node to receive the coded packets from the relay nodes.

Relay Nodes for multi-hop

Destination
Node

Source
Node

m coded packets

First Relay Nodes

Fig. 4. A more dedicated view of multi-hop relay scheme. The source node sends the coded
packets to more than k nodes, which is similar to a broadcast session. For each first relay nodes,
it operates in a sequential fashion.
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Let Ds be the time needed for the first relay node to send the coded packets to other
relay nodes. In the hybrid random walk models, the network is divided into a 2-D torus
of size n1/2−2β × n1/2−2β . Then from Lemma 41, the expectation of Ds, denoted by
E[Ds], is

E[Ds] = Θ(n1−4β logn)

Let Dr be the time spent by the relay nodes to deliver coded packets between each
other, and E[Dr] is the expectation of Dr. Similarly we have

E[Dr] = Θ(n1−4β logn)

Finally, let Dd be the time for the destination node to get coded packets from the relay
nodes and E[Dd] is the expectation. As we assume the mobility of nodes is indepen-
dent and the arrival of packets is independent of node mobility, the destination node is
uniformly and independently distributed in the network. Thus, we have

E[Dd] = Θ(n1−4β logn)

For the hybrid random walk models, the average distance between the source node and
the destination node is Θ(1), and the transmission range in a cell is Θ(

√
2n−β). We

assume the relay node has to go through H cells before it meets the destination node,
and E[H ] is the expectation. Therefore we have

E[H ] = Θ(
1√
2n−β

) = Θ(nβ)

Thus we obtain that

E[D2] = E[Ds] + E[H ]E[Dr] + E[Dd]

= Θ(n1−3β logn)

According to the RLC relay scheme, the destination node has to collect at least k coded
packets to recover the original packets. We suppose the corresponding time to be D3,
therefore we have

P(D3 > t) = 1− [1− (1− 1

n2β
)nt]k

→ 1− (1− e−n
1−2βt)k

Let t = n2β−1 log k and k = Θ(nβ) → ∞, it yields that

P(D3 > t) → 1− (1− e− log k)k

→ 1− (1− k−1)k

→ 1− e−1

Thus, the delay for the destination node to collect k coded packets is n2β−1 log k, as we
take k = Θ(nβ), then the corresponding delay expectation becomes Θ(n2β−1 logn).
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Therefore, the delay D and the expectation E[D] for multi-hop relay scheme under
hybrid random walk models is

E[D] = E[D1] + E[D2] + E[D3]

= E[D1] + E[Ds] + E[H ]E[Dr] + E[Dd] + E[D3]

= Θ(nβ) +Θ(n1−3β logn) +Θ(n2β−1 logn)

Thus, for 0 < β < 1/4, we have E[D] = Θ(n1−3β logn); and for 1/4 ≤ β ≤ 1/2, we
have E[D] = Θ(nβ).

When β = 0, the mobility model becomes i.i.d. model, we take k = Θ(log n) and
the minimal flooding delay is Θ(log n). For i.i.d. model, the delay for the transmission
rate can be ignored. Since Θ(n) nodes in the network have coded packets, therefore,
the delay for the destination node to collect k coded packets is Θ(log n) because every
transmission will be helpful for decoding w.h.p. Thus the delay for β = 0 is Θ(log n),
which is the same with the result in [13].

As for the throughput, in multi-hop relay scheme, the redundancy has two parts: the
number of hops and the number of packet replications. The average number of hops for
multi-hop relay scheme is proved in the above analysis, which is E[H ] = Θ(nβ). And
in our work we assume k = Θ(nβ), which is the same with that is [13], when β equals
to 0 and 1/2 respectively. Therefore, based on the throughput equation c = Θ( 1

nmr2 ),
we obtain that the throughput is c = Θ( 1

nnβ(n−β)2
) = Θ(nβ−1).

5 Throughput and Delay with Network Coding under Discrete
Random Direction Models: Analysis

In this section, we present details of proofs for the results on RLC-based scheme under
discrete random direction models which are discussed in the previous section.

5.1 Proof Outline for 2-Hop Relay with RLC (Theorem 3)

Lemma 51. The minimal flooding delay under discrete random direction models is
Θ(n1/2).

Proof. The proof is presented in technical report [20].

Here we adopt the same analysis method as that in Section IV-B. From the definition
of discrete random direction models and hybrid random walk models, we can see that
the time slot is different, which are Θ(n1/2−α) and Θ(1) respectively. Then we have
N1 = Θ(n2α)Θ(n1/2−α) = Θ(n1/2+α), N2 = εn1/2+α. However, the key point
is the delay for the destination node to receive Θ(k) coded packets which is defined
as N3, from the equation in the previous proof, we still have N3 = Θ(n). Therefore
the 2-hop delay for the discrete random direction models is N = N1 + N2 + N3 =
Θ(n1/2+α) + εn1/2+α + Θ(n) = Θ(n). Under the discrete random direction models,
the transmission range r is Θ(n−α), thus the throughput for 2-hop relay scheme is
Θ(n 1

nn2α(n−α)2 )=Θ(1).
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5.2 Proof Outline for Multi-hop Relay with RLC (Theorem 4)

Here, we adopt the same analysis method as that in Section IV-C. The definitions for
Ds,Dr,Dd and their expectations E[Ds], E[Dr], E[Dd] are not changed. Thus we have
E[Ds] = E[Dr] = E[Dd] = Θ(n1−4α logn)Θ(n1/2−α) = Θ(n3/2−5α logn).

The number of hops for relay nodes is still E[H ] = Θ(nα), and E[D3] = Θ(n2α−1)
Θ(n1/2−α) = Θ(nα−1/2), therefore the delay D and its expectation E[D] for the dis-
crete random direction models is

E[D] = E[D1] + E[D2] + E[D3]

= Θ(n1/2) +Θ(n3/2−4α logn) +Θ(nα−1/2)

Thus, for 0 ≤ α < 1/4, we have E[D] = Θ(n3/2−4α logn); and for 1/4 ≤ α ≤ 1/2,
we have E[D] = Θ(n1/2).

For the throughput under discrete random direction models, we assume k to be
Θ(nα), and the number of hops is E[H ] = Θ(nα) as proved in the above analysis.
Then based on the throughput equation c = Θ( 1

nmr2 ), we obtain that the throughput is
c = Θ( 1

nnα(n−α)2 ) = Θ(nα−1).

6 Network Model with Base Stations and RLC

From this section, we will adopt a new scheme to analyze the throughput and delay for
ad hoc network. We regularly allocate the base stations in the network and propose the
2-hop relay algorithm to deduce the throughput and delay.

6.1 Network Model with Base Stations

Cell Partitioned Network Model With Base Stations: The whole network is cell parti-
tioned as previous hybrid random walk models. Thenm = nb(0 ≤ b ≤ 1) base stations
are regularly distributed in n2β cells. All the base stations are connected by wires so
that they can communicate in Θ(1) delay. The base station locates at the center position
of one cell, and the cell includes n1−2β subcells. A base station can communicate with
all the nodes in the same cell, while a node can only deliver packets to the base station
when it is in the same subcell as the destined base station. In other words, base station
has enough transmission power to cover the whole cell. What’s more, we assume uplink
and downlink use different frequencies to avoid interference. This means when a base
station is transmitting packets, all the other transmissions between two nodes or one
node and a base station can still go on without any problems. The node transmission
schemes are the same as previous hybrid random walk models. To make the analysis
clearly, here we assume the k packets to have the order of k = nd where 0 ≤ d ≤ 1.

6.2 2-Hop Relay Algorithm under Hybrid Random Walk Models with Base
Stations

When we introduce the base stations into the network, there are two conditions in a
subcell now: it has a base station or not. When a node moves into a new subcell in a
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time slot, if the subcell doesn’t have a base station, the node acts in the same way as
described in the previous section, otherwise the node will act as follows:

– Source to base station transmission: If the nodes in the subcell have packets to
transmit, randomly choose such a node as the source, and send the packet to the
base station within the subcell. If no such node exists, stay idle.

– Base station to base station transmission: As defined above, in Θ(1) time, the base
station will broadcast the received packet to all the other base stations via wires.

– Base station to destination transmission: In the last step, the base station sends the
packet to the destination node within its corresponding cell. The transmission ends.

7 Throughput and Delay under 2-Hop Relay Algorithm with
Network Coding in Hybrid Random Walk Models with Base
Stations

In this section, we present the main results under 2-hop relay algorithm with RLC when
base stations are added to the network and give the detailed proofs as well.

7.1 Preliminaries

First, we will present some important lemmas in the hybrid random walk models with
base stations.

Lemma 71. When k = Ω(m), the input rate of each queue in the base stations is
Θ( 1

m ); and when k = o(m) the input rate of each queue in the base stations is Θ( 1k ).

Proof. Since input rate of each queue in base station is not changed by the mobility
pattern of mobile nodes, thus the input rate of each queue in the base station is Θ( 1

m)
for k = Ω(m) and Θ( 1k ) for k = o(m), respectively, which are proved in [19].

In the hybrid random walk models, the motion of nodes on a 2-D torus of size nβ × nβ

with m base stations regularly distributed is equivalent of motion on a 2-D torus of size
nβ
√
m

× nβ
√
m

with a single base station.
From the definition of first hitting time and first return time in Section IV-A and

Lemma 41 in [14], we can derive the results for the 2-D torus of size nβ
√
m

× nβ
√
m

.

Lemma 72. Let H denote the first hitting time for a single state on a 2-D torus of size
nβ
√
m

× nβ
√
m

, then E{H} = Θ(n
2β

m logn).

Lemma 73. Let H denote the first return time for a single state on a 2-D torus of size
nβ
√
m

× nβ
√
m

, then E{H} = Θ(n
2β

m ).

Next we analyze the throughput and delay under 2-hop relay scheme without network
coding in hybrid random walk models with base stations.

Lemma 74. When k = Ω(m), the delay is D = Θ(n2β) and the throughput is λ =
Θ( 1

n ).
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Proof. The successful transmitting of packets from the nodes to a base station needs two
procedures: The source node is to transmit the packet to the base station and the base
station is ready to receive the packet. The probability that the source node is scheduled
to transmit the packet to the base station is 1

mq , where q is the density of nodes in the
network. According to Lemma 72 and Lemma 73, the first hitting time of a cell with
a base station is Θ(n

2β

m logn), and the first return time of a cell with a base station is

Θ(n
2β

m ). Thus the delay is D = Θ(n
2β

m log n) +Θ(n
2β

m )( 1
mq )

−1 = Θ(n2β) .

From Lemma 71, we know the input rate of each queue in base stations is Θ( 1
m ),

during the time interval [0,T], the total number of packets sent to base stations is
Θ( 1

m ) × Tm. To guarantee a stable network, the throughput of whole network can-
not exceed the packets that base stations are able to serve in time interval [0,T]. Thus
we have λTm ≤ Θ( 1

m ) × Tm, that is λ ≤ Θ( 1
n ). Therefore, the throughput in 2-hop

relay algorithm with base stations is Θ( 1
n ).

Lemma 75. When k = o(m), the delay is D = Θ(n2β+d−b) and the throughput is
λ = Θ(nb−d−1).

Proof. The proof is presented in technical report [20].

7.2 Results and Analysis

Theorem 5: In the network with base stations, under 2-hop relay algorithm with net-
work coding, when k = Ω(m), that is 0 ≤ b ≤ d ≤ 1, we obtain the throughput is
Θ( 1

n ); the delay is Θ(n), for 0 ≤ b < 1 and Θ(n2β), for b = 1, where k = nd and
m = nb.

Proof. The proof is presented in technical report [20].

Theorem 6: In the network with base stations, under 2-hop relay algorithm with net-
work coding, when k = o(m), that is 0 ≤ d ≤ b ≤ 1, we obtain the throughput is
Θ(n2b−d−2) for 2b− d− 1 ≥ 0 andΘ(n−1) for 2b− d− 1 < 0, and the delay is Θ(n),
where k = nd and m = nb.

Proof. The proof is presented in technical report [20].

8 Discussion

We summarize the results with network coding under hybrid random walk models and
discrete random direction models in 2-hop and multi-hop schemes and make a compar-
ison with the results in [14], in Table I and Table II respectively. Furthermore, the delay
in multi-hop relay scheme with network coding under hybrid random walk models and
discrete random direction models are shown in Figures 1 and 2.

From above results we can see that in 2-hop relay scheme, there is a logn gain on
delay only when the mobility model is random walk model. For the hybrid random
walk models in multi-hop scheme, when β = 1/2, the mobility model is random walk
model, we take k = Θ(

√
n), and obtain D(n) = Θ(

√
n); when β = 0, it is i.i.d.
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Table 1. Comparison for throughput and delay in 2-hop relay with network coding algorithms

Scheme Condition Throughput Delay
HRWM w.o. NC. for 2-hop [14] β < 1/2 ω(1/

√
n) Θ(n)

HRWM w.o. NC. for 2-hop [14] β = 1/2 ω(1/
√
n) Θ(n log n)

HRWM w. NC. for 2-hop k = Θ(n) β = 0 Θ(1) Θ(n)

HRWM w. NC. for 2-hop k = Θ(n2β) 0 < β ≤ 1/2 Θ(1) Θ(n)

DRDM w.o. NC. for 2-hop [14] 0 ≤ α < 1/2 ω(1/
√
n) Θ(n)

DRDM w.o. NC. for 2-hop [14] α = 1/2 ω(1/
√
n) Θ(n log n)

DRDM w. NC. for 2-hop k = Θ(n2α) 0 ≤ α < 1/2 Θ(1) Θ(n)

DRDM w. NC. for 2-hop k = Θ(n) α = 1/2 Θ(1) Θ(n)

Table 2. Comparison for throughput and delay in multi-hop relay with network coding algorithms

Scheme Condition Throughput Delay
HRWM w.o. NC. for multi-hop [14] 0 ≤ β ≤ 1/2 ω(1/

√
n) Θ(n2β log n)

HRWM w. NC. for multi-hop k = Θ(nβ) 0 < β < 1/4 Θ(nβ−1) Θ(n1−3β log n)

HRWM w. NC. for multi-hop k = Θ(nβ) 1/4 ≤ β ≤ 1/2 Θ(nβ−1) Θ(nβ)

DRDM w.o. NC. for multi-hop [14] 0 ≤ α ≤ 1/2 ω(1/
√
n) Θ(nα+1/2 log n)

DRDM w. NC. for multi-hop k = Θ(nα) 0 ≤ α < 1/4 Θ(nα−1) Θ(n3/2−4α log n)

DRDM w. NC. for multi-hop k = Θ(nα) 1/4 ≤ α ≤ 1/2 Θ(nα−1) Θ(n1/2)

model, we take k = Θ(log n), and the delay is Θ(log n). These results are the same
with those in [13]. Specifically in our work, we choose k = Θ(nβ) for 0 < β ≤ 1/2
and k = Θ(log n) for β = 0, there is a jump at β = 0. It is because as β → 0,
the number of original packets k = Θ(nβ) → Θ(1), which is a constant, as the key
purpose of network coding is to increase the redundancy for the network, therefore it
will be useless to use network coding for a constant number of original packets. Thus
we take k = Θ(log n) for β = 0 as [13].

Furthermore, we obtain that there is a turning point for delay at β = 1/4 as shown
in Figure 1. For 0 < β ≤ 1/4, we take k = Θ(nβ), the time for the coded packets
to be delivered between first relay nodes and destination node dominates in the whole
delay, which is Θ(n1−3β logn); for 1/4 ≤ β ≤ 1/2, we take k = Θ(nβ), the minimal
flooding delay Θ(nβ) dominates in the whole delay. Thus, the delay is halved by β.

An interesting insight provided by our results is that when β < 1/5, the delay will
be better for the network without network coding; and when 1/5 ≤ β ≤ 1/2, network
coding will get a shorter delay. We name this point β = 1/5 as critical turning point.
For our work, the number of original packets has a strong influence on the motion of
relay nodes. From the proof in Section IV-C, we know that when β < 1/5, the time
Θ(n1−3β logn) for multi-hop relay is dominant in the whole delay, while the delay for
the network without network coding is Θ(n2β logn) in [14]. Therefore, for β < 1/5,
the transmission time for multi-hop relay without network coding will be shorter than
that with network coding, thus it is useless to use network coding in this situation. While
when 1/5 ≤ β ≤ 1/2, as the number of original packets increase, network coding will
obtain a shorter relay time than that without network coding. Thus, we call β = 1/5 a
critical turning point for the network.
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As for the discrete random direction models, from the analysis in Section V, it can
be derived that the dominant delays are in the same order as those in the hybrid random
walk models, therefore, it is no surprise that the turning point and the critical turning
point are the same as those of hybrid random walk models.

At last, we combine the network coding technique and the infrastructure mode tech-
nique together in one network model, and calculate the throughput and delay perfor-
mance in such network. We obtain that under 2-hop relay algorithm with network
coding, when k = Ω(m), the throughput is Θ( 1

n ) and the delay is Θ(n) for 0 ≤
b < 1 and Θ(n2β) for b = 1. And when k = o(m), we achieve that the throughput
Θ(n2b−d−2) for 2b− d− 1 ≥ 0 and Θ(n−1) for 2b− d− 1 < 0, and the delay Θ(n),
here k = nd and m = nb.

9 Conclusion

We propose two techniques to improve the network performance including throughput
and delay in this paper. We study two mobility models-hybrid random walk models and
discrete random direction models and adopt two-hop relay scheme and multi-hop relay
scheme respectively. In such network coding models, we conclude that there is a logn
gain on delay under 2-hop relay scheme only when the mobility model is random walk
model. And in multi-hop relay scheme, we find there is a turning point β = 1/4 for hy-
brid random walk models and α = 1/4 for discrete random direction models. Further-
more, compared to the scheme without network coding, it can be derived that whether to
use network coding in hybrid random walk models and discrete random direction mod-
els or not depends on the mobility model parameter β and α, which means there is a
critical turning pointβ = 1/5 andα = 1/5 for two mobility models respectively in con-
sideration of the delay with network coding or without network coding. Then, we study
the infrastructure mode and finally we propose the network model with network coding
and infrastructure mode together. And in this mode, we obtain the results of throughput
and delay.
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Abstract. Pocket switched networks (PSNs) take advantage of human
mobility to distribute data. Investigations on real-world trace data indi-
cate that human mobility follows a simple reproducible pattern: a hu-
man being usually visits a few places at high frequencies. These most
frequently visited places form the home of a node, which is exploited
in this paper to design two HomE based ROuting (HERO) algorithms.
In the basic HERO, the first encountered relay whose home contains
the place where the destination resides is selected to deliver the data.
The enhanced HERO, on the other hand, continuously selects a better
relay that visits the destination place at a higher frequency. In both al-
gorithms, each node only needs to maintain and exchange its relatively
stable home information and/or the corresponding visiting frequencies;
therefore no global networking information and no frequent informa-
tion update are needed, resulting in a low burden on the network due
to its low communication and storage overheads. Moreover, HERO in-
volves only simple arithmetic operations, thus causing little computation
overhead at the mobile nodes. The simulation results indicate that both
HERO algorithms outperform the state-of-the art.

Keywords: Pocket switched networks, routing, Human mobility.

1 Introduction

PSN is a new networking paradigm that makes use of human mobility to provide
occasional contact opportunities for mobile devices to deliver data. It falls into
the category of delay/disruption tolerant networks (DTNs). PSNs inherit some
traits from DTNs such as intermittent connectivity, limited network capacity,
and energy and storage constraints of the participants. These traits require PSN
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applications to be delay/disruption tolerant and make store-carry-forward the
mainstream communication mode for data delivery. In a typical PSN, mobile
nodes1 serve as relays to physically carry the data and forward it opportunisti-
cally upon contacting with others. Hence, relay selection is a key problem, which
directly affects the efficiency of PSN data delivery.

Whether a node is a good relay in a PSN depends on the connectivity between
the node and the destination. Nevertheless, it is a challenge to measure such
a connectivity because node mobility makes it nondeterministic and dynamic.
Moreover, relay selectors in a PSN are regular nodes with limited resources
(storage, computation capability, battery power, etc.), and hence the burden of
a selector for computing or comparing the connectivity with the nodes it contacts
increases with the rapidly growing number of portable devices in the network.
Therefore an effective and efficient routing strategy should place a low burden
on the nodes and should be scalable. To achieve this goal, the routing strategy
should satisfy the following three design requirements: i) no global knowledge
maintained at each node; ii) no frequent information update at each node; and iii)
low computation and storage overheads on each node. As indicated in Section 2,
none of the existing routing strategies designed for PSNs could simultaneously
satisfy all these three requirements.

In fact, the traits of PSNs are rooted from human mobility, which can simplify
the routing decision. Our investigation [1] on the real world data reveals that
human mobility has an important characteristic, namely, a high degree of spatial
regularity. To be specific, each node has a significant probability of returning to
a few highly frequently visited places. Taking into account the spatial regularity
of human mobility, we propose two HomE based ROuting (HERO) algorithms
for PSNs, with each placing at most one copy of a data in the network at any
instant of time. Our algorithms introduce a concept of home, which is a set of
places a node often visits. Because the probability that a node comes back home
is high, the node can successfully deliver the data to the destination at a high
probability if its home includes the place where the destination resides.

The basic HERO relies on the first encountered relay whose home contains
the place where the destination resides to deliver the data. The enhanced HERO
continuously changes the relay if a new one with a higher visiting frequency to
the destination place is met. These two HERO algorithms have the following
characteristics, which demonstrate that they do scale well, and do cause low
burden on the network.

1) HERO requires no global networking knowledge maintained at each node,
which results in low storage and communication overheads. Existing routing
schemes such as [2–5] force each node maintain an entry for every other node
in the network, while [6, 7] require each node to keep the global routing in-
formation and update it whenever the network topology changes. Compared
to them, HERO orchestrates the spatial regularity of human mobility to de-
termine the relay based on the local information, i.e, the most frequently
visited places, which incurs little overhead.

1 In our paper, a node refers to a human being.
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2) HERO requires no frequent information update. In HERO, each node main-
tains the list of the most frequently visited places, which is relatively stable
in a dynamic network environment. Moreover, this maintained information
is relatively integral and precise, which results in infrequent updates. In some
DTN routing algorithms such as those proposed in [6, 7], each node infers
the global routing table (made up of a series of relays) from its local ob-
servations. Due to the locality constraint of each node, the global routing
table may not be integral, correct, or consistent. As a result, the nodes may
respond differently or even improperly.

3) HERO owns the distributed trait. Many existing PSN routing schemes such
as those proposed in [8–10] employ a central node to bridge different com-
munities, which may become the potential bottleneck. In HERO, no central
role is involved. Hence, HERO is distributed in nature.

4) HERO is simple and effective. HERO involves only simple algebraic oper-
ations, resulting in low computation overhead. Moreover, HERO does not
rely on any complicated or unrealistic human mobility model. For example,
it does not require nodes to have strict repetitive motions such as in [11]
or require the inter-contact time between two nodes to follow a specific dis-
tribution. Our simulation study based on the Dartmouth College mobility
trace data validates its effectiveness and practicability.

It is worth noting that though the basic and enhanced HERO algorithms are pre-
sented as single-copy data delivery techniques for PSNs, their relay selection rules
can be generalized naturally to get multi-copy versions. In this paper, we inves-
tigate the relay selection rules for single-copy data delivery because we want to
clearly demonstrate how home can help to improve the efficiency of data delivery
without relying on the redundancies caused by multiple copy data delivery.

The rest of the paper is organized as follows. Section 2 presents the related work
while Section 3 elaborates on our HERO model. The basic and enhanced HERO
algorithms are detailed in Section 4. Our conclusions are presented in Section 6.

2 Related Work

PSNs fall into the DTN category. Hence we first briefly review the major DTN
routing algorithms in this section. Following that we address the popular routing
algorithms designed for PSNs.

Existing DTN routing algorithms are classified into two categories: determinis-
tic and stochastic. Deterministic approaches [12, 11, 13, 14] provide deterministic
routing decisions assuming that some kinds of network connectivity information
are known a priori. Jain et al. [12] modify Dijkstra’s algorithm to compute
the DTN routes (made up of a series of relays) when the network connectivity
patterns are known. DHR [11] is a hierarchical routing framework based on the
assumption that nodes in a network are either static or with strict repetitive mo-
tions. Conan et al. [13] minimize the delivery time given that the inter-contact
interval between every pair of nodes is known. Gao et al. [14] formulate the prob-
lem of routing for multicast in DTNs as a unified knapsack problem assuming
that the contact rate between any two nodes in the network is given.
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Due to the uncertainty and dynamism of a DTN, it is challenging to ob-
tain the network connectivity information. Hence, deterministic approaches are
hard to implement in practical applications. This stirs the research of stochastic
approaches [2, 3, 5, 15, 7, 16, 10].

PROPHET [2] uses the past encounters to predict the delivery probability.
In FRESH [3], a node needs to keep a record of its most recent time meeting
with each of the other nodes. Any node that encounters the destination more
recently than the source can be selected as a relay. Gao et al. [5] exploit the
transit contact pattern for each node, through which a node with a higher contact
chance is selected as a relay. Liu and Wu [15] model the network as a probabilistic
time-space graph and propose an expected minimum delay algorithm.

MaxProp [7] determines which data is transmitted or deleted from the buffer
according to the delivery likelihood, whose computation requires each node i
to keep track of f ij , the probability of the next meeting node being j. Dang
and Wu [10] propose a cluster-based routing algorithm, in which nodes within
the same cluster communicate directly while two nodes belonging to different
clusters utilize gateways to relay the data.

Epidemic [16] selects relays randomly. It disseminates a large number of copies
of each data in order to enhance the delivery ratio, which incurs a heavy com-
munication overhead. To trade off between the communication overhead and the
delivery ratio, a utility-based spraying method is proposed in [4], which requires
each node i to maintain a utility function Ui(j) for every other node j in the
network and selects relays according to the utilities of the nodes.

Because PSNs are formed by human beings, their data delivery efficiency
can be greatly enhanced by taking advantage of the traits of human behaviors.
According to the traits of human behaviors an algorithm employs, social-based
and location-based approaches are proposed, with the former making use of the
sociality of human beings while the latter utilizing the spatial characteristics of
human mobility to select relays.

BUBBLE [8], SimBet[9], SocialCast [17], user-centric dissemination [18], and
SANE [19], are social-based mechanisms, where a more popular person has a
higher chance to be utilized as a relay. MobySpace [20] is a location-based ap-
proach. It selects a node with a similar mobility pattern to the destination as
the relay. The mobility pattern of a node is characterized by its probabilities of
visiting all locations in the network.

3 The HERO Model

In this section, we introduce the HERO model in detail.
HERO divides the whole PSN area, denoted by Ω, into multiple zones Zi,

with ∪Zi = Ω and ∩Zi = ∅. These zones can have any shape. Each zone Zi is
identified by its center coordinates (xi, yi).

HERO can employ various methods for its nodes to figure out the center
coordinates of a zone. For example, the center coordinates of a zone can be
broadcasted by the access points or access routers in an infrastructure-based
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network; or they can be determined based on a mapping function if the node is
aware of its own physical location.

As we have articulated earlier, human mobility follows a simple reproducible
pattern: one usually visits one or a few zones at a high frequency. These fre-
quently visited zones form the home of a node:

Definition 1 (Home). The home of a node i, denoted by Hi, is the set of zones
it usually visits.

Home is the base of HERO. Thus it is critical to determine the home for each
node. There exist two simple strategies: i) a node can statically configure the
zones it usually visits as its home; and/or ii) it can dynamically add a zone to
its home once the visiting frequency of the zone is larger than a given thresh-
old. Similarly, a zone can be deleted from a node’s home either statically or
dynamically.

We assume that any two nodes located at the same zone can communicate
directly with each other. In our HERO algorithms, once two nodes contact,
they exchange their home information. A relay can be selected according to the
distances between the zones of its home and that of the destination. Some related
definitions are given as follows:

Definition 2 (Neighbor set). The neighbor set of node i, denoted by Ni, is
the set of nodes that can communicate directly with i.

Based on our assumption, all the nodes covered by the zone where i resides
belong to Ni. More generally, Ni includes the nodes in a neighboring zone that
can communicate with i directly. Note that i /∈ Ni.

Definition 3 (Destination zone). The zone the destination currently resides
is the destination zone, denoted by Zd.

Definition 4 (Distance between home and destination). The distance
between the home of node i, Hi, and the destination zone Zd is the minimum
distance between Zd and any zone in Hi, i.e., ‖Hi−Zd‖ = min{‖Zi−Zd‖ | Zi ∈
Hi}.
Definition 5 (Home node). Node i is called a home node of a data with
destination zone Zd if ‖Hi − Zd‖ = 0.

4 HERO Algorithms

In this section, we propose the basic and enhanced HERO algorithms.

4.1 The Basic HERO Algorithm

When the source cannot directly communicate with the destination, the basic
HERO algorithm selects a home node of the data as a relay. This relay is the only
one for the data: once the relay receives the data, it never delivers to other nodes
except the destination. The process of the basic HERO is given in Algorithm 1,
where the function send(B, i) indicates that the data B is sent to node i.
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Algorithm 1 The Basic HERO Algorithm

Require: Ns: the neighbor set of the source s; Zd: the
destination zone; Hi: the home of node i.

1: repeat
2: Update Ns

� If destination d is in the neighborhood, deliver
directly;

3: for each node i ∈ Ns do
4: if i = d then
5: send(B, i), return
6: end if
7: end for

� If the source is a relay, no other relay node needs
to be selected;

8: if ‖Hs − Zd‖ = 0 then
return

9: end if
� If locating a home node of the data in the

neighborhood, selects this node as a relay;
10: if ∃i ∈ Ns, s.t.‖Hi − Zd‖ = 0 then
11: send(B, i), return
12: end if
13: until the data expires

:

4.2 The Enhanced HERO Algorithm

The basic HERO is simple and naive. Based on it, many variants can be produced
to enhance the efficiency of data delivery. In this subsection, we elaborate an
enhanced HERO algorithm that takes into account the visiting frequency of a
node to a zone. As the visiting frequencies to the zones in a home are different,
we introduce the concept of visiting intensity to depict this trait:

Definition 6 (Visiting intensity). The visiting intensity of zone Zj by node
i, denoted as Vij , is the visiting frequency of node i to zone Zj within a unit
time.

The enhanced HERO is a single-copy multi-relay mechanism based on the con-
cept of home. In this algorithm, once two nodes contact, they exchange their
home and visiting intensity information. The main idea of the enhanced HERO
is to continuously find the relay whose probability to visit the destination zone is
higher than that of the node currently carrying the data. When a source cannot
communicate with the destination directly, it delivers the data to a home node
in its neighborhood whose visiting intensity is the highest. If this node meets an-
other home node whose visiting intensity is higher than other neighboring home
nodes and itself, it delivers the data to this home node and discards the data
itself. The detailed description of the enhanced HERO is shown in Algorithm 2.
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Algorithm 2 The Enhanced HERO Algorithm

Require: Ni: the neighbor set of node i; Zd: the destination
zone; SHi: the set of home nodes met by the node i; Vij :
the visiting intensity of node i to zone Zj .

1: repeat
2: Update Ni � Node i may be the source or a relay;
3: for each node j ∈ Ni do
4: if j = d then
5: send(B, j), return
6: end if
7: Update Nj
8: end for
9: SHi ← {j ∈ Ni | ‖Hj − Zd‖ = 0}

10: if SHi �= ∅ then
� Select the neighbor k with the highest visiting

intensity to Zd;
11: if ∃k ∈ SHi ∧ (VkZd

> ViZd
) ∧ (VkZd

≥ VhZd
for

∀h ∈ SHi\{k}) then
12: send(B, k), return
13: end if
14: end if
15: until the data expires

:

Note that both the basic HERO and the enhanced HERO are inherently based
on the following assumption: the destination stays at Zd during the process of
data delivery. This assumption is reasonable especially when nodes connected
through WiFi, the most mainstream wireless technology used in PSNs, because
many real world trace records such as [21, 22] indicate that the mobility pattern
of WiFi nodes is quasi-static in a sense that the clients tend to stay in the
same location for a long time. However, if this assumption does not hold, our
algorithms can still work by slightly changing their ways of usage. For example,
the data can be delivered to each zone in the destination’s home in light of the
routing policy of our algorithms. Even though the destination is not located at
any zone of its home, the data can still be delivered to the infrastructure or a
static node in the zones of the destination’s home, from which the data can be
retrieved when the destination comes back home.

5 Performance Validation

In this section, we evaluate the performance of HERO with the Dartmouth
College mobility trace data [23]. We choose the data collected from 09/21/2003
to 10/20/2003 because in this period the records are integral and the nodes’
behaviors are regular.
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In our simulation study, each AP is represented as a zone. As described above,
by changing the ways of utilizing our algorithms, the data can be delivered to
a destination with high mobility. Hence, in this simulation, we keep the basic
assumption that the destination stays at Zd during the process of data deliv-
ery. We randomly choose 100 mobile nodes as the sources and randomly assign
one of the APs to each source as its destination. Thus, there are in total 100
communication pairs, which remains unchanged in our simulation study.

Because the running time increases rapidly as the number of mobile nodes
increases, we limit the number of nodes to a manageable size, a common measure
taken by [6, 20, 4], which also use the Dartmouth College trace data. To construct
the simulation scenarios, we first randomly select 200 mobile nodes and add the
100 sources selected before to get a 300-node scenario. Then we add 100 randomly
selected new mobile nodes to the 300-node scenario to get a 400-node scenario.
Repeat this process we obtain the 500-node and 600-node scenarios. For each
network scenario, we repeat 10 times and the averaged results are reported to
enhance the confidence level. For simplicity, we denote by U = x the x-node
scenario, where U is the network size. Because 300˜600 nodes represent about
5.4˜10.8% of the total mobile nodes in the trace, which contains 5543 mobile
nodes, the performance is worse than that obtained from the whole set of trace
date for each scheme investigated in this simulation study.

Let the number of zones in a home be the home size. Through extensive tests
we found that when the largest home size is limited to 10% of the zones in the
network, namely the average home size is about 10, a good trade-off between
quality and quantity of relays can be obtained.

In this simulation, we compare the performance of HERO with that of
MobySpace [20], the most related research that selects a relay with a similar mo-
bility pattern as the destination, and that of Epidemic [16], a flooding algorithm
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serving as the base for comparison study. The data lifetime equals simulation
duration.

Figs. 1, 2 and 3 report the delivery ratio, the average relay latency, and
the average total latency of the four schemes, respectively. Because HERO and
Mobyspace are all single-copy algorithms, we use the axes graph in Fig. 1 to
emphasize their difference.

Fig. 1 indicates that the data delivery ratio of Epidemic is the highest and
that of MobySpace is the lowest. In addition, the data delivery ratio of all algo-
rithms except Epidemic is slightly increased when the network size U increases.
These observations can be justified as follows. Since Epidemic adopts a flooding
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policy, it can make a better use of the network connectivity, which is enhanced
significantly when U increases. However, in HERO and Mobyspace, no matter
how many mobile nodes exist, there is at most one copy of the to-be-delivered
data in the network at any instant of time. As a result, though the probability
of finding a good relay is increased when U increases, the enhancement of the
network connectivity only slightly impacts on the performance of HERO and
Mobyspace. This is the reason why the delivery ratio of Epidemic is increased
faster than those of HERO and Mobyspace.

From Figs. 2 and 3, we observe that the average relay latency and the average
total latency of Epidemic are the shortest, while those of Mobyspace are the
longest and those of HERO algorithms are in-between. In addition, their average
relay latencies and average total latencies are susceptible to the relay latencies
and total latencies of the newly added successful communication pairs when U
increases. Hence, when U increases, their average relay latencies and average
total latencies either increase or decrease.

Based on the above analysis, we conclude that the performance of Epidemic
in terms of the data delivery ratio, relay latency, and total latency is better than
that of the enhanced HERO, which is better than that of the basic HERO. The
performance of MobySpace is the worst.

6 Conclusion

In this paper, we propose two home-based routing (HERO) algorithms, the ba-
sic HERO and the enhanced HERO, which make use of the spatial regularity of
human mobility to select relays. The basic HERO is a single-copy single-relay
algorithm while the enhanced one is a single-copy multi-relay algorithm. Both
algorithms rely on the concept of home, which is the set of places a node often
visits. We use the Dartmouth college trace data to validate the performance of
both HERO algorithms in terms of data delivery ratio, relay latency, and end-
to-end delay, and compare them with two relevant research, MobySpace and
Epidemic. Our simulation results indicate that both HERO algorithms outper-
form Mobyspace but are worse than Epidemic, which provides an upper bound
on the delivery ratio and a lower bound on the delivery latency. However, the
transmission cost of Epidemic in terms of the number of relays is much higher
than those of the HERO algorithms.
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Abstract. This paper investigates the routing problem for information
leakage reduction in multi-channel ad-hoc networks. In particular, we
focus on two routing models: Trusted Group Multicast (TGM) and Con-
fidential Unicast (CU). In TGM, a group member shares the information
with all other group members; while in CU, a group member may only
want to share the information with a few selected group members. In
both cases, the sender would like to transmit the information through a
route with a minimal probability of being overheard by non-destination
users. To achieve this objective, we propose a routing algorithm to re-
duce the information leakage. The performance of our design is evaluated
through simulation studies.

1 Introduction

The routing problem in wireless networks has been extensively studied with the
objectives of improving either the networking performance such as end-to-end
delay and throughput, or robustness, reliability, and security. However, a fun-
damental problem of preventing information leakage to unwelcome users, who
should not but can overhear the transmissions over the air, has never been ad-
dressed in literature. Although wireless transmissions can be secured by cryp-
tographic primitives, reducing the probability of being overheard by unwelcome
users is still critical as security mechanisms could be broken and the exposure
of the information to malicious users may cause wreak havoc to certain applica-
tions (such as military applications). We therefore target on studying the routing
problem to reduce the probability of information leakage in wireless networks.

This problem can be generally defined as follows. Given an information source
and the corresponding sets of destinations and unwelcome users, computing a
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routing path satisfying the following three requirements with decreasing priori-
ties: i) the information can successfully reach all destinations; ii) the probability
of information leakage to unwelcome users is minimized; and ii) the probability
of information leakage to non-destination users is minimized. This problem is
NP-hard as a special case, the well-known Steiner tree problem which asks for
the minimum number of non-destination nodes in forming a routing path, is
NP-Complete.

Instead of considering the general problem defined above, this paper investi-
gates two special instances focusing on reducing the information leakage in social
networking applications, in which users share their information with others who
may also be interested through ad-hoc multi-hop transmissions. There are two
types of users in a social network: the members of a common interest group and
the non-group users. The two instances of the general routing problem for infor-
mation leakage reduction respectively adopt the following two routing models:
the Trusted Group Multicast (TGM ) model and the Confidential Unicast (CU )
model. In TGM, a user is willing to share its information with all members in its
common interest group; thus the objective of TGM is to minimize the non-group
user’s probability of overhearing the information. In CU, a user may only want
to share its information with a certain subset of members. As non-destination
group members may even be more harmful than non-group users since the for-
mer may have more interests in and more knowledge about the information,
the objectives of CU must first minimize the non-destination group member’s
overhearing probability and then minimize the probability of information leak-
age to non-group users. In such a case, the non-destination group members are
unwelcome users.

We assume that the multi-hop ad hoc social network under our consideration
can make use of multiple channels for wireless transmissions. We further assume
that each user is aware of its available channels and the network topology, which
can be obtained during the common interest group construction. Our intention
is to design a routing algorithm that can select a path satisfying the design
objectives of TGM and CU. The contributions of the paper are quad-fold:

– We propose a general problem, the routing problem for information leakage
reduction in wireless networks. This problem has never been addressed in
literature.

– We analyze the objectives of two novel routing models (TGM and CU), which
defines two special instances of the general problem in social networks, and
propose a general graph model that can cover both TGM and CU.

– We propose a routing algorithm for information leakage reduction in social
networks based on the general graph model.

– Simulation studies demonstrate that our proposed algorithm outperforms
the Breadth-First Search (BFS) based routing algorithm in terms of the
information leakage probability.

In the rest of the paper, we briefly summarize the related work in the area of
ad-hoc networks in Section 2. Our general graph model for both TGM and CU
is presented in Section 3. A routing algorithm for information leakage reduction,
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denoted by RILR, is proposed in Section 4. A simulation study to validate the
performance of the RILR algorithm is reported in Section 5. Finally, we conclude
the paper and discuss our future research in Section 6.

2 Related Work

Routing problems have been extensively studied in wireless ad-hoc networks and
sensor networks. The objectives of the prior research are either to improve the
transmission performance such as delay, throughput, and energy consumption,
or to enhance the robustness of the network when malicious attacks targeting on
the transmissions exist. Various routing schemes have been proposed in the liter-
ature, including the classic AODV algorithm [1], the secure routing mechanism
[2], and the recent cooperative relay selection algorithm [3], just to name a few.
But none of them takes into account the objective of reducing the information
leakage to non-destination users, which is the focus of this paper.

Existing multicast routing algorithms for information sharing [4–7] are stud-
ied mainly based on graph theory. Steiner tree based routing is considered in
[4] and [5] with different objectives: [4] aims to minimize the path length and
the energy consumption while [5] intends to reduce the computation overhead
and the number of transmissions. On the other hand, Spanning trees are also
exploited for multicast routing algorithm design [6, 7]. In particular, [6] selects
the relays from a minimal spanning tree that is constructed based on an energy
consumption metric while [7] targets on reducing the retransmissions caused by
interference during the spanning tree construction.

Inspired by the opportunity of utilizing multiple channels for highly crowded
wireless transmissions, a number of routing algorithms have been proposed to
achieve the traditional routing objectives [9–13]. In [9], a shortest path routing
algorithm is developed based on a weighted graph, where the assigned weights are
utilized to avoid the interference among adjacent links. In [10], the links with the
highest channel availability are selected to relay the data to the destination. A
cross-layer opportunistic spectrum access and dynamic routing algorithm is pro-
posed in [11] to maximize the network throughput by performing joint routing,
dynamic spectrum allocation, scheduling, and transmit power control. Routing
algorithms for route robustness enhancement in terms of the degree of connec-
tivity are studied in [12, 13].

In this paper, we study the routing problem to reduce the information leakage
for information sharing among common interest group members in social net-
works. This problem has never been addressed in any type of wireless networks.
Two novel routing models are proposed and a routing algorithm that can reduce
the information leakage for both models is investigated.

3 Problem Formulation

In order to model the routing problem for information leakage reduction in
social networks, we first analyze the objectives of TGM and CU in this section.
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Then, a general mathematical model that can realize all the objectives of both
TGM and CU is proposed. At the end of this section, we discuss the metrics for
evaluating the performance of a routing algorithm in terms of the information
leakage probability.

3.1 Objectives

In social networks, Trusted Group Multicast and Confidential Unicast both in-
volve three types of users: destinations, unwelcome users, and outsiders. In TGM,
all the members within the common interest group are destinations and the set
of unwelcome users contains the unauthorized users that are interested in the
group information but do not have the right to joint the group. In CU, the
destination(s) is (are) one (a few) of the members within the common interest
group and the unwelcome users include both the unauthorized non-group users
and the non-destination group members. The outsiders for both TGM and CU
include users in the network that are neither destinations nor unwelcome users.
Generally speaking, a user needs to deliver the information to its destinations,
parry the unwelcome users, and minimize the probability of information being
overheard by unwelcome users and outsiders in both models. Correspondingly,
we can employ the following common objectives to summarize those of TGM
and CU in descending order of priorities.

1. Ensure successful information deliveries to the destinations.
2. If possible, do not employ unwelcome users as information relays.
3. Minimize the probability of being overheard by unwelcome users.
4. Minimize the number of outsiders as information relays.
5. Minimize the probability of being overheard by outsiders.
6. Minimize the transmission time in terms of the number of hops to reach all

the destinations.

We model these six objectives by a graph, in which the destinations, the unwel-
come users, and the outsiders are the vertices. Since TGM and CU both have
the same three types of nodes and the same design objectives for information
leakage reduction, a common graph model suffices.

If only considering the objective of successful and fast information delivery,
we can construct a routing topology by employing the Breadth-First Search
algorithm (BFS). However, BFS does not consider information leakage reduction,
which is addressed by the 2nd-5th objectives. The problem of information leakage
reduction is non-trivial when all the six objectives are considered. In the rest of
this section, we formally present the graph model along with the performance
evaluation metrics.

3.2 A General Graph Model for Information Leakage Reduction

We assume that an information source is aware of the network topology that
contains all the common interest group members and the set of unwelcome users
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for a specific information sharing session. We also assume that the source and all
its destinations are connected, which can be ensured during the common interest
group construction procedure. We model the network topology by a weighted
graph G(V,E), where V is the set of users, and E is the set of edges. There exists
an edge between two users if they can overhear each other. We assign a weight
wi,j to each edge ei,j ∈ E, where wi,j denotes the probability for vj to detect
vi’s transmissions. The value of wi,j is set according to the network topology
and the available channels. Note that edges can be directed, and that wi,j = 0
if the edge ei,j does not exist. Without loss of generality, we denote by v0 the
information source itself. The set of destinations, the set of unwelcome users,
and the set of outsiders are denoted as VD, VA, and VO, respectively. Note that
VD

⋃
VA

⋃
VO = V and |VD|+ |VA|+ |VO| = |V |. Let VR be the set of users that

are on v0’s information sharing routes and can actively relay the information.
Thus v0 ∈ VD and v0 ∈ VR. Let I(vi) = {vj |(vi, vj) ∈ E} represent the set of
users that are within vi’s transmission range, where 0 ≤ i, j ≤ |V | and i �= j.
Denote by GR(V

′, E′) the derived graph of VR such that V ′ = {vi|vi ∈ VR or vi ∈
I(vj), where vj ∈ VR} and E′ = {ej,i|vj ∈ VR and vi ∈ I(vj)}. Note that GR
is a subgraph of G that includes all the users who may overhear or obtain the
information, and that there is no edge between any two non-relay users in GR.
For each user vi ∈ V ′, we calculate its probability of overhearing the interested
information, denoted as P ′

ro(vi), according to the following formula.

P ′
ro(vi) =

⎧⎪⎨
⎪⎩

0, VR = Φ
1, vi ∈ VR

⋃
VD

1−
∏

vj∈VR

(1 − wj,i), otherwise
(1)

Note that P ′
ro(vi) ∈ [0, 1] increases with the increase of the number of relays

that include vi in their communication ranges. We utilize P ′
ro(vi) as vi’s weight.

Let D(v0, VD) represent the maximum hop distance from v0 to the destina-
tions in GR. Note that D(v0, VD) = +∞ if VD is not connected in GR. The
notations used in this model are summarized in Table 1. Also note that we use
‘node’ to substitute ‘source’, ‘outsider ’, ‘relay’ and ‘destination’ in the following
graph-based modeling and analysis.

Given a graph G, v0, VD, VA, and VO, our goal is to find a VR, such that the
following six objectives can be achieved in a descending order of priorities:

1. GR ⊇ VD and VD is connected in GR: all the nodes in VD are in GR, and
they are connected.

2. VR
⋂
VA = Φ: VR does not include any node in VA.

3. min(max{P ′
ro(vi)|vi ∈ VA}): the maximum node weight in VA is minimized.

4. min(|VO
⋂
VR|): the number of nodes in the intersection of VR and VO is

minimized.
5. min(max{P ′

ro(vi)|vi ∈ VO \ VR}): the maximum node weight in VO \ VR is
minimized.

6. min(D(v0, VD)): the maximum hop distance from v0 to the nodes in VD is
minimized.
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Table 1. Notations and their semantic meanings

Notations Meanings

VD The set of destinations

VA The set of unwelcome users

VO The set of outsiders

VR The set of relays

GR The derived graph of VR

I(vi) vi’s one-hop directed neighbors

wi,j vj ’s probability of detecting vi’s transmissions

P ′
ro(vi) vi’s probability of overhearing the information

D(v0, VD) Maximum hop distance from the source to the destinations

3.3 Performance Metrics

The layout of the proposed graph model is illustrated in Fig. 1(a). According to
the objectives, the performance of a feasible VR should be evaluated based on
the following criteria in descending order of priorities:

1. maxP ′
ro(A): the maximum node weight in VA.

2. Nro= |VO
⋂
VR|: the number of outsider relays.

3. maxP ′
ro(O \R): the maximum node weight in VO \ VR.

4. maxD: the maximum hop distance between v0 and the nodes in VD.

VD
VO

VR

GR

VA

G

v0

(a) General model

S (VS, ES)

VA VD

VO

(b) Optimization model, where VS =
V \ VA and ES = E \ {ei,j |∀vi ∈
VA or ∀vj ∈ VA}

Fig. 1. The graph model for Information leakage reduction

4 Routing Algorithm for Information Leakage Reduction

In this section, we present a routing algorithm for information leakage reduction
in social networks based on the proposed general graph model shown in Fig. 1(a).
In order to check the existence of feasible solutions to achieve the first two
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objectives, we first remove the nodes in VA from the graph G. We then check
whether there exists a connected subgraph that contains all the nodes in VD in
the residual graph. This checking process can be finished in a polynomial time
by employing the BFS algorithm starting from the node v0.

In the rest of this section, we assume there always exist feasible solutions
so that we can focus on the optimization problem of achieving the last four
objectives. In order to solve the problem, we construct a graph shown in Fig. 1(b),
where S is the residual graph constructed by removing VA and all the edges
associated with the nodes in VA from G, based on the general model in Fig. 1(a).
The edges that connect two nodes in VA and VS , in VO and VS , and in VD and
VS , represent the edges in E. Note that all the nodes in VO and VD are also in
VS , and that each pair of these duplicated nodes is connected by an edge.

During the routing algorithm design, we assume that the channel availability
information is known, that the selected relays only broadcast the information
once, and that all the selected receivers can receive the information successfully
from the relays. The wi,j is set as the reciprocal of the number of available
channels.

In Fig. 1(b), to achieve the third objective, we need to find a connected sub-
graph S′ of S such that all the nodes in VD can be dominated by the nodes
in S′, and that the maximum P ′

ro value among the dominated nodes in VA is
minimized. Note that VR = VS′ is a candidate solution, and that there may exist
multiple candidate solutions. As the objectives are listed in descending priority
orders, the next step is to choose a candidate solution that should satisfy the
following conditions with decreasing order of priorities: i) it should include the
minimum number of outsiders, ii) it should minimize the maximum P ′

ro value,
which is less than 1, among the dominated nodes in VO, and iii) it should mini-
mize the maximum hop distance from v0 to the destination nodes.

According to the above analysis, we propose a greedy routing algorithm, which
is illustrated in Algorithm 1, to find a feasible solution based on the graph model
shown in Fig. 1(b). The notations used in the algorithm are summarized in
Table 2.

In the algorithm, we select the relay nodes and add them to VR one by one.
The algorithm consists of three phases. In the first phase, we set {v0} as VR, and
calculate P ′

ro for all the nodes (line 4). We then construct a set of dominating
relays from VS in the second phase, so that all the nodes in VD can be dominated.

Table 2. Algorithm notations

Notations Meanings

Info(vi) Whether vi can obtain the information

wA
i vi’s aggregated probability of being

overheard by unwelcome users (3)

wO
i vi’s aggregated probability of being

overheard by outsiders (4)

VD The set of nodes that can directly reach VD (2)

V E
R The set of dominating relays
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Finally, we add nodes from VS to the set of selected dominating relays so that
all the relays can be connected in the third phase.

In the dominating relay selection process, we first construct a set of nodes,
denoted by VD, which can directly send information to at least one of the des-
tinations according to (2).

VD = VD
⋃

{vj ∈ V \ VA|ej,i ∈ E and vi ∈ VD} (2)

We iteratively select nodes from VD one by one to construct the dominating
relay set until all the destinations are dominated by the selected nodes. At each
selection iteration, we first remove the unnecessary nodes, which can not send
information to more destinations, from VD (Line 10-14 ). Then, we find a set
of nodes in VD, which can minimize the accumulated probability of being over-
heard by the unwelcome users if they are selected as relays (Line 15-16 ). The
accumulated probability is calculated according to (3).

wAi = max{1− (1− P ′
ro(vj))(1− wi,j)|vj ∈ VA} (3)

Similarly, we define a node vi’s impact on the accumulated probability of being
overheard by the outsiders in (4).

wOi = max{1− (1 − P ′
ro(vj))(1 − wi,j)|vj ∈ VO \ VR} (4)

Based on the priority order of the 4th and the 5th objectives, we select a node
from the smallest wAi node set according to Line 17-22. Then, we add the selected
node to VR. It follows from (1) that P ′

ro(vi) depends on the nodes in VR. Thus,
it should be recalculated at each iteration (Line 24 ).

As the constructed dominating relay set (Line 27 ) may not be connected, we
iteratively add nodes to VR until it is connected (Line 30-34 ). In order to achieve
the 3rd-5th objectives, the connecting node selection process is in a way similar
to the process of dominating relay selection, and the selection is not based on
the nodes’ connectivity. As a result, there may exist redundant nodes in VR.
Therefore, jointly considering the last objective, the final route is calculated by
employing the BFS algorithm on the selected VR with the branch cut procedure
(Line 35-36 ), which can remove the branches that do not contain any destination
node.

Note that the algorithm’s complexity is polynomial as the selection process,
the BFS algorithm, the connectivity checking, and the branch cut procedure,
can all be finished in a polynomial time.

5 Simulations

In this section, we use Matlab to evaluate the performance of the proposed
algorithm (denoted as RILR) by comparing its performance with that of the
BFS based algorithm. For fairness, we revise the BFS algorithm by skipping
the unwelcome users and giving priority to the destinations during the route
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Algorithm 1. Routing for Information Leakage Reduction

1: Phase I: Initialization
2: VR = {v0}, Info(v0) = 1;
3: Info(vi) = 1, for ∀vi ∈ I(v0)

⋂
VD;

4: Calculate P ′
ro(vi) for ∀vi ∈ V according to Eq. (1);

5: ∀vi ∈ VD \ I(v0), Info(vi) = 0;
6:
7: Phase II: Relay Selection
8: Construct VD according to Eq. (2);
9: while ∃vi ∈ VD s.t. Info(vi) == 0 do
10: for ∀vj ∈ VD do
11: if ∀vk ∈ I(vj)

⋂
VD, s.t. Info(vk) == 1 then

12: Remove vj from VD;
13: end if
14: end for
15: Calculate wA

j for ∀vj ∈ VD according to Eq. (3);
16: Find a set of nodes with the smallest wA

j in VD;
17: Calculate wO

j for all the nodes in the set according to Eq. (4);
18: if the set includes nodes in VD then
19: Pick a node vj , which has the smallest wO

j , from the intersection of the set
and VD;

20: else
21: Pick a node vj , which has the smallest wO

j , from the set;
22: end if
23: Add vj to VR;
24: Recalculate P ′

ro(vi) for ∀vi ∈ V according to Eq. (1);
25: ∀vk ∈ I(vj)

⋂
VD, set Info(vk) = 1;

26: end while
27: V E

R = VR;
28:
29: Phase III: Connected Rout Construction
30: while V E

R is not connected do
31: Calculate wA

j for ∀vj ∈ VS \ VR according to Eq. (3);
32: Find a set of nodes with the smallest wA

j in VS \ VR;
33: Repeat Line 17-24 ;
34: end while
35: Construct a BFS tree in VR starting from v0;
36: Remove the subtrees that do not contain the nodes in V E

R , from VR;
37: Recalculate P ′

ro(vi) for ∀vi ∈ V according to Eq. (1);
38:
39: Outputs:
40: Output the smallest BFS tree containing V E

R , maxP ′
ro(A), Nro, maxP ′

ro(O \ R),
and maxD;

construction. This means that the revised BFS algorithm does not choose un-
welcome users as relays but selects the destinations as relays when destinations
and outsiders are in the same level.
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In the simulation study, 100 nodes are randomly deployed in a 100 × 100
area. The source node v0 are deployed in the center of the area. 10 nodes are
randomly selected as the destinations, and another set of 10 nodes are randomly
selected as the unwelcome users. We assume that all the nodes have the same
communication range and the same set of available channels. The number of
available channels varies between 4 and 11. We set the edge weight wi,j as
the reciprocal of the number of available channels. The average node degree
is controlled by the communication range, which is set as 20. As a result, the
average node degree varies between 9.8 − 12.5 in the simulations. Note that we
only consider the simulated networks containing routes that can connect the
sources and the destinations without the help of the unwelcome users, during
the performance evaluation. Each reported result in Fig. 2(a), Fig. 2(b), and
Fig. 3 is the mean of 100, 000 instances.
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Fig. 2. Simulation results

Fig. 2(a) reports the performance of RILR in terms of the maximum over-
hearing probabilities of the unwelcome users and the outsiders. We can conclude
that increasing the number of available channels can help to reduce the overhear-
ing probabilities. This indicates that we can effectively reduce the probability
of information leakage to non-destination users by take the advantage of multi
available channels. Moreover, the proposed routing algorithm always outper-
forms the revised BFS algorithm in terms of overhearing probability. Regarding
the unwelcome users’ overhearing probability, which is the most important con-
cern in confidential information sharing, RILR can achieve an average of 12%
reduction in information leakage compared with the revised BFS algorithm as
shown in Fig. 2(b). Note that the outperformance of RILR increases along with
the increase of the number of available channels. The costs of the reduction in-
clude the increase in route length and the increase of the number of outsider
relays as shown in Fig. 3.
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Fig. 3. Number of nodes in the route

6 Conclusion and Future Research

In this paper, we propose a routing algorithm to reduce the probability of infor-
mation leakage during the wireless transmissions in social networks. Two routing
models, Trusted GroupMulticast and Confidential Unicast, are considered in this
paper. Through the simulations, the proposed RILR routing algorithm always
yields a lower overhearing probability compared with the BFS based routing
algorithm.

In our future work, we will study the routing problem of information leakage
reduction in more complex environments. For example, retransmissions, which
can increase the overhearing probability and can affect the values of wi,j , w

A
i , and

wOi , will be considered during the algorithm design. We will also add thresholds
to wAi and wOi during the relay selection so that the maximum overhearing prob-
ability can be controlled. Moreover, the scheme that can handle the case with
dynamic available channels will be proposed for the routing algorithm design.
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Abstract. Due to the limitation of radio spectrum resource and fast deploy-
ment of wireless devices, careful channel allocation is of great importance for
mitigating the performance degradation caused by interference among different
users in wireless networks. Most of existing work focused on fixed-width chan-
nel allocation. However, latest researches have demonstrated that it is possible to
combine contiguous channels for better utilizing the available channels. In this
paper, we study the problem of adaptive-width channel allocation in multi-hop,
non-cooperative wireless networks from a game-theoretic point of view. We first
present a strategic game model for this problem and demonstrate the existence
of Nash Equilibrium (NE) in an anarchical scenario. Since a NE is not an ideal
solution, we then propose AMPLE, a novel incentive approach to guarantee the
system performance at high level. Since the problem of channel allocation in
multiple collision domains is NP-complete, we first present an approximate al-
gorithm that gives an allocation with good system performance. We then design
a charging scheme that guarantees the system to converge to a Dominant Strat-
egy Equilibrium (DSE), in which it is to the best interest of each node to follow
the computed channel allocation, regardless how the others behave. Numerical
results verify that AMPLE does prevent nodes’ misbehavior, and achieves much
higher average system throughputs than anarchical NEs.

1 Introduction

Due to historical reasons, radio spectrum is manually divided into communication chan-
nels, and each channel is assigned to a specific application in a geographic area. For in-
stance, the commonly used IEEE 802.11 standard specifies several orthogonal channels
(e.g., 3 in IEEE 802.11b/g and 12 in IEEE 802.11a). Such static channelization pre-
vents the limited radio spectrum from being used efficiently [11, 15, 18]. Furthermore,
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the United States has completed its transition to fully digital television broadcasting
on June 12, 2009, and opened up unlicensed use of TV whitespaces that span 100-250
MHz of spectrum [1]. This raises the need for dynamic spectrum allocation.

Ranveer Chandra et al. [6] proposed that the width of IEEE 802.11-based commu-
nication channels can be changed adaptively in software by using commodity Wi-Fi
hardware. For example, two contiguous 20 MHz channels can be combined into a 40
MHz channel to provide higher bit-rate. Furthermore, the emergence of cognitive radio
makes it more convenient to adaptively utilize available radio spectrum. Although the
problem of channel allocation has been extensively studied in the literature, the feature
of adaptive-width channel has not been fully considered [22].

Since nodes equipped with cognitive radio can easily adapt themselves to operate
in any part of radio spectrum spaces, we can no longer assume that the nodes in the
network would follow the prescribed spectrum allocation protocol faithfully. The most
rational strategy for an individual node is to tune its wireless interface to the available
spectrum (channel), in which it can get the best payoff. However, such selfish behavior
may degrade the networks performance, due to inefficient channel allocation. In this
paper, we consider the problem of adaptive-width channel allocation in non-cooperative
wireless networks, where the participating nodes are always selfish and pursue their
own objectives. Wu et al. [22] presented an incentive scheme to guarantee the system to
converge to a state, in which system-wide throughput is optimized. However, their work
only applies to a single-hop network, wherein all transmissions on the same channel
will collide with each other. This limits the practical usage of the proposed incentive
scheme, because spatially well separated transmissions can work on the same channel
simultaneously. For example, in a large building, two well separated access points can
serve wireless users using the same channel. Therefore, we will study the problem of
adaptive-width channel allocation in multi-hop, non-cooperative wireless networks, and
propose our strong and practical solution.

To understand the impact of participating nodes’ selfish behavior, we first model the
problem of adaptive-width channel allocation as a strategic game, and study the Nash
equilibrium (NE) the system converge to, when there is no exogenous factor to influence
the nodes’ behavior. We introduce a simple algorithm to simulate selfish nodes’ behav-
iors, and to compute a NE the system may converge to. Although the algorithm cannot
enumerate all the possible NEs, its outputs provide us the following understanding of
the NE:

1. NE is not a strong equilibrium for all the players to comply with. In a NE scenario,
only under the assumption that all other players kept their equilibrium strategies
would a player of the game have incentives to keep its equilibrium strategy. Thus
NE does not provide strong incentives for the game player.

2. NE is usually not globally efficient, which means that the maximized system-wide
performance is not always achieved. So, even if the system converged to one of the
NEs, some player might benefit at the cost of system-wide performance degrada-
tion.

3. Although our algorithm finishes in O(nc) steps, where n is the number of nodes in
the network and c is the number of available channels, the convergence may take
extremely long time in practice.
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Therefore, NE is not an ideal solution to the problem of adaptive-width channel alloca-
tion, and we need to seek stronger solutions that can guarantee the system performance
at high level.

To achieve strong incentives and to maintain high system performance, we propose
an incentive scheme, namely AMPLE, that can guarantee the system converging to a
Dominant Strategy Equilibrium (DSE), a novel incentive approach to Adaptive-width
channel allocation in Multi-hop, non-cooPerative wireLess nEtworks. In game theory,
DSE is a solution much stronger than NE. For each node, instead of going through a
complicated decision process, simply picking its corresponding strategy in the DSE is
the best strategy, regardless of the others’ strategies. In the meanwhile, the system-wide
performance achieved in the DSE is guaranteed to be high.

The major contributions of this paper are as follows:

1. First, to our knowledge, we are the first to study the problem of adaptive-width
channel allocation in multi-hop, non-cooperative wireless networks. Our solution
is strong and practical.

2. Second, we present an algorithm to simulate the selfish behavior of the nodes. The
results of the algorithm show that there exist multiple NEs the system may converge
to. More importantly, NE is not a perfect solution concept to the problem studied
in this paper.

3. Third, we propose an incentive scheme that can guarantee the convergence of the
system to a Dominant Strategy Equilibrium (DSE), in which the system-wide per-
formance achieved in the DSE is guaranteed to be high.

The rest of the paper is organized as follows. In Section 2, we present our system model,
game model and some necessary concepts. In Section 3, we show the existence of NE in
anarchy. In Section 4, we propose AMPLE, as our solution to the problem. In Section 5,
we report the evaluation results. In Section 6, we give a brief review of the related work.
Finally, in Section 7, we conclude this paper and put forward potential future work.

2 Preliminaries

2.1 System Model

In this paper we consider a static wireless network with some access points. Each access
point is equipped with a radio interface and can provide data service within its coverage
area. Define N � {1, 2, 3, ..., n}. Figure 1(a) illustrates a proper example. There are
three access points (AC)A, B and C. The dotted circles are the coverage areas of those
ACs. In this scenario, A conflicts with C while not with B.

Given a set of channels donated by C � {1, 2, . . . , c}, we assume that the channels
are contiguous, orthogonal (non-interfering), and homogenous. Since the access points
need the channels to provide services to their customers, we want to efficiently allocate
the channels to the access points. Due to service quality requirement, we require that
the access points do not have any channel conflict with each other. By treating each
access point as a node in the graph, we set up a conflict graph G � (N,E), where
E represents the conflict edge set, e = (i, j) ∈ E means that j and i conflict with
each other.
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(a) An example showing conflic-
tion between access points.
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(b) Properties of the effective aggregate
throughput Th(c).

Fig. 1.

For any access point i ∈ N , We denote its allocated channel set by C(i).
We require that the channels allocated to an access point must be contiguous. An AC

can obtain a higher throughput by combining contiguous channels into a wider on Let
Th(c) represent the effective aggregated throughput of a channel with the bandwidth of
c original channels. As shown in [4], Th(c) is a concave non-decreasing function of c.
Figure 1(b) illustrates these properties of Th(c).

For a particular AC, it is able to combine contiguous channels, which are not con-
flicting with its neighbors. Thus its throughput is that of the combined channel.

Definition 1 (Longest Contiguous Segment (LCS)). Given an integer set A, a con-
tiguous segment is subset that requires the elements are contiguous. We defineLCS(A)
as the longest contiguous segment in A.

Based on this definition, we formulate the throughput of AC i as

Ti(s) = Th(|LCS(C[i])|).

2.2 Game Model

We model the adaptive-width channel allocation as a strategic game. In this game, we
treat the access points as players. We assume the players are rational and do not collude
or cooperate with each other. The strategy of player i ∈ N is its allocated channel set:

si � C(i).

In the rest of this paper, we use si and C(i) interchangeably.
The strategy profile s is a vector composed of all the players’ strategies,

s � (s1, s2, ..., sn)
T .

Conventionally, s−i represents the strategy profile of the other players except player i.
For a strategy profile s, let’s denote the throughput of player i by Ti(s). As mentioned

previously, the allocated channels of one player should be contiguous. If it selects some
separated channels that can not be combined, it can not fully utilize them.
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We then define a player’s utility. As in the literature (e.g. [8, 20, 26–28]), we assume
that there exists some kind of virtual currency in the system. In this paper, we define the
utility of player i as

ui(s) � αTi(s)− Pi(s), (1)

where α is a coefficient and Pi(s) represents the charge to player i for using channels.
Since a player cannot guarantee the quality of the service provided to its customers, we
let ui(s) � −Pi(s), when the player collide with one of its conflicting neighbors.

We then review some solution concepts from game theory used in this paper.

Definition 2 (Nash Equilibrium [17]). A strategy profile s∗ is a Nash Equilibrium of
a strategic game, if for any player i ∈ N and for any strategy si �= s∗i ,

ui(s
∗
i , s

∗
−i) ≥ ui(si, s

∗
−i). (2)

Definition 3 (Dominant Strategy Equilibrium [10, 17]). A strategy profile s∗ is a
dominant strategy equilibrium of a strategy game, if for any player i ∈ N , any strategy
s �= s∗ and any strategy profile of the other players s−i,

ui(s
∗
i , s−i) ≥ ui(si, s−i). (3)

3 Anarchical Nash Equilibrium

In this section, we show the existence of Nash Equilibrium (NE) in anarchy, when there
is no external factor to influence the players’ behaviors. Each player’s objective is to
maximize its own throughput and hence the utility of the player is

ui(s) = αTi(s), (4)

if it does not collide with its conflicting neighbors; otherwise

ui(s) = 0. (5)

3.1 Computing NE

The pseudo-code for computing a NE is showed in Algorithm 1. We first successively
allocate each node a random available channel (Line 1-7). We denote the set of adjacent
nodes to a node as

Adj[i] � {j|(i, j) ∈ E}.
Then, we check each node and update its allocated channel(s) if it can get its throughput
improved with the new allocation (Line 8-12). We repeat the above process until no
node can improve its throughput by jumping to another set of contiguous channels. We
denote the set of adjacent nodes to a node as

Adj[i] � {j|(i, j) ∈ E}.
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Algorithm 1. Computing a NE
Require: A conflict graph G = (N,E), a set of channels C = {0, 1, . . . , c− 1}.
Ensure: Channel allocation C[i] for any node i in N .
1: ∀i ∈ N,C[i] = Φ
2: for i ∈ N do
3: if C\ ⋃

j∈Adj[i]

C[j] �= Φ then

4: x := a random channel in C\ ⋃
j∈Adj[i]

C[j]

5: C[i] := {x}
6: end if
7: end for
8: repeat
9: for i ∈ N do

10: C[i] := LCS

(
C\ ⋃

j∈Adj[i]

C[j]

)
11: end for
12: until No C[i] can be changed.
13: return C[i], i ∈ N

3.2 Analysis

We prove the channel allocation strategy profile s∗ determined by C[i], i ∈ N , which is
computed by Algorithm 1, is a NE.

Theorem 1. The channel allocation strategy profile s� computed by Algorithm 1 is
a NE.

Proof. Since conflicting access points can not share any channel, the throughput of each
conflicting ones will be zero if they share some channels. Hence for any strategy profile
s and any player i in N , ui(s) = 0 if C[i] ∩

⋃
j∈Adj[j]

C[j] �= Φ.

If for a node i, we choose another C
′
[i]. Denote this new strategy by si. Let s =

(si, s
∗
−i). We distinguish two cases:

1. C
′
[i] ∩

⋃
j∈Adj[j]

C[j] �= Φ. This happens when Player i collides with its neighbors.

In this case, it is not able to utilize the channel, so ui(s) = 0 ≤ ui(s
∗).

2. C
′
[i]∩

⋃
j∈Adj[j]

C[j] = Φ. This means that Player i combines another set of channels.

Let D = C\
⋃

j∈Adj[i]
C[j]. On one hand, Algorithm 1 ensures C[i] = LCS(D).

On the other hand, C
′
[i] ⊆ D. So, |LCS(C′

[i])| ≤ |LCS(D)| = |C[i]|. Therefore
ui(s) ≤ ui(s

∗).

We can conclude that for any player i and for any strategy profile s = (si, s
∗
−i),

ui(s) ≤ ui(s
∗).

The result computed by Algorithm 1 is a NE. ��
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4 Design of AMPLE

NE is not an ideal solution concept. As we have mentioned, given a particular network
topology, there may exist many NEs and the global performance might vary in a wide
range in different NEs. Figure 2 illustrates an example of comparing two NEs.

Fig. 2. An example of comparing two NEs. The right one gives a better global throughput than
the left one, when there are 6 channels and 3 access points.

In this section, to cope with the weakness of NE, we propose our carefully designed
incentive scheme AMPLE. AMPLE consists of two components. One is an approxi-
mate algorithm that gives an allocation with good system performance. To stimulate
the access points to follow this allocation, the other part is a charging scheme to guar-
antee that following the computed channel allocation is the dominant strategy of each
access point. Thus AMPLE guarantees the system to converge to a Dominant Strategy
Equilibrium (DSE).

4.1 Channel Allocation

We now introduce our channel allocation algorithm. Our procedure can be divided
into two phases. The first phase (Algorithm 2) converts the original conflict graph
G � (N,E) into a directed acyclic graph G̃ � (N, Ẽ). Based on G̃, the second phase
(Algorithm 3) specifies the channels allocated to each node.

Constructing G̃. In this phase, we convertG into a directed acyclic graph G̃ = (N, Ẽ).
The pseudo-code is listed in Algorithm 2.

Based on nodes’ degrees, we divide N into several independent sets and give each
node an order to represent which set it is in (Line 1-9). Let Ord(i) represent the order
of node i. The loop iteratively finds a node i of maximal degree, remove i and its
edges. If i’s degree is equal to that of last node j, indicating that i and j do not share
an edge (or j is not with maximal degree), then let Ord(i) := Ord(j). Otherwise,
let Ord(i) := Ord(j) + 1. We record the maximal order as O . Next we construct
the directed acyclic graph G̃ = (N, Ẽ) based on the nodes’ orders (Line 10-17). For
any edge (i, j) in E, if Ord(i) < Ord(j) then we add 〈j, i〉 to Ẽ; otherwise we add
〈i, j〉 to Ẽ.
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Algorithm 2. Converting the original conflict graph G into a directed acyclic graph G̃
Require: G = (N,E)
Ensure: G̃ = (N, Ẽ), O , {Ord(i)|i ∈ N}
1: O := 0
2: while G �= Φ do
3: O := O + 1
4: d := the degree of G
5: while G contains a node ω of degree d do
6: Ord(ω) = O
7: Remove ω and all the edges linking ω from G
8: end while
9: end while

10: Ẽ := Φ
11: for e := (i, j) ∈ E do
12: if Ord(i) < Ord(j) then
13: Ẽ := Ẽ ∪ {〈j, i〉}
14: else
15: Ẽ := Ẽ ∪ {〈i, j〉}
16: end if
17: end for
18: return G̃ = (N, Ẽ), O , {Ord(i)|i ∈ N}

Allocating Channels. We then show the details in Algorithm 3, which computes the
channel allocation.

For any node i ∈ N , we define

prev(i) � {s ∈ Ñ |〈s, i〉 ∈ Ẽ}. (6)

We first initialize L(i) (Line 1-9). Here L(i) is a label which we subsequently use to
identify its channels. We give each node a label as the minimal element in
N\

⋃
j∈prev(i)

{L(j)}. In the loop, we record the maximal L(i) as L (Line 6).

In line 10-18, we give each node an original set of channels based on L(i). If |C| <
L + 1, we give each node that satisfies L(i) < |C| one channel (Line 12). Otherwise
we give each node �L(i)|C|/(L + 1)� channels (Line 16).

Similar to Algorithm 1, we then amend the allocation and try to broaden the nodes’
channels (Line 19-23).

We show an example of the allocation algorithm in Figure 3.

Time Complexity. For Algorithm 2, constructing G̃ takes O(|N ||E|) time. In Algo-
rithm 3, calculating L(i) takes O(|N |) time; computing the original channels takes
O(|N |) time; in the worst situation, amending the channels takes O(|N ||C|) time. In
sum the upper bound of the time complexity is O(|N ||E|+ |N ||C|).

4.2 Design of Charging Scheme

As we have mentioned, NE does not provide a perfect solution to the problem of adap-
tive width channel allocation. In this section, we propose a charging scheme to make the
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Algorithm 3. Computing the allocation

Require: C, G̃ = (N, Ẽ), O , {Ord(i)|i ∈ N}
Ensure: {C(i)|i ∈ N}
1: L := 0
2: for k := O downto 1 do
3: for i ∈ N s.t. Ord(i) = k do

4: L(i) := min

{
N\ ⋃

j∈prev(i)

{L(j)}
}

5: if L(i) > L then
6: L := L(i)
7: end if
8: end for
9: end for

10: if |C| < L + 1 then
11: for i ∈ N s.t. L(i) < |C| do
12: C(i) := {L(i)}
13: end for
14: else
15: for i ∈ N do
16: C(i) := {�L(i)|C|

L+1
�, . . . , � (L(i)+1)|C|

L+1
� − 1}

17: end for
18: end if
19: repeat
20: for i := 0 to n− 1 do
21: C[i] := LCS(C\ ⋃

j∈Adj[i]

C[j])

22: end for
23: until No C[i] is changed.
24: return {C(i)|i ∈ N}

system converge to an equilibrium state, called Dominant Strategy Equilibrium (DSE).
This scheme is proposed for two objectives:

1. The charging scheme surely triggers the system’s convergence to a DSE, which
is a stable state that all the players follows the allocation proposed computed by
AMPLE.

2. The charge should be rational and as little as possible. This is because a big or even
tremendous charge or punishment would lead no player join the scheme. Exactly as
a forfeit of one million dollars for a small mistake like not handling the homework
on time is not adopted in real life. An unreasonable charge scheme would strip the
significance of the scheme.

Donate the strategy profile determined in Algorithm 3 by s∗. We next introduce a
charging formula, which is a virtual currency [8, 20, 26–28] to incentive the players’
behaviors.
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(a) The original conflict graph
G = (N,E).

(b) Divide the nodes into 4
independent sets. Here dotted
lines are the edges in E. (Line
1-9 in Algorithm 2)

(c) Construct G̃ = (N, Ẽ).
This step constructs the di-
rected edges from nodes
in higher order to nodes in
lower order (Line 10-17 in
Algorithm 2)

(d) Calculate L(i) to each node.
(Line 1-9 in Algorithm 3)

(e) Calculate C(i) to each node
(Line 10-23 in Algorithm 3).

Fig. 3. An example of the allocation algorithm for 6 access points and 6 channels. (N =
{0, 1, 2, 3, 4, 5}, C = {0, 1, 2, 3, 4, 5})

Definition 4 (Charging formula). For any player i and any strategy profile s =
(si, s−i), the charge of player i is

Pi(s) � α (Ti(s
∗
i , s−i)/2 + Th(|s∗i \si|) +A) , (7)

where

A =
|si\s∗i |Th2(|si|)

4(Ti(s∗i , s−i) + Th(|s∗i \si|))
. (8)

For Pi(s), the first term Ti(s
∗
i , s−i)/2 is an essential part of charge. The second term

Th(|s∗i \si|) and the third termA together forms an external part of charge. This external
part treats as a punishment, an additional charge. When the player obeys s∗i , this part
is zero, which means no penalty is imposed. However, when it does not obey s∗i and
behave si, this part varies and increase higher than the additional utility obtained by si.

Then, we prove the strategy profile s∗ is a DSE.

Theorem 2. The channel allocation strategy profile s∗ computed by Algorithm 3 is a
DSE under the charging scheme.

Proof. For any profile s = (si, s−i), the utility of player i, ui(si, s−i) is
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ui(si, s−i) = α(Ti(si, s−i)− Pi(s)). (9)

If i chooses s∗i as its strategy,

ui(s
∗
i , s−i) = α (Ti(s

∗
i , s−i)/2) . (10)

Omitting the coefficient α,

1/α(ui(s
∗
i , s−i)− ui(si, s−i))

=Ti(s
∗
i , s−i)− Ti(si, s−i) + Th(|s∗i \si|) +A

=Ti(s
∗
i , s−i)− Ti(si, s−i) + Th(|s∗i \si|) +

|si\s∗i |Th2(|si|)
4(Ti(s∗i , s−i) + Th(|s∗i \si|))

≥− Ti(si, s−i) + 2

√
(Ti(s∗i , s−i) + Th(|s∗i \si|))Th2(|si|)

4(Ti(s∗i , s−i) + Th(|s∗i \si|))
=− Ti(si, s−i) + Th(|si|)
≥0,

(11)

we have
ui(s

∗
i , s−i) ≥ ui(si, s−i). (12)

Therefore we conclude that s∗ is DSE. ��

5 Numerical Results

We implement AMPLE and evaluate its performance using network simulations. The
objective of our simulations is twofold. One is to test the performance of our channel
allocation algorithm’s outputs, which is the system-wide throughput. Since no proper
existing works are comparable to our system, this evaluation compares the system-wide
throughput achieved by anarchical NE and AMPLE’s DSE. The other one is to verify
that the system indeed converge to the DSE when AMPLE is used.

5.1 Simulation Methodology

In the simulation experiments, we use a basic CSMA/CA protocol with binary slotted
exponential back-off as the MAC layer protocol. Following [22], the parameters used
for the experiments are listed in Table 1.

Metrics: We evaluate two quantitative values as metrics in this paper:

1. Utility: Utility is the difference between the player’s valuation on throughput and
charge for using the channels. This metric reflects the impacts of a player’s behavior
on its own.

2. System-wide throughput: It is the sum of all the players’ throughputs. This metric is
used to measure the effectiveness of our design on the performance of the channel
allocation game.
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Table 1. Parameters used to obtain numerical results

Packet Payload 1450 bytes
PHY&MAC Header 50 bytes
ACK Packet Size 30 bytes
Minimum Contention Window 32
Number of Backoff Stages 5
Original Channel Bit Rate 1 Mbps
Propagation Delay 1 μs
Slot Time 50 μs
SIFS 28 μs
DIFS 128 μs
ACK Timeout 300 μs

5.2 Performance

In this set of simulations, we evaluate the system-wide throughput of AMPLE and an-
archical NE.

In the first simulation, we assume there are 20 access points and 12 channels. We
set the degree of each point ranges from 3 to 5 and obeys a binomial distribution
(∼ Bin(20, 0.2)), in which the average degree is 4. The first simulation is repeated 104

times. In each run, we generate a conflict graph, execute and record the system-wide
throughputs of AMPLE and anarchical NE. Due to the limitation of space, we show
the results of the first 50 runs in Figure 4. From Figure 4, we can observe that AMPLE
gives relatively higher throughput than anarchical NE. Although anarchical NE gets
higher throughput some times (almost twice every 25 runs), the average system-wide
throughput of AMPLE is better than that of the anarchical NE. From this evaluation,
the average ratio of the system-wide throughputs between AMPLE and anarchical NE
is 1.1457, showing that AMPLE achieves an average of 15% higher throughput than
that of anarchical NE.

In the second evaluation, we fix the number of access points at 20, and vary the
number of channels among 3, 6, 8, and 12. Other settings are the same as the first
evaluation. In this evaluation, we repeat each simulation until the convergence level
10−4 is reached.
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Fig. 4. The result of the first 50 runs of the simulation measuring the system-wide throughputs of
AMPLE and anarchical NE. In each run, there are 20 access points and 12 channels.
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(a) The results of system-wide throughput
achieved by AMPLE and anarchical NE when
there are 3, 6, 8, and 12 channels and 20 access
points. The height of the bar show the average
throughput, and the error-bar shows the stan-
dard deviation of the measured results.
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(b) The results of system-wide throughput
achieved by AMPLE and anarchical NE when
the total of access points varies from 5 to 50.
The number of channels is 12.
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(c) The results of channel utilization achieved
by AMPLE and anarchical NE when the total of
access points varies from 5 to 50. The number
of channels is 12.
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(d) The results of system-wide throughput
achieved by AMPLE and anarchical NE when
node degree varies from 1 to 20.

Fig. 5. Experiment results for the first to the forth evaluations

Figure 5(a) illustrates the results. We can see that AMPLE always achieves higher
system-wide throughput than anarchical NE does. At the same time, the standard devia-
tions of AMPLE’s results are also relatively smaller, which shows that the performance
of AMPLE is more stable.

In the third evaluation, we vary the number of access points, while fixing the number
of channels at 12. We simulate the number of access points from 5 to 50. Other settings
are the same as the first simulation. In this evaluation, we also repeat each simulation
until the convergence level 10−4 is reached.

Figure 5(b) shows that both the system-wide throughput of AMPLE and anarchical
NE increase with the number of access points. However, AMPLE’s throughput is larger
than that of anarchical NE, and the gap between AMPLE and anarchical NE grows with
the number of nodes.

We also record the average utilization of a channel in the third evaluation. Here,
channel utilization means the average number of access points allocated to each chan-
nel. Figure 5(c) shows that the channel utilization of AMPLE is always higher than that
of anarchical NE.
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In the forth evaluation, we vary the average degree of the access points from 1 to
20, while the other settings are the same as the first simulation. Figure 5(d) shows that
the system-wide throughput of both AMPLE and anarchical NE decreases when the
network become more and more denser. However, AMPLE still always achieve better
average system-wide throughput than anarchical NE.
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Fig. 6. The utility of a player when it follows or deviates from the channel allocation computed
by AMPLE

5.3 Truthfulness of AMPLE

In this set of evaluations, we assume that 20% players are not following the channel
allocation computed by AMPLE. We assume there are 12 channels, 20 players, and the
average degree of the access points is 4. In each run, we randomly pick 4 misbehaving
access points and let them deviate from the channel allocation computed by AMPLE.
Then we record the utility got by a fifth access point in 50 runs.

Figure 6 shows that the utility of a player when it follows or deviates from the channel
allocation computed by AMPLE. We can observe that following the computed channel
allocation is always no worse than that of deviating from it. Besides, the utility when
following the scheme is always positive while the utility when deviating it is usually
negative. So when AMPLE is used, the incentives for following the computed channel
allocation is always guaranteed, no matter what the other players do. This result veri-
fies that players cannot benefit by deviating from the channel allocation computed by
AMPLE, when our charging scheme is used. Therefore, the convergence to the DSE is
guaranteed on our charging scheme.

6 Related Work

In this section, we review the related work in this field. Felegyhazi et al. [9] first pro-
posed a game model for the static multi-radio multi-channel allocation. Wu et al. [24]
later put forward a mechanism to converge the multi-radio multi-channel allocation
game to the strongly dominant strategy equilibrium (SDSE). They both only consid-
ered the problem in a single collision domain which is different from the scenario we
consider in this paper. Recently, a number of strategy-proof auction-based spectrum al-
location mechanisms (e.g., TRUST [30], SMALL [23], and VERITAS [29]) have been
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proposed to solve the problem in multiple collision domain. An important relevant work
on channel allocation game is [12], in which the authors modeled it as a graph coloring
problem and discussed the price of anarchical state under various topology conditions.
However, none the the above work considers adaptive-width channels. A latest work by
Wu et al. [22] discussed the allocation in adaptive-width channels. However, it is only
valid in a single collision domain as well.

In wireless networks, the game theory is also applied to study problems such as me-
dia access. For example, MacKenzie et al. [14] studied the behaviors of selfish nodes
in Aloha networks. Later, Cagalj et al. [5] and Konorski [13] utilized game-theoretic
approaches to investigate the media access problem of selfish behavior in CSMA/CA
networks. Nie and Comaniciu [16] proposed a game theoretic framework to study the
behavior of cognitive radios for distributed adaptive spectrum allocation in cognitive
radio networks. Some other relevant works on incentive-compatibility in wireless net-
works are [2, 3, 7, 8, 19–21, 25–28].

7 Conclusion and Future Work

In this paper, we proposed an approach for adaptive-width channel allocation in multi-
hop, non-cooperative wireless networks. We first gave an algorithm to compute an effi-
cient channel allocation, and then presented a charging scheme to guarantee that it is to
the best interest of each player to follow the computed channel allocation. Evaluation
results showed that our approach achieved good performance. As for future work, there
can be several potential directions. One of the possible direction is to consider the case,
in which the access points can be carefully to partially overlapping channels.
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Abstract. The rapid spread of residential broadband connections and
Internet-capable consumer devices in home networks has changed the
landscape of Internet traffic. To gain a deep understanding of Internet
traffic for home networks, this paper develops a traffic monitoring plat-
form that collects and analyzes home network traffic via programmable
home routers and traffic profiling servers. Using traffic data captured
from real home networks, we present traffic characteristics in home net-
works, and then apply principal component analysis to uncover temporal
correlations among application ports. To the best of our knowledge, this
paper is the first study to characterize network traffic of Internet-capable
devices from inside home networks.

1 Introduction

In recent years, the rapid growth of Internet-capable devices in the home and
residential broadband access has driven the rising adoptions of home networks.
The availability of home networks not only creates new application opportunities
such as remote health care and Internet television, but also changes the distri-
bution of Internet traffic, e.g., a recent study shows that video streaming via
Netflix accounts for 32.7% of peak downstream traffic in United States [1]. As
home networks become an important part of the Internet ecosystem, it is very
crucial to understand network traffic between the Internet and home networks
as well as the traffic exchanged within home devices.

Most home users lack technical expertise to manage the increasingly compli-
cated home networks, and an extensive body of research have focused on how to
simplify network management tasks for home users [2–6]. Several recent studies
have been devoted to understanding traffic characteristics of home networks us-
ing aggregated and sampled traffic collected from edge routers in Internet service
providers [7–9]. However, these measurement studies stand from the perspective
of outside home networks, thus lack the visibility of what is happening in home
networks. The in-depth understanding of home network traffic could aid home
users in effectively securing and managing home networks.
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In this paper we focus on understanding traffic characteristics in home net-
works. Towards this end, we first develop a traffic monitoring platform that col-
lects network flow streams via traffic profiling servers and programmable home
routers that connect home networks and the Internet via home gateways such as
DSL or cable modems. Using traffic data collected from real home networks, we
analyze traffic patterns of connected devices in home networks, and characterize
the volume, behavior and temporal features of home network traffic.

Our findings on temporal characteristics of application ports lead us to explore
principal component analysis (PCA) to uncover temporal correlations among
these ports. The experiment results show that there indeed exist several appli-
cation port clusters in home networks with each cluster exhibiting distinct traffic
patterns. For example, one cluster consists of major canonical applications in-
cluding 80/TCP (HTTP), 443/TCP (HTTPS), 53/UDP (DNS), while another
cluster contains a group of unknown ports with all traffic sent to temporary
servers running on Amazon Elastic Compute Cloud (Amazon EC2). Closer ex-
aminations reveal that all the traffic in the latter cluster are associated with
suspicious activities.

The contributions of this paper are two-fold. First, we develop a traffic mon-
itoring platform that automatically collects, analyzes and makes sense of net-
work traffic for Internet-capable devices in home networks. Secondly, we present
traffic characteristics of home networks, and apply principal component anal-
ysis to uncover temporal correlations among application ports. To the best of
our knowledge, this paper is the first study to characterize traffic patterns of
Internet-capable home devices from the inside perspective.

The remainder of this paper is organized as follows. Section 2 describes the
traffic monitoring platform we developed for home networks, while Section 3
presents the basic characteristics of home network traffic, and applies princi-
pal component analysis to uncover temporal correlations of application ports in
home network traffic. Section 4 discusses related work, and Section 5 concludes
this paper and outlines the future work.

2 Traffic Monitoring Platform for Home Networks

To understand what is happening in home networks, we develop a real-time
behavior monitoring platform to collect and analyze network traffic for Internet-
capable devices in the home [10]. The monitoring platform captures network
traffic via programmable home routers, which connect home networks with the
Internet through home gateways such as cable or DSL modems. Using a Linux
distribution for embedded devices, OpenWrt [11], we configure a programmable
home router and export network flows traversing through all the interfaces of
the router to a traffic profiling server running in the same home network. The
continuous network flows, aggregated from IP packets, contain a number of im-
portant features for our traffic analysis including the start and end time-stamps,
source IP address (srcIP), destination IP address (dstIP), source port number
(srcPort), destination port number (dstPort), and protocol, packets and bytes.
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Many host-based monitoring systems are also able to collect these traffic flows on
individual devices, e.g., Windows and Linux machines, however such host-based
approaches are very difficult to deploy across all the possible devices due to the
high heterogeneity of Internet-capable devices in the home.

Compared with incoming and outgoing traffic of home networks, the overhead
of transferring flow data from programmable home routers to traffic profiling
servers is not significant. Figure 1 shows the overhead of collecting traffic data
from programmable home routers (top figure), the bandwidth usages of outgoing
traffic (middle figure) and incoming traffic (bottom figure) of one home network
that deploys the platform. As shown in the top figure, the network flow data
exported by home routers consumes less than 4Kbps bandwidth, which is much
smaller than outgoing and incoming traffic illustrated in the middle and bottom
graphs. In general, the network bandwidth usage of incoming traffic towards
home networks is larger than that of outgoing traffic, as most of Internet ac-
tivities in these home networks are Web browsing, email communications, and
video streaming.

The availability of the traffic monitoring platform makes it possible for us to
analyze data traffic exchanged between home devices and Internet end hosts,
as well as data traffic exchanged among home network devices. Making sense of
these traffic could not only assist home users in understanding what is happening
in home networks, but also help detect anomalous traffic towards home networks
or originating from compromised home devices. In the next section, we will use
traffic data collected from real home networks that deploy the traffic monitoring
platform to characterize network traffic of Internet-capable home devices from a
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Fig. 1. Bandwidth usage of data collection (top figure), outgoing traffic (middle figure)
and incoming traffic (bottom figure) of home networks



Characterizing Home Network Traffic: An Inside View 63

variety of traffic information including volume features measured by the numbers
of flows, packets and bytes, social features through analyzing IP addresses and
application ports, and temporal dynamics of these traffic. Each of these traffic
features captures the behavior of home devices from a unique perspective. Com-
bined together, they provide a broad picture of home network traffic, and more
importantly, reveal interesting traffic activities in home networks.

3 Characterizing Home Network Traffic

In this section, we first describe data-sets used in this study and present the
general characteristics of home network traffic. Subsequently, we explore prin-
cipal component analysis to analyze temporal correlations among application
ports for uncovering clusters of application ports sharing significant temporal
patterns in network traffic.

3.1 Datasets

The traffic data used in this study is collected from two home networks (home
network A and home network B) that deploy our traffic monitoring platform
during one-month time span from 09/12/2011 to 10/12/2011. The numbers
of total devices in home networks A and B are 6 and 3, respectively. Figure 2
shows the number of online devices in home network A over time. As illustrated
in Figure 2, the number of online devices in home network A observed during
5-min time bins varies from 0 to 6, reflecting Internet usage patterns of these
devices during this one-month time period. Note that the number of home de-
vices remaining above 1 between 09/12 and 09/28 is due to a probing program
continuously running on one home device to measure end-to-end performance to
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Fig. 2. The number of online devices in the home network A over time
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a number of distributed servers. These devices collectively have communicated
with over 4, 800 unique end hosts on the Internet from 529 different autonomous
systems (ASes) during this period. Similarly, the devices in home network B
collectively communicate with over 4, 400 end hosts from 726 ASes.

3.2 Traffic Characteristics

We study the traffic characteristics of home networks by firstly examining IP
addresses and application ports over time, since they reflect whom do home de-
vices communicate with and what applications do home devices use. Figures 3[a-c]
illustrate the numbers of unique destination IP addresses, unique source ports
and unique destination ports for the outgoing traffic during 5-min time bins over
time, respectively.

Our first interesting observation lies in the large number of unique destina-
tion IP addresses during 5-min time bins, as shown in Figure 3[a]. Closer ex-
amination revealed that a single visit to a major content-rich Web portal could
trigger tens of TCP connections to different Web servers, and the large num-
ber of destination IP addresses actually correspond to legitimate Web servers
visited by home users. For example, our empirical experiment of visiting the
front page of www.cnn.com with a Firefox browser finds that loading the entire
page requires the browser to talk with 18 different IP addresses from a variety
of Internet service and content providers including Facebook (social network
site), Google (search engine), Limelight Networks (content deliver network),
Rackspace Hosting (cloud service provider), Valueclick (online advertising),
and cnn itself.

The second observation from Figure 3 is that the number of unique destination
ports for outgoing traffic in home networks is far less than that of unique source
ports. The small number of destination ports in outgoing traffic provides a simple
and natural classification on home network traffic, thus we follow a port-driven
approach for further traffic analysis. Specifically, we separate outgoing traffic
flows into distinct groups based on their destination ports in order to gain an
in-depth understanding on network traffic of each individual destination port.
Similarly, we group incoming traffic flows into distinct groups based on their
source destination ports.
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Fig. 3. The number of unique IP addresses and ports in outgoing traffic for home
network A over time
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Figures 4[a][b] illustrate the temporal frequency of all destination ports for
home network A and B during one-month time period, respectively. It is in-
teresting to find three types of temporal patterns among these ports. The first
type of destination ports are consistently observed during all days. For exam-
ple, port 80/TCP is observed in all days during the one-month period in both
networks. The second type of ports are observed during several days, while the
last type includes ports that are only observed in one or two days suggesting
these infrequent ports might be associated with unusual or anomalous traffic.
Similar observations hold for the source ports in the incoming traffic towards
home networks. More interestingly, Figures 4[a][b] also reveal temporal corre-
lations among groups of applications ports that consistently show up around
approximately the same times. This observation motivates us to explore cor-
relation analysis techniques to understand the reasons behind such temporal
correlations.
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Fig. 4. Time-series observations of destination ports in outgoing traffic

3.3 Temporal Correlation Analysis of Application Ports

To explore temporal correlation among application ports in home networks, we
propose to use principal component analysis (PCA) to analyze traffic patterns
of network applications. PCA is a widely used technique in network traffic anal-
ysis [12, 13] due to its ability of analyzing multivariate data and locating inter-
related variables [14].

Let p and t denote the total number of ports observed in the data and the
total number of time bins. Our initial step is to construct a p×t matrixX , where
xi,j denotes the total number of network flows for the destination port i (i =
1, 2, . . . , p) in the outgoing traffic (or the source port i in the incoming traffic)
during the j-th (j = 1, 2, . . . , t) time period. The vector xi

T reflects a time-series
of observations for the application port i. Next we obtain the covariance matrix
S, p non-decreasing ordered eigenvalues, λ1, λ2, . . . , λp, and the corresponding
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eigenvectors α1, α2, . . . , αp, where where sab is the covariance of two application
ports a and b, and Sαi = λiαi, for 1 ≤ i ≤ p.

The p principal components of the matrix X can be derived by projecting the
matrix onto the p eigenvectors, i.e., PCi = αTi X , i = 1, 2, . . . , p. As var(PCi) =
var(αTi X) = αTi X ·XTαi = αTi Sαi = λαTi αi = λi, the variance captured by the
i-th principal component is essentially the i-th eigenvalue λi.

PCA transforms the space of the p observed variables in the original matrix
X into a new space of p principal components {PCi}, i = 1, 2, . . . , p. Figure 5
shows the distribution of the eigenvalues using the matrix constructed with the
one-month traffic data from home network A. As shown in Figure 5, a few largest
eigenvalues account for the majority of the variance in the original matrix, sug-
gesting that the corresponding top principal components capture most variances.
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Fig. 5. Eigenvalue distribution of the matrix constructed with the one-month traffic
data for home network A

Thus, the final step of the PCA process is to project the original data-set onto
a subspace with a smaller dimensionality to get approximate representations
while retaining the majority of the variance in the original data-set. Specifically,
we require that the largest m eigenvalues that are larger than a fixed threshold
such that each selected principal component captures a non-trivial variance in
the original data-sets. In the experiment, we use 5% of the total variances as the
threshold for determining the value of m.

The principal component PCi can also be represented as: PCi = αTi X =
[αi1x1+ . . .+αipxp]

T = [
∑p

j=1 αijxj ]
T , where αij , j = 1, . . . , p, is the coefficient

of xj for PCi. The coefficient value αij reflects the contribution or influence of
the application port j to the variance obtained by the i-th component. Such re-
lationship between principal components and observed variables leads to the dis-
covery of a cluster of application ports that contribute similar influence towards
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the same principal components because of the inherent temporal correlations
among these ports. As a result, we group the application ports that contribute
similar high influence towards the variance of each of the top principal compo-
nents into a distinct srcPort cluster for incoming traffic (or a dstPort cluster
for outgoing traffic). In other words, PCA discovers the clusters of application
ports that exhibit significant correlations in the temporal traffic patterns.

Table 1 lists the membership of the 6 dstPort clusters discovered via the prin-
cipal component analysis using one-month traffic data collected in home network
A. Cluster1 includes port 43/TCP and consecutive ports 33435-33440/UDP.The
in-depth analysis shows that the flows associated with 43/TCP are legitimate
whois traffic towards Team Cymru IP to AS mapping service, while all traffic
associated with ports 33435-33440/UDP were sent towards an unknown server
and failed to get response from the server. The legitimate traffic on port 43/TCP
and suspicious traffic on 33435-33440/UDP were observed during the same time
window, which explain these seven ports to be grouped as a single dstPort clus-
ter. Although Cluster1 includes a service port 43/TCP, the majority of ports,
33435-33440/UDP, does reflect anomalous traffic activity from one home net-
work device. Cluster2 includes four canonical ports (i.e., DNS, HTTP, HTTPS,
and NTP), which are used by home network devices on a daily basis and thus
naturally form a dstPort cluster.
Cluster3 includes three consecutive ports 16384-16386/UDP, which was sent

by the FaceTime video calling application on an iPhone device. This cluster
indicates that many user-installed applications or vendor-installed applications
could use non-traditional ports for data communications with end hosts on the
Internet. Such practices make it more challenging to differentiate anomalous or
legitimate traffic on unusual ports. Cluster4 includes three ports, i.e., 843/TCP,
1200-1201/TCP. Closer examinations reveal that a Windows laptop communi-
cated with seven different instances in Amazon EC2 Cloud on these three ports
simultaneously during 9 different days over the first two weeks. As home users
are not aware of any application involving these ports and servers, these traf-
fic is likely sent by a malware on the compromised laptop. Cluster5 includes
two ports 1863/TCP and 7001/UDP used by Windows MSN messenger, while
Cluster6 includes two ports 993/TCP and 5223/TCP, which are used by GMail
and Apple Push Notification service running on the iPhone device that connects
to the home network over Wi-Fi.

These experiment results with real home network traffic confirm that there in-
deed exist a variety of dstPort clusters that group applications ports with strong
temporal correlations. Some of these clusters, e.g., Cluster1 and Cluster4 in Ta-
ble 1, even lead to surprising findings on suspicious network traffic originating
from home network devices that might be compromised by Internet malwares.
Therefore, characterizing network traffic for Internet-capable devices in the home
could not only provide valuable insight on behavior patterns of these connected
devices, but also help improve the security and management of home networks.
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Table 1. dstPort clusters discovered via PCA on temporal correlation

dstPort Port Application User-aware
Cluster Number

1 43/TCP whois Yes
33435/UDP unknown No
33436/UDP unknown No
33437/UDP unknown No
33438/UDP unknown No
33439/UDP unknown No
33440/UDP unknown No

2 53/UDP DNS Yes
80/TCP Web/HTTP Yes
123/UDP NTP Yes
443/TCP Web/HTTPS Yes

3 16384/UDP FaceTime Yes
16384/UDP FaceTime Yes
16386/UDP FaceTime Yes

4 843/TCP unknown No
1200/TCP unknown No
1201/TCP unknown No

5 1863/TCP MSN Yes
7001/UDP MSN Yes

6 993/TCP IMAP over SSL Yes
5223/TCP AppPush Yes

Notification Service

4 Related Work

Unlike enterprise networks which have dedicated network professionals to man-
age and operate the networks, securing home networks has been a considerable
challenge, as most home users do not have sufficient technical expertise and
knowledge to manage and secure the networks [15]. As a result, connected de-
vices in home networks are targets and victims of virus, worms, and botnets, and
become a major source of spams and a part of botnets. In [16], Feamster pro-
poses to outsource the management and operations of home networks to a third
party that has expertise of network operations and security management. In [17],
Yang et al. study network management tools that are currently deployed in home
networks via interviewing 25 home networks users, and report user experiences
of these network management tools. To aid in troubleshooting and managing
home networks, [18] proposes to build a home network data recorder system as
a general-purpose logging platform to record what is happening in home net-
works. Many researches have also focused human computer interactions in home
networks [2–4], troubleshooting and diagnosis [5, 6], and broadband network
sharing among different Internet service providers [19].

Home network performance has recently drawn significant attentions from
the research community. A recent work [20] performs controlled experiments
in a lab environment for evaluating the impact of home networks on end-to-end
performance of end systems. In addition, several commercial or open source tools
have been developed for measuring and diagnosing Internet properties of end
users. For example, Netalyze [21], a network measurement and diagnosis service,
tests a wide variety of functionalities at network, transport and application layers
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for end users’ Internet connectivity in edge networks such as home networks.
Kermit, a network probing tool, was developed in [22] to visualize the broadband
speed and bandwidth usage for home users. [23] measures and analyzes the
behavior characteristics of a variety of home gateways such as DSL and cable
modems, including NAT binding timeout, throughput, and protocol support, and
their influence on network performance and user experience. A recent work [24]
measures network access link performance directly from home gateway devices,
and has inspired us to characterize network traffic from inside home networks
through programmable home routers.

As residential broadband users continue to grow, many studies have been
devoted to measure and characterize residential broadband networks [7–9]. How-
ever, all of these studies stand from outside home networks, and lack the visi-
bility of the home networks, such as home network architecture, diversity of end
hosts. For example, [7] examines the growth of residential user-to-user traffic in
Japan, a country with a high penetration rate of residential broadband access,
and studies the impact of these traffic on usage patterns and traffic engineer-
ing of commercial backbone networks. In addition, [8] studies several properties
of broadband networks, including link capacities, round-trip times, jitter, and
packet loss rates using active TCP and ICMP probes, while [9] passively collects
packet-level traffic data of residential networks at aggregated routers of a large
Internet service provider, and analyzes dominant characteristics of residential
traffic including network and transport-level features, prominent applications,
and network path dynamics. Different from these prior work, this paper lever-
ages the availability of traffic flows exported from programmable home routers,
and presents the first study of traffic characteristics of Internet-capable devices
in home networks.

5 Conclusions and Future Work

In light of the rapid growth of home networks, this paper develops a traffic moni-
toring platform to collect and analyze network traffic for Internet-capable devices
in home networks. Relying on programmable home routers that connect home
networks to the Internet, we first collect network flow streams to traffic profiling
servers. Subsequently, we analyze traffic characteristics of home networks, and
use principal component analysis to uncover distinct clusters of application ports
with temporal correlation. We are currently developing privacy-preserving data
collection capacity into the traffic monitoring platform, so that we could deploy
the platform into a large number of home networks to demonstrate its benefits
in managing and securing home networks.
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Abstract. Due to users’ fast-growing demands, wireless spectrum is becoming
a more and more scarce resource. However, the state of spectrum usage shows
that while large chunks of spectrum are left idle at many places, many emerging
wireless applications cannot get enough spectrum to provide their services. In
contrast to existing truthful mechanisms for channel redistribution, which achieve
strategy-proofness at the price of lowered system performance, we propose
SHIELD, which not only guarantees strategy-proofness in the process of channel
redistribution, but also achieves high system performance. Our evaluation results
show that SHIELD outperforms the existing mechanisms, in terms of spectrum
utilization and user satisfaction ratio. Here, channel utilization represents the av-
erage number of radios allocated to channels, and buyer satisfaction ratio shows
the percentage of buyers who get at least one channel in the auction.

Keywords: Wireless Network, Channel Allocation, Mechanism DesignWireless
Network, Channel Allocation, Mechanism Design.

1 Introduction

As the fast development of the communication technologies, the spectrum is becom-
ing a more and more scarce resource. It is expected that global mobile data traffic will
increase 26-fold between 2010 and 2015 [5]. To adapt the fast growth of data traf-
fic over wireless links, next generation wireless applications need more spectrum to
carry their services. However, traditional spectrum management makes new wireless
network applications face the plight of increasingly scarce spectrum resources. Cur-
rently, almost every country has a specific department for regulating spectrum usage,
e.g. Federal Communications Commission (FCC) [11] in the US and Radio Adminis-
tration Bureau(RAB) in China [28]. FCC and RAB divide available wireless spectrum
into a number of bands, and grants the right of using each band within a specified geo-
graphical area to a particular business organization or wireless application. Traditional
static spectrum allocation has been unable to meet the growing demand for wireless

� This work was supported in part by China NSF grant 61170236 and 61133006. The opinions,
findings, conclusions, and recommendations expressed in this paper are those of the authors
and do not necessarily reflect the views of the funding agencies or the government.

�� Corresponding author.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 72–87, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



SHIELD: A Strategy-Proof and Highly Efficient Channel Auction Mechanism 73

broadband services [12]. On one hand, frequency bands for wireless communications
have almost been fully allocated [10]. On the other hand, already allocated spectrum is
not fully utilized. For example, measurement results show that in downtown Berkeley,
the utilization of spectrum up to 3GHz is only about 32%, while for the spectrum of
3-5GHz the utilization is less than 1% [45]. Therefore, to improve the spectrum utiliza-
tion, we need to find a more efficient mechanism to redistribute the idle spectrum to the
wireless applications that need the spectrum resource.

A usual way to implement spectrum redistribution is to use auction, by which the
spectrum owner (seller) gets profit through leasing idle spectrum to the wireless appli-
cations (buyers) who need the spectrum. In the literature, there are a number of auction
mechanisms proposed for dynamic spectrum/channel redistribution, e.g., [39, 50–52].
These auction mechanisms target at guaranteeing strategy-proofness of the spectrum
auction. Intuitively, an auction mechanism is strategy-proof, if it is the best strategy for
each buyer to truthfully report her valuation of the good as the bid, no matter what the
others do, and nobody’s individual rationality is hurt. Two commonly used metrics for
evaluating the efficiency of a spectrum auction mechanism are spectrum utilization and
buyer satisfaction ratio. Here, spectrum utilization captures the average number of buy-
ers (or radios if the buyers have multiple radios) correspond to each channel, and buyer
satisfaction ratio represents the percentage of buyers who get at least one channel in
the auction. Although most of existing channel auction mechanisms achieve strategy-
proofness, they provide low guarantee for the allocation efficiency in terms of spectrum
utilization and buyer satisfaction ratio.

In this paper, we propose SHIELD, which is a Strategy-proof and HIghly Efficient
channeL auction mechanism for multi-raDio wireless networks. SHIELD not only guar-
antees strategy-proofness, but also achieves high performance compared with existing
mechanisms. SHIELD divides the buyers into non-conflicting groups, in which every
pair of buyers are well separated and can do the transmission on the same channel si-
multaneously, and gives larger groups higher precedence to be allocated a channel. In
this paper, we make the following key contributions.

– First, we model the problem of channel redistribution as a sealed-bid auction, and
propose a simple but efficient channel auction mechanism, namely SHIELD.

– Second, we prove that SHIELD is a strategy-proof channel auction mechanism.
– Third, we do extensive simulations to compare the performance of SHIELD with

existing representative channel auction mechanisms, such as SMALL and VER-
ITAS. Evaluation results verify that SHIELD guarantees strategy-proofness, and
show that SHIELD outperforms existing representative channel auction mecha-
nisms in terms of spectrum utilization and user satisfaction ratio.

We organize the rest of this paper as follows. In Section 2, we present the game model
for the problem of channel redistribution and review some important solution con-
cepts from game theory. In Section 3, we give the detailed description of SHIELD. In
Section 4, we illustrate simulation results of our auction mechanism. In Section 5, we
discuss related works. In Section 6, we conclude the paper and point out potential di-
rections for future work.

2 Preliminaries

In this section, we show our game-theoretic model, and review some closely related
solution concepts from game theory.
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2.1 Game-Theoretic Model

We model the problem of channel redistribution as a sealed-bid auction, in which there
are a spectrum seller and a number of buyers. The seller holds m idle wireless chan-
nels, denoted by C = {c1, c2, . . . , cm}. The seller wants to lease her idle channels
to buyers to get some profit. A channel can be leased to multiple buyers, who are not
conflicting with each other according to an adequate Signal to Interference and Noise
Ratio (SINR). Buyers, such as WiFi access points, desperately need the channels to
serve their customers. Suppose there are n buyers, denoted byN = {1, 2, . . . , n}. Each
buyer has a private valuation of a channel, denoted by v = {v1, v2, . . . , vn}. Each buyer
may equip with a single radio or multiple radios, so a buyer may bid for one or multiple
channels. We assume that each channel is of the same value to each buyer. Therefore,
we require that each buyer bid equally for each channel she requests. We also assume
that the buyers do not cheat about the number of radios she has. Each buyer i ∈ N
has a per-channel valuation vi. The per-channel valuation can be the revenue gained by
the buyer for serving her customers. The channel valuation vi is private information to
the buyer i. In the auction, each buyer i submits her sealed per-channel bid bi together
with the number of radios ri she has to the seller/auctioneer. The seller/auctioneer will
decide auction result based on the buyers’ bids. Then, we can represent the buyers’ bid
vector as b = (b1, b2, . . . , bn), and demand vector as r = (r1, r2, . . . , rn).

The seller/auctioneer use a deterministic channel allocation algorithm to determine
determines the channel allocation y = (y1, y2 . . . , yn) based on the bids. Here, yi means
that buyer i gets yi channels in the auction. Then the kth (k ≤ yi) radio of buyer i can
work on the kth channel allocated to i. Each buyer i should pay for the channels she
won in the auction with price pi =

∑yi
k=1 p

k
i . Here, pki represents the charge to buyer i’s

kth channel. The utility ui of buyer i is defined as the difference between her valuation
of allocated channels and the charge of using the channels:

ui =

yi∑
k=1

uki =

yi∑
k=1

(vi − pki ) = vi · yi − pi.

Here, uki represents the utility of buyer i gets on the kth channel. We assume that the
buyers are rational, and always want to maximize their own utilities. In contrast to
an individual buyer’s objective, our auction mechanism aims to achieve high channel
allocation efficiency, in terms of spectrum utilization and buyer satisfaction ratio.

Here, we use an example to show that traditional VCG auction model [6, 15, 33]
cannot guarantee strategy-proofness for spectrum auction. VCG auction model sorts
the bidders in non-increasing order, and then allocate the channels to the bidders one
by one using lowest indexed channel in each bidder’s available channel set. The charge
to bidder i is the bid of the bidder who would get the channel if bidder i is absent.
We model the interference among bidders using a conflict graph, which means that
two bidders cannot use the same channel simultaneously if there is an edge between
each other. Fig. 1 shows a simple example to illustrate that the VCG auction violates
strategy-proofness. We assume that there are two channels waiting to be leased out. In
Fig. 1(a), all the bidders bid truthfully and in Fig. 1(b) bidderE bids untruthfully. Table
1 shows the utilities of all the bidders when E bids truthfully and untruthfully. We can
see that when E bids bE = vE = 4, he loses in the auction and get utility of 0. When
he bids bE = 6 �= vE , he wins in the auction and gets the utility of 2. The bidderE can
increase his utility by bidding untruthfully. We can see that the traditional VCG auction
model cannot guarantee strategy-proofness.
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(a) User A, B, C, D get the channel. (b) User A, B, D, E get the channel.

Fig. 1. A simple example which shows that traditional VCG auction model violates strategy-
proofness

Table 1. Utilities of all the bidders when E bids truthfully and untruthfully

Fig. 1(a) Fig. 1(b)
vA = 10, bA = 10, uA = 6 vA = 10, bA = 10, uA = 8
vB = 7, bB = 7, uB = 3 vB = 7, bB = 7, uB = 7
vC = 2, bC = 2, uC = 2 vC = 2, bC = 2, uC = 0
vD = 5, bD = 5, uD = 1 vD = 5, bD = 5, uD = 3
vE = 4, bE = 4, uE = 0 vE = 4, bE = 6, uE = 2

In Section 3.1, we will present our strategy-proof channel auction mechanism—
SHIELD.

2.2 Solution Concepts

We review two important solution concepts from game theory in this section.

Definition 1 (Dominant Strategy [14, 26])
A strategy si is player i’s dominant strategy, if for any s′i �= si and any strategy profile
of the other players s−i, her utility satisfies:

u(si, s−i) ≥ u(s′i, s−i).

In our game model, each buyer is a player, and si is a buyer i’s bid.
A dominant strategy of a player is one that maximizes her utility regardless of

what strategies the other players choose. Before defining strategy-proofness, we review
the definition of incentive-compatibility and individual-rationality. An auction mecha-
nism is incentive-compatible if it is one’s dominant-strategy for bidding real valuation.
Individual-rationality means that the buyers can always achieves at least as much utility
from participating in the auction as staying outside.

Definition 2 (Strategy-Proof Mechanism [24, 31])
A mechanism is strategy-proof if it satisfies both incentive-compatibility and individual-
rationality.
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3 Design and Analysis of SHIELD

In this section, we present detailed description of our channel allocation auction mech-
anism, namely SHIELD. SHIELD follows the design methodology of SMALL [39].
However, with a novel winner selection method, SHIELD greatly improves spectrum
utilization and buyer satisfaction ratio.

3.1 Design of SHIELD

We now present the design of SHIELD. SHIELD works in three steps: buyer grouping,
winner selection, and charge determination.

When a buyer i is equipped with ri radio(s), we use ri elementary buyer(s) to rep-
resent the buyer i(e.g., Fig. 2). We use N ′ to denote the set of elementary buyers.
Therefore, each elementary buyer requests only one channel. Actually, a buyer who
is equipped with one radio is an elementary buyer herself. Similar to [39, 51], SHIELD
groups the buyers in a bid-independent way. SHIELD models the interference among
buyers using a conflict graph. Each node in the graph is an elementary buyer. For each
radio equipped by a buyer, we use an elementary buyer to represent it. Each edge in the
graph represents that the two elementary buyers who interfere with each other. Since the
radios belonging to the same buyer have interference between each other, we connect
the nodes/elementary buyers of the same buyer with each other to indicate the con-
fliction. There are also conflicts across nodes/elementary buyers belonging to different
buyers, we connect them with each other to represent the conflicts. Then SHIELD di-
vides all the elementary buyers into non-conflicting groups based on the conflict graph.
We can use existing graph coloring algorithms (e.g., [38]) to figure out the grouping.

Fig. 2 shows a toy example. In Fig. 2, buyerA is equipped with two radios. NodeA1

andA2 represent the two elementary buyers of buyerA. Similarly,B1 andB2 represent
the two elementary buyers of buyer B, C1 and C2 represent the two elementary buy-
ers of buyer C. There are seven elementary buyers. There are many possible grouping
results, for example g1 = {A1, C2}, g2 = {A2, B1, D} and g3 = {B2, C1}.

Without loss of generality, we assume that the elementary buyers have been divided
into x non-conflicting groups by a given graph coloring algorithm:

G : {g1, g2, . . . , gx}.

Next, we discuss the very important step—winner selection. SHIELD sorts the buyer
groups according to group size in non-increasing order as follows:

G′ : |g′1| ≥ |g′2| ≥ . . . ≥ |g′x|.

Fig. 2. A simple conflict graph
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In case of a tie, each tied group has an equal probability of being ordered prior to
the others. SHIELD chooses the first m (or x, if x < m) groups as winning groups.
Furthermore, SHIELD sets the elementary buyers except the one with the smallest bid
in each winning group as winners. In case of a tie, each tied elementary buyer has an
equal probability of being selected as a winner. Algorithm 1 shows the pseudo code for
the winner selection process.

Algorithm 1. Winner Selection
Input: A set of elementary buyers N ′, a vector of channel demands r, a vector of bids b, a set of

the idle channels C, the number of idle channels m.
Output: A set of winners W , an allocated matrix of channels T .
1: sum r =

∑n
i=1 ri.

2: T = 0sum r,m.
3: (G, x) = Grouping(N ′).
4: nc = min{m,x}.
5: G′ = Sort(G) based on group size.
6: for all g′j ∈ G′ do
7: if nc ≥ 0 then
8: nc = nc− 1.
9: for all i ∈ g′j do

10: Tij = 1.
11: end for
12: WS = g′j − {argmin

l∈g′j
(bl)}.

13: W = W ∪WS.
14: end if
15: end for
16: return WandT .

We note that to achieve strategy-proofness, SHIELD sacrifices a buyer in each win-
ning group. No matter how large the set of buyers is, the number of sacrificed buyers is
bounded by m, which is the number of channels for leasing.

Finally, we determine the charges to the winners. The winners in each group are
charged equally and the charge is the smallest bid in that group. For each winner l ∈ g′j ,
the payment of her is min{bq|q ∈ g′j}. Then the charge pi to a buyer i ∈ N is the sum
of charges to her winning elementary buyers. We note that since each elementary buyer
will not be charged more than her bid. The seller’s income is the payments of all the
buyers who get the channels:

Income =
n∑
i=1

pi.

3.2 Analysis

In this section, we prove that SHIELD is strategy-proof, which means that reporting
one’s truthful per-channel valuation as a bid is the best strategy of each buyer.
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Lemma 1. When SHIELD is used, it is a dominant-strategy for each buyer to truthfully
report her per-channel valuation as the bid.

Proof. SHIELD use a bid-independent grouping method to group the elementary buy-
ers. The bid of buyer i will not affect the winning group selection method. Next, we
will show that no matter how a buyer bids, she can not increase her utility by bidding
untruthfully. In other words, a buyer can not increase her utility by misreporting.

If buyer i bids truthfully(i.e., bi = vi) and gets yi channel. Then her utility is

ui =

yi∑
k=1

uki =

yi∑
k=1

(vi − pki ).

Let t be the kth one of the elementary buyers generated from buyer i. Suppose t ∈ g′j .
If g′j is not a winning group, then t cannot be a winner no matter how buyer i bids. We
then analyze the case, in which g′j is a winning group. We prove that buyer i can not
increase her utility get from elementary buyer t by bidding untruthfully. We distinguish
two cases:

– If bi = vi = min{bs|s ∈ gj} when bidding truthfully. In this case, the elementary
buyer t would lose in auction or win with a charge equal to her valuation. So uki =
0. Let’s see the utility get from the elementary buyer t if buyer i bids untruthfully.
We further distinguish two cases:
If the bid b′i < bi, t will also lose in the auction and result in the utility uki = 0.
If the bid b′i > bi, the utility on t is 0 when t still loses in the auction. If t wins in
the auction, her utility will be u′ki = vi− p′ki . That means the new lowest bid of the
group min{bs|s ∈ gj\{t}} ≥ bi = vi.

u′ki = vi − p′ki
= vi −min{bs|s ∈ gj \ {t}}
≤ vi − bi

= 0.

The utility on t will be non-positive. We can get that, if bi = vi = min{bs|s ∈ gj},
no matter how i bids, she can not improve her utility got on t and her utility on t
will be no more than 0.

– If bi = vi > min{bs|s ∈ gj\{t}}, buyer t would win in the auction and get the
utility uki = bi − pki = bi −min{bs|s ∈ gj\{t}} if i reports her bid truthfully. If i
bids untruthfully, the utility of the buyer will be also uki or will become 0.
Assume i bids b′i > min{bs|s ∈ gj}, t will win in the auction. Her utility will not
change and is still u′ki = vi−min{bs|s ∈ gj\{t}} = uki because the lowest bid of
the group has not changed. But if she loses the auction her utility will be 0.

We can see that for an elementary buyer t, she can not improve her utility no matter how
i bids , which can be indicated as: uki ≥ u′ki . As we supposed above, the elementary
buyer t is the kth one generated from buyer i. For buyer i, her utility is

ui =

yi∑
k=1

uki ≥
yi∑
k=1

u′ki = u′i.

��
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We can get the conclusion from the above analysis that bidding truthfully is the buyers’
dominant strategy when participating in the auction.

Theorem 1. SHIELD satisfies incentive-compatibility.

We next show that SHIELD satisfies individual-rationality.

Lemma 2. SHIELD satisfies individual-rationality.

Proof. For an elementary buyer t, she can get 0 or higher utility through participating
in the auction truthfully. So the utility of the buyer who is equipped with more than
one radios can get 0 or higher utility too. That is to say: truthfully participating in the
auction is not worse than staying outside, which can be indicated as follows:

uki ≥ 0(1 ≤ k ≤ yi),

ui =

yi∑
k=1

uki ≥ 0.

Then the allocation mechanism satisfies individual-rationality. ��

Since SHIELD satisfies both incentive-compatibility and individual-rationality, we can
draw the following conclusion.

Theorem 2. SHIELD is a strategy-proof channel auction mechanism.

4 Evaluation Results

In this section, we show the evaluation results. We compare the performance of SHIELD
with that of SMALL and VERITAS.

4.1 Metrics

We use the following three metrics to evaluate the performance of the channel auction
mechanisms.

– Utility: Utility is defined as the difference between a buyer’s channel valuation and
charge. As we mentioned in Sect. 3.2, a buyer may bid truthfully or untruthfully.
The utility reflect the impacts of buyers’ behaviors including bidding truthfully
and untruthfully. We use this metric in our evaluations to verify that no buyer can
increase her utility by misreporting.

– Spectrum utilization: Average number of radios allocated to each channel.
– Buyer satisfaction ratio: Buyer satisfaction ratio is the percentage of the buyers

who get at least one channel in the auction. Buyer satisfaction ratio and spectrum
utilization reflect the performance of a channel auction mechanism.
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4.2 Evaluation Setup

We now show the settings of the evaluation: we use a greedy graph coloring algo-
rithm [37] to implement SHIELD. We assume that there are 6, 12, or 24 idle channels
available and evaluate the cases in which every buyer has a single radio or 3 radios. We
vary the number of buyers from 20 to 400. The sized terrain area can be 1000× 1000,
1500× 1500, or 2000× 2000 meters. The interference range of each node is set to 425
meters. We assume that buyers’ valuation per channel are randomly distributed in (0,1].

4.3 Evaluation Results

In our first set of evaluations, we show that, SHIELD ensures that no buyer can increase
her utility by misreporting the per-channel valuation. We set the number of buyers to
200. We randomly choose a buyer to show the results of honest reporting and misre-
porting. Since the utilities of the buyers when bidding truthfully and untruthfully is the
same in most of the cases, to illustrate clearly, we just show the cases in which these
two utilities are different. The simulation is repeated more than 1000 times. Fig. 3 shows
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(b) Each buyer is equipped with three radios.

Fig. 3. Utilities of buyer 55 if she bids truthfully and untruthfully when each buyer is equipped
with a single radio or three radios in a terrain area of 2000 × 2000 meters

the results of buyer 55. Evaluation results of other nodes are similar to that of buyer 55
when bidding truthfully and untruthfully. When the two utilities are different, buyer 55
can always get a much higher utility when bidding truthfully. In Fig. 3, we can also
get that when buyer 55 bids truthfully, the utility is always non-negative, while bidding
untruthfully can lead to negative utility. Therefore, a buyer can not increase his utility
by misreporting.

In our second set of evaluations, we compare the performance of SHIELD with
SMALL and VERITAS, in terms of spectrum utilization and buyer satisfaction ratio.
Our evaluation results show that SHIELD performs better than SMALL and VERITAS.
When the buyers are extremely sparse, SHIELD performs a little bit worse than VER-
ITAS. The reason for this is that SHIELD sacrifices a buyer in each winning group.
As the number of buyers increases SHIELD performs better than VERITAS. SHIELD
always outperforms SMALL regardless of the number of buyers and the size of terrain
area.

Fig. 4 shows spectrum utilizations of SHIELD, SMALL and VERITAS under the
condition that there are 6, 12, and 24 idle channels available. In this evaluation, we set
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Fig. 4. Spectrum utilizations of SHIELD, SMALL, and VERITAS when there are 6, 12, and 24
channels provided. Each buyer is equipped with one radio or three radios, in a terrain area of
2000 × 2000 meters.

the terrain area to 2000× 2000meters. We can see from Fig. 4 that when the number of
buyers is small, SHIELD achieves a little bit lower spectrum utilization than VERITAS.
This is because VERITAS does not need to sacrifice any buyer. When the number of
buyers is more than a critical value(e.g. 120 in Fig. 4(a)), SHIELD outperforms VER-
ITAS. This is because non-grouping based algorithm used in VERITAS fails to fully
consider the whole network topology. Fig. 4(b) and Fig. 4(c) show that, when each is
equipped with three radios and the number of buyers is more than 80, SHIELD performs
much better than SMALL and VERITAS. SHIELD outperforms better than SMALL in
most of the cases.

Fig. 5 shows the spectrum utilizations of SHIELD, SMALL, and VERITAS in differ-
ent terrain areas with the same buyer density when each buyer is equipped with a single
radio or three radios. We assume there are 80, 180, and 320 buyers that are randomly
distributed in the terrain areas when the size of terrain area is 1000×1000, 1500×1500,
and 2000 × 2000 meters, respectively. We can see from Fig. 5 that SHIELD always
performs not worse than SMALL and VERITAS. Especially when the terrain area is
relatively large(1500× 1500, and 2000× 2000meters), SHIELD performs much better
than SMALL and VERITAS.

Fig. 6 shows the buyer satisfaction ratios of SHIELD, SMALL and VERITAS. In Fig.
6(a), Fig. 6(b) and Fig. 6(c), there are 6, 12, and 24 idle channels available, respectively.
In each figure, we show the simulation results when each buyer requests only one radio
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Fig. 5. Spectrum utilizations of SHIELD, SMALL and VERITAS for auctioning 12 channels with
the same density of buyers in terrain areas with different sizes, when a buyer is equipped with
one radio or three radios
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Fig. 6. Buyer satisfaction ratios of SHIELD, SMALL and VERITAS when there are 6, 12, and
24 channels provided. Each buyer is equipped with one radio or three radios, in a terrain area of
2000 × 2000 meters.

or three radios in 2000 × 2000 meters terrain area. We can see from Fig. 6 that when
the number of buyers is very small, SHIELD performs a little worse than VERITAS.
The reason for this is that SHIELD sacrifices a buyer in each winning group. When
the number of buyers is a little larger, SHIELD and SMALL outperforms VERITAS.
When each buyer is equipped with a single radios, Fig. 6(b) and Fig. 6(c) shows that
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Fig. 7. Buyer satisfaction ratios of SHIELD, SMALL and VERITAS for auctioning 12 channels
with the same buyers density in terrain areas of different sizes, when a buyer is equipped with
one radio or three radios

SHIELD and SMALL get nearly the same buyer satisfaction ratios when the number
of buyers is less than 125 and 310, respectively. This is because SHIELD and SMALL
use the same method of winner selection in one winning group. When each buyer is
equipped with three radios, Fig. 6(a) and Fig. 6(b) show that SHIELD achieves higher
buyer satisfaction ratios than SMALL and VERITAS in most of the cases. Fig. 6(a) and
Fig. 6(b) also show that when the number of buyers is very large, SHIELD and SMALL
achieves more closer buyer satisfaction ratio and they both outperforms VERITAS.

Fig. 7 shows the buyer satisfaction ratios of SHIELD, SMALL, and VERITAS for
auctioning 12 channels in the same density of buyers in different terrain areas, when a
buyer is equipped with one or three radios. We assume there are 80, 180, and 320 when
the terrain area is 1000 × 1000, 1500 × 1500, and 2000 × 2000 meters, respectively.
The buyers are randomly distributed in the terrain area. We can see from Fig. 7 that
SHIELD always performs not worse than SMALL and VERITAS. Especially when the
terrain area is relatively large (1500×1500, and 2000×2000meters), SHIELD performs
much better than SMALL and VERITAS.

5 Related Works

In this section, we review the related works on channel allocation with cooperative
participants and non-cooperative participants.

5.1 Existing Works with Cooperation Participants

Generally, channel assignment schemes in cellular networks can be categorized as fixed
channel assignment (FCA), dynamic channel assignment (DCA), and hybrid channel
assignment (HCA), which is a combination of FCA and DCA. Many works have been
done for wireless LANs(WLANs). For example, Mishra et al. [25] explored the use
of channel hopping to improve the fairness and performance of overlapping 802.11
network deployments.

Many works about the channel allocation problems have also been done in wireless
mesh networks. For instance, Kodialam and Nandagopal [20, 21] considered the prob-
lem of optimal channel assignment, scheduling and routing using a linear programming
technique. Rad et al. [27] formulated joint channel allocation, interface assignment,
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and MAC problem. On the optimal problem of the network throughput, Alicherry et
al. [2], Raniwala et al. [29], and Kodialam et al. [21] took the routing into account with
channel allocation.

The spectrum allocation problem and improvement on this problem has been re-
searched in many other wireless networks too. Kyasanur and Vidya [22] proposed a
flow based routing and channel assignment approach for a single interface in ad-hoc
networks. Vedantham et al. [32] investigated the granularity of channel assignment de-
cisions that gives the best trade-off in terms of performance and complexity in ad-hoc
networks. Ding et al. [8]studied distributed routing, relay selection, and spectrum al-
location in cognitive and cooperative ad hoc networks. Authors in [19, 46] study the
spectrum management problem in use of cognitive radio.

5.2 Existing Works with Non-cooperative Participants

The related works showed in above section requests the users to cooperate with each
other. While an another category of works consider the case with non-cooperative par-
ticipants. Related works in this section can be divided into two sub-categories including
static auction and online auction.

Static Auction. Felegyhazi et al. [13] studied Nash Equilibria in static multi-radio
multi-channel allocation game. After that, Wu et al. [41] proposed a strongly dominant
strategy equilibrium to improve the performance of channel allocation, and the scheme
achieves the optimal system throughput in single-hop wirelwss networks. Han et al. [18]
presented a distributed algorithms for simultaneous channel allocation of individual
links and packet-scheduling, in Software-Defined Radio (SDR) wireless networks.

In recent years, Zhou et al. proposed TRUST [51] and VERITAS [50], which are
based on spectrum auction and achieve truthfulness. TRUST is a general framework
for truthful double spectrum auction, which takes both buyers and sellers into account
and achieves good performance. VERITAS focuses on the buyers and the circum-
stances, under which buyers request multiple channels. The most closely related work
is SMALL [39], which also focuses on the buyers except that it lets the seller to set
reserve price to protect her interest.

Xu et al. [42] designed an efficient channel allocation algorithm in different cases,
such that the the social efficiency can be approximately maximized. Xu et al. also de-
signed a polynomial time approximation scheme to maximize the social efficiency.
Mahmoud and Gupta [1] designed a polynomial-time truthful spectrum auction that
offers a performance guarantee on the expecter revenue for Bayesian setting. Yang
et al. [44] designed a truthful auction mechanism for the cooperative communication,
named TASC. TASC is individually rational and budget-balanced, where wireless node
can trade relay services. Wu et al. [40] studies the problem of adaptive-width channel al-
location from a game-theoretic perspective and achieve higher system-wide throughput
than that when system is in NE.

Online Auction. Many works have been done for online auctions. Hajiaghayi et al. [16]
considered online auctions with a limited supply and presented value- and time-
strategyproof mechanisms with constant efficiency- and revenue-competitiveness.
Hajiaghayi et al. [17] gave a characterization for the online allocation rules that are
truthfully implementable. Recently, Li [23] used a game theoretic model to increase the
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rebate incentive mechanism. Wang et al. [34] proposed TODA which is a truthful online
double auction for spectrum allocation in wireless networks. Xu et al. [43] designed an
efficient spectrum channel allocation and auction method for online wireless channel
scheduling to decide whether to grant each user’s exclusive usage and how much will
be charged. Deek et al. [7] proposed a truthful online spectrum auction design called
Topaz. Topaz can distribute spectrum efficiently while discouraging bidders from mis-
reporting their bids or time report.

Game theoretic methods are also used in studying the media access problems in wire-
less networks and there are also other works on strategy-proofness in wireless networks.
There are many examples including ad hoc networks [3, 4, 9, 30, 35, 36, 47–49].

6 Conclusion and Future Work

In this section, we draw our conclusion and discuss the future work. In this paper, we
have proposed SHIELD, which is a strategy-proof and highly efficient channel auction
mechanism for multi-radio wireless networks. We have proven its strategy-proofness
and have implemented SHIELD. Our evaluation results have shown that SHIELD can
achieve higher performance compared with existing channel auction mechanisms. For
future work, it will be interesting to investigate the problem of the collusion resistance
in designing wireless channel auction mechanisms.
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Abstract. The number of mobile Internet users is growing rapidly, as
well as the capability of mobile Internet devices. As a result, the enor-
mous amount of traffic generated everyday on mobile Internet is pushing
cellular services to their limits. We see great potential in the idea of
scheduling the transmission of delay tolerant data towards times when
the network condition is better. However, such scheduling requires good
network condition prediction, which has not been effectively tackled in
previous research. In this paper, we propose a Dynamic Hidden Markov
Model (DHMM) to model the time dependent and location dependent
network conditions observed by individual users. The model is dynamic
since transition matrix and states are updated when new observations
are available. On the other hand, it has all the properties of a Hidden
Markov Model. DHMM can predict precisely the next state given the
current state, hence can provide a good prediction of network condition.
DHMM has two layers, the top layer is Received Signal Strength (RSS)
and the bottom layer consists of states, defined as a mixture of location,
time and the signal strength itself. Since the state is defined as a mix-
ture, it is hidden and the number of states is also not known a priori.
Thus, the Nonparametric Bayesian Classification is applied to determine
the hidden states. We show through simulations that when combined
with a Markov decision process, the opportunistic scheduling can reduce
transmission costs up to 50.34% compared with a naive approach.

1 Introduction

Based on Cisco’s estimate, mobile Internet traffic will grow to 6.3 exabyte (106

terabytes) in 2015 [1]. All wireless service providers are facing paramount chal-
lenges in serving the increasing traffic on cellular networks. However, not all
traffic is created equally. While many applications, such as voice call and on-line
gaming, demand real-time service, there exists an increasingly large number of
applications that are delay tolerant times-scale, called delay-tolerant data. In
addition, data from a large cellular network shows that there exists a significant
lag between content generation and user-initiated upload time, more that 55%
uploaded content on mobile network is at least 1 day old [2]. In addition to ex-
isting delay-tolerant data, service providers are also considering dynamic pricing
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to incentize certain applications and users to be more flexible in transmissions
time. Such flexibility can be leveraged to improve network resource utilization
through opportunistically schedules when network resource is abundant.

The delay tolerance of such jobs varies from subseconds to hours. For example,
web browser and Multimedia Messaging Service (MMS) messages can tolerate
subseconds to seconds of delay. Emails can tolerate seconds to tens of seconds of
delay. Content update, such as Facebook, Twitter, and Rich Site Summary feeds,
can tolerate hundreds of seconds of delay. Content precaching and uploading
can tolerate minutes to hours of delay. OS/application updates can endure even
longer delay. However, current cellular networks more or less treat all traffic as
equal, which results in performance degradation during peak load period.

The idea of opportunistic transmission schedule for delay-tolerant application
is first explored in [3], where a simple histogram-based predictor is employed.
The performance of the opportunistic transmission scheme clearly depends on
how well the future network can be predicted. In this paper, we develop a more
elaborate model that better captures inherent user profile and provides more ac-
curate estimation of future network condition. The proposed model is motivated
by the predicability of human mobility patterns [4,5]. Since network conditions
location and time dependent, user experienced quality of service is predictable as
well. However, building a user profile is inherently hard. Though the observations
of network condition can be collected, we do not know how many states there are
and which state (or cluster) the observations reside in. Even for a given location,
network condition is dynamic due to small scale fading and network dynamics
(e.g., load). Furthermore, there are distinctive modes in human mobility, e.g.,
human behaves totally different during weekdays and during weekends.

To address these challenges, we propose a dynamic hidden Markov model to
model the user experienced network condition as the result of user mobility,
available access networks, and time-varying nature of the wireless channel. A
Nonparametric Bayesian Classification (NBC) method is used to determine the
state space. Observations in the Dynamic Hidden Markov Model (DHMM) con-
sist of three features: time, location and signal strength. Since users normally
follows a stable schedule, their locations are closely correlated with time and du-
ration they are at the locations. Moreover, even within the same coarse grained
location such as in a building, their mobilities or the background noises have a
strong correlation over time. As a result, signal strength also has a strong corre-
lation with location and time. NBC can be applied efficiently in this scenario to
locate closely related observations and group them into corresponding clusters.
Each cluster is associated with a state in our DHMM. Among many variations
of NBC, the Infinite Gaussian Mixture Model (IGMM) is the most widely ap-
plicable model due to its robustness to many types of distribution as well as its
high performance in classifying the observations. IGMM is a generative model
describing the way the observations are created. With the DHMM, opportunistic
scheduling decision can be made based on the predicted network condition and
requirements of the application.
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Our contributions are summarized as follows.

1. We present a Dynamic Hidden Markov Model to capture user network condi-
tion profiles. The model is dynamic because the states and transition matrix
are updated each time new observations are obtained. This is necessary to
accommodate the situation when users move to new locations, we need to
determine the states in the model to reflect the new change. If the state is
not recognized, the DHMM simply does not operate since one requirement
of DHMM is the complete knowledge of states.

2. We develop a non-parametric Bayesian approach to unsupervised clustering
with an unbounded number of mixtures to determine the state space of user
profile. Specifically, we define a prior over the likelihood of devices using the
Dirichlet distribution [6]. Based on the properties of the Dirichlet distribu-
tion, we derive a Gibbs sampling algorithm that can be used to sample from
the posterior distribution, and determine the number of clusters.

3. Based on the developed DHMM model, we apply the Markov Decision Pro-
cess (MDP) to decide the optimal schedule of user transmission subject to a
delay requirement.

It is worth mentioning that DHMM model is general and not limited to the op-
portunistic scheduling. Other potential applications include location-based ad-
vertisements where the payoff not only depends on location but also on other
contextual information (such as preferences and past behavior). The effective-
ness of the proposed method is validated using synthetic data and the results
show great improvement over a naive method.

This paper is organized as follows. In Section 2, we discuss related work.
Opportunistic data transmission mechanism is described in Section 3. Section
4 introduces the DHMM system model. Next, in Section 5, we investigate the
NBC approach to cluster the feature space. To evaluate the proposed framework,
simulation results are presented in Section 6. And finally, conclusions are drawn
in Section 7.

2 Literature Review

User profile, the history one’s network condition can be used to predict his own
future network condition. In [4,5], the authors point out that individual human
travel patterns are highly predictable. Since network condition experienced by
a user, such as available networks and signal strength, is location dependent,
it also has predictability. While network condition is predictable for individual
users, it may differ across different users. Hence individual user profile is crucial
to obtain a good estimation of future network condition.

The idea of leveraging delay tolerant data in resource management has been
studied in the literature. In [7], the authors exploit delay tolerant data for energy
saving on mobile phones by choosing from different network interfaces (cellular,
WiFi) if available. An online link selection algorithm based on the Lyapunov
framework is proposed. In [8], the authors propose to use WiFi network whenever
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possible to offload data from 3G connections. They propose to use recent WiFi
availability to predict the future availability. In both papers, simple first-order
predictors that utilize past observations to predict future network connectivity
or link transmission rate in near future.

The Markov (or hidden Markov) model is a powerful tool for prediction, and
many recent works have employed it for the mobility prediction. In [9], the
vehicular position location prediction is performed by the hidden Markov models
(HMMs) trained with prediction data to model the strength of the received
signals for particular areas. In [10], location context is used in the creation of
a predictive model of users future movements based on the Markov models. In
[11], by investigating the mobility problem in a cellular environment, a Markov
model is constructed to predict future cells of a user.

Recently, there has been some works using nonparametric Bayesian classifi-
cation. For example, in [12], the authors proposed a Nonparametric Bayesian
Hidden Markov Model to build a static HMM for speech recognition, . In con-
trast, our work considers a dynamic HMM, and users’ profiles are utilized to
schedule effectively users’ access. Several recent works apply the Bayesian non-
parametric schemes in different applications. In [13], spectrum access in cognitive
radio networks is modeled as a repeated auction game subject to monitoring and
entry costs. A Bayesian nonparametric belief update scheme is devised based on
the Dirichlet process. In [14], an approach is proposed that enables a number of
cognitive radio devices which are observing the availability pattern of a number
of primary users. The cognitive radios then cooperate and use the Bayesian non-
parametric techniques to estimate the distributions of the primary users activity
pattern, assumed to be completely unknown.

In this paper, the proposed DHMM is different from other works in the follow-
ing aspects. In DHMM, the states are not solely determined by the location. They
are combinations of time, location, and signal strength. By collecting experiment
data from wireless users, we observe that even within the same location, signal
strength may still vary significantly. Thus, additional information other than
the location information is necessary to achieve better signal prediction. An-
other important contribution lies in the dynamic nature of the model, the states
and transition matrix are incrementally updated to reflect the recent trend of
users. Finally, different from the previous schemes, in this paper, we employ
the nonparametric Bayesian approach to determine the states of the DHMM for
scheduling transmission in wireless network.

3 Opportunistic Scheduling

In this section, we briefly discuss the mechanism to make scheduling decisions for
an instance of data transmission given its deadline. We assume time is slotted.
When delay tolerant data becomes available, the protocol is started at time slot
1. A deadline is specified by the application layer. The data has to be transmitted
before the deadline, otherwise user experience will be harmed. In our framework,
we call this deadline horizon M . The goal of the opportunistic scheduling is to
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Fig. 1. Decision making process

minimize the network resource usage, while bounding the delay of data trans-
mission. In each time slot, we make a decision whether to transmit right away
or further delay the transmission based on the current network condition (e.g.,
RSSi), time until deadline, and user network profile. If the deadline is imminent
M , the data needs to be transmitted regardless of the network condition. Trans-
mission at any time slot incurs an instantaneous network resource cost, which is
a function of the network condition at that time, notated as Li. The expected
cost when using the optimal policy is C. The cost at a time slot i is defined as
1/RSS where RSS is the signal strength. The reward function is defined as the
signal strength. Hence, the more the signal strength we gain by rescheduling, the
more the reward we receive and the less the cost we have to pay. The notations
are summarized as follows:

– M : Horizon, deadline for data transmission.
– Li: Network resource consumption (cost) for transmitting the job at time

slot i, calculated based on RSSi.
– Ci(Si): Expected network resource cost from time slot i on using an optimal

policy given current state is Si.

If a Markov model for RSSi is given, we can use the standard MDP technique to
decide the optimal transmission time. Because MDP is a mature and well-known
technique, we only sketch the main steps here due to space limitation. At each
step, the action at time slot i can be decided by

Action =

{
Transmit, Li ≤ Ci+1(Si);

Delay, Li > Ci+1(Si).
(1)

The decision process is illustrated on Figure 1. To find Ci(Si) for each time slot,
we use the backward induction. Starting from the last time slot, if we are at the
time slot M , due to the deadline, we have to transmit regardless, the expected
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cost is the expectation of resource cost at that time slot is E(RSSM |RSSi).
In this process, it is critical to estimate future network conditions. To address
this challenging issue, we propose the DHMM model and NBC approach in the
subsequent sections.

4 Dynamic Hidden Markov Model

HMM is widely used in the literature for signal strength prediction. The states
are normally defined as locations that are inherently limited as mentioned in
Section 2. In our work, we base on the predictability of signal strength and its
strong correlation with location and time to build our model, the DHMM.

Fig. 2. Dynamic hidden markov model

Figure 2 illustrates the model. The bottom layer consists of the hidden states
of the model, notated by Si. Each state is defined as a multivariate joint distri-
bution of time, location and signal strength. Although each state consists of a
set of observations, it is still hidden because from the observations, we cannot
differentiate which state generates the observations. The signal strength, loca-
tion and time associated with a state are strongly correlated. Hence, they tend
to be grouped together in a small cluster. User movement, including time of
arrival and departure as well as visited locations, is predictable. As a result, the
state, which comprises the two features, is predictable. In the model, states are
associated with a cluster of observations, hence, the two concepts can be used
exchangeably depending on the context.

The top layer is the RSS value, notated by RSSi. Since each state generates
its own distribution of RSS, prediction of the next state leads to the prediction
of RSS following the respective distribution. In the context of scheduling user
access, a distribution of the next possible states is input to a standard MDP
to calculate the expected value of reward until the deadline. From the MDP
result, if it is more beneficial to wait then the transmission will be delayed until
we receive higher rewards. Otherwise, it will be transmitted immediately. In
the next Section, we describe a procedure to determine the states of DHMM
as well as the current state of an observation. We note that historical network
conditions are readily available locally on mobile devices, and thus collecting
this information incurs little extra cost.
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At this point, the states are defined, however there are two questions left. The
first question is how to determine the states and the number of the states given
the observations. It is important to emphasize that the number of states or clus-
ters are not known, hence, traditional clustering algorithms are not appropriate.
And the second question is how to determine the current state of a user. Only by
inferring about the current state can we calculate the transition probability and
expected reward. The NBC is the best solution the questions since it does not
require prior knowledge about the number of clusters to be known as a priori.

5 Nonparametric Bayesian Classification

In an HMM, it is required that the number of states is known a priori. However,
this assumption does not always hold in practice. For example, when a user
comes to a new place, he creates a new state in the model and this new state is
not known by training. Such a situation makes HMM not appropriate for mod-
eling a user behavior. We, instead, apply a variation of NBC, called IGMM, to
dynamically determine the states. Next, we briefly introduce IGMM highlighting
its connection to the proposed DHMM.

5.1 Infinite Gaussian Mixture Model

IGMM is a generating model following which we believe the observations are
created. Intuitively, we assume that there are an unbounded number of joint
distributions, each distribution generates a cluster of observations. One observa-
tion here in our application includes three parameters, time, location and signal
strength. In IGMM, it is assumed that the number of clusters is infinite, but
only a limited number of clusters are observed. The number of clusters can grow
as large as needed when more data is obtained. Figure 3 shows a graphical rep-
resentation of the IGMM, and a formal definition of IGMM is given below:

Definition 1. Infinite Gaussian Mixture Model.

w|α ∼ Stick(α); zi|w ∼ Multinomial(·|w); θk ∼ H;

xi|(zi = k,Σk,μk) ∼ G(·|μk, Σk), (2)

where θj ∼ H stands for:

Σk ∼ Inverse Wishartv0(Λ0);μk ∼ G(μ0, Σk/K0), (3)

and w|α ∼ Stick(α) is a shorthand of:

w′
k|α ∼ Beta(1, α);wk = w′

k

K−1∏
l=1

(1− w′
k);K → ∞. (4)
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Fig. 3. Infinite gaussian mixture model

Figure 3 and the above definition fully describe the IGMM. The Stick(α) is a
stick breaking process [6] used to generate an infinite number of weights, w, that
sum up to 1. w is the mixing weight vector, which defines the contributions of
each distribution in the observations set. zi = k indicates that xi belongs to
cluster k with probability p(zi = k) = wk. and X = [x1,x2, ...,xN ] is the data
set of N observations. The observations are assumed to follow k joint Gaus-
sian distributions which can be represented by θk, a parameter set of a cluster.
Specifically, θk includes a set of mean vector and covariance matrix for each clus-
ter. The mean vector and the covariance matrix in turn are assumed to follow a
Gaussian distribution and Inverse Wishart distribution, H, respectively.

Specifically, the generative model can be explained in our scenario as follow. A
user can travel to many locations and each location has a different signal strength
profile at different time of the day. As a result, a combination of location, signal
strength, and time forms a cluster, which follows a distribution represented by
θk, where k is the index of the cluster. The arrival time and departure time
of the user at a specific location and the signal strength at that location can
be reasonably assumed to follow Gaussian distributions. The parameter vector
includes two components, μk and Σk. μk can be understood as an aggregate of
the means of the four dimensions. The same interpretation applies to Σk as the
variance. The mean vector, α represents our confidence on the model. The larger
the α, the stronger our confidence about choosing the base distribution, H, and
the more concentrated the distributions of θk’s around that base distribution.

5.2 Determining the States

Given the model and the observations, infer the model parameters using the
inference algorithm in [15] [16]. A Gibbs sampling algorithm [15] is implemented
to sample the indicators from their posterior distributions. The indicators here
in our application are the labels of the states. To this end, we are now in the
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position to outline the opportunistic scheduling based on DHMM as illustrated
in Figure 4. First, the training data are processed, and states are determined
by the Gibbs sampler. When a new observation is available, we run the Gibb
sampler again to determine the observations’ states. After identifying the states,
the transition matrix will be updated. Given the current state and the updated
transition matrix, the future reward will be calculated until the deadline. If the
cost of transfer in the current state is greater than the expected cost in the future
and the deadline has not been reached, we defer the transmission. Otherwise,
data will be transmitted immediately.

Fig. 4. Opportunistic scheduling framework

As we can see, the states in DHMM are dynamically updated as more obser-
vations becomes available. This property is a significant improvement since we
are able to determine the current state associated with the observation and in-
corporate the new observation into the model when the user moves to a location
that has never been recorded. Given the current states, one can easily update
the transition matrix in the DHMM model to reflect the recent dynamics.

6 Simulation Results

To evaluate the proposed method, we generate synthetic data as follows. A ran-
dom number of locations were selected, each location is specified by a two-tuple
of longitude and latitude. Every day, the user follows a schedule and stays in
each location for a Normal distributed random length of time. Totally, there
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are 14 locations. The longitude and latitude means for the locations are chosen
randomly in the range of [0, 14] with variance in each location set to 1. Signal
strength mean in each location is selected randomly in the range of [0, 30] and
has a standard deviation of 1.55dBm. Deadline is chosen to be 20. After generat-
ing the synthetic data, we divide it into two parts, a training part and an online
part. Transmission cost is defined as the inverse of the signal strength. Figure 5
shows the output of the Gibbs sampler. Since we can only show a 3D picture,
latitude, time and RSS were chosen. Observations within a rectangle are from
the same location while those within an eclipse are classified as one cluster or
state by the Gibbs sampler. Although there are only 10 locations, Gibbs sampler
outputs 14 states since at the same location, there can be more than one signal
strength profiles over the time.

0

0.5

1
−2 0 2 4 6 8 10 12

0

5

10

15

20

25

30

35

 

Normalized time

Gibbs sampler output

Latitude

 

R
S

S

− Observations inside a rectangle are
from the same location.
− Observations inside an eclipse are
classified as one cluster according to
the Gibbs Sampler.

Fig. 5. Clustering result

The Gibbs sampler has high clustering accuracy and agility when new obser-
vations are present. As shown in Figure 5, although there are only three obser-
vations marked by “x”, they are grouped together to form a new state. Thus,
whenever a user enters a new new location, the DHMM will be immediately
updated with the new state.

Each scenario is run 800 times using traces from the online part of the syn-
thetic profile to make the results statistically meaningful. Performance of the
DHMM is compared with that of two other methods. The first method is a
naive approach, which simply transmits data immediately regardless of future
rewards. The second method is the UPDATE algorithm in [3]. Every time, all
three algorithms are used to schedule the transmission on the same synthetic
trace, and the total transmission cost of each test is collected. In Figure 6, we
show the Cumulative Distribution Function (CDF) of the transmission costs in
all the tests run. CDF is used to show the distribution of transmission cost
among all the tests. An average reduction of 50.34% of network cost is achieved
when applying the DHMM and MDP compared to the naive one. Our proposed
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Fig. 6. CDFs of transmission cost for DHMM, UPDATE and naive methods

framework also outperforms the UPDATE algorithm by 27.5%. As shown in the
figure, over 93% of the transmissions scheduled by DHMM have cost less than
0.04, while that rate of the UPDATE algorithm is 71% and the naive method is
even worse with 52% of the transmissions have cost less than 0.04.

7 Conclusions

When the number of wireless smart devices increases rapidly, network load also
increases exponentially since data transfers are bigger in both size and quantity.
However, not all traffic are created equally. In this paper, we propose to ex-
ploit the delay-tolerance of certain data transfers to opportunistically schedule
such jobs to times when the network condition is more favorable. To achieve
this goal, we proposed an DHMM model and the NBC approach to build an
adaptive model of user profiles based on observations. Through simulations, we
showed that the proposed scheme improves over the naive method by 50.34%.
The results presented in this paper demonstrated the promises of exploiting user
and application characteristics in better resource management in cellular data
networks. As future work, we plan to collect real-world measurement data from
mobile users to test the proposed framework.
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Abstract. Wireless communication protocols are centric to Wireless
Sensor Network (WSN) applications. However, WSN protocols are prune
to defects, even after their field deployments. A convenient tool that can
facilitate the detection of post-deployment protocol defects is of great
importance to WSN practitioners. This paper presents Probe-I (sensor
network Protocol behavior Inspector), a novel tool to obtain, visualize,
and verify the behaviors of WSN protocols after their field deployments.
Probe-I collects the protocol behaviors in a non-intrusive manner, i.e.,
via passively listening to the packet exchanges in the target network.
Then with a role-oriented behavior modeling approach, Probe-I mod-
els the protocol behaviors node by node based on the sniffed packets,
which well reflects how the target protocol performs in each node. This
allows the WSN practitioners to readily see if the target protocol behaves
as intended by simply verifying the correctness of the behavior metrics
in a simple, baseline test. Finally, the verified metrics allow Probe-I

to automatically check the protocol behaviors from time to time dur-
ing the network lifetime. The suggested behavior discrepancy can unveil
potential protocol defects. We apply Probe-I to verify two WSN data
collection protocols, and find their design defects. It shows that Probe-I
can substantially facilitate WSN protocol verification.

1 Introduction

Wireless communication protocols are centric to wireless sensor networks (WSNs)
in reporting the physical information of interest. The successful application of
a WSN largely relies on whether its protocols can work as intended. However,
recent publications have reported that various protocol defects are frequently
encountered in field deployments, leading to their failures [1,2]. Trustworthy
protocol remains a critical concern towards the extensive deployments of WSNs.
Unfortunately, discovering protocol defects after deployment is a very challeng-
ing task. It is hard to identify the subtle symptoms of a defect before it causes
notable problems that may lead to fatal system failures.

This paper presents Probe-I (sensor network Protocol behavior Inspector), a
novel tool to unveil post-deployment protocol defects in WSNs. A WSN practi-
tioner can load Probe-I into a mobile device and carry it to the deployment field.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 100–111, 2012.
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Probe-I can then profile the runtime of a protocol, learn its behavior models,
and automatically produce alarms when suspicious protocol defect symptoms are
found. To this end, Probe-I incorporates two key components: a non-intrusive
mechanism to collect the protocol runtime data and accurately model the proto-
col behaviors, and an anomalous behavior detection approach that can identify
protocol defect symptoms from the tremendous behavior data.

Key to Probe-I in modeling protocol behaviors is that the packet exchanging
profiles of a protocol can well reflect its behaviors, since packet exchanging is
centric to WSN protocols in nature. Hence, leveraging on the broadcasting nature
of wireless communications, Probe-I equips a wireless interface (e.g., that on a
compatible sensor node) compatible with that adopted in the target network,
and passively eavesdrops the packets in the air. A profiling approach specifically
tailored for WSN protocols is then employed to model the behaviors of the target
protocol based on the sniffed packets. Thus, unlike instrumentation-based tools
(e.g., EnviroLog [3] and Declarative Tracepoints [4]) that will inevitably intrude
the executions of the target protocol, Probe-I requires no modifications to both
the software and hardware of the target sensor nodes. Most importantly, it will
not alter the original executions of the target protocol. This provides it nice
fidelity and no overhead in capturing the protocol behaviors.

Although the protocol behaviors can be profiled, manually inspecting the
data to identify the potential defect symptoms becomes a daunting task, which
may be extremely labor intensive. Probe-I addresses this challenge with a two-
step approach. First, it allows a WSN practitioner to perform a baseline test,
where the protocol behaviors are easy to be verified. After the correctness of the
protocol is confirmed in the baseline test, Probe-I saves the verified behavior
data to the mobile device. During the system runtime, the WSN practitioner can
from time to time bring the device again to the network field. The newly collected
protocol behavior data will be compared with the verified data obtained in the
baseline test. The discrepancy of the two set of data indicates suspicious protocol
behaviors. Probe-I will then issue an alert, suggesting further inspection of the
protocol implementation.

The rest of the paper is organized as follows. We overview the design of
Probe-I in Section 2. Section 3 elaborates how Probe-I collects the protocol
runtime data of a WSN protocol and models its behaviors. In Section 4, we
discuss the details on detecting defect symptoms in Probe-I. Two case studies
are provided in Section 5 to demonstrate the effectiveness of Probe-I. Section
6 presents the related work. We conclude this paper in Section 7.

2 Overview of Probe-I

Figure 1 shows the concept of our mobile device assisted non-intrusive approach,
namely, Probe-I, to discover post-deployment protocol defects. The packet ex-
changes of the target WSN can be eavesdropped with a compatible wireless in-
terfacing device, namely, a sniffer, connected to a more powerful mobile device
(e.g., a tablet computer). A convenient choice of such a sniffer is a compatible
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Fig. 1. Probe-I concept
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Fig. 2. System overview of Probe-I

sensor node. Exploiting the computational and visualization capabilities of the
mobile device, Probe-Imodels and shows the protocol behaviors. Suspicious be-
haviors can be detected, which help discover post-deployment protocol defects.

Such a new conceptual design is feasible with the recent advancement in mo-
bile computing. For example, the current version of Android [5] enables mobile
devices to connect through a USB (Universal Serial Bus) cable to a peripheral
device via the on-the-go (OTG) mode or the host mode. It is convenient to
connect a mobile device to a sniffer to obtain the packets it has captured.

Figure 2 overviews the Probe-I design. Probe-I can collect the protocol be-
haviors in a simple test scenario and plot them. A WSN practitioner can then
readily examine whether the protocol behaves as intended. We call such a veri-
fication process a baseline test. If the correctness of the protocol in the baseline
test is verified, the behavior data can be saved in the mobile device for further
verification processes, namely, the runtime tests: During the network lifetime,
the WSN practitioner can from time to time carry the mobile device into the
network field to verify the protocol. Each time when a node is accessed, Probe-I
can collect its behaviors, and compare them with those collected in the baseline
test. The discrepancy means that the protocol behaviors are different from the
baseline test unexpectedly, which, as a result, indicates potential defect symp-
toms. Hence, such discrepancy will be shown to the WSN practitioner.

Next, we will discuss how Probe-I collects and models the protocol behaviors
in Section 3, and how Probe-I finds behavior discrepancy in Section 4.
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3 Protocol Behavior Profiling and Modeling

3.1 Profiling Protocol Behaviors

When a protocol defect is triggered, it will change the correct behaviors of the
protocol, resulting in a malfunction or a performance degradation. Since packet
exchanges are centric to a protocol, the malfunction or performance degradation
of a protocol will generally cause the packet exchanging behaviors to deviate from
the normal. Examples include packet loss, large packet delay, and low packet
throughput. Hence, we can verify the protocol via a “black box” approach, i.e.,
by monitoring the packet exchanging behaviors.

Note that it is possible that the sniffer successfully receives a packet intended
to a node, while the node per se fails to receive the packet, or vice versa. Such
inconsistency will make the sniffer get distorted knowledge of the protocol. To
avoid it, Probe-I focuses on one node at a time (namely, the target node u) by
putting the sniffer close to u. Thus, it can obtain high-fidelity packet receiving
events of the target node. In this way, Probe-I observes the behaviors of the
protocol running on u by monitoring the packets that involve u (i.e., those
intended for u and those sent by u).

  

Fig. 3. Typical packet structure of WSNs

To do this, Probe-I should be packet content-aware. It obtains the sender and
receiver information by analyzing the packet header. Figure 3 shows the typical
packet structure of WSNs, where a packet p consists of a header and a payload.
Let p.data denote the payload. In the header, the sender ID is the node that
sends the packet (i.e., the sender). The receiver ID is its intended recipient (i.e.,
the receiver). When a node sends or relays a packet, it will update the sender
ID to its own ID, and the receiver ID to its next-hop neighbor. Let p.src and
p.dest denote the sender and receiver of p. Note that such a packet structure is
generally adopted in typical WSN protocols. For example, the Active Message
packet format bears such a structure, which is generally used in the protocols
for TinyOS applications [6] (e.g., Collection Tree Protocol (CTP) [7]).

Provided the packet format information, Probe-I can then parse the packets it
has eavesdropped during t. For a sniffed packet p, if either p.src or p.dest is node
u, Probe-I will save p (together with the capturing time, denoted by p.time).
Thus, during the monitoring period t, Probe-I can obtain a sequence of packets
that are sent to or sent by u in a chronological order of their capturing time.
Let Pt(u) denote such a sequence. Probe-I then models the protocol behaviors
running on u during t based on Pt(u), which is illustrated next.
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3.2 Role-Oriented Protocol Behavior Modeling

Data packet flows in a WSN typically follow two types, data collection and
data dissemination. The former is generally for obtaining the readings from the
sensor nodes, while the latter for distributing information to the sensor nodes.
Considering the major purpose of WSNs is typically for obtaining the sensor
readings, we focus on modeling the behaviors of data collection protocols in this
paper. Data dissemination can be deemed as the reverse traffic of data collection,
and therefore can be modeled with a similar approach.

There are three kinds of nodes involved in a typical data collection protocol,
specifically, source, sink, and relay, as shown in Figure 4. A source node generates
a packet (e.g., a packet carrying the sensor readings of the node), a sink node is
the intended final destination of the packet, and a relay is an intermediate node
that helps forward the packet to its next-hop neighbor towards the sink.

Fig. 4. A simple scenario where three roles of nodes are shown

Probe-I identifies that a target node u is a source if it captures packets from
u which are not previously received by u. We say such a packet p is generated
by node u. A target node u is a sink if Probe-I captures packets intended for
u which will not again be sent out by u. We say such a packet p is collected by
node u. Finally, Probe-I can know that a target node u is a relay if it captures
packets intended for u which is again sent out by u. We say such a packet p is
relayed by node u. The above notions are formally described as follows.

source - if ∃ p ∈ Pt(u) with p.src = u and � q with q.dest = u and q.data = p.data
sink - if ∃ p ∈ Pt(u) with p.dest = u and � q with q.src = u and q.data = p.data
relay - if ∃ p and q ∈ Pt(u) with p.dest = u, q.src = u, and q.data = p.data

Naturally, nodes with different roles (i.e., source, sink, or relay) have different
protocol behavior specifics, which should be modeled separately. What follows
discusses our role-oriented behavior modeling considerations.

1) Source: For a source node, an important consideration is the number of
packets it has generated in a given period of time. In this regard, Probe-I divides
the monitoring period into many disjoint time intervals, each with a fix length τ .
Then it considers the packets gi (i = 1, 2, ..., � tτ �) generated by u in every time
interval as the metrics that reflect the behaviors of the protocol running at u.

2) Sink: For a sink node, the number of packets it can collect in a given pe-
riod of time is an important parameter. Hence, similarly, Probe-I also divides
the monitoring period into disjoint time intervals, each with length τ . Then it
considers the packets ci (i = 1, 2, ..., � tτ �) collected by u in every time interval
as the metrics that reflect the protocol behaviors at u.
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Moreover, if packet sequence number is available in the packet structure (see
Figure 3), it is then feasible to check the end-to-end packet loss rate. Again,
packet loss rate is measured in each of the intervals with length τ .

3) Relay: Critical to a packet relay process is how long a packet has been
staying in the relay node. This indicates the hop-by-hop delay, and contributes
in sum to the end-to-end delay of the packet. Therefore, Probe-I obtains the
time between when a packet arrives at node u and when the packet leaves the
node. Specifically, consider packets p and q in Pt(u) with p.dest=q.src=u and
q.data=p.data. Then the relay delay is q.time-p.time. Probe-I uses such delays
of all forwarded packets in t to model the protocol behaviors in t.

Note that it is possible that a packet p may be resent if the packet cannot
be successfully delivered. Hence, in the above considerations, q is the packet
with the largest q.time in all packets with source field src identical to u and
payload field data identical to p.data. In other words, we only consider the last
(successful) relay attempt of a packet.

Moreover, to describe such retransmissions, for the source and the relay nodes,
Probe-I records the number of transmission attempts for each packet being sent.
This metric can capture the link quality.

Finally, Probe-I also measures the protocol overhead for all nodes. Specifically,
it divides the monitoring period into disjoint time intervals, each with length τ ,
and calculates the ratio between the number of data packets and that of control
packets in each interval.

4 Detecting the Anomalous Protocol Behaviors

Now we discuss how Probe-I compares the verified behaviors (i.e., those col-
lected in the baseline test) with those collected in a runtime test. The protocol
behaviors of a node may change in two aspects, i.e., role or behavior metrics
discussed in Section 3. We illustrate them as follows.

4.1 Role Changes

We consider the role change of a node because it may reflect dramatic changes
of the protocol behaviors. For example, when a node recognized as a relay in
the baseline test is found to be a sink in a runtime test, it means that the node
has not relayed some received packets as it should have done. This indicates
unexpected packet drops for the relay node. Hence, such a model violation should
be presented to the WSN practitioner.

Finally, note that it is straightforward to detect the role change of a node
with the role identification approach described in Section 3.2.

4.2 Discrepancy in Behavior Data

Probe-I compares the protocol behaviors in terms of their data distributions.
Specifically, given each protocol behavior metric, we suggest that for the two
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sets of corresponding behavior data B and R collected in the baseline test and
the runtime test respectively, their distributions should be compared. If their
distributions have no significant difference, Probe-I considers that the protocol
behaviors in the runtime test is similar to those in the baseline test. As a result,
the protocol functions correctly in the runtime test.

Probe-I detects the discrepancy of the behavior data in B and R with a
statistical hypothesis test approach as follows. First, Probe-I assigns the samples
in B into k different bins according to their values. We consider two cases: 1)
The data of the performance metric are continuous; 2) They are discrete. The
relay delay is an example of the first case, while the transmission times is an
example of the second case.

1) The data are continuous: Suppose bmax and bmin are the samples with largest
and smallest values in B respectively. Then, (−∞,+∞) is divided into k intervals,
where [bmin + bmax−bmin

2(k−1) , bmax − bmax−bmin

2(k−1) ] is divided into k-2 intervals with

equal size bmax−bmin

k−1 , and two tail intervals are (−∞, bmin + bmax−bmin

2(k−1) ] and

(bmax − bmax−bmin

2(k−1) ,+∞). A bin is then assigned to each interval. A sample is

put into a bin if the value of the sample falls into the corresponding interval of the
bin. Figure 5(a) shows an example of how to divide (−∞,+∞) into k=5 intervals,
while Figure 5(b) shows the resulting bins corresponding to the intervals.

Fig. 5. An example showing how to put the samples (each denoted by a ‘x’) into 5 bins

2) The data are discrete: Suppose there are k different values of the samples in
B. A bin is then assigned to each value. A sample is put into a bin if the value
of the sample is equal to the corresponding value of the bin.

Thus, for either case, all the samples in B can be put into the bins. Let B1, B2,
..., Bk denote the number of samples in the bins respectively. Then, for all the
samples in R collected in the runtime test, they will also be put into k bins,
according to the same value intervals as those for B (for the continuous data
case), or according to the same values as those for B (for the discrete data case).
Let R1, R2, ..., Rk denote the number of samples in the bins respectively.

Note that for the discrete-data case, it is possible that a sample inR cannot be
put into any of the k bins. In other words, its value does not match the values
of any samples in B. In this case, such a sample is an outlier. This indicates
an anomaly in the protocol behaviors in the runtime test, comparing with the
baseline test. Hence, Probe-I will report such discrepancy in behavior data
immediately and suggest further inspection of the protocol implementation.

Otherwise (i.e., all the samples in R can be put into the bins), let us suppose
the number of the data samples in R is n. If the data samples in R follow the
distribution of the data samples in B, the expected number of the samples in
each bin i, denoted by Ri, should be:
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Ri =
Bi∑k
i=1Bi

· n (1)

If the expected number of samples in any bin in either tail is less than 5, the bin
is pooled with a neighboring bin, until the count in each extreme bin is at least
5. Suppose in the end, there are m resulting bins. Let R′

1, R
′
2, ..., R

′
m denote the

numbers of samples inR that are put in them bins respectively, andR
′
1,R

′
2, ...,R

′
m

denote the expectednumbers of samples inR that shouldbe in thebins respectively.
Probe-I then adopts Pearson’s chi-squared (χ2) hypothesis test to test the

goodness of fit of the two sets of data (i.e., [R′
1, R

′
2, ..., R

′
m] and [R

′
1, R

′
2, ..., R

′
m])

in terms of their distributions [8]. Its null hypothesis is that the distribution of

[R′
1, R

′
2, ..., R

′
m] is consistent with the expected distribution, i.e. that of [R

′
1,

R
′
2, ..., R

′
m], while the alternative hypothesis is that it is not.

For the χ2 test, the value of the test-statistic is calculated as [8]:

χ2 =

m∑
i=1

(R′
i −R

′
i)

2

R
′
i

(2)

The χ2 statistic can then be used to calculate a p-value by comparing the value
of the statistic to a χ2 distribution with the number of degrees of freedom equal
to m-1. The p-value represents the uncertainty in the claim that the null hy-
pothesis is false. Probe-I considers that when the p-value is larger than 0.1, a
conventional significance level threshold, the null hypothesis will not be rejected.
In other words, we will consider that the protocol behaviors in the baseline test
are different from those in the runtime test if the difference in the distributions
of B and R is statistically significant, i.e., the probability that the alternative
hypothesis is true is larger than 90%. In this case, Probe-I will output such
a protocol behavior anomaly detected in the runtime test, and suggest further
inspection of the protocol implementation.

Finally, note that the statistical hypothesis test is non-parametric, which does
not require any a priori knowledge of the distribution. This fits our problem do-
main since we do not know how a performance metric should actually distribute
for the target protocol.

5 Evaluation

To show the effectiveness of Probe-I in modeling and verifying WSN protocols,
we provide two representative case studies in this section. We will examine how
protocol behavior anomalies caused by design defects can be conveniently iden-
tified with Probe-I. The target WSN protocols in these two case studies are
based on the codes distributed with TinyOS [6].

We implement Probe-I with Java. Such a platform independent implementa-
tion makes it convenient to port it to various mobile devices. In our experimental
studies, for convenience consideration, we use a laptop computer as the mobile
device and a sensor node as the sniff to eavesdrop the packets exchanged in our
target WSNs. The computer is connected with the sniff with a USB cable.
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5.1 Case Study I: Data Forwarding

In our first case study, we verify a lightweight multi-hop packet forwarding pro-
tocol based on BlinkToRadio distributed with TinyOS [6]. The target WSN
contains three sensor nodes. The correct behaviors of the target protocol are
simple: Node 2 will generate 25 packets per second, and send each packet to
node 1. Node 1, upon receiving a packet from node 2, will forward the packet
immediately to node 0. Node 0 will collect the packets intended for itself. In
other words, node 0 is a sink, node 1 is a relay, and node 2 is a source.

After the network is deployed, we perform a baseline test. The sniff is put
close the three nodes one by one. Since the baseline test should be a simple
verifiable test, for each target node, the monitoring period is short (nearly 30
seconds). Probe-I then collects the packets sent to or sent by each target node,
and models the protocol behaviors running on each node. τ is set 1 second.
Probe-I then identify the role of each node successfully. For each node, the cor-
responding behavior metrics are also consistent with our design purpose. Hence,
the correctness of the protocol is confirmed in the baseline test.

We then again access the network with Probe-I to perform a runtime test.
This time we let Probe-I monitor each node for a longer period of time (nearly
3 minutes). Probe-I finds no behavior anomaly for the sink node and the source
node. Also, for the relay node, Probe-I does not find the data of the behavior
metrics (i.e., the relay delay and the transmission attempts) collected in both
tests have significant discrepancy. However, it issues an alert showing that node
1 has two roles: a new but unintended role sink, in addition to its designed role
relay. This is obviously a fault, which means node 1 must have received some
packets and have not sent them out.

We then inspect the protocol implementation for the relay node. Starting from
the codes that handle a packet receiving event, we instantly find that a received
packet can be actively dropped in function AMSend.send due to a busy flag. The
flag is set when the node is in the process of sending a packet. This means before
a previously-received packet has been sent, another packet arrives unexpectedly,
causing the protocol to drop the new arrival packet. To correct this fault, the
protocol should employ a buffer to cache packets until the previously-received
packet has been sent.

Note that such a fault is only triggered occasionally, and causes an occasional
packet loss, which tends to be neglected. We have shown that Probe-I can
however effectively model the protocol behaviors and successfully detect such a
subtle protocol defect via identifying role changes of sensor nodes.

5.2 Case Study II: Collection Tree Protocol

In this case study, we test a more sophisticated routing protocol CTP (Collection
Tree Protocol) [9]. CTP is frequently employed to transfer sensor readings to
sinks. We intend to examine whether CTP performs well in mobile networks.
The target WSN contains four sensor nodes. One is the sink, while three are
sources that will generate one packet per second. The packets from the sources
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will be conveyed to the sink possibly via other sensor nodes. Hence, a source
node may also serve as a relay. Since the packet rate is low, we set τ 10 seconds
in our tests, and let Probe-I monitor each sensor node for nearly 3 minutes.

In our baseline test, all nodes are stationary. Probe-I correctly identifies the
node roles. The behavior metrics are also correct. The baseline test has passed.

We then start a runtime test, where the sink and two nodes close to the sink
are stationary (which may serve as relays) and the rest one node is mobile. CTP
should be able to find another relay when the previous relay for the mobile node
cannot be reached due to its mobility. Probe-I reports that the distributions of
the number of packet transmission attempts and the overhead are inconsistent
with the baseline test. In particular, Probe-I shows that the number of packet
transmission attempts has a new value 30, i.e., some packets are retransmitted
for 30 times. By inspecting the CTP design, we find that a route is considered
broken only when a packet cannot be successfully transmitted after 30 attempts.
This may not be proper for mobile networks.

Probe-I reveals that CTP may not be a good choice for mobile networks, since
routes may be reestablished frequently, incurring larger overhead and transmis-
sion failures (and packet loss). The route reestablishing procedure should be
improved to cope with node mobility, which confirms the findings in [10].

This case study demonstrates how Probe-I can greatly facilitate the verifica-
tion of a protocol in a new network scenario. Note that without such a tool, it
would be quite labor-intensive to manually inspect the design of CTP to justify
whether it is applicable in the new mobile scenario.

6 Related Work

Various research efforts have been put to enhance the reliability of WSN proto-
cols. Many techniques, including simulation-based testing and troubleshooting
approaches, network monitoring mechanisms, and debugging tools are proposed,
which are surveyed in what follows.

TOSSIM[11] andAvrora [12] are twowidely-adopted simulation tools forWSNs.
Before field-deploying a protocol,WSN practitioners can resort to such simulation
platforms to confirm its correct behavior.But a comprehensive simulationwill gen-
erate tremendous protocol behavior data. Verifying the correctness of the protocol
behavior largely depends on manual efforts, which is labor-intensive. T-Check [13]
and KleeNet [14] are two simulation-based approaches that can find WSN bugs
by exploring program states extensively. Sentomist [15] locates bug symptoms via
finding outliers in application behaviors collected via simulations. However, high-
fidelity simulation remains difficult, given the complexity of the real world and the
unexpected working scenarios [16]. As a result, protocol defects may still escape
from being detected in simulation platforms. Probe-I, in contrast, focuses on de-
tecting protocol defects in deployed networks.

SNTS [17] deploys many additional sensor nodes in the target network field to
collect the packets of the target WSN. These sensor nodes have to be collected
manually to retrieve their collected packets. It only suits small experimental
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network. PAD [18] attaches logs in regular data packets to help the base sta-
tion diagnose network problems. The logging and piggyback mechanisms will
inevitably disturb the original protocol behaviors.

Sympathy [19] introduces a diagnosis agent in the target sensor nodes to
collects their run-time data, and transmitting them to the base station. Tools
based on instrumentation (e.g., EnviroLog [3] and Declarative Tracepoints [4])
have also been proposed to log the protocol behaviors in a sensor node during
its runtime. PDA [20] inserts state hypotheses into the WSN codes. If they
do not hold during runtime, alerts can be issued. These tools can help detect
protocol defects. However, as real-time systems, WSN programs are sensitive
to timing. Running on the same hardware, such behavior data collection and
verification mechanisms will inevitably intrude the executions of the original
codes. As a result, a defect may hide when such a mechanism turns on, but can
still be triggered when it is disabled. Hence, these tools are still not adequate to
eliminating protocol defects, not to mention the human efforts in reprogramming
an existing WSN application to incorporate such tools. Probe-I avoids such
inadequacy via a non-intrusive protocol behavior data collection approach.

7 Conclusion

This paper presents Probe-I (sensor network Protocol behavior Inspector), a
mobile device assisted tool that can unveil post-deployment protocol defects in
WSNs. Probe-I collects the protocol behaviors by passively listening to the
packet exchanges with a mobile device equipped with a compatible wireless in-
terface (i.e., a USB-connected sensor node). Such a behavior data collection
mechanism is non-intrusive, i.e., it will not change the execution of the origi-
nal WSN protocols. This can provide Probe-I nice fidelity in obtaining the real
protocol behaviors, since the executions of WSN codes are sensitive to timing.

Probe-I then employs a node-by-node role-oriented approach to model the pro-
tocol behaviors based on the sniffed packets. Hence, it focuses on the protocol de-
fects that can cause packet exchanges to deviate from the normal.With Probe-I, a
WSN practitioner can verify whether a protocol works as well in field as it does in a
simple baseline test. It can illustrate potential protocol defect symptoms, i.e., the
behavior discrepancy found in a runtime test. This can facilitate manual inspec-
tion of the protocol implementation to locate the root cause of such discrepancy.
We successfully employs Probe-I to detect protocol design defects in two WSN
data collection protocols, which shows its effectiveness.
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Abstract. During the data aggregation in wireless sensor networks, the
size of transmitted data packet is an important parameter which will in-
fluence the energy consumption efficiency (ECE) of sensor nodes directly.
Therefore, it is a key topic to optimize the packet size to maximize ECE.
In this paper, a novel model is set up to describe the relationship be-
tween ECE and the packet size, wireless transceivers, communication
protocols and channels. Then a Simultaneous Perturbation Stochastic
Approximation (SPSA) theory based packet size optimization algorithm
is proposed in two communication models, and we demonstrate the va-
lidity of algorithm compared with the method of numerical analysis in
extensive simulation experiments.

Keywords: WSNs, packet size, SPSA, energy efficiency.

1 Introduction

Wireless Sensor Networks (WSNs) is composed of numerous energy constrained
sensor nodes scattered in surveillance field. Due to its wide applications in mili-
tary, industry, environment protection, etc, it has attracted extensive attention
from many countries and research institutions, and has become a hot issue [1,2,3].
In most applications, sensor nodes are powered by batteries, which are difficult to
be replaced or recharged. Consequently, the energy efficiency of WSNs is always
the research focus.

Several methods have been presented to solve the problem [4,5]. Energy con-
sumption efficiency model was proposed in literature [4]. The research only con-
sidered the impact of channel encoding and then found the optimal packet size
to maximize the energy consumption efficiency. Another similar ECE model was
proposed in literature [5], in which the author considered the impact of MAC
protocols to sensor nodes’ energy consumption efficiency, then achieved the op-
timal packet size.

In the previous research, the optimal packet size is always obtained by the
method of numerical analysis, which is a kind of traversal method with low
efficiency. So it is difficult to be applied to compute the optimal packet size in
real-time and dynamic communication environment.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 112–119, 2012.
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In this paper, we propose a packet size optimization algorithm based on Si-
multaneous Perturbation Stochastic Approximation (SPSA), by which the ECE
of sensor nodes can be maximized in real-time. Then, the limited energy of each
senor node can be used to transmit as much data as possible.

The remainder of the paper is organized as follows: In section 2, ECE model
of single hop communication is described. Packet size optimization algorithm
based on SPSA is proposed in section 3. The metrics of performance are defined
in section 4, with the simulation result analysis. Section 5 is our conclusion and
consideration about the future work.

2 ECE Model

The link layer packet is the basic communication unit between neighboring sensor
nodes in WSNs. It consists of a header field with α bits long, payload with
l bits long and a trailer with τ bits. The header field generally includes an
event/location/attribute identifier and hence, α is expected to be only a few
bytes. The payload contains information bits and the trailer is composed of
parity bits for error control.

Based on this packet format, we can express the energy required to com-
municate (transmit and receive) one bit of information across a single hop as

Eb = Et + Er +
Edec
l

(1)

where Et and Er are the energy consumption of the transmitter and receiver
respectively. Edec represents the decoding energy per packet. For a t error cor-
recting binary BCH code, Edec is given in [4]. Hence, they are as follows.

Et =
[(Pte + Po)

(α+l+τ)
R + PtstTtst]

l

Er =
[Pre

(α+l+τ)
R + PrstTrst]

l

Edec = (2nt+ 2t2)(Eadd + Emult) (2)

where, Pte/re is the power consumed in the transmitter/receiver electronics;
Ptst/rst is the start-up power consumed in the transmitter or receiver; Ttst/rst is
the start-up time of transceivers; Po is the output transmit power; R is the data
rate; n is the packet length, n = α+l+τ ; Eadd is the energy consumption in the
addition of decoding and Emult is the energy consumption in the multiplication
of decoding.

Formula (1) can be simplified in terms of radio parameters k1 and k2 as

Eb = k1
α+ τ + l

l
+
k2 + Edec

l
(3)

where k1 and k2 are given by
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k1 = [(Pte + Po) + Pre]/R

k2 = PtstTtst + PrstTrst

Hence, two important parameters k1 and k2 are achieved, and they are constants
for a given radio transceiver and data rate. k1 can be considered as the consumed
energy in the communication of one bit, and k2 represents the start-up energy
consumption. For the RFM-TR1000 transceiver, k1 and k2 are calculated to be
1.85μJ/bit and 24.86μJ , respectively.

Take CSMA/CA protocol into account, and the communication mechanism is
as follows. When N bits data are transmitted in total, the data will be divided
into �N/l� data packets. Before transmitting the data, transmitter will send a
request packetRTS towards receiver and transmit the data packet after receiving
the CTS from receiver. Transmitter will not transmit the next data packet until
receiving ACK, which is sent from receiver after each packet is received. Let’s
define that RTS,CTS,ACK are the control packets, and the size of them are
all q bits. Consequently, there are �N/l� data packets and (�N/l� + 2) control
packets in total.

According to the meanings of k1 and k2, the energy consumption for trans-
mitting the control packets is as follows

Econtrol = (

⌈
N

l

⌉
+ 2)[(α+ q + τ1)k1 + k2 + Edec1] (4)

the energy consumption for transmitting the data packets is as follows

Edata =

⌈
N

l

⌉
[(α + l+ τ2)k1 + k2 + Edec2] (5)

where Edec1 and Edec2 are the energy consumption for decoding the control
packets and the data packets, respectively. τ1 and τ2 are the parity bits of control
packets and data packets, respectively.

The total energy consumption is as follows:

E = Econtrol + Edata

= (

⌈
N

l

⌉
+ 2)[(α+ q + τ1)k1 + k2 + Edec1]

+

⌈
N

l

⌉
[(α+ l + τ2)k1 + k2 + Edec2]

= k1[

⌈
N

l

⌉
(2α+ q + l + τ1 + τ2) + 2(α+ q + τ1)]

+k2(2

⌈
N

l

⌉
+ 2) + (

⌈
N

l

⌉
+ 2)Edec1 +

⌈
N

l

⌉
Edec2 (6)

As far as we know, in the process of transmitting data, a packet tends to be in
error in the presence of one or more bit errors. Assuming independent bit errors,
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the probability [4] that the packet will be correctly received without error control
is given by

PER = (1− p)α+l (7)

where p is the bit error rate (BER). And on the other hand, for a given reliability,
the effect of encoding is to allow greater payload length (l). Taking binary BCH
scheme as an example, decoding failures are detectable, but they are as bad as
packet errors since no retransmission schemes are in use. Hence, the probability
[4] that the packet will be correctly received is given by

PER =

t∑
j=0

(
n

j
)pj(1 − p)n−j (8)

where t is the error correcting capability of BCH scheme and is further related
to the number of parities τ , τ ≥ log2

∑t
j=0(

n
j ).

Above all, when transmitting N bits, the ECE of single hop communication
between two sensor nodes is as follows

η =
Nk1
E

PER (9)

s.t l = 8ε, ε = 1, 2, . . . (10)

What we aim at is that achieving the optimal payload length l∗ so as to maximize
η in (9). Constraint condition in (10) means that the unit of payload length in
the packet format is byte.

3 Packet Size Optimization Algorithm

3.1 Basic Idea of the Algorithm

Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm is a
stochastic optimization method introduced by Spall in 2003 [6]. The central focus
with SPSA is the stochastic setting where only measurements of the objective
function are available without any gradient information.

In recent years, SPSA algorithm is successfully applied in many theoretical
researches and practical applications of different fields [7,8]. Hence, the paper
introduces SPSA algorithm to get the optimal payload length so as to maximize
the ECE of sensor node.

Because SPSA algorithm is used for the problem of minimizing the objective
function, the objective function of this paper is converted as follows:

Y =
E

Nk1PER
(11)

Now, the basic idea of using SPSA algorithm to get the optimal payload length
is as follows.
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First, the initial iterative point l0 is chosen randomly in [0,N]. Then the simul-
taneous perturbation scalar�k is generated by using a Bernoulli ±1 distribution
with probability of 1/2 . And the simultaneous perturbation amplitude ck is as
follows

ck =
c

(k + 1)γ
, k = 0, 1, 2, . . . (12)

where c is a positive constant and its value usually relates to the concrete ap-
plication. Here, we set c = 50 after lots of experiments. 0.101 is effectively the
lowest allowable subject of γ to satisfy the theoretical conditions. And k is the
current number of iterations.

Then, two values of the objective function which are corresponding to the two
perturbation points can be computed as Y (lk+ck�k) and Y (lk−ck�k) . And the
gradient which is determined by the two perturbation points is approximately
the estimated gradient of the current iterative point lk.

gk =
Y (lk + ck�k)− Y (lk − ck�k)

2ck�k
, k = 0, 1, 2 . . . (13)

Then the iterative point can be updated by using the factor of step ak, and ak
is given by

ak =
a

(k +A+ 1)λ
, k = 0, 1, 2 . . . (14)

where a is a positive constant. 0.602 is effectively the lowest allowable subject of λ
to satisfy the theoretical conditions. A is a positive scalar and is 10 percent or less
of the maximum number of expected/allowed iterations (Imax), asA ≤ 10%Imax.

The updated iterative point lk+1 is given by

lk+1 = lk − akgk, k = 0, 1, 2, . . . (15)

Terminate the algorithm if there is little change (≤ 0.1 bit) in several successive
iterations or the maximum allowable number of iterations Imax has been reached.
Otherwise, iteration should be continued.

The constant a can be achieved as follows. Assume that U(l1 − l0 = U) is
the initial step range. According to formula (15), | a0g0 |= U , and according
to formula (13), g0 can be achieved. Then based on formula (14), a =| U(A +
1)λ/g0 |.

3.2 Implementation of the Algorithm

The pseudo code based on SPSA is shown in algorithm 1.

4 Simulation

4.1 Performance Metrics

Definition 1. (Computation Efficiency) Assume that the total data to be trans-
mitted are N bits, and r sets of experiments are conducted. The actual num-
bers of iterations for achieving the optimal payload length based on SPSA are
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Ib1, Ib2, . . . , Ibr , respectively. And the average value of them is Ib. That means
the objective function value is computed 2 × Ib times averagely. On the other
hand, according to the constraint condition, the computing times of objective
function value is �N/8� using numerical analysis method.

Then the computation efficiency of SPSA is defined as follows.

β = 1− 2× Ib
�N/8� (16)

Definition 1 reflects the efficiency of SPSA, compared with numerical analysis
method. If β is positive, SPSAhas better solving efficiency than numerical analysis
method; then, if β equals 0, the performance of the twomethods are similar; other-
wise, SPSA is proved to be with lower efficiency than numerical analysis method.

input : the total data N , the initial payload length l0, the initial step
U(l1 − l0 = U), the initial perturbation amplitude c, the expected total
iterations Imax, A, the encoding symbol i

output: the optimal payload length l∗

Initialization: k1 = 1.85, k2 = 24.86, α = 16, q = 16, p = 0.0003, k = 0,
λ = 0.602, γ = 0.101
Achieve the corresponding τ1, τ2, Edec1, Edec2 and PER according to the
encoding symbol i;
Get �0 according to Bernoulli ±1 distribution with probability of 1/2; /* get

the initial perturbation direction */

Get Y (l0 + c0�0) and Y (l0 − c0�0). Get g0 according to equation (13);
Get the constant a according to equation (14) and (15), then l1 = l0 − a0g0;
k = k + 1;
while k ≤ Imax do

According to i, get the corresponding τ1,τ2, Edec1, Edec2 and PER;
Get ak and ck ; /* update ak and ck */

Achieve �k according to Bernoulli ±1 distribution with probability of 1/2;
/* update the perturbation direction for each iteration */

Get Y (lk + ck�k) and Y (lk − ck�k), and according to equation (13), get
gk; then lk+1 = lk − akgk; k = k + 1;

/* update the iterative point and the number of iterations */

if | lk − lk−1 |≤ 0.1 then
break;

end

end

Algorithm 1. SPSA based packet size optimization algorithm

4.2 Experiment Results Analysis

We implemented the algorithm and performed the simulation on Matlab 7.1
platform. BCH scheme is used for the channel encoding, so energy consumption
in the addition and multiplication during decoding the packet is as follows,
respectively.



118 N. Xia, R. Feng, and L. Xu

Eadd = 3.3× 10−5m(mW/MHz)

Emult = 3.7× 10−5m3(mW/MHz)

where m = �log2 n+ 1�.
What’ more, the simulation experiment is conducted under two conditions,

one is with BCH scheme and the other without it. Under each condition, we
conduct three sets of experiments with different total data amount (N=640bits,
1000bits and 2000bits). And N/2 is selected to be the initial iterative point
l0. In each set of experiments, we use ten different initial iterative steps U =
{max{N− l0, l0}× ξ/10, ξ = 1, 2, · · · , 10} to achieve the optimal payload length.

(1) Packet without BCH scheme
These experiments are conducted without BCH scheme, and the parameters

setting and experiment results are listed in table 1.

Table 1. The parameters setting and performance evaluation

Set N c Imax A ls ηs Ib lv ηv β

1 640 50 100 10 432 0.6646 14.8 432 0.6646 0.63

2 1000 50 100 10 448 0.6916 32.1 448 0.6916 0.4864

3 2000 50 100 10 456 0.7175 16.6 456 0.7175 0.8672

Table 1 depicts that in each set of experiment, every average ECE achieved by
SPSA absolutely equals to the one achieved by numerical analysis method, that’s
to say, every average ECE reaches max, which means the optimal payload length
is found accurately by SPSA. What’s more, the β is positive, which demonstrates
that SPSA is more efficient to compute the optimal solution than numerical
analysis method.

(2) Packet with BCH scheme (t = 2)
These sets of experiments are conducted with BCH scheme, and the error

correcting capability t=2, which will determine the length of parities τ . The
simulation parameters and results are listed in table 2.

Table 2. The performance evaluation with BCH scheme

Set N c Imax A i ls ηs Ib lv ηv β

1 640 50 100 10 2 640 0.7283 13.7 640 0.7283 0.6575

2 1000 50 100 10 2 998.4 0.8045 17.9 1000 0.8047 0.7136

3 2000 50 100 10 2 1888 0.8723 356.4 1888 0.8723 0.5488

From table 2, we can see that in each set of experiments every average ECE
achieved by SPSA almost reach the one achieved by numerical analysis method,
which represents the algorithm obtains the optimal payload length with maximal
ECE. Furthermore, the computation efficiency in three sets of experiments are
0.6575, 0.7136, and 0.5488, which demonstrates the fast convergence of SPSA
algorithm and the superiority to numerical analysis method.
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5 Conclusion and Future Work

In this paper, we investigated the packet size optimization in WSNs, and an
ECE model of single hop communication is set up to take the channel coding
and MAC layer protocol into account. A SPSA based algorithm is proposed to
achieve the optimal payload length to maximize the ECE. By theoretical analysis
and extensive simulation, we demonstrate its validity in quality of solution and
computation efficiency compared with numerical analysis method.

For future work, we will apply the algorithm to practical sensors and net-
works to test its feasibility and propose a channel sensing strategy to realize the
dynamic packet size optimization, so that the limited energy of each senor node
can be used to transmit as much data as possible.
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Abstract. We study the time complexity of data collection in sensor
networks. A simple mathematical model for sensor networks regarded as
lines, multi-lines and trees is defined and corresponding optimal schedules
are provided. A lower bound of data collection time on general graph
networks is also derived.

Furthermore, we discuss the data collection problem where each node
can transmit arbitrary hops per time slot. An optimal schedule is derived
where each node can transmit 2 hops. We also prove the schedule is nearly
optimal if each node can transmit k (k > 2) hops (with constant error).

1 Introduction

In the area of general ad hoc networks, as well as sensor webs, researchers have
focused on routing [12], medium access control (MAC) [1], [9], and physical
layer [11]. References [13] and [8] are protocol suites specifically designed for
sensor webs. Furthermore, theoretical results regarding capacity of general static
ad hoc networks first appeared in [7]. Finally, most relevant to our research is
the so-called packet routing problem, which consists of moving packets of data
from one location to an other as quickly as possible in a network and has been
studied in conjunction with wire line and wireless network models(see, for exam-
ple, [10], [6], [5],and [2]). In this paper, we derive new results specific to sensor
networks, where in particular, nonuniform data distribution over the network is
assumed. We describe optimal strategies to perform data collection under various
assumptions and derive corresponding time performances with respect to a sim-
ple discrete mathematical model for a sensor network. In this model, the amount
of data accumulated at each sensor node(characterized by a number of unit data
packets) after some given observation period is assumed finite and determined.
Furthermore,we distinguish between two phases of operation in a sensor network.
In the first phase or observation/measuring phase, area monitoring results in an
accumulation of data at each sensor node. In the second phase or data transfer,
the collected data is transmitted to some processing center located within the
sensor network. In this paper, we investigate the efficiency limits with respect to
time of such data transfers. This paper is organized as follows. In Section 2, we
define our sensor network model. Then we present the optimal results of data
collection time in tree sensor networks and a lower bound on data collection time
in any connected graph in Section 3 . In Section 4 and 5, we discuss the data
collection problem where each node can transmit arbitrary hops per time slot.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 120–131, 2012.
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2 Network Model and Problem Statement

In this section, we give the definitions of a sensor network and the data collection
time problem. A sensor network is defined as a collection of n nodes {N1, . . . ,Nn},
for 1 ≤ i ≤ n. Each node is associated with a nonnegative integer that represents
the number of data packets stored at this node at the end of transmit/receive
processing. We use vi to denote the number of data packets stored at node Ni
for 1 ≤ i ≤ n. There is one special node N0 (the processing center) which we
will refer to as the base station (BS). Let V = {N0,N1, . . . ,Nn}. All the nodes
including the BS have a common transmission range r and an interference range
r′ = mr, m ≥ 1, m ∈ Z. In other words, a transmission from Ni to Nj (where
i, j ≥ 0) is successful if and only if their Euclidean distance dist(Ni,Nj) is less
than r and for every other simultaneously transmitting node Nk (k ≥ 0) we
have dist(Nk,Nj) ≥ r′. This model is a generalization of the problem described
in [4], [3]. In [4] and [3], interference range r′ is equal to the transmission range r.
In practice, m is often between 2 and 3. So it is important to solve the problem
when the ratio of interference range and transmitting range is a general integer.

We also assume that time is slotted and one-hop transmission takes one time
slot (TS). The network is further assumed to be fully synchronized. A node can
only transmit/receive one data packet per time slot. Concurrent transmissions
may occur in the network in this interference model if they are separated far
enough. Our network may be represented as a weighted graph {V , E ,vn} where
V = {N0, . . . ,Nn} represents the set of nodes, E represents the set of links, and
vn = (v1, . . . , vn) represents the number of data packets to be transmitted at
N1, . . . ,Nn.

In this graph model, the base station (BS) or N0 is the root of network and an
edge represents a wireless connection (a link) between two nodes. The general
data collection problem in a given sensor network refers to the problem of routing
all the data collected by the sensor nodes to the BS as efficiently as possible with
respect to time and energy. However, in this paper, we shall focus on the time
efficiency alone of the data collection task on directional antenna systems. As
discussed in [3], the results of directional antenna systems over a single line
network can be extended to omnidirectional antenna systems. Conclusions and
their proofs on omnidirectional antenna systems follow similar arguments as
those of directional antenna systems. So we just discuss the data collection time
on directional antenna systems here.

If a schedule of transmission of the data collection task in the sensor network
has the smallest time slots, we call it an optimal schedule. In this paper, we omit
some proofs due to space limit.

3 Data Collection in Sensor Networks

In this section, we mainly discuss the data collection time problem in the sensor
networks when a node can only transmit data to its immediate neighbor in the
network. We first consider the case where the sensor network is a line (an example
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is given in Fig 1). In this type of network, all sensor nodes are assumed to be
evenly located along a line with N0 placed at one end and Nn placed at the other
end. The distance between any two nodes is denoted by d. Assume that all nodes
are equipped with directional antenna allowing transmissions over a distance r,
where r = (1+ δ)d, δ > 0. We further assume that δ < 1

m for some given integer
m. Assume Ni is situated exactly at distance i from the BS. A transmission from
Ni to Ni+1 is denoted by i→ i+1. Prior to finding an optimal schedule of a line
network with general m, we first estimate the time performance of the optimal
schedule. Let T (v) be the minimum data collection time defined as the minimum
time duration over all possible data collection schedules with the number of data
packets v = (v1, . . . , vn). Then, according to [3], the following theorem holds.

Theorem 1. If v = (v1, . . . , vn) and vi = 0 ∀i > n, we have

T (v) = max
i

(
i− 1 +

i+m−2∑
j=i

(j − i+ 1)vj +m
∑

j≥i+m−1

vj

)
, (1)

Here we study the data collection time in line networks and design appropriate
data collection schedules. Our goal is to determine the minimum duration of the
collection phase and an associated optimal communication strategy. We consider
the following converse problem (distribution problem) first. Instead of nodes
sending packets to the BS, we assume the BS is to send packets to nodes. This
problem is of separate interest in sensor networks. The collection problem has
the same time performance as the distribution problem when they have the same
network and packets. We propose the following simple algorithm to determine
BS actions of the distribution problem.

Algorithm 1 determines the BS action at each time step: BS remains idle
(i.e.action[step] = 0) or transmits data packet (action[step] = 1). The
result is stored in a vector action[]. The procedure is illustrated in the example
of Figure 1, where V = {0, 1, 2, 3, 4}, E = {(i, i+1), 0 ≤ i ≤ 3}, v = (0, 1, 0, 1, 1),
m = 3, r = (1+δ)d, δ < 1

3 . The schedule of transmissions according to Algorithm
1 is completed in 7 TS. Next we determine its performance in general. Let Ti
be the last busy time slot at Ni (1 ≤ i ≤ n) in the execution of Algorithm 1
(i.e. in the previous example, we have T1 = 7, T2 = 6, T3 = 6, T4 = 4). Clearly,
Algorithm 1 runs in max1≤i≤n Ti.

We now return to the data collection problem. The construction of a schedule
here is based on the symmetric operations of distribution. Note that if we can
consider the operation of transmitting specific packets from the BS to other nodes
individually, this problem can actually be viewed as the “reverse operation” of
the data collection problem and the optimal time is the same as the optimal time
of the data collection problem. In the data collection problem, each node other
than the BS has a number of packets to be sent to the BS. Correspondingly,
in the reverse problem, each node other than the BS has a number of packets
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rule 1. Optimal Actions in Line Networks

Input: n, v1,. . . ,vn
/* vi ∈ N ∪ {0}, vi represents the number of packets at Ni */

Output: action[], step ← 1, legal ←1, packets left ← ∑n
i=1 vi, i ← n,

while packets left �= 0 do
if i > m− 1 then

action[step] ← 1
step ← step+m

else
action[step] ← 1
step ← step+ i

end if
packets left ← packets left− vi
i ← i− 1

end while
step action[]

11 1

Fig. 1. Optimal distribution schedule on a line network. The job is performed in 7 TS.

to be received from the BS. Since the solution to one problem corresponds to the
solution to the other, we only consider the distribution problem from now on.

Similar to the result of [3], we can obtain an optimal schedule when the
networks are trees.

Next, we consider the data collection problem in general networks. We propose
a schedule which performs within a factor of m of an optimal strategy on general
networks. The proposed schedule consists of two sub procedures.

– Extract a shortest path spanning tree τSP
– Apply the optimal schedule on tree networks to τSP .

One can show that shortest path spanning trees always exist by using Dijkstra’s
algorithm. We obtain the minimum data collection time of the spanning tree
(τSP ) applying the result of tree networks. Then we demonstrate that τSP is an
m-approximate of an optimal strategy on general graphs.
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Theorem 2. For any (connected) graph G, and any shortest path spanning tree
τSP , we have

T (τSP )
m ≤ T (G) ≤ T (τSP ) (2)

Proof. We define t1(G) as the minimum distribution time when transmission
and reception are simultaneously allowed in a TS at any given node. Clearly,
t1(G) ≤ T (G). By the conclusion of Corollary 1.4 in Appendix I of [3], we
also have t1(G) = t1(τSP ). Besides, for any connected graph A the following
inequality holds T (A) ≤ mt1(A). Choose A = τSP , then T (τSP ) ≤ mt1(τSP ).

Therefore T (G) ≥ t1(G) = t1(τSP ) ≥ T (τSP )
m , which implies the first inequality.

The second inequality obviously holds. �

4 Extension to 2 Hops

The extended model is defined below. The sensor network is a line and di is the
distance between nodes Ni−1 and Ni for each i = 1, 2, . . . n. All the nodes have the
same common transmission range r and the interference range r′ = (1+δ)r, where
δ < 1

2 . Suppose di + di+1 + di+2 > r and dj + dj+1 ≤ r for ∀i, j ∈ {1, 2, 3, . . . n}.
Therefore, each node can transmit data packet 2 hops per TS, but never 3 hops.
We also suppose that each node carry 0 or 1 data packet. Next we will discuss
the lower bound of the optimal schedule of this problem. Denote by T �2i the last
busy TS at nodes N2i−1 and N2i for each i = 1, 2, . . . n in the optimal schedule.
Let A be the TS set when node N2i−1 receives one data packet, B be the TS
set when node N2i receives one data packet, C be the TS set when node N2i−1

transmits one data packet and D be the TS set when node N2i transmits one
data packet (see Figure 2(a)).

Let |A| = x, |B| = y, |C| = z, |D| = w, |A ∩D| = m, |B ∩ C| = h, we obtain
the following relations. ⎧⎨

⎩
x = z + v2i−1

y = w + v2i
z + w − h =

∑
j>2i vj

Then

T �
2i =T (A) + T (B) + T (C) + T (D)− T (A ∩D)− T (B ∩ C) + i− 1

= x+ y + z + w − h−m+ i− 1 = 2(z + w) + v2i−1 + v2i − h−m+ i− 1

= 2
∑
j>2i

vj + 2h+ v2i−1 + v2i − h−m+ i− 1=2
∑
j>2i

vj + v2i−1 + v2i + h−m+ i− 1.

Since m ≤ x and m ≤ w, we get 2m ≤ x+w = z +w + v2i−1 =
∑
j>2i vj + h+

v2i−1.
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A B

C D

N2i-1 N2i

(a) The receiving /transmitting processes of nodes
N2i−1 and N2i.

N2i+2N2i

(b) Transmissions in the schedule produced by our
schedule.

Fig. 2.

Therefore:

T �
2i = 2

∑
j>2i

vj + v2i−1 + v2i + h−m+ i− 1

≥ 3

2

∑
j>2i

vj + v2i−1 + v2i +
1

2
(h− v2i−1) + i− 1 ≥ 3

2

∑
j>2i

vj +
1

2
v2i−1 + v2i + i− 1.

We denote � 3
2

∑
j>2i vj +

1
2v2i−1� + v2i + i − 1 by S2i as a lower bound of T �2i.

Next, we construct a schedule to solve the problem. Its main idea is as follows:

1. BS transmits the first data packet to the furthest node, transmits the second
data packet to the second furthest node,. . . transmit the i − th data packet
to the i − th furthest node.

2. If the BS can transmit a data packet (to node N1 or N2), then BS transmits
one data packet as far as possible.
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3. Each data packet transmitted from the BS continues its transmission until
reaching its goal and each step any sensor node transmits the data packet
as far as possible.

Use T2i to represent the last busy TS at nodes N2i−1 and N2i in our schedule,
we have the following lemma:

Lemma 1

T2i =

{
3
2

∑
j>2i vj + v2i−1 + v2i + i− 1, if 2

∣∣∣∑j>2i vj ;
3
2 (
∑

j>2i vj − 1) + v2i−1 + v2i + 1 + σ + i− 1, 1 otherwise.

Proof. BS needs i − 1 TS to transmit a data packet to the node segment
(N2i−1,N2i). According to the properties of our schedule. The transmissions in
the segment (N2i−1,N2i) would repeat the following process until the number of
the data packet to further node is not larger than 1: (See Figure 2(b))⎧⎨

⎩
N2i−2 → N2i

N2i−3 → N2i−1 and N2i → N2i+2

N2i−1 → N2i+1

�
Each process transmits two data packets to further nodes. If there is no data
packet to transmit to further node after the above process is repeated m−times,
then

∑
j>2i vj = 2m. Therefore T2i =3m + v2i−1 + v2i + i − 1= 3

2

∑
j>2i vj +

v2i−1 + v2i + i− 1. Otherwise, still one data packet needs to transmit to further
node, we need 2 TS to transmit the data packet (the first two steps in the
process), then we get

∑
j>2i vj = 2m+ 1. If v2i−1 ≥ 1, N2i−1 can receive a data

packet at the same time N2i transmit a data packet to N2i+2 (or N2i+1), then
T2i = 3m+2+ v2i−1 − 1+ v2i+ i− 1= 3

2 (
∑

j>2i vj − 1)+ v2i−1 + v2i +1+ i− 1.

If v2i−1 = 0, T2i = 3m+2+ v2i+ i− 1= 3
2 (
∑

j>2i vj − 1)+ v2i−1+ v2i+2+ i− 1.

Theorem 3. For each i = 1, 2, . . . n, our schedule has T2i = S2i.

Proof.There are two cases we need to prove according to the parity of
∑
j>2i vj .

1.
∑

j>2i vj is even. If v2i−1 = 0, then S2i = 3
2

∑
j>2i vj + v2i + i − 1=

3
2

∑
j>2i vj + v2i−1 + v2i + i− 1= T2i. If v2i−1 = 1, S2i = � 3

2

∑
j>2i vj +

1
2�+

v2i+i−1 = 3
2

∑
j>2i vj+1+v2i+i−1 = 3

2

∑
j>2i vj+v2i−1+v2i+i−1= T2i.

2.
∑

j>2i vj is odd. If v2i−1 = 0, then S2i = � 3
2

∑
j>2i vj� + v2i + i − 1=

3
2 (
∑

j>2i vj−1)+2+v2i+ i−1 = T2i. If v2i−1 = 1, then S2i = � 3
2

∑
j>2i vj+

1
2�+ v2i + i− 1= 3

2 (
∑

j>2i vj − 1) + 2 + v2i + i− 1= T2i.

�

1 Here if v2i−1 ≥ 1, σ = 0, otherwise σ = 1.
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Our schedule is not always optimal if some nodes carry more than 1 data packets.
We show an example that our schedule needs two more TS than the optimal one.
See Figure 3 for example, in which the left is our schedule and the right is the
optimal schedule.

5 Extension to k Hops (k ≥ 3)

We continue the discussion of the special case in last section. However, this
section we assume that for each i = 1, 2, . . . n − 1, node Ni can transmit data
packet ri hops per TS, but never ri + 1 hops. Also we suppose that each node
carries 0 or 1 data packet. Next we will focus on the lower bound of optimal
schedule of this problem. Let Hi be the first busy TS at node Ni and Tj be
the last busy TS at node Nj for each i, j ∈ {1, 2, . . . n} in the optimal schedule.
Formally, we make the following definitions.

Definition 1. T �ij : the last busy time when node Nj transmit the (
∑
l≥i vl)−th

data packet farther in the optimal schedule.

Definition 2. mi
def
= min

{
rj
∣∣0 ≤ j ≤ i

}
Let Dij = T �ij −Hj , we will prove the following inequality.

Lemma 2. For any 1 ≤ j ≤ i, Dii ≥ Dij − 1.

Next, we will calculate a lower bound of Dij using
∑

l≥i vl and rmi . Let mi = j,
considering the region (j, j+ rj ], there are

∑
l≥i vl data packets passing through

node j. The lower bound of Dij can be derived in the following way. We need to
transmit

∑
l≥i vl data packets into the region and transmit x data packets out

of the region. The process of transmitting into the region and transmitting out
of the region may be in the same time with some demands.

Lemma 3. For each 1 ≤ j ≤ i, if j + rj < i, we have Dij ≥ �(1 + 1
rj
)
∑

l≥i vl�.
Otherwise we have Dij ≥ �(1 + 1

rj
)
∑

l≥i vl�-
∑j+rj
l=i vl.

Proof. We need to transmit
∑
l≥i vl data packets through region (j, j+rj ]. There

are three cases in the transmissions of this region.

1. Transmitting a data packet into the region: This case needs one TS per data
packet.

2. Transmitting a data packet(data A) into the region and transmit another
data(data B) packet out of the region simultaneously: This case has the same
time performance as the following process I. Data B is sent to the further
node of the region and data A move to left at least one node. I needs one
TS per data packet.

3. Transmitting a data packet out of the region: This case needs one TS per
data packet.
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Suppose the number of the data packets in cases (1), (2), (3) are x1, x2, and x3,
respectively. Then

∑
l≥i vl = x1 + x2. If i < j + rj , let x4 be the number of

data packets that would be stored at the nodes between Nj+rj and Ni. Suppose
x4 = 0. We have

∑
l≥i vl = x2 + x3 + x4. Therefore we get x1 = x3 + x4. In case

2, each data packet in the region can move to left at most rj − 1 times, since
it was transmitted into the region in the very beginning. Otherwise there will
be one more data packet in case 1. Therefore, we have x2 ≤ x1(rj − 1). Since
Dij = x1 + x2 + x3 = 2x1 + x2 − x4,

∑
l≥i vl = x1 + x2, and x2 ≤ x1(rj − 1), we

get x1 ≥ � 1
rj

∑
l≥i vl�, which means Dij =

∑
l≥i vl + x1 ≥ �(1 + 1

rj
)
∑
l≥i vl� (if

j + rj < i) or Dij =
∑
l≥i vl + x1 ≥ �(1 + 1

rj
)
∑

l≥i vl�−
∑j+rj

l≥i vl (if j + rj ≥ i).

�
If all ris are the same, our schedule has an excellent time performance. We can
prove our schedule is nearly optimal except some constant TS error (at most
two TS).

Lemma 4. For each ri = k, suppose Ti(x) be the last busy time when the x−th
data packet is transmitted out from Ni (including pass through Ni) with x ≤∑

j>i vj and 0 ≤ i ≤ k − 1 , we get Ti(x) = x+ �x−(k−i)
k �.

Lemma 5. Ti+k(x) = Ti(x) + 1 for each i = 0, 1, 2, . . . and x ≤
∑

j>i vj.

Theorem 4. Ti+ak = Ti(
∑

j>i+ak vj) + a+ vi+ak for each a ≥ 0, 0 ≤ i ≤ k− 1.

Let Sy = T �yy be a lower bound of T �y . The following Theorem is obtained.

Theorem 5. Ty ≤ Sy + 2.

6 Comparison with Other Algorithms

In this section, we will compare our schedule with other two transmitting meth-
ods (transmitting nearer first and transmitting randomly). Two groups of results
are showed in the following figures with different variables. For group 1 horizon-
tal axis represents the number of nodes in the network; For group 2, horizontal
axis represents the hops each node can transmit. Vertical axis represents the
time slots used in all the groups.

– In group 1, n is from 10 to 100 and v1 = v2 = . . . vn = 1, Figure 4(a)(b)(c)
shows the case where k = 3, 4, and 5, respectively.

– In group 2, k = 2 to 10 and n = 100. Figure 5(a) shows the case where
v1 = 100, v2 = . . . = v99 = 0, v100 = 1 Figure 5(b) shows the case where
v1 = v2 = . . . = v100 = 1. Figure 5(c) shows the case where vi = 101− i for
each i = 1, 2, . . . , 100.

– We use ‘Farther’ to represent Farther Algorithm (our algorithm), ‘Nearer’
to represent the algorithm which transmits nearer first and ’Random’ to
represent the algorithm which transmits randomly.
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Fig. 3. An example where our method can not get the optimal schedule
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Fig. 4. v1 = v2 = . . . vn = 1, (a) k = 3, (b) k = 4, (c) k = 5
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Fig. 5. (a) v1 = 100, v2 = . . . = v99 = 0, v100 = 1, (b) v1 = v2 = . . . = v100 = 1, (c)
vi = 101− i ,∀ i = 1, . . . , 100

7 Conclusion

In this paper, we have studied the time complexity of data collection in sensor
networks and derived novel results specific to sensor networks where nonuni-
form data distribution over the network is assumed. We have described optimal
strategies to perform data collection under various assumptions and derive cor-
responding time performances with respect to a simple discrete mathematical
model for a sensor network. In our model, the amount of data accumulated at
each sensor node after some given observation period is assumed finite and de-
termined. We have investigated the efficiency limits with respect to time of such
data transfers and established useful upper/lower bounds despite the difficulty
of the data collection problem. Our results have shown deep insights regarding
the data collection time problem in sensor networks.
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Abstract. A virtual backbone of a wireless network is a connected sub-
set of nodes responsible for routing messages in the network. A node
in the subset is likely to be exhausted much faster than the others due
to its heavy duties. This situation can be more aggravated if the node
uses higher communication power to form the virtual backbone. In this
paper, we introduce the minimum total communication power connected
dominating set (MTCPCDS) problem, whose goal is to compute a virtual
backbone with minimum total communication power. We show this prob-
lem is NP-hard and propose two distributed algorithms. Especially, the
first algorithm, MST-MTCPCDS, has a worst case performance guar-
antee. A simulations is conducted to evaluate the performance of our
algorithms.

1 Introduction

A virtual backbone (VB) of a wireless network is a connected subset of nodes
such that each node outside the subset is adjacent to a node in the subset. It
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wireless networks. A VB causes less overhead and becomes more effective if its
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find a connected subset of nodes such that all nodes outside the subset has a
neighbor in the subset, and frequently used to compute a quality VB. Since
it is NP-hard, several approximation algorithms [1–3] and a full polynomial-
time approximation scheme (FPTAS) [4] are introduced for MCDS in unit disk
graph (UDG). In [5–7], the authors introduced distributed algorithms for MCDS.
In [8], Kim et al. studied MCDS in unit ball graph (UBG). In [9], Thai et al.
studied MCDS in disk graph (DG). The minimum node-weight dominating set
(or connected dominating set) problem is also extensively studied [10–13].

Due to their heavy duties, the nodes in a VB are likely to be exhausted
much faster than the other nodes. In addition, this situation can be further
aggravated if the nodes use higher communication power to form the VB. Based
on this observation, we claim a VB with smaller total (or equivalently average)
communication power to form a CDS is more energy-efficient. In the literature,
topology control of a wireless network via communication power adjustment
is frequently used to improve the energy-efficiency of a protocol running over
the network without compromising its performance [14–17]. To the best of our
knowledge, however, no effort has been made to find a CDS in a wireless network
of nodes with adjustable communication power, and our work is the first one
making an effort toward this direction. In fact, it has been implicitly assumed
that every node of a wireless network has a fixed transmission power when
computing a VB.

In this paper, we introduce the minimum total communication power con-
nected dominating set (MTCPCDS) problem, whose goal is to find a CDS of a
wireless network such that the sum of communication power of the nodes in the
CDS becomes minimum. The formal definition of MTCPCDS is in Definition 1.
Note that MTCPCDS problem can be considered as a generalization of the
problem models in [10–13]. The summary of the contributions is as follow. First,
we propose MTCPCDS and show it is NP-hard. Second, we introduce a simple
distributed approximation algorithm, a minimum spanning tree (MST) based
distributed algorithm for MTCPCDS (MST-MTCPCDS), prove its performance
ratio, and analyze its time and message complexities. Third, we introduce a new
greedy heuristic algorithm for MTCPCDS (GREEDY-MTCPCDS), and analyze
its time and message complexities. At last, we study the average performance of
the proposed algorithms via simulation.

The rest of this paper is organized as follows. Section 2 presents the notations,
definitions, and important assumptions. Section 3 and Section 4 introduce MST-
MTCPCDS and GREEDY-MTCPCDS, respectively. Our simulation result and
corresponding discussions are given in Section 5. Finally, Section 6 concludes
this paper.

2 Notations, Assumptions, and Problem Definition

In this paper, V is the set of the nodes in a given wireless network and n
is the number of the nodes. Given V and corresponding communication power
assignment of the nodes, G[V ] is the communication graph induced by the nodes.
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For simplicity, we will use G = (V,E) to represent the communication graph.
Therefore, the meaning of G is highly dependent on the context. G(V,E) is a
communication graph with a node set V and an edge set E. In many cases, a
graph in this paper is edge-weighted and we use wE(u, v) to represent the edge
weight between two nodes u, v ∈ V . Each node u can adjust its communication
power p(u) such that 0 ≤ p(u) ≤ pmax(u), where pmax(u) is the maximum
communication power of u. Pmax =

⋃
u∈V pmax(u).

As like [15–17], we assume the energy E consumed to transmit a bit of message
is E = β · dα, where d is the travel distance of the message, α is a power attenu-
ation factor, a constant between 2 and 5, and β is some constant. Hopdist(u, v)
and Eucdist(u, v) are the hop and euclidean distance between u and v, respec-
tively.

Definition 1 (MTCPCDS). Given a pair 〈V, Pmax〉, MTCPCDS is to deter-
mine the communication power of each node and find a subset D ⊆ V such that
1) each node is either in D or is (bidirectionally) connected to a node in D, 2)
G[D] is connected, and 3) the total communication power assigned to D is min-
imum. More formally, it is to find 〈D ⊆ V, {p(u)|u ∈ D}〉 such that 1) ∀u ∈ D,
0 < p(u) ≤ pmax(u), 2) both of G(D,E1) and G(V,E1 ∪ E2) are bidirectionally
connected, where E1 = {(u, v)|min{p(u), p(v)} ≥ β · Eucdist(u, v)α, ∀u, v ∈ D},
and E2 = {(u, v)|min{p(u), pmax(v)} ≥ β · Eucdist(u, v)α, ∀u ∈ D, v /∈ D}, and
3)

∑
v∈D p(v) is minimum, respectively.

Theorem 1. The MTCPCDS problem is NP-hard.

Proof. Imagine a grid graph such that the euclidean distance between any two
neighbors is exactly 1. Clearly, such grid graph is a special case of UDG. Next,
consider a subclass of MTCPCDS defined over the grid graph such that 1)
pmax(v) = 1 for all v ∈ V . In such grid graph, the subclass of MTCPCDS
is equivalent to MCDS since the power level of each node in an optimal solution
of the subclass has to be either 0 or 1. (the power level of a node is 0 means
the node is not in the CDS. Otherwise, it is in the CDS.) By [18], MCDS is
still NP-hard even in such grid graph. Therefore, the subclass of MTCPCDS is
also NP-hard. As a result, MTCPCDS without the constraint on the maximum
power level of each node is NP-hard in general UDGs.

3 A MST Based Approximation Algorithm for
MTCPCDS (MST-MTCPCDS)

Now, we introduce MST-MTCPCDS. Given 〈V, Pmax〉, the algorithm performs
the following steps in a sequential order.

1. Constructs an edge-weighted auxiliary graph GEWaux = (V EWaux , E
EW
aux ) such

that for any two node pair u and v in V , (u, v) is in EEWaux if and only if
dα(u, v) ≤ min{pmax(vi), pmax(vj)}. Also, wE(u, v) = dα(u, v) is assigned
as the edge weight of (u, v). Note that such construction can be done in a
fully distributed (localized) manner by letting each node exchange a “hello”
message with its neighbors.
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2. Finds an MST Tmst of G
EW
aux using an existing distributed MST algorithm

such as Kruskal’s algorithm. Suppose D is the set of non-leaf nodes in Tmst.
Clearly, D is a CDS of GEWaux since GEWaux [D] is connected and all nodes in
V \D is adjacent to at least one node in D.

3. Assign the communication power of each node as follows: i) For each v ∈ D,
we set p(v) to the maximum edge weight between v and any u such that v
and u are adjacent in Tmst, and ii) for each node w ∈ V \ D, we need to
adjust w’s power properly so that it can send a message to at least one node
in D.

Theorem 2. The running time of MST-MTCPCDS is O(n2).

Proof. The first step takes O(n2) time to construct GEWaux and assign a weight
on each edge of it. The second step takes O(n2) time to compute an MST Tmst
using Kruskal’s algorithm and find a set D of non-leaf nodes of Tmst. The last
step takes O(|D| ·Δ) time to determine the communication power level of each
node in D by observing its neighbors, where Δ is the maximum degree of GEWaux .
As a result, the running time of MST-MTCPCDS is O(n2).

Theorem 3. The approximation ratio of MST-MTCPCDS is 2 Δ for the
MTCPCDS problem.

Proof. Suppose T is any spanning tree in GEWaux . Let NL(T ) be the set of non-leaf
nodes in T and E(T ) be the edges in T . We denote the weight of an edge e and
the communication power level of node v by wE(e) and p(v), respectively. Since
each edge is connecting two end points, wE(e) can be included in

∑
v∈NL(T ) p(v)

at most two times. Therefore, we have
∑
v∈NL(T ) p(v) ≤ 2

∑
e∈E(T ) wE(e), and∑

e∈E(T ) wE(e) ≤ Δ
∑

v∈NL(T )

max
{(v,u)∈T |∀u∈V }

dα(v, u) = Δ
∑

v∈NL(T )

p(v), where Δ

is the maximum degree of GEWaux .
Now, suppose D∗ is an optimal solution of the MTCPCDS problem. Then,

there should be a spanning tree T ∗ of D∗ on GEWaux . Also, suppose D is an output
of our algorithm given an input GEWaux , and T is a corresponding spanning tree of
D. Then, we can observe 1) in MST-MTCPCDS, T is an MST of GEWaux . Since T

∗

is a spanning tree, we have
∑
e∈E(T ) wE(e) ≤

∑
e∈E(T∗) wE(e), and 2) D∗ has

to be a set of non-leaf nodes of T ∗. Otherwise, we can remove a leaf node from
D∗ which contradicts to our assumption that D∗ is optimal. Therefore, we have∑

v∈NL(T∗) p(v) =
∑
v∈D∗ p(v). As a result,

∑
v∈D p(v) ≤ 2

∑
e∈E(T ) wE(e) ≤

2
∑
e∈E(T∗) wE(e) ≤ 2Δ

∑
v∈NL(T∗) p(v) = 2Δ

∑
v∈D∗ p(v), and the theorem

holds true.

4 GREEDY-MTCPCDS: A New Greedy Heuristic
Algorithm for MTCPCDS

GREEDY-MTCPCDS consists of two distinct phases. In the first phase, given
a MTCPCDS problem instance, the algorithm computes a GEWaux in a distributed
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manner as MST-MTCPCDS does. Therefore, no node needs to keep the global
information of GEWaux . In the second phase, it applies a distributed greedy strategy
to GEWaux . At the beginning of the second phase, the color of each node is white,
but later becomes gray or black. At the end, the set of black nodes forms a CDS.

Given a node vi ∈ V and its current communication power p(vi), the cost to
increase its communication power to pnew(vi) is defined as

Cost(p(vi), pnew(vi)) = (pnew(vi)− p(vi))/(|N [pnew(vi)]|),

where N [pnew(vi)] is the set of white nodes in GEWaux dominated by vi using
the new communication power pnew(vi). In case that |N [pnew(vi)]| = 0, which
implies that vi cannot reach any white neighbor even using its maximum commu-
nication power, Cost(p(vi), pnew(vi)) returns −1. Intuitively, this cost function
is representing the cost-efficiency of increasing the communication power of vi
from p(vi) to pnew(vi).

The second phase consists of multiple rounds. Each round is initiated by a
current root rc. The very first round is started by electing a new current root rc
with minimum Costbest(rc), where

Costbest(rc) = min
p(rc)<pnew(rc)≤pmax(rc)

{Cost(p(rc), pnew(rc))}.

Once elected, the rc increases its communication power to Costbest(rc). Note
that for any rc, the effective number of choices for pnew(rc) is bounded by Δ,
which is the maximum degree of GEWaux . Then, rc becomes a black node and each
(white) node to which rc can send a signal using the new communication power
pnew(rc) becomes gray. Note that those gray nodes are some of the neighbors of
rc in G

EW
aux . Next, rc constructs a node set X of the gray nodes, selects the node

vi ∈ X with minimum Costbest(vi) value, and sends an invitation to vi with X
and W =

⋃
vj∈X Costbest(vj).

On receiving the invitation, vi becomes a new rc and repeats the round.
Generally speaking, after a new rc is elected, followings are performed in a
sequential order.

1. rc becomes a black node, adjusts its communication power to pnew(rc) such
that Costbest(rc) can be achieved. All of white neighbors reachable from rc
using the new communication power become gray. Then, rc calculates X ′

and W ′, where X ′ is the set of gray nodes at most two hops far from rc and
W ′ is the set of Costbest(vi) for each vi ∈ X ′. Then, merges those with old X
and W which inherited from the previous root (i.e. X ← X

⋃
X ′ and W ←

W
⋃
W ′). While merging, any new information overwrites its old version.

To optimize the size of X and W , for each vj ∈ X , if Costbest(vj) = −1, we
can remove vj from X and Costbest(vj) from W since vj does not have any
reachable white node anymore.

2. Once the merged, the new rc picks a node v ∈ X with the minimum
Costbest(v) value (which can be found from W within a linear time) as
the next rc. If X is empty, then all nodes should be either black or gray, and
thus rc terminates this phase. Otherwise, rc sends an invitation message to
another node v ∈ X with minimum Costbest(v) value.



Minimum Total Communication Power Connected Dominating Set 137

After the second phase, the set of black nodes and its corresponding power
assignments will be a CDS of GEWaux . Now, we analyze the time and message
complexities of GREEDY-MTCPCDS.

Theorem 4. Both the time and message complexities of GREEDY-MTCPCDS
are O(|V |Δ2).

Proof. It take O(n2) time to obtain GEWaux in the first phase. Now, we discuss
about the second phase. In each round, rc needs to collect the cost information
from every black and gray node within two hops. In detail, rc first sends the
query message to its direct neighbors using one broadcasting message and this
incurs O(1) time and takes O(1) messages. For each direct neighbor vi of rc, vi
needs to spend O(1) time and incur O(1) messages to broadcast the query to
its direct neighbors. Also, vi will take O(Δ) time and incur O(Δ) messages to
collect the cost information from its direct neighbors. To send this to the rc, it
will take O(1) time and generate O(1) messages. Therefore, both the time and
message complexities of one round is O(1) + O(Δ) · O(1 + Δ + 1) = O(Δ2).
Since we can have at most |V | rounds, the time and message complexities of
GREEDY-MTCPCDS are O(|V |Δ2).

5 Simulation Results and Analysis

To the best of our knowledge, there is no CDS computation algorithm adjusting
the communication power of each node. Therefore, we compare the average per-
formance of our algorithms with CDS-BD-D in [7], a typical MCDS algorithm.
The simulations are conducted over a 100×100 2-D space. We compare the total
communication power and the size of CDSs generated by the three algorithms
under different parameter settings. For each parameter setting, we obtain an
averaged result from 100 trials. In each trial, we randomly place n nodes over
the terrain. If the induced GEWaux by the nodes is disconnected, we simply discard
it and generate a new one.

As we mentioned, the power model to send a message over a distance d is
E = β · dα. For simplicity, we normalize β = 1. We assume that the signal is
moving in the air and set α to 2. Then, the remaining tunable parameters in the
simulations are as follows:

1. The number of nodes n. We vary n from 80 to 200 to check the scalability
of the algorithms.

2. The interval of maximum power of each node [a, b]. In the simulation, the
maximum power of each node is generated from a normal distribution with
mean equal to a+b

2 and standard deviation equal to b−a
4 .

In Figure 1, we compare the averaged total communication power of CDSs gen-
erated by the three approaches. In Figure 1(a), 1(b), and 1(c), the maximum
communication power of each node is from [100, 400], [100, 900], and [400, 900],
respectively. For each interval, we vary the number of nodes from 80 to 200.
From this simulation results, we can clearly see both of MST-MTCPCDS and
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(c) The maximum power of each node is
randomly chosen between 400 to 900.

Fig. 1. Averaged total communication power of CDSs generated by CDS-BD-D, MST-
MTCPCDS, and GREEDY-MTCPCDS

GREEDY-MTCPCDS outperform CDS-BD-D in terms of the averaged total
communication power of CDSs. This is natural since CDS-BD-D was designed
for MCDS, not for MTCPCDS. We can also observe, while we did not prove the
worst case performance of GREEDY-MTCPCDS, GREEDY-MTCPCDS works
better than MST-MTCPCDS on average. Therefore, they are in a trade-off re-
lationship.

In Figure 2, we compare the performance of the three approaches using the
average size of CDSs, which is a traditional quality measurement for CDS. From
the simulation results, we can see that on average, the size of CDSs computed
by GREEDY-MTCPCDS is even better than that of CDSs generated by CDS-
BD-D, which is an approximation algorithm for the MCDS problem. Mean-
while, we can observe that CDS-BD-D works better than MST-MTCPCDS, but
this is understandable since MST-MTCPCDS is an approximation algorithm for
MTCPCDS, not for MCDS.

In conclusion, the three algorithms are in a very interesting trade-off rela-
tionship. CDS-BD-D is an approximation algorithm for MCDS and has a worst
case performance guarantee. MST-MTCPCDS is an approximation algorithm
for MTCPCDS and has a worst case performance guarantee. CDS-BD-D is bet-
ter than MST-MTCPCDS for MCDS, but MCDS is better than CDS-BD-D for
MTCPCDS. On the other hand, GREEDY-MTCPCDS is not an approximation
algorithm for any of the problems and has no worst case performance guarantee,
but on average, it outperforms the other two algorithms in both performance
metrics, the size and the total communication power.
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Fig. 2. Averaged size of CDSs generated by CDS-BD-D, MST-MTCPCDS, and
GREEDY-MTCPCDS

6 Conclusions and Future Work

In this paper, we proposed the minimum total communication power connected
dominating set (MTCPCDS) problem. In detail, given n nodes and their max-
imum communication powers, MTCPCDS is to determine each node’s commu-
nication power and to find a CDS of the network. We proved this problem is
NP-hard and proposed two distributed approaches. The first approach exploits
an existing distributed approximation algorithm for MST to solve MTCPCDS
and has a worst case performance guarantee. The second one is a simple greedy
algorithm and theoretically runs faster than the first one in a sparse graph. In
the extensive simulations, we saw that they are in a very interesting trade-off
relationship and produce quality solutions for MTCPCDS.

In [19], the authors studied a problem similar to MTCPCDS, but did not
consider the maximum communication power level of each node, and thus is
less realistic. In such a case, a constant factor approximation can be easily ob-
tained. However, for MTCPCDS with the maximum communication power level
constraint, we were only able to obtain a O(Δ) approximation. Therefore, ob-
taining a constant factor approximation of MTCPCDS is still open.

In this paper, we mostly focused on establishing a theoretical foundation of
the problem and its solutions. As a future work, we are interested in taking the
remaining energy level of each node into the consideration and try to improve
our approach so that it can actually help to extend the lifetime of CDS based
wireless networks.
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Abstract. Data broadcasting becomes a popular approach to dissemi-
nating information to a large population of mobile clients. Although there
are lots of research efforts on addressing the scheduling in data broadcast
systems, little attention has been paid to the QoS (Quality of Service)
issue, which is crucial to any information dissemination application. To
support different levels of QoS, data items could be allocated to multiple
logical channels with speeds commensurate with respective QoS levels.
Therefore, an online EDF (Earliest Deadline First)-based dispatcher is
devised to dispatch data items scheduled in the multi-channel allocation
to the single physical channel in data broadcast systems. We prove that
no data item dispatched by the dispatcher will be delayed with respect
to their subscribed QoS levels. In addition, we prove that, under certain
conditions, the EDF-based dispatcher is also applicable in the presence
of gaps between data items allocated in a QoS level.

Keywords: broadcast schedule, channel allocation, data dissemination,
multi-level QoS, rounding method.

1 Introduction

With the advances in telecommunications, interconnectivity, and mobile com-
puting, data broadcasting through wireless channels is preferable to unicasting
in disseminating information to large numbers of mobile terminals with common
interests, as broadcasting can efficiently satisfy all pending requests for the same
data item with a single response.

In mobile communication and wireless networks, data broadcasting has been
used for sending public information, (including weather, news, sports, traffic, elec-
tions and so on), personalized information (including stocks, lottery, horoscopes,
health care and so on) and emergency information to intelligent mobile terminals,
such as smart watches and mobile phones. In satellite networks, it has been used
for updating car navigation systems, GPS timing and positioning. Data
broadcasting has also beenwidely applied commercially, such as StarBand,Hughes
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Network, Intel Intercast System, T-DMB System and STiMi (Satellite-Terrestrial
Interactive Multi-service Infrastructure)-based CMMB (China Mobile Multime-
dia Broadcasting) System. Recently, due to the development of 3G network (such
as OFDMA-based mobile Wimax [1]) and the convergence of networks including
broadcasting cable network, telecom network and computer network, both the
available bandwidth for broadcasting and the demand for information dissemi-
nation services (such as SMS group sending) have been rapidly increasing.

Indatabroadcast systems, a large groupof clients retrievedata itemsmaintained
by a server. The server broadcasts data items based on a scheduling algorithm
through a high-speed downlink channel. The clients monitor the channel for data
items of their interest. Conventionally, scheduling data items for broadcasting at
the server side has been regarded as the key to good performance in data broadcast
systems. In the literature, a significant amount of the research effort has been put
on studying different scheduling approaches to meeting a variety of performance
objectives such as improving broadcast efficiency and reducing data access latency
[2–8]. However, most, if not all, of these studies did not support multi-level quality
of services (QoS), which is a feature commonly found inmany information systems
to accommodate applications or users with diverse performance requirements [9].
For example, layered multicast [10] support multi-level video quality. Among the
very few studies on multi-level QoS, in [11], an MULS framework is introduced to
provide multiple levels of service quality in terms of average data access latency
by tuning control parameters, such as number of samples, number of iterations. To
translate higher-level QoS representations into lower-level representations, some
QoS mapping schemes have been introduced in DiffServ (Differentiated Services)
networks for unicast flows [12]. Our study will focus on translatingmulti-level QoS
frommulti-channel allocation into single-channel allocation in data broadcast sys-
tems through QoS mapping.

Recently, the simulation results from [13] show that the real-time performance
of single-channel scheduling in terms of request deadline miss ratio is better
than the one of multi-channel scheduling under the condition of the same total
bandwidth. To compare the two scheduling, a multi-channel allocation structure
is constructed as follows. We partition the physical bandwidth of the high-speed
downlink channel into multiple low-speed logical channels. Each of these logical
channels can be used to support applications or users subscribing a certain QoS
level. In other words, data items are logically transmitted on a channel with
speed commensurate with the subscribed QoS level. Given a logical channel, any
existing scheduling algorithm can be used to determine the service order for data
items in the channel. Based on this structure, we propose an online algorithm to
map data items in a multi-channel allocation onto a single-channel allocation. As
a result, data items in the single-channel allocation can be transmitted through
the high-speed downlink channel for broadcasting.

Our paper makes three main contributions. First, based on a multi-channel
allocation structure, which consists of a set of logical channels, each of which rep-
resents a QoS level, we devise an online EDF-based dispatcher to map data items
in the multi-channel allocation onto a single-channel allocation for subsequent
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transmission. We prove that no data item will be delayed with the dispatcher. In
other words, the EDF-based dispatcher guarantees the QoS committed by the
initially allocated logical channels. Second, based on the EDF-based dispatcher,
we prove that the average turnaround time of the output single-channel alloca-
tion is smaller than that of the input multi-channel allocation. This result can
provide system architects a solid theoretical view of the two alternative design
configurations, namely, single-channel and multi-channel architectures. Third,
we prove that, under certain conditions, the EDF-based dispatcher is also ap-
plicable in the presence of gaps between data items on a logical channel. This
relaxed restriction further improves the practicality of the EDF-based dispatcher.

The remainder of the paper is organized as follows. In Section 2, we present the
problem description and assumptions. In Section 3, an EDF-based dispatcher is
proposed to map all items in multi-channel allocation onto a single physical chan-
nel without violating the stipulated time constraints. In Section 4, it is proved
that the dispatcher can be applied to gapless problem, namely the adjacent data
items in multi-channel allocation have no gap. After that, in Section 5, we prove
that the dispatcher is applicable to the problem of integral gaps between slotted
items in multi-channel allocation. Finally, we conclude the paper in Section 6.

2 Problem Description

In this study, we present a multi-channel allocation structure to represent mul-
tiple QoS (Quality of Service) levels on the server side. The structure consists
of a set of logical channels, each of these logical channels can be used to sup-
port applications or users subscribing a certain QoS level. In other words, data
items are logically transmitted on a channel with speed commensurate with the
subscribed QoS level. Given a logical channel, any existing scheduling algorithm
proposed in the literature can be adopted to determine the service order for data
items in the channel. Based on this structure, we devise an online dispatcher to
map data items in the multi-channel allocation onto a single physical channel
for transmission in data broadcast systems. Note that the dispatcher does not
change the service order of data items in a logical channel, which is determined
by the adopted scheduler. The structure of the high-speed physical channel and
the multiple low-speed logical channels are described by Assumptions (i)-(vi)
which are shown as follows.

(i) The bandwidth of the single physical channel is Bs ∈ R+;
(ii) There are K ≥ 2 QoS levels. Each of these levels is represented by a logical

channel and the bandwidth of the Ith logical channel is BI = Bs

gI
, where

gI ∈ R+, I ∈ {1, 2, 3, . . . ,K} and 1 < g1 ≤ g2 ≤ g3 ≤ . . . ≤ gK ;

(iii) The two above have the same total bandwidth, namely Bs =
K∑
I=1

Bs

gI
⇒

K∑
I=1

1
gI

= 1;
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(iv) A unit time or a time slot, is defined as the time taken to transmit one unit-
sized item on the single physical channel. Note that it is always possible to
split a non-unit-sized item into multiple unit-sized pages. Hence, gI denotes
the time taken to transmit one item on the Ith logical channel. Specifically,
if gI ∈ N+, gI denotes the number of time slots to transmit one item on
the Ith logical channel;

(v) There is no gap between adjacent items allocated on a logical channel.
We also assume that the first items on the logical channels are aligned
synchronously at time 0. The gaps will be further discussed in Section 5;

(vi) The Jth (J ∈ N+) item on the Ith (I ∈ {1, 2, 3, . . . ,K}) logical channel is
represented as a tuple: 〈tL(I,J), tL(I,J) + gI〉 = 〈(J − 1) ∗ gI , J ∗ gI〉, where
tL(I,J) is the beginning time of the item and (tL(I,J) + gI) is the end time.

Note that these timings of a data item in Assumption (vi) are hypothetical. They
are determined by the adopted scheduling algorithm which is also responsible
for ensuring that the end time of a data item is earlier than the deadlines of
associated requests, if any. The actual beginning and end times of a data item
are known only when it has been dispatched onto the single physical channel for
transmission.

Based on this structure, the problem is to find a method to map all items
in the multi-channel allocation onto a single-channel allocation without causing
any delay. Specifically, for any item 〈tL(I,J), tL(I,J) + gI〉 in the multi-channel
allocation to be mapped to a time slot with beginning time tx (tx ∈ N) on the
single physical channel, it must satisfy the following time constraint in order to
guarantee the QoS committed by the respective logical channel.

tL(I,J) ≤ tx ≤ tL(I,J) + gI − 1 (1)

For any given mapped item in the single-channel allocation, the lower bound of
the time constraint specifies that its actual beginning time must be no earlier
than the hypothetical beginning time of the same item in the multi-channel
allocation and the upper bound specifies that its actual end time must be no
later than the hypothetical end time of the same item in the multi-channel
allocation.

3 An EDF-Based Dispatcher

To satisfy Constraint (1), we devise an EDF-based dispatcher in Algorithm 1,
which maps one of the items from K logical channels to the current time slot
of the single physical channel at the beginning of every time slot. Suppose the
current time is tx, which is the beginning time of a particular time slot. Firstly,
the dispatcher moves items whose beginning times are not later than the current
time (tL(I,J) ≤ tx) from the K logical channels to a temporary priority queue,
which is kept in order of the end time (tL(I,J) + gI). The dispatcher resembles
traditional EDF if the beginning time and end time are respectively regarded
as arrival time and deadline. In the case of a tie, the item with smaller channel



146 J. Lv et al.

number has higher priority. This step ensures that all items in the temporary
priority queue satisfy the lower bound of Constraint (1). The EDF-based dis-
patcher removes all infeasible items, if any, in the temporary priority queue. An
item becomes infeasible if it is impossible to broadcast the item completely be-
fore its end time, i.e., tL(I,J) + gI < tx + 1. This step ensures that all items in
the temporary priority queue satisfy the upper bound of Constraint (1). Alto-
gether, the two steps ensure that all items kept in the temporary priority queue
satisfy Constraint (1). Lastly, the item at the head of the temporary priority
queue, if any, is moved to the current time slot of the single physical channel for
broadcasting and the remaining items are kept in the temporary priority queue
for the next iteration.

Algorithm 1. EDF-based dispatcher

Input: M : a buffer of items (〈tL(I,J), tL(I,J) + gI〉) on logical channel
I=1, 2, . . . ,K;

Output: S : an array of sequenced items on the single physical channel;

/* Q: a temporary priority queue kept in order of item end time */1

for each item 〈tL(I,J), tL(I,J) + gI〉 in M do2

/* move items whose beginning time is not later than the current3

time to Q */

if tL(I,J) ≤ tx then4

Q ←− Q ∪ {〈tL(I,J), tL(I,J) + gI〉};5

M ←− M − {〈tL(I,J), tL(I,J) + gI〉};6

for each item 〈tL(I,∗), tL(I,∗) + gI〉 in Q do7

/* drop all infeasible items */8

if tL(I,∗) + gI < tx + 1 then9

Q ←− Q− {〈tL(I,∗), tL(I,∗) + gI〉} ;10

/* output the first item in Q for broadcasting if Q is not empty,11

otherwise skip */

if Q �= ∅ then12

S[tx] ←− Extract Min(Q);13

4 Gapless Mapping

Based on the EDF-based dispatcher, any mapped items satisfy Constraint (1).
However, just as shown in lines 8–10 of Algorithm 1, infeasible items are removed
from the temporary priority queue. So, the removed items cannot be mapped
onto the single physical channel. Now, we rule out this possibility by proving the
following theorem.

Theorem 1. The EDF-based dispatcher can map all continuous items on multi-
ple logical channels onto a single physical channel with the same total bandwidth
without violating Constraint (1).
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Proof. Assume that the EDF-based dispatcher could not map all items to the
time slots of the single physical channel. Then there should be a time tx, i.e.
the beginning time of some time slot, when the time slot is blank due to empty
priority queue or competitive for at least two items of only (1+ε) remaining time
before end time, where 0 ≤ ε < 1. Here, “competitive” means a state for which
the dispatcher will remove at least one item from the current priority queue for
the next time slot in lines 8–10. Next, using mathematical induction, we will
prove that the two cases never happen at any time tx.

Firstly, when time tx = 0, there are K items added to the priority queue and
no item is removed from the priority queue, as the end time gI > 1 for any item
on logical channel I = 1, 2, 3, . . . ,K shown in Assumption (ii). So the current
time slot will not be blank. Suppose that it is a competitive time slot. Then
the first two items in the current priority queue should satisfy g1 = 1 + ε1 < 2
and g2 = 1 + ε2 < 2, where 0 ≤ ε1 ≤ ε2 < 1. So 1

g1
+ 1

g2
> 1

2 + 1
2 = 1, which

contradicts Assumption (iii). Hence competitive time slot is also not possible.
Summing up the above, neither of the two cases happens at time 0.

Secondly, assume that the two cases never happen at any time tx < k. Now
we will prove that the two cases do not happen at time tx = k.

Suppose that at least one of the two cases happens at time tx = k. If it is the
case of blank time slot, the end time of the last mapped or removed item for any
of the multiple logical channels will be greater than tx. We set it as (tx + εI)
for the item on logical channel I, where εI > 0. So the number of the mapped

or removed items is at least
K∑
I=1

tx+εI
gI

≥ tx + �min{εI |1 ≤ I ≤ K}� ≥ tx + 1.

However, there are at most tx items mapped onto the single physical channel
until time tx. So there must be at least 1 time slot that is competitive before time
tx. It is a contradiction to the inductive hypothesis on time tx < k. Therefore,
the case of blank time slot does not happen at time tx = k.

If it is the case of competitive time slot, the end times of competitive items
should be (tx + 1 + ε1), (tx + 1 + ε2), (tx + 1 + ε3), . . . , (tx + 1 + εm), where
0 ≤ ε1, ε2, ε3, . . . , εm < 1 and 2 ≤ m ≤ K. We set ε = max{ε1, ε2, ε3, . . . , εm},
where 0 ≤ ε < 1. Then the number of the mapped or removed items is at

most
K∑
I=1

⌊
tx+1+ε
gI

⌋
−m ≤

⌊
K∑
I=1

tx+1+ε
gI

⌋
−m = �tx + 1 + ε� −m = tx + 1 −m.

However, there are tx time slots available for mapping items onto the single
physical channel. So there must be at least m− 1 ≥ 1 time slots that are blank
before time tx. It is also a contradiction to the inductive hypothesis on time
tx < k. Therefore the case of competitive time slot does not happen at time
tx = k.

Since the two above steps have been proved, it has now been proved by math-
ematical induction that the two cases never happen at any time. So the initial
assumption is false. Theorem 1 holds. ��

To sum up, the EDF-based dispatcher can map all items from multiple log-
ical channels onto a single physical channel without violating Constraint (1).
Based on this result, we further prove the following Property 1. Note that the
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turnaround time is the interval of time between the submission of an item (ar-
rival time) and its end time and, therefore, the beginning time of an item must
be later than or equal to its arrival time.

Property 1. The average turnaround time of the output single-channel allocation
mapped by the EDF-based dispatcher is smaller than that of the input multi-
channel allocation.

Proof. The proof is divided into two parts. (1) Given any item in multi-channel
allocation, according to Theorem 1, the end time of the mapped item in single-
channel allocation is not later than that in multi-channel allocation. Additionally,
the arrival time of the item is fixed upon its arrival. So the turnaround time of
each mapped item in single-channel allocation is not larger than that in multi-
channel allocation. (2) For at least one item, its end time (tx + 1) in single-
channel allocation is earlier than the end time (tL(I,J) + gI) in multi-channel
allocation. Otherwise, we have tx + 1 = tL(I,J) + gI = J ∗ gI for all items on
channel I = 1, 2, 3, . . . ,K, where tx ∈ N and J ≥ 1. However, when tx = 0, we
have J ∗ gI = tx + 1 = 1 ⇒ gI ≤ 1 which contradicts Assumption (ii). Hence
the turnaround time of at least one mapped item in single-channel allocation is
smaller than that in multi-channel allocation.

To conclude, the average turnaround time of the output single-channel allo-
cation mapped by the EDF-based dispatcher is smaller than that of the input
multi-channel allocation. So Property 1 is proved. ��

5 Gap Problem

In practice, due to various reasons such as unpredictable and dynamic data access
behavior of clients, gaps may be introduced between adjacent items allocated on
a logical channel. In this section, we consider the problem of having gaps between
adjacent items in multi-channel allocation. To the best of our knowledge, no
existing solution including the EDF-based dispatcher proposed in Section 2 can
perform the mapping with gaps of arbitrary sizes. For example, consider K = 2,
g1 = g2 = 2, and suppose that there is a gap of size 1

2 at the beginning of the two
logical channels. That is, on both channels, the beginning time and end time of
the first item are respectively 1

2 and 2 1
2 . In this case, only the second time slot

on the single physical channel can satisfy Constraint (1) but it is impossible to
map both items onto the same time slot. Here, we take the first step to prove
that, under certain conditions, the EDF-based dispatcher is also applicable in
the presence of gaps. To make this mapping feasible, the gaps must be aligned
with time slot boundaries. Recall that a time slot is defined as the time taken to
transmit one item on the single physical channel. In other words, the size of gaps
must be a multiple of the time slot. Accordingly, the beginning time of any item
in multi-channel allocation is also aligned with time slot boundary. That is, gI in
Assumption (ii) becomes an integral value, namely, gI ∈ N+. Otherwise, it may
be impossible to map all items from multiple logical channels to a single physical
channel without violating Constraint (1). With the restriction that the size of
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gaps must be a multiple of the time slot and the beginning times and end times
of items in multi-channel allocation are all aligned with time slot boundaries, we
call the problem integral gaps between slotted items.

Next, we prove the following theorem.

Theorem 2. The EDF-based dispatcher can map all items from multiple logical
channels with integral gaps between slotted items onto a single physical channel
without violating Constraint (1).

The basic idea of the proof is to associate each item in multi-channel alloca-
tion fractionally to all time slots in single-channel allocation without violating
Constraint (1). Next, the associations are iteratively eliminated until the item is
associated with only one of the time slots. At the end of the iterative process, if
it can be guaranteed that every item is associated with only one time slot and
every time slot is associated with at most one item, a mapping is found.

To facilitate explanation of the proof, a bipartite graph G = (D,T, S) is con-
structed. There are two types of vertices in the graph. One side of the bipartite
graph consists of item vertices D = {d∗ : all items in multi-channel allocation}.
The other side consists of slot vertices T = {tx : all time slots in single-channel
allocation}. To associate an item d∗ to a time slot with beginning time tx, the
corresponding vertices are connected by an edge (d∗, tx) ∈ S and a weight sd

∗
tx

is assigned to the edge. Specifically, for an item d∗ =< tL(I,J), tL(I,J) + gI >
on logical channel I (1 ≤ I ≤ K) in multi-channel allocation, it is associated
with gI time slots in single-channel allocation between the slot with beginning
time tL(I,J) and the slot with beginning time (tL(I,J) + gI − 1) and an initial

weight of 1
gI

is assigned to each of the gI edges. If tx is the beginning time of an

associated time slot, we have tL(I,J) ≤ tx ≤ tL(I,J) + gI − 1 and sd
∗
tx = 1

gI
. Based

on the construction of the bipartite graph described above, we can observe the
following invariants of the graph.

tL(I,J)+gI−1∑
tx=tL(I,J)

sd
∗
tx = 1 ∀d∗ (2)

∑
d∗

sd
∗
tx ≤

K∑
I=1

1

gI
= 1 ∀tx (3)

Invariant (2) implies that the summation of weight values of all edges from a
given item to any time slots is 1. Invariant (3) implies that the summation of
weight values of all edges from any items to a given time slot is at most 1. It is
because there is at most one item from each of the K channels connected to a
given time slot.

Next, a rounding process similar to [14] in respect of keeping satisfying con-
straints is applied to eliminate the edges until every item vertex is connected
to only one slot vertex and every slot vertex is connected by at most one item
vertex. In this case, this mapping can assign all items in multi-channel alloca-
tion to different time slots in single-channel allocation. The rounding process is
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iteratively executed in time order of the slot vertices. In each iteration, a slot
vertex that has the earliest beginning time among the slot vertices that have
never been selected to be current slot vertices in past iterations is selected to be
current slot vertex. If the current slot vertex has no connective edge incident to
any item vertex, it is eliminated from the graph and this iteration terminates.
Otherwise, the weight value of the connective edge of the current slot vertex
incident to the item vertex that represents the item with the earliest end time is
rounded to one. Meanwhile, the weight values of all the edges incident to these
two vertices are rounded to zero. Finally, the weight values of other edges in the
graph are adjusted accordingly. To be specific, for any item vertex (excluding
the item vertex that represents the item with the earliest end time) adjacent to
the current slot vertex, the weight of its connective edge incident to the current
slot vertex is distributed to its connective edges incident to other slot vertices.
An edge of weight 1 means that the item is mapped to the time slot. On the
other hand, an edge of weight 0 is eliminated.

As shown in Fig. 1, suppose tx is the current slot vertex, d
∗ is the adjacent item

vertex of tx that represents the item with the earliest end time, and d1, d2, ..., dk
(k ≥ 1) are also adjacent item vertices of tx, if any. tn is the latest adjacent
slot vertex of d∗ and tm is the latest one of the latest adjacent slot vertices of
d1, d2, ..., dk. Consider d

∗ in the current iteration of the rounding process, sd
∗
tx is

increased to 1 and the weight values of the other edges, if any, incident to d∗ are
decreased to 0. For any other item vertex di (1 ≤ i ≤ k), sditx is decreased to 0

and sditj is increased by sditx ∗
sd

∗
tj

n∑
l=1

sd
∗

tl

for any j ∈ {1, 2, . . . , n}. At the end of this

iteration, item d∗ is mapped to the time slot with beginning time tx.
Additionally, choosing item d∗ that has the earliest end time to be mapped to

the current time slot is to ensure that weight adjustment is feasible for the
edges incident to other item vertices. Otherwise, suppose that another item
di (1 ≤ i ≤ k) that has end time later than the earliest one is chosen to
be mapped to the earliest time slot, and the latest slot vertex without vio-
lating Constraint (1) for item vertex di is tn′ (tn < tn′ ≤ tm). The weight
adjustment is infeasible for the edges incident to item vertices that have latest
slot vertices earlier than tn′ , such as d∗. For example, the value of sd

∗
tj for any

j ∈ {n+ 1, n+2, . . . , n′} cannot be adjusted as no edge is connected from d∗ to

item vertex

slot vertex

d* d1 dk

tx t1 tn tm

Fig. 1. A bipartite graph at the beginning of an iteration of the rounding process
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tn+1, tn+2, . . . , tn′ . That is why the item that has the earliest end time is chosen
to be mapped to the earliest time slot.

Based on the construction of the bipartite graph, Invariants (2) and (3) hold
initially. Next, we prove the following property.

Property 2. Invariants (2) and (3) hold at the end of each iteration of the round-
ing process.

Proof. As Invariants (2) and (3) do not change in an iteration when the current
slot vertex is an isolated vertex, it is sufficient to prove it only for the iterations
when the current slot vertex is not an isolated vertex.

Firstly, we prove Invariant (2). For item vertex d∗, sd
∗
tx is increased to 1 and any

other edge incident to the item vertex is deleted. So Invariant (2) holds for item
vertex d∗. For any other item vertex that is adjacent to tx, i.e., di (1 ≤ i ≤ k), if
any, sditx is decreased to 0 (by sditx). However, for the connective edges of item di
incident to slot vertices t1, t2, ..., tn, their weight values are totally increased by
n∑
j=1

sditx ∗
sd

∗
tj

n∑
l=1

sd
∗

tl

= sditx . So the summation of weight values of all edges incident

to any other adjacent item vertex of tx does not change. As Invariant (2) holds
initially based on the construction of the bipartite graph, Invariant (2) still holds
for the other adjacent item vertices. For the item vertices that are not adjacent to
tx, no weight value of connective edge is altered during the iteration. Therefore,
Invariant (2) also holds.

Secondly, we prove Invariant (3). For slot vertex tx, s
d∗
tx is increased to 1 and

any other edge incident to the slot vertex is eliminated after its weight value is
decreased to 0. So the summation of the weight values of all edges incident to
slot vertex tx is still less than or equal to 1. Namely, Invariant (3) holds for slot
vertex tx. For any other slot vertex that is adjacent to d∗, i.e., tj (1 ≤ j ≤ n),
edge (d∗, tj) has its weight value decreased by sd

∗
tj (to 0). And any other edges

incident to this slot vertex have their weight values totally increased by at most

Δs =
k∑
i=1

sditx ∗
sd

∗
tj

n∑
l=1

sd
∗

tl

= sd
∗
tj ∗

k∑
i=1

s
di
tx

n∑
l=1

sd
∗

tl

. Because Invariant (2) holds for item vertex

d∗ and Invariant (3) holds for slot vertex tx, initially, that is,
n∑
l=1

sd
∗
tl + sd

∗
tx = 1

and
k∑
i=1

sditx +s
d∗
tx ≤ 1 hold. So we get

k∑
i=1

sditx ≤
n∑
l=1

sd
∗
tl . Therefore, Δs ≤ sd

∗
tj . That

is, for the summation of the weight values of edges incident to any given slot
vertex tj , the increased value due to the eliminated edges incident to slot vertex
tx is less than or equal to the decreased value due to the eliminated edge (d∗, tj).
That is, Invariant (3) holds for slot vertex tj (1 ≤ j ≤ n). For the slot vertices
that are not adjacent to d∗, Invariant (3) clearly holds as no weight value of edge
incident to these slot vertices is altered during iteration. ��

In fact, each iteration of the rounding process corresponds to each mapping of
the EDF-based dispatcher and the outcomes are the same, i.e., the item (item
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vertex) with the earliest end time is broadcast (mapped) at the current time slot
(current slot vertex). In other words, the mapping produced by the rounding
process is in fact in earliest-end-time-first order which is, in principle, the same
as the mapping generated by the EDF-based dispatcher. Note that it is possible
that a slot vertex is not connected to any item vertex. It happens when the
temporary priority queue is empty at some current time slot. In this case, no
item is broadcast (or mapped). So Theorem 2 can be proved as follows.

Proof (of Theorem 2). As Property 2 holds, no more than one edge incident to
the current slot vertex have their weight values rounded to 1, namely no more
than one items are competitive for the current time slot. So Theorem 2 holds. ��

6 Conclusion

In this paper, to support multi-level QoS, we devise an EDF-based dispatcher to
map all items from multiple logical channels with speeds commensurate with the
respective QoS levels onto a single physical channel without causing delay. We
show that the output single-channel allocation mapped by the EDF-based dis-
patcher outperforms the input multi-channel allocation in terms of average
turnaround time. As an extension, for the problemof integral gaps between slotted
items in multi-channel allocation, we prove that the EDF-based dispatcher can
also be applied by constructing a bipartite graph to associate all items in multi-
channel allocation to different time slots in single-channel allocation.
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Abstract. One of the key challenges facing wireless sensor networks
(WSNs) is extending network lifetime due to sensor nodes having limited
power supplies. Extending WSN lifetime is complicated because nodes of-
ten experience differential power consumption. For example, nodes closer
to the sink in a given routing topology transmit more data and thus con-
sume power more rapidly than nodes farther from the sink. Inspired by
the huddling behavior of emperor penguins where the penguins take turns
on the cold extremities of a penguin “huddle”, we propose mobile node
rotation, a new method for using low-cost mobile sensor nodes to address
differential power consumption and extendWSN lifetime. Specifically, we
propose to rotate the nodes through the high power consumption loca-
tions. We propose efficient algorithms for single and multiple rounds of
rotations. Our extensive simulations show that mobile node rotation can
extend WSN topology lifetime by more than eight times on average in a
which is significantly better than existing alternatives.

1 Introduction

In the past decade, wireless sensor networks (WSNs) have been deployed in wide
range of applications such as habitat monitoring [1], environment monitoring
[2,3], and surveillance systems [4]. Many of these applications need to gather
a large amount of data and transmit it to the sink where it can be analyzed.
Moreover, these networks must remain operational for a long period of time
on limited power supplies (such as batteries). On the other hand, they are often
deployed in remote or inaccessible environments, making it extremely difficult for
any manual maintenance like battery replacement. As a result, one of the main
challenges faced by data intensive WSNs is managing the power consumption of
nodes to maximize the lifetime of the WSN.

Recently, the controlled mobility of sensors has been exploited to improve the
energy efficiency of WSNs. For instance, by relocating mobile sensors, the com-
munication topology of a network can be dynamically configured to reduce power
consumption. Moreover, mobile sensors can physically carry large chunks of data
to reduce energy consumption in wireless transmissions [5]. Such approaches be-
come increasingly attractive due to the emergence of numerous low-cost mobile
sensor prototypes such as Robomote [6], Khepera [7], and FIRA [8].

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 154–165, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Maximizing Network Topology Lifetime Using Mobile Node Rotation 155

However, many applications have constraints which make existing approaches
infeasible. We identify three key constraints. The first is that the location of
the nodes and the communication topology of the network may not be mutable.
For example, in a surveillance or environment monitoring application, the ex-
act placement of sensor nodes may not be adjusted without compromising the
operation of the system. The second is that all nodes have equal, typically lim-
ited, capabilities. This rules out approaches that require a few nodes with extra
capabilities and the ability to perform complex motion planning. The third is
that nodes face differential power consumption where some nodes consume sig-
nificantly more power than other nodes. For example, nodes closer to the sink
in a given routing topology often have to transmit more data and thus consume
more power than nodes farther from the sink in the given topology.

To address these three constraints that limit existing techniques, we propose
a new approach that we call mobile node rotation which is inspired by the hud-
dling and rotation behavior of emperor penguins that help them breed in the
fierce arctic winter. Penguins on the outside of the huddle face temperatures as
low as −45 ◦C and strong winds while those on the inside of the huddle enjoy
warm ambient temperatures as high as 37 ◦C and significant wind protection.
Emperor penguins rotate positions to share the burden of being on the outside
[9]. In mobile node rotation, we propose to rotate the physical positions of mo-
bile sensors to share the burden of any high power consumption location. We
observe that mobile node rotation is particularly suitable for mobile sensor plat-
forms with limited mobility as we can impose mobility constraints on individual
nodes. For example, we can model the constraints of the NIMS sensors [10] that
are only capable of moving along fixed cables by only allowing such sensors to
exchange with other sensors on the same set of cables. Likewise, mobile node
rotation does not require powerful nodes capable of performing complex motion
planning calculations or developing new mobility-aware routing topologies since
all movements are to known positions and the topology does not change.

We make the following contributions in this paper. (1) We present a new
problem, Max-lifetime Node Rotation (MaxLife), that models maximizing the
lifetime of a WSN using rounds of mobile node rotation. MaxLife can incorpo-
rate any energy consumption model for both wireless communication and node
movement. (2) We efficiently solve the one round MaxLife problem by reducing
it to the assignment problem. (3) We propose an efficient distributed algorithm
for the general multiple round MaxLife problem. (4) We prove upper bounds
on the lifetime improvement ratio of mobile node rotation approaches. (5) We
conduct extensive simulations based on energy models obtained from existing
mobile sensor platforms. We show that our algorithms can significantly increase
the network lifetime. With just one rotation round, we can almost double the net-
work lifetime. With multiple rounds, we can increase network lifetime by factors
exceeding eight and seven using the centalized and distributed implementations
respectively.
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2 Related Work

Three general approaches, mobile base stations, data mules, and mobile relays,
have been proposed to use the mobility of nodes to extend WSN lifetime. In
mobile station approaches, a powerful mobile base station node moves around
the WSN and collects data from other nodes through one or multiple hops trans-
missions [11,5,12,13,14]. The goal is to mitigate differential power consumption
by rotating the set of nodes that are close to the base station. These approaches
usually incur high latency because of the low speed of the mobile stations. In data
mule approaches [15,16,17], one or multiple mobile nodes, called mules, visit all
the nodes in the network to collect the data and then physically carry the data
to the sink. Similar to the base station approaches, these approaches incur high
latencies since nodes have to wait for a mule to pass by to be able to transmit
the data. In mobile relay approaches, the mobile nodes in the network relocate
to different positions to reduce the communication distances between nodes. In
[18], the authors propose an iterative algorithm in which each node moves to the
midpoint of its neighbors. This algorithm minimizes the total power consump-
tion of WSN, but it ignores the power consumed by mobility. The approaches in
[19,20] refine the algorithm in [18] by taking into account the mobility power con-
sumption. However, their objective is to reduce the total power consumption;
they do not necessarily lead to greater WSN lifetime because they may save
energy at the wrong nodes. The approach in [21] targets critical nodes in the
network. However, it considers WSNs that are mostly static with a small number
of mobile relays. Finally, none of the mobile relay approaches can be applied in
settings where the exact positions of the WSN nodes must not change.

3 Problem Definition

We consider WSNs consisting of many wireless mobile sensor nodes and a single
static sink. The sensor nodes gather data from their surroundings and transmit
the data through one or multiple hops to the sink forming a directed routing
tree. We divide time into intervals. In each interval, each sensor node transmits
the data it gathered as well as the data it received from its children to its parent
along the routing tree. The goal is to maximize the lifetime of the WSN, i.e.
the number of time intervals until the first node dies. We use this definition of
lifetime assuming that all nodes are needed in their exact positions in order to
not compromise the operation of the system.

One of the main reasons limiting the lifetime of such networks is differential
power consumption; nodes closer to the sink usually transmit a large amount of
data and consequently consume more power than nodes further away from the
sink. As a result, the lifetime of the WSN is substantially reduced even though the
WSN still contains nodes rich in energy. Mobile base stations mitigate differential
power consumption by having a powerful mobile sink move around the WSN. We
propose a new solution, mobile node rotation, that uses multiple low-cost mobile
nodes rotate or swap positions and roles allowing nodes to share the burden of
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high consumption locations and the benefits of low consumption locations. We
formally define the problem as follows.

Definition 1 (One-Round Max-Lifetime Node Rotation (1-MaxLife))
Input Instance:

– S = (s1, . . . , sn), a list of sensor nodes
– u, the network sink, and pu, its position
– P = (p1, . . . , pn), a list of positions such that node si starts at position pi
– E = (e1, . . . , en), a list of initial energies for nodes in S
– T , a directed routing tree represented as a set of non-zero values tij for every

arc (pi, pj) in the tree corresponding to the amount of energy consumed when
transmitting one data unit from pi to pj

– K, a set of values kij for every pair of positions pi and pj, corresponding to
the amount of energy consumed by a node when it moves between pi and pj

– Λ = (λ1, . . . , λn), the amount of data gathered at each position per time
interval

Output Instance: A matching M of nodes in S to locations in P , and two dura-
tions r1 and r2 such that nodes transmit data from their original positions for
r1 time intervals, relocate to their new position according to M , then generate
and transmit data for r2 time intervals such that the total duration (r1 + r2) is
maximized and no node’s energy goes to 0 before r1 + r2.

We define the Max-Lifetime Node Rotation (MaxLife) problem to be the
general version where nodes can switch positions any number of times.

4 Node Rotation Algorithms

In this section, we first present our centralized node rotation algorithm NR1 to
the 1-MaxLife problem. Then, we present CNR, a centralized algorithm for the
general MaxLife problem. Finally, we present a practical distributed algorithm
DNR for the general MaxLife problem that uses only local information and
reduces the number of node movements. All algorithms begin by having nodes
compute the load lj at each position pj in P which is the total energy consumed
in transmitting all the data gathered in one time interval from the subtree rooted

at pj to its parent. More formally, lj = tjq
∑

i∈T (pj)

λi where T (pj) is the subtree

rooted at pj and pq is the position of the parent of pj in the tree.

Algorithm NR1. NR1 transforms the input instance into an instance of the
assignment problem [22], a combinatorial optimization problem in which we are
given n people and n tasks and an efficiency cij for each person performing each
task and the goal is to assign each task to a person to optimize some efficiency
measure. We first assume we know the optimal length of the first time interval r1.
To compute the optimal matching M of sensor nodes to positions, we transform
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the instance I into an instance of the maximum bottleneck assignment problem
I ′ for the given r1 as follows. Each mobile node si corresponds to a person and
each location pj in P corresponds to a task. The efficiency cij of a person si
performing task pj corresponds to the total lifetime of si after transmitting for
a period r1 from its original position pi, then moving to pj where it transmits

until its energy is depleted; that is, cij = r1 +
e−lir1−kij

lj
. The optimal solution

for the maximum bottleneck assignment instance I ′ corresponds to an optimal
matching M for the given r1.

We now need to compute the best duration r1. We observe that we can express
r2 as a function L2(r1) that decreases as r1 increases since there is less energy
for the second round. We can then define the total network lifetime as a function
L(r1) = r1 +L2(r1). We use golden ratio search to find the best r1. When L(r1)
is unimodal, golden ratio search yields an optimal r1 that maximizes L(r1). To
start the golden ratio search algorithm, we first compute L(I) = minnj=1 ej/lj
which is an upper bound on r1. Our algorithm NR1 runs in O(logL(I)n2.5) time
because golden ratio search hasO(logL(I)) time complexity and each assignment
problem has O(n2.5) time complexity.

Centralized Algorithm CNR(r, lcr, f). One solution to the general MaxLife
problem is to extend NR1 to run in multiple rounds such that in each round,
nodes are matched to positions using an optimal matching for that round. We use
this algorithm (CNR-B) for comparison purposes only, as it has a large overhead
and results in unnecessary movements.

We propose the following algorithm, CNR, as a more practical and effective
solution. The main idea is that in each round, only critical nodes, i.e. nodes at
locations with a high power consumption rate, relocate to lower consumption
positions. Each critical node tries to find a low power consumption rate node to
swap positions with. First, a node is selected to be the controller. The controller
collects energy and location information from all the other nodes once and com-
putes an initial list of critical nodes Lcr such that si ∈ Lcr if li > lcr. Then,
it proceeds in rounds of fixed length r. At the end of the round, the controller
computes the target position of each node in Lcr, informs the corresponding
nodes which then relocate to their new positions, and then updates Lcr. The
target positions of nodes in Lcr are computed as follows. First, nodes in Lcr
are considered in descending order of their current consumption rate. For each
critical node s, the controller considers all noncritical nodes that are still avail-
able for switching. For each candidate node c, the controller computes L1(c),
the minimum of s’s and c’s expected lifetime without swapping, and L2(c), the
minimum of s’s and c’s expected lifetime if they swap positions. The controller
selects candidate c∗ as target for s if and only if c∗ has the maximum value L2(c

∗)
and L2(c

∗)/L1(c
∗) ≥ f . This last condition is eliminates swaps that increase the

network lifetime by negligible amounts. At this point c∗ becomes unavailable for
other critical nodes in the round. After nodes relocate, a new round starts and
the process is repeated until the first node dies.
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Distributed Algorithm DNR. Our practical multiple rotation round algo-
rithm is DNR(r, h, lcr, f) which is based on CNR but requires only local informa-
tion. As with CNR, all rounds will have duration r. In each round, each critical
node si finds a noncritical node to swap with as follows: si collects the position,
load, and current energy level from descendants that are at most h hops away
and have not committed to switch with other critical nodes. Then si selects the
candidate c∗ with maximum value L2(c) satisfying L2(c)/L1(c) ≥ f . At this
point c∗ commits to switch with si. We note that this distributed implemen-
tation only requires loose synchronization between nodes as critical nodes send
messages to their descendants and parent at the beginning of each round only,
stating that a new round is about to start. The overhead of this synchronization
is moderate, as opposed to the regular time sync schemes where nodes have to
ping each other all the time to keep their clocks in sync.

5 Upper Bounds on Lifetime Improvement Ratio

We now prove some upper bounds on lifetime improvement ratios for any node
rotation algorithms. We first consider the 1-MaxLife problem. We then consider
the general MaxLife problem. We use the following notation in our analysis.
For any node rotation algorithm A and input instance I, let L(A, I) denote the
lifetime achieved using algorithmA on I, L(I) the lifetime without node rotation,
and RA(I) = minI L(A, I)/L(I) the lifetime improvement ratio (LIR) of A on I.
Finally, let EV (I) = maxni=1 ei/minnj=1 ej be the initial energy variance of I.

Theorem 1. For any one round node rotation algorithm A and any input in-
stance I RA(I) ≤ 1 + EV (I).

Proof. Let si denote the bottleneck node in I that determines L(I); that is,
L(I) = ei/li. Clearly, r1 ≤ L(I). We now observe that r2 ≤ EV (I) ·L(I) because
the node that moves to position pi can have at most energy EV (I) · ei. Thus,
r1 + r2 ≤ (1 + EV (I))L(I) and RA(I) ≤ 1 + EV (I). ��

This leads to two corollaries, one for the special case where all nodes have the
same initial energy and one for multiple round rotation algorithms.

Corollary 1. For any one round node rotation algorithm A and any input in-
stance I with EV (I) = 1, RA(I) ≤ 2.

Corollary 2. For any j round node rotation algorithm A and any input instance
I, RA(I) ≤ 1 + (j − 1)EV (I).

We note that although our one round solution NR1 is optimal for 1-MaxLife
only when L(r1) is unimodular, our simulations (Section 6) show that NR1’s
LIR is usually very close to the upper bound of 2 for input instances I with
EV (I) = 1. Moreover, for input instances I where EV (I) > 1, NR1’s LIR is
often better than 2.

We now prove upper bounds on the RA(I) for inputs I corresponding to
balanced trees of degree d+ 1 using a multiple rotation round algorithm.
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Theorem 2. For any node rotation algorithm A and any input I where T rep-
resents a balanced tree of degree d + 1 and tij = t for all non-zero tij , h is the
lowest level of the tree where the root is at level 0, and for 1 ≤ i ≤ n, ei = e and
λi = 1, then

RA(I) ≤
(dh+1 − 1)2

(h(d − 1) + d− 2)dh+1 + 1

Proof. To prove this upper bound, we ignore the energy consumed by movement.
The best solution is to then have all nodes equally share the transmission of all
data. We first compute L(I) which is constrained by the bottleneck node at level
0 that transmits data from the entire tree to the sink. The total number of nodes
n =

∑h
j=0 d

j as there are dj nodes at level j. It follows that

L(I) =
e

nt
=

d− 1

dh+1 − 1

e

t

We next compute the lifetime L∗ of the WSN if we are able to perfectly share the
transmission of all data among all n sensor nodes. A node at level i is the root
of a subtree of size Di =

∑h−i
j=0 d

j . Thus, the total amount of data transmitted
each time interval is

D =

h∑
i=0

diDi =

h∑
i=0

di
h−i∑
j=0

dj =
dh+1(h(d− 1) + d− 2) + 1

(d− 1)2

This implies that L∗ =
ne

Dt
=

(dh+1)(d− 1)

(h(d− 1) + d− 2)dh+1 + 1

e

t
.

Dividing L∗ by L(I) gives us the result. ��

Table 1 displays some of the upper bounds for different values of d and h. The
improvement ratio starts at a factor of 1.8 for a tree with 3 nodes and rapidly
increases with both the degree and the level.

Table 1. Upper Bounds on Lifetime Improvement Ratios in Balanced Trees

d / h 1 2 3 4 5

2 1.80 2.88 4.59 7.45 12.36
3 2.29 4.97 11.27 26.77 66.08
4 2.78 7.74 23.08 72.99 240.82
5 3.27 11.17 41.53 164.37 679.26

6 Simulation Results

In this section, we evaluate the performance of NR1, CNR, and DNR algorithms
through simulations. For comparison purposes, we also evaluate the performance
of the baseline CNR-B algorithm. We generated 100 networks each consisting of
100 nodes placed uniformly at random in a 150m by 150m area with the sink node
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chosen uniformly at random. We set the maximum communication distance to
35m, which was shown in [23] to lead to a high packet reception ratio for TelosB
motes in outdoor environments. For each network, we constructed the routing
tree from the sources to the sink using greedy geographic routing in which each
node forwards its data to the neighbor that is closest to the sink. We note that
our algorithms are applicable to network topologies generated by any routing
algorithms. We set the tij and the kij values based on the energy models in
[23,21] since they are based on realistic platforms; any other energy model for
communication or mobility could be used without any algorithmic change. We
usually set each node’s ei to the same value typically ranging from half full to
full, though in some simulations different nodes have different ei values. For our
distributed algorithm DNR, we set the local improvement factor f to 1.25 and
the critical consumption rate threshold lcr to 10% of the range of ratios in the
network. We describe our choices for r and h below. We assess the performance of
algorithms using several criteria. The main criteria is lifetime improvement ratio.
We also assess the number of rounds required, the number of nodes that move
per round, and the number of movements per node over the network lifetime.

6.1 Single Rotation Round

We first evaluate the performance of NR1 for the 1-MaxLife problem in trees.
For all 100 inputs, 1.91 ≤ RNR1(I) ≤ 1.99, and the average value of RNR1(I) =
1.95. We observe that the results are very close to the theoretical upper bound
of 2 from Corollary 1. When we varied the starting energy level of the nodes
between half full and completely full, the average lifetime improvement ratio
of NR1 increased to 2.3. We also observe that most of the nodes change their
positions; on average 86 nodes relocate to new positions and 14 nodes remain at
their original location. This is not too expensive since only a single rotation is
performed which means the network’s activity is interrupted only once.

6.2 Multiple Rotation Rounds

Round Duration. We now evaluate the performance of CNR and DNR with
h = 2 for the general MaxLife problem using our CNR-B algorithm as a baseline.
We first study the effect of varying r on the performance of both algorithms.
Figure 1 shows the average lifetime improvement ratios for both algorithms as
we increase r denoted as a fraction of the static lifetime L(I). We see that both
CNR and DNR outperform CNR-B for all values of r but especially smaller r.
For r ≤ 4L(I)/5, RCNR(I) ≥ 2.5 + RCNRB(I). For r ≤ 3L(I)/5, RDNR(I) ≥
2.5 +RCNRB(I). At r = L(I)/2, the difference in lifetime improvement ratio is
3.5 and 2.5 for CNR and DNR respectively. One notable feature of CNR and
DNR’s performance is that the LIR decreases slowly for L(I)/5 ≤ r ≤ 7L(I)/10;
CNR takes on a maximum value of 9.1 and DNR a maximum value of 8.2. Both
are reached for r = L(I)/5. When r is too large, the LIR of both algorithms
drops because nodes stay at high consumption positions for too long.
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Fig. 1. Average lifetime improvement ra-
tios of CNR(r) and DNR as a function of
r plotted as a fraction of L(I)
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Fig. 2. Average number of relocations of
CNR(r) and DNR as a function of r plot-
ted as a fraction of L(I)

For most of the remaining simulations, we set r = L(I)/2. This almost max-
imizes the LIR while maximizing r which minimizes the number of disruptions
to the network.

Node Relocations. We next compare all three algorithms with respect to how
much the sensor nodes move. We first consider the number of relocations per
round. As we can see from Fig. 2, both CNR and DNR outperform CNR-B again.
In particular, with CNR-B, more than 90% of the nodes relocate in each round
whereas with CNR and DNR, the average number of relocating nodes stays below
14% and 17% respectively. These nodes are usually different in each round as
96% of the nodes move between 0 and 3 times overall and the remaining 4%
move up to 6 times during their lifetime. For DNR, most of the energy available
at each node is consumed by communication rather than movement: 85% of the
nodes spend at least 80% of their energy on communication and no node spends
more than 35% of its energy on movement. We observe that node relocations
increase only slightly for both CNR and DNR as round duration r increases
because more nodes become critical in each round due to more time at high
consumption locations.

Distributed Approach and Hop Distance Parameter h. We now ana-
lyze the effect of the hop distance parameter h on the performance of DNR. We
plot the complementary cumulative distribution function (CCDF) of the LIR for
DNR with h set to 1, 2, and 4 in Fig. 3. The CCDF gives us the probability
that the lifetime improvement ratio exceeds a given threshold. For comparison,
we also plot the CCDF of CNR and CNR-B. From this data, we see that setting
h = 2 is sufficient to achieve excellent performance as the CCDF for h = 2 is
almost identical to that of h = 4. In both cases, 93% of the topologies have life-
time improvement ratios of at least 420% and more than 50% of topologies have
lifetime improvement ratios over 700%. With h = 1, DNR is much less effec-
tive; the number of nodes taking turns transmitting from the high consumption
position may be too low. In the remaining simulations, we set h = 2 for DNR.
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Lifetime Improvement Ratio Increase per Round We now assess how
much effect each round has on the LIR. Specifically, if we stop node rotations
after round n, what will the lifetime be? All three algorithms, CNR-B, CNR and
DNR, result in a LIR that is essentially linear in the number of rounds with each
round increasing the lifetime improvement ratio by between 40 and 50%. This
analysis shows that these algorithms are effective in increasing the LIR but that
CNR and DNR are more effective than CNR-B in minimizing distance moved
and maintaining a reserve of energy rich nodes for later rounds. This is why CNR
and DNR outperform CNR-B which moves 93% of the nodes in each round.

Comparison with Existing Approaches. In this section, we compare DNR
to existing approaches. We consider only approaches that do not change the
positions of where nodes are placed. This rules out existing mobile relay ap-
proaches and leaves us with non-mobility approaches like LEACH [24] that ro-
tate the roles of different nodes by periodically changing the topology of the
network but not modifying any node positions. Specifically, we compare DNR
with LEACH [24] as it serves as the base for several other clustering algorithms
that seek to increase network lifetime and (2) multihop LEACH [25], an im-
proved variation that uses multihop transmissions between cluster heads. Both
LEACH approaches assume that data is compressed before being transmitted
while DNR does not. To compare all approaches in a similar setting, we run
them all without data compression.

We compare DNR to LEACH and multihop LEACH on an input instance I
by computing the lifetime comparison ratio RDNR(I)/RA(I) where A is either
LEACH or multihop LEACH. Figure 4 shows the complementary cumulative
distribution function of both lifetime comparison ratios. First, we note that
DNR outperforms both LEACH variations for every topology, attaining lifetimes
between 2 and 5.75 times better than LEACH and between 1.4 and 3.7 times
better than multihop LEACH. Additionally, we observe that DNR needs many
fewer rounds than both LEACH variations. On average, DNR needs 8 rounds of
rotations whereas the average number of rounds is 1800 for LEACH and 2000 for
multihop LEACH. We also note that the round duration r used for the LEACH
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approaches was 20% of the r used by DNR as using the same r resulted in much
lower lifetime improvements ratios for LEACH.

We now compare the performance of all three approaches as the density of the
network varies. We varied the number of nodes between 60 and 200 in increments
of 10. We observe that both average LIRs decrease slowly as the density of
the network increases. DNR attains average lifetimes between 3.3 and 4.0 times
better than LEACH, and between 2 and 2.3 times better than multihop LEACH.
We also observe that as the density of the network increases, the number of
rounds increases significantly (by 50% and 100%) for both LEACH approaches
whereas DNR requires on average only two more rounds.

7 Conclusion

In this paper, we considered the problem of maximizing the lifetime of mo-
bile WSNs. We exploited the mobility of nodes to mitigate differential power
consumption by having nodes take turns in high power consumption positions
without modifying the existing communication topology. We present efficient
algorithms for both the single round and the general multiple round MaxLife
problem. This approach is very different than other schemes such as data mules
in that all nodes expend relatively little energy on movement and move only a
few times during the network lifetime. Our simulations show that our node ro-
tation approach can improve average lifetime by more than a factor of eight and
that our algorithms outperform existing non-mobility approaches for mitigating
differential power consumption to prolong network lifetime.
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Abstract. Cognitive radio (CR) has been recently proposed as a promising 
technology to achieve efficient use of the frequency resources by allowing the 
coexistence of primary users (PUs) and secondary users (SUs) in the same 
frequency band. In this paper, a joint beamforming and power allocation 
algorithm based on game theory is proposed for cognitive MIMO systems. The 
objective is to maximize the sum rate of SUs subject to the transmit power 
constraint and the PU interference constraint. The design of the cognitive system 
is formulated as a non-cooperative game, where the SUs compete with each other 
over the resources made available by the PUs. Nash equilibrium is considered as 
the solution of this game. Simulation results show that the proposed algorithm 
can converge to a locally optimal pair of power vector and beamforming vector.  

Keywords: Cognitive radio, MIMO, game theory, beamforming, power 
allocation, Nash equilibrium. 

1 Introduction 

With the rapid deployment of various wireless systems, the limited radio spectrum is 
becoming increasingly crowded. On the other hand, it is evident that most of the 
allocated spectrum experience low utilization. As a novel approach to enhancing the 
utilization efficiency of the scarce radio spectrum, cognitive radio (CR) has attracted 
tremendous interests recently [1]. A key feature of the CR network is to allow a SU to 
simultaneously share a licensed spectrum as long as the secondary transmission does 
not interfere with the primary link. As a result, the challenge of the CR network is to 
protect the PUs from harmful interference induced by the SUs as well as to meet the 
quality of service (QoS) demands of PUs. Multiple-input multiple-output (MIMO) 
technique, with its significantly increased channel capacity, has become a dominating 
technique in the future-generation wireless systems. It is thus quite natural to combine 
these two techniques to achieve higher spectral efficiency. This technological 
combination results in the so-called cognitive MIMO radio [2]. 

Beamforming and power control are two well-known approaches that can mitigate 
co-channel interference (CCI) and thus enhance the system capacity. Recently, joint 
beamforming and power control has been widely studied for the CR network as a quite 
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promising interference suppression technique in [3]-[6]. For such a system, it has 
additional challenge of keeping the operation of SUs such that the received interference 
at the PUs remains below a tolerable limit. In [4], the joint beamforming and power 
allocation for a single-input multiple-output (SIMO) multiple access channels in CR 
networks is considered. The problem of joint beamforming and power control for SUs 
when they are allowed to transmit simultaneously with PUs is studied in [5]. The 
objective is to optimize the network sum rate under the interference constraints of PUs, 
which is a non-convex problem. Iterative dual subgradient algorithm is proposed to 
solve such problems. In [6], the authors considered the downlink of CR systems with 
multiple SUs and multiple PUs. Precoding and power allocation are performed at the 
cognitive base station to maximize the throughput of the secondary network. It is 
difficult to solve due to its non-convex properity, then the authors convert it into a 
convex optimization problem. 

Game theory is suitable for analyzing conflict and cooperation among rational 
decision makers. Because of the inherently competitive nature of multiuser CR 
networks, in recent years, game theory has been applied to solve the problem of power 
control [7] for providing the maximum throughput in CR networks. The authors in [8] 
further considered both power and rate control using a game   theoretical approach, 
where the SUs are only considered as active players in the game. The extension to the 
cognitive MIMO system is considered in [2][9][10]. Therein, both theoretic analysis 
and algorithm are carefully investigated. However, the problem of joint beamforming 
and power allocation for the cognitive MIMO systems is different from the traditional 
radio networks and to the best of our knowledge, no studies have been performed to 
look at this problem in a cognitive MIMO radio environment via game theory. 

Comparing with previous work on joint beamforming and power allocation in CR, in 
this paper, we study the problem of joint beamforming and power allocation in 
cognitive MIMO downlink under a game-theoretic framework. The aim is to maximize 
the sum rate of SUs by optimizing the beamforming vectors and the power allocation 
among the secondary users jointly when the channel state information is known at the 
transmitter. We consider a cognitive radio environment where a PU is allocated with a 
licensed radio spectrum and the utilization of which could be improved by sharing it 
with the SUs. In this case, the SUs who compete for the spectrum offered by the PU and 
the cost of the spectrum is determined by using a pricing function. A non-cooperative 
game is used to analyze this situation and the Nash equilibrium is considered as the 
solution of this game. Even though the main objective of this non-cooperative game 
formulation is to maximize the profit of all SUs, based on the equilibrium adopted by all 
SUs, the revenue of the primary user/service provider can be maximized as well.  

2 System Model and Problem Formulation 

We consider a CR network which shares the spectrum resource with a primary network, 
as illustrated in Fig. 1. Similar system models have been considered in [11]. The 
primary network consists of a primary base station (PBS) that transmits signals to a 
single PU. The secondary network has a single cognitive base station (CBS), equipped 
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with M antennas, serving K SUs. Throughout this paper, we assume that the PBS and 
the PU are equipped with a single antenna. Due to the sharing of the same frequency 
band, the received signal at the PU is interfered by the signals transmitted from CBS. 
Similarly, the received signals at the SUs are interfered by the signal transmitted from 
the PBS. Without loss of generality, each SU equips only one antenna. The transmit 
signal is compactly written by 

                          P=X FS                              (1) 

where 1 2[ , , , ]T
Ks s s=S  denotes the ( 1K × ) transmit signal vector, in which 

ks ( {1, , }KΩ =  , k∈Ω ) is the desired signal for the k-th SU. 1 2[ , , , ]K=F f f f  denotes 

the transmit beamforming matrix, with kf being a ( 1M × ) beamforming vector for the 

k-th SU, normalized to unit power || || 1k =f . Likewise, 1 2{ , , , }Kp diag p p p=   

accounts for power allocation matrix. kp  is the allocated power to the k-th SU. For 

simplicity, this paper assumes that all the SUs are homogeneous and experience 
independent fading. 
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Fig. 1. Cognitive MIMO system 

The received signal at the k-th SU is given by 
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h X
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where kh denotes the ( 1×M ) channel vector from the CBS to the k-th SU, it is i.i.d., 

complex Gaussian, with zero mean and unit variance; pp  denotes the transmit power 

of the PU, kg  represents the channel coefficient vector between the PBS and the k-th 

SU, x  represents the transmitted signal from the PBS, kn  is a vector of additive 

noise whose entries are i.i.d., complex Gaussian, with zero mean and variance 
2
kσ . 

The received signal at the primary user is given by 

1

K
T

p p p p i i i p
i

y p g x p s n
=

= + +h f                        (3) 

where pg  denotes the channel between the PU and the PBS, ph  is a ( 1M × ) vector 

representing the channel between the CBS and the PU, 
pn  denotes the additive noise 

and is assumed to be i.i.d., complex Gaussian, with zero mean and variance 2
pσ . 

Then, the signal to interference plus noise ratio (SINR) of the k-th cognitive user is 

          
2

2 2 2

1,

| |

| | | |

T
k k k

k K
T

i k i p k k
i i k

p
SINR

p p g σ
= ≠

=
+ +

h f

h f
                     (4) 

In order to allow the SUs to share the spectrum with the primary user, we should 
investigate appropriate power and beamforming weights to distribute them among the 
users so that the sum throughput of SUs is maximized, and the interference created to 
the PU is as small as possible. Thus, the optimization problem can be formally stated as 
follows: 

2
1

max log (1 )
K

k
k

C SINR
=

= +     

  

                   subject to    

2
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1
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| |
K

T
k p k th
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K

k T
k

k k

p I

p p

SINR γ

=

=

 ≤

 ≤

 ≥







h f

                           (5) 

where 
thI , min,kγ , and 

Tp  are the given values with respect to the interference power, 

SINR, and the total transmit power, respectively. Our objective is to consider the joint 
optimization of beamforming and power allocation in order to maximize the sum rate 
of the secondary system with the following three constraints. The first constraint 
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restricts the interference power to the PBS. The second constraint is to guarantee the 
total transmission power from the CSB is bounded by a certain limit. In the third 
constraint, the SINR requirement for each SU is ensured. 

3 Non-cooperative Game 

3.1 Game-Theoretic Formulation 

Game theory is an effective tool to analyze competitive optimization problems. For the 
cognitive MIMO system, each SU’s transmission is a source of interference for the 
others. When a SU selfishly chooses a strategy to increase its own utility, it may 
increase the interference of some other SUs. Thereby, the strategies chosen by different 
SUs depend on each other. Based on the system model described above, a 
non-cooperative game can be formulated as follows [12]: 

          { ,{ , } ,{ } }k k k k kG p u∈Ω ∈Ω= Ω f                          (6) 

The players in this game are the SUs. The strategy of each of the players is the 

beamforming weights and transmit power (denoted by kf and kp  for secondary user 

k), which is non-negative. The utility for each player is the profit (i.e., revenue minus 

cost) of SU (denoted by ku ) in sharing the spectrum with the PU and other SUs. SINR 

can be taken as the optimization variable. Consequently, the utility function can be 
designed based on the mutual information 

2log (1 )k ku SINR= +                             (7) 

Due to greediness, a payoff function based on (7) leads to an inefficient outcome, i.e., 
each player focuses on the forming of its own beam without nulling the interference to 
the PU. To prevent this selfish behavior, pricing has been used as an effective tool to 
give distributed players incentives to cooperate for resource usages. Therefore, the 
payoff function should consist of revenue and cost. Specifically, the new utility 
function of the k-th SU with pricing is rewritten as follows: 

2
2log (1 ) | |T

k k k p ku SINR pλ= + − h f                    (8) 

where λ  is a positive scalar as the pricing factor and has an effect to reflect the 
potential interference to the PU. Thus, a non-cooperative game is formulated as: 

1

max
K

k
k

u
=
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where k∈Ω  is the set of players, and 
kf and 

kp is the set of admissible strategies of 

the k-th player, defined as 
1 2 1 2{ , , , , , , , }K KB p p p= f f f  . Here, each SU competes 

against the others by choosing its beamforming vector kf and power kp to maximize its 

own utility function. 

3.2 Existence of Nash Equilibrium 

To analyze the outcome of the game, the achievement of a Nash equilibrium is a 
well-known optimality criterion. In a Nash equilibrium point, every player is 
unilaterally optimal and no player can increase its utility alone by changing its own 
strategy. According to the fundamental game theory result, the strategic 
non-cooperative game admits at least one Nash equilibrium point if, for all k ∈Ω  : 1) 

the feasible set kf and kp are a nonempty compact convex subset of a Euclidean space, 

and 2) the utility function ( )ku ⋅  is continuous and quasi-concave on { , }k k kB p= f . 

By taking the first derivative of ( )ku ⋅  with respect to kp and
2| |kf respectively, it 

can be seen that 
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Then by setting these first derivatives to zero, we get 
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Moreover, by finding the second derivative of ( )ku ⋅  with respect 

to
kp and 2| |kf respectively, we get 

2 4
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As 4| | 0T
k k ≥h f  and 2 4| | 0T

k kp ≥h , it is easy to check that 2

2
0k

k

u

p

∂ ≤
∂

 and 2

2 2 0
[| | ]

k

k

u∂ ≤
∂ f

. 

Consequently, the utility functions of SUs satisfy all the required conditions for the 

existence of at least one NE based on the non-cooperative game with pricing scheme. 

3.3 Joint Beamforming and Power Allocation Algorithm 

In this section, we present an iterative algorithm that repeats the beamforming and the 
power allocation steps until convergence [13]. The algorithm has two parts: First, the 
power allocation part operates for a certain specified number of iterations N, using 
some initial beamforming matrix, and computes a power vector which may not be the 
optimal because the algorithm stops without necessarily converging. Then, for this 
power vector, the generalized eigenvalue solver finds the optimal beamforming matrix. 
This set of power allocation and beamforming steps is repeated, using the power in 
each round and then the beamforming vectors that are calculated from the previous 
round, until convergence is achieved to a locally optimal pair of power and 
beamforming vectors. The algorithm is proposed so as to maximize the sum rate of 
SUs, while not degrading QoS for the primary link.  

The iterative algorithm is summarized as follows: 

Set : 0n = , Initialize powers (0)
kp  and beamforming vectors (0)

kf , k∈Ω . 

Step1: At each iteration, set 
0 :n n= , k ∈Ω . Repeat{ 

For each user k∈Ω calculate the interference 

                  ( ) ( ) ( ) 2 ( ) 2 2

,

| | | |
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n n T n n
k i k i p k k

i i k

I p p g σ
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= + + h f                       (16) 
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For each user k∈Ω update power 
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Set : 1n n= + ; ( ) ( 1):n n
k k

−=f f  for each k∈Ω . 

} until 
0n n N= + . 

Step2: For each user k∈Ω compute the beamforming vector, these are generalized 
eigenvalue problems as 

( )

| | 1
arg max

H S
n k

k H Ix
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x M x

x M x=
=f                           (18) 

where  ( ) 2| |S n T
k k kM p= h   and  ( ) 2 ( ) 2 2
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k i k p k k
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M p p g σ
∈Ω ≠

= + + h I  

Step3: Repeat steps 1 and 2 until convergence. 

3.4 Convergence of the Algorithm 

For any fixed 0λ >  , 
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1 2λ λ> , then the 

corresponding optimal solutions 
1

( )p λ
∧

and 
2

( )p λ
∧  are obtained , satisfying 

1 2
( ) ( )p pλ λ

∧ ∧

<  regardless of the initial values. The algorithm can be implemented to 

obtain the fixed point of equation (17). We assume the order of power allocation is from 
SU1 to SU K, The process of step1 could be regarded as a power game with a 
coordinate utility function, as the power allocation strategy of each SU is the best 
response of the utility function, so the convergence and optimality of step 1 can be 
guaranteed. 

The beamforming and power updates algorithm can be interpreted as best-responses 
in a beamforming and power allocation game. Concerning the algorithm, note that 
power updates and the beamforming updates result in an increase of the objective 
function. That is, the total utility function ( 1) ( 1) ( ) ( )( , ) ( , )n n n nU p U p+ + ≥F F  , for n=0,1, 

… … .The locally optimization of F and p are implemented alternatingly until the 
total utility of CR network converges to a stable value. 
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4 Simulation Results 

In this section, we provide numerical results to show the convergence properties of 
joint beamforming and power allocation algorithm with respect to beamforming weight 
and transmit power for each link. For simplicity, we consider a CR scenario with two 
SUs and a single PU when all channel knowledge is perfectly known in the system. In 
the following results, we choose pricing factor λ =0.25, the noise power 2σ =3e-3W, 
the PU transmit power 

pp =0.1W, the SU maximum transmit power 
max 10p = W, the 

interference threshold 
thI =100, the k-th SU minimum SINR constraint

min, 5kγ = dB, 

respectively. The channel coefficients are drawn from the Rayleigh distribution. 
In what follows, we examine the convergence of the joint beamforming and power 

allocation algorithm with respect to transmit power level and beamforming weight.  
Fig. 2 shows the convergence of power level of each secondary link, in which the 
power initialization for each secondary link is the same as 0, it is observed that  
the transmit power converges in a few iterations due to the preceding update of the 
beamforming array. Fig. 3 depicts the beamforming weight allocated for each 
secondary link when transmit powers converge to the optimal levels. While the 
initialization of beamforming weights is set to be 1 for each secondary link. Fig. 4 plots 
the sum utility of the SUs when the interference to PU caused by SUs is restricted. 
Moreover, Fig. 5 plots the sum utility of the SUs versus the pricing factor λ . As 
observed from Figs. 4 and 5, the sum utility of the SUs converges and decreases asλ  
increases. 

1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

Iteration

T
ra

ns
m

is
si

on
 p

ow
er

(w
) 

 

 

user 1

user 2

 
Fig. 2. Convergence of power for each user 
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Fig. 3. Convergence of beamforming weights for each user 

1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

Iteration

S
um

 U
til

ity
 f

un
ct

io
n 

(b
ps

/H
z)

 
Fig. 4.  Fig. 4. The achievable sum utility 
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Fig. 5. The achievable sum utility for differentλ  

5 Conclusions 

In this paper, we investigate the joint beamforming and power allocation problem based 
on game theory for a cognitive MIMO system consisting of single PU and multiple SUs 
sharing the same spectrum. The problem is formulated as a non-cooperative 
beamforming and power allocation game. We choose a proper utility function with 
pricing to characterize the data transmission for all SUs. Moreover, we propose a 
distributed algorithm that compute locally optimal power and transmit beamforming 
vectors, in an effort to maximize sum rate of SUs. 
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Abstract. Bit allocation scheme for cognitive OFDM with base station coopera-
tion (BSC) in primary network is discussed in this correspondence. Under this 
circumstance, the optimization problem is formulated to minimize the interfe-
rence to the primary BSC network, in order to guarantee the fixed rates for cog-
nitive user transmission. With the knowledge of channel state information (CSI) 
in the interference channel, the optimal solutions can be solved by Lagrange op-
timum methods. Furthermore, bit assignment and access ability of cognitive us-
ers are analyzed in BSC model. Relationship of primary interference power and 
secondary allocated bits are presented. Simulation results indicate that, the 
access ability of cognitive user is significantly enhanced by BSC in comparison 
with non-cooperative primary network scenario, and the corresponding interfe-
rence power could be reduced significantly with the proposed optimal bit as-
signment scheme. 

Keywords: Cognitive radio network, Primary base station cooperation, Bit al-
location, Channel state information. 

1 Introduction 

Radio spectrum is regarded as one of the most precious resources in wireless commu-
nications. Currently, the fixed spectrum allocation to licensed networks leads to se-
rious spectrum underutilization. According to a research by FCC, there exists an im-
mense waste in the usage of licensed spectrum in the dimensions of time, space and 
frequency [1]. The goal of changing spectrum allocation policy is to take advantage of 
the technological advance in radios to make spectrum more efficient and flexible. One 
innovative solution is the notion of cognitive radio that senses its outside spectrum 
surroundings while causes little interference to primary user even at moderate to high 
transmit powers. This concept of exploiting the underutilized spectrum was firstly 
proposed by Mitola on the basis of software radios [2]. 
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On one hand, original cognitive radio can enhance overall spectrum efficiency of 
cognitive user by opportunistic spectrum access. On the other hand, transmission from 
cognitive users usually plays a part of harmful interference to primary users on the 
same spectrum. This motivates our goal of constraining cognitive users’ transmitting 
power with fixed rates for cognitive user guaranteed service on maintaining primary 
users’ performance. For this consideration, secondary users must execute “cognition” 
process that adjust their transmit power adaptively, that is, both satisfying their signal 
interference noise ratio (SINR) and maintaining primary users’ SINR constraint. This 
transmission power restriction is equivalent to “interference temperature” in dynamic 
spectrum access [2],[3]. 

Base stations cooperation (BSC) has been recently proposed as a new method to 
increase cellular system capacity, which is equivalent to reduce mutual interference 
[4]. On the assumption of full BSC, different base stations in separated cells can be 
considered as a single base station with multiple spatial independent antennas. This 
approach introduces significant performance improvement while accepting complexi-
ty tradeoff. Therefore, only adjacent base stations cooperation becomes a more prac-
tical strategy [4],[5]. 

Since BSC increases primary users’ capacity in cellular system, it’s necessary for 
us to investigate cognitive users’ uplink channel capacity and bit allocation scheme in 
this situation. The rest of the paper is organized as follows. System model is intro-
duced in Section II. Solutions of sub-carrier bit allocation for cognitive users are dis-
cussed in Section III. In Section IV, we compare their performance of bit assignment 
and analyze the access ability of cognitive users with BSC model. Finally, conclu-
sions are drawn in Section V. 

2 System Model 

We consider the uplink cognitive OFDM channel scenario that is depicted in Fig. 1, 
where iBS  denotes the -thi primary receiver using licensed spectrum corresponding 

with primary users in the BSC cellular system, while secondary user transmitter 
( SUT ) wants to transmit its information to its corresponding secondary user receiver 
( SUR ) over the same spectrum. 

We define sub-channels from SUT to SUR  as cognitive channel, whereas sub-
channels from SUT  to iBS  as interference channel. We also specify ikg  as the 

interference channel gains for the -thk  sub-carrier to the -thi  primary base station 
and channel gain kh  corresponding with the cognitive channel for the -thk sub-

carrier, over Rayleigh fading channels with mean [ ]ikE g  and [ ]kE h  respectively. 

Therefore, cognitive users must adjust its transmitting power kP  adaptively on the 

-thk  sub-carrier, for the interference constraint of all BSC working over the same 
spectrum under specific knowledge of CSI ikg and kh . 
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Fig. 1. Cognitive OFDM channel scenario in BSC 

Interference temperature describes the interference power on the specific spectrum, 
which is denoted as a metric for interference analysis from SUT to iBS [2],[3]. It is 

given by 

   ( ) ( ) ( ), ,c I cT f B P f B Q B= ⋅                           (1) 

where ( ),I cP f B  is the average interference power on the spectrum with bandwidth 

B  and central frequency cf , Q  is the Boltzmann constant with value 
-231.38 10× J/K.  

Since the interference temperature is directly determined by interference power, for 
convenience, we define T  as the interference power limit on bandwidth B , which 
denotes the interference upper-bound of primary user receiver (i.e., primary base sta-
tions). In cognitive OFDM system, for the i -th single cell, total cognitive interfe-
rence must keep below a threshold, hence 

                      ( ), ,i c k
k

T f B T≤                              (2) 

where k  indicates the k -th sub-carrier. While in primary BSC system, for each “co-
operative base stations group”, primary user combiner outputs the signal received by 
the base station with highest SINR. This combination process is similar to selection 

ratio combination (SRC) method, which yields to T SINR 1
i

P i=   [5]. Owing to the 

gain 1
i

i , primary BSC can equivalently endure more interference from cognitive 

users. Hence, the total cognitive transmitter interference power can be written as 

( )T ,

1
,i c k

i k i

P T f B T
i

= ≤ ⋅                             (3) 
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Therefore, bit allocation is the problem of optimal assignment bits in the k -th sub-
carrier under SUT power constraint, which minimizes the interference power with a 
threshold given by primary BS. The optimal problem can be written as 

2

, , ,arg min i k ik i k m
i k m

g Pρ
                             

(4) 

The above optimization problem is subjected to the following conditions 
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                           (5) 

, ,
1
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I

i k i k
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k Kρ ρ
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= = =                           (6) 

1 2 1 2: : : : : :I IR R R r r r=                            (7) 

0,  1,2, ,kP k K≥ =                                 (8) 

0,  1,2, ,iR i I≥ =                                 (9) 

where ( )0 ,i k
N B  denotes interference power of the -thk  sub-carrier at the -thi pri-

mary BS. It is remarkable that, optimal target in Eq. (4) can be seen as bit allocation 
problem, where bits are allocated in sub-carriers with the purpose of rate constraint, 
and interference power should achieve the minimum value in this condition, as Eq. (5) 
indicated. It is illustrated that, in cognitive OFDM with primary BSC, SUT  trans-
mitting power should be controlled to eliminate interference to primary BSC receiv-
ers, as well as bit allocation scheme should be applied to minimize total interference 
power. 

3 Bit Allocation Scheme with Primary BS Cooperation 

In CRN with BSC, assume Rayleigh fading is implemented in cognitive channel and 
interference channel, the optimal problem is described as Eq. (4)-(9), which still needs 
two kinds of CSI knowledge, namely, interference channel CSI ikg  and cognitive 

channel CSI kh . Hence, we consider the solution of bit allocation problem with full 

CSI which is expressed as follows. 
To find the optimal bit allocation for the k -th sub-carrier at the i -th primary BS, 

we define the function  
,

, , , ,
1

( )
i kb

i k i k i k m
m

P b P
=

= Δ , where , ,i k mPΔ  indicates the additional 

required power to transmit one additional bit through the k -th sub-carrier at the i -th 
primary BS, when the number of bit loaded on the sub-carrier is ( 1)m − . Hence, the 

Lagrange optimum problem can be written as 



182 X. Xu et al. 

 

  ( ) ( )
2 ,

, , , , , 2
0 ,

log 1 k i k
k i k i k i k m i k

i k m i k i k

h P
J P g P B

N B
ρ λ ρ

 
 = Δ − +
 
 

 
       

(10) 

Eq. (10) is nonlinear optimization problem that could not be solved numerically. 
Hence, we consider another solution method. Refer to classical Hughes-Hartogs bit 
allocation algorithm, we propose an improved scheme that the required power to one 
bit , ,i k mPΔ  can be acted as geometric progression through the k -th sub-carrier 

[11],[12]. Hence, , ,i k mPΔ  can be expressed as 

 
( )

, , 2

( ) ( 1)
i k m

k

f m f m
P

h

− −
Δ =                        (11) 

where ( ),

2

10
,

Pr
( ) 2 1

3 4
i kbb

i k

N
f b Q−  = −  

  
 indicates the required power for transmit-

ting ,i kb bits through the k -th sub-carrier at the i -th primary BS, with the guaran-

teed BER Prb  for MQAM modulation [5],[6],[11].  

Hence, the sequences 
2

, , ,1i k i kg PΔ , 
2

, , ,2i k i kg PΔ ,…., 
,

2

, , , i ki k i k bg PΔ  is the geome-

tric progression with the initial term 
2

, 2

,

(1)
i k

i k

f
g

h
 and common ration 2. If the last 

term approaches to minimization, it is said that the total interference power can 

achieve its minimum value [11]. To find the minimum value of 
,

2

, , ,
1

i

i k

K

i k i k b
k

g P
=

Δ , we 

apply the Arith-metric Geo-metric (AM-GM) means inequality, and obtain the optim-
al allocated bits at the k -th sub-carrier with the i -th primary BS, expressed as  

      
, ,

, 2 2
1 , ,

2
log 2log

iK
i k i ki

i k
ki ii k i k

g gR
b

K Kh h=

= + −                     (12) 

where ,
1

, 1,2, , , 1,2, ,  
iK

i i k i
k

R b i I k K
=

= = =   . I  is the number of primary BSC and 

iK  denotes the allocated sub-carrier number at the i -th primary BS.  

If ,i kb  is not an integer in Eq. (12), it needs to round off as an integer, namely, if 

,
1

ˆ 0
iK

l i i k
k

R R b
=

= − ≠ , the steps of bit rounding procedure can be expressed as follows. 

1) 0lR = , bit rounding procedure is not needed. 

2) 0lR > , select lR  sub-carriers based on a descending order of the bit difference 

, ,
ˆ

i k i kb b− , and add one bit to each sub-carrier. 
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3) 0lR < , select lR  sub-carriers based on a ascending order of the bit difference 

, ,
ˆ

i k i kb b− , and subtract one bit from each sub-carrier. 

Therefore, the intuition behind this bit allocation scheme is to take advantage of good 
cognitive access conditions: when cognitive channel is good ( kh  large) and interfe-

rence channel is low ( ikg  small), less bits would be allocated to the k -th sub-carrier 

due to better channel quality guarantees low bit rate transmission; on the contrary, as 
cognitive quality degrades, more bits should be allocated to this sub-carrier, in order 
to satisfy BER requirement for cognitive network. 

4 Simulation Results and Analysis 

Our simulation is implemented by Matlab simulation tool with numerical analysis. In 
our simulations, we assume BSC OFDM system with total bandwidth 5MHzB =  
and 64 /128K =  sub-carriers. Suppose system BER requirement is 4Pr 10b

−= , and 

the assigned total bits range from 32bits to 256bits. Noise power on each cognitive 
sub-channel is supposed to be 2 0.01σ = . Hexagonal cell is also assumed, moreover, 
primary BSC contains 3 nearest base stations to the primary user in primary BS coop-
eration group, hence, 1,2,3,4i = .  

Fig. 2 depicts the relationship of allocated bits and primary interference power for 
the improved Hughes-Hartogs bit allocation scheme with different BSC and sub-carrier 
numbers. It is apparent that the proposed algorithm with more sub-carrier outperforms 
the less one, and interference power could be suppressed obviously. When the coopera-
tive primary BS is 4 and total allocated bits are 150, interference power could reduce 
about 6dB for 128 sub-carriers. It is indicated that bits assignment for each sub-carrier 
is reduced because the corresponding cognitive channel becomes better to guarantee 
low bit rate transmission. On the other hand, the increasing of BSC could guarantee 
low interference power in smaller sub-carrier number scenario, i.e., for 64 sub-carriers 
range from 32bits to 96bits, 4 BSC performs better than 2 BSC, however, for 128 sub-
carriers, 4 BSC and 2 BSC have the same interference power. Hence, the increasing of 
BSC could improve cooperative diversity for primary network, and cognitive user 
dynamic spectrum access (DSA) would be influenced in smaller assigned bits scenario. 
For higher sub-carrier number, the effect is not apparent. 

Fig. 3 shows the three dimensional relationships between cognitive channel spec-

tral efficiency C
B  and average channel gains. It is indicated that, spectral efficiency 

rises up when [ ]kE h  increases. Just as expected that, cognitive capacity could be 

enhanced with the improving of cognitive channel condition. By contrast, spectral 
efficiency declines as the interference channel gain [ ]ikE g  increases. The reason 

can be explained that, when the interference channel becomes better, cognitive user 
has to reduce its transmitting power so as to protect primary receivers, namely, the 
cooperative BS has to restrain cognitive access ability. Actually, BSC improved the  
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Fig. 2. Relationship of allocated bits and primary interference power 

anti-interference performance for primary users through cooperative diversity, which 
also depends on the performance of SU. Hence, the tradeoff between cognitive access 
ability and BSC complexity should be investigated.  

We mainly consider 4 cases of BSC: no BSC (i.e. traditional cellular system with-
out cooperation), 2 BSC (only the most adjacent BS for cooperation), 3 BSC, and 4 
BSC (square cells are assumed). Simulation results are depicted in Fig. 4. It is ob-
viously that, the cognitive access ability increases with the number of primary BSC, 
but the trend is not linearly. The highest gain is obtained from no BSC to three BSC. 
Increasing the number of cooperative base stations from three to four provides less 
gain than that from no BSC to two BSC, as well as from two BSC to three BSC. We 
emphasize that the relationship between SU accessing ability and primary BSC num-
bers would keep this trend in general, which indicates that only a few number of BSC 
ought to be sufficient for cognitive user. 
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Fig. 4. Cognitive channel spectral effi-
ciency for different BSC numbers 
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5 Conclusions 

Bit allocation and cognitive channel spectral efficiency reflect the access ability for 
cognitive user in CRN. In this correspondence, we proposed an improved Hughes-
Hartogs bit allocation strategy in primary BS cooperation scenario. Optimization 
problem is formulated to minimize the interference power in order to guarantee the 
fixed rates for cognitive user transmission. The solution is given by the improved 
scheme. Moreover, the increasing of BSC could improve cooperative diversity for 
primary network, and the increasing of sub-carrier number could guarantee low bit 
rate transmission, hence cognitive access ability would be enhanced. In addition, it is 
also indicated that cognitive user access ability increases with the increment of inter-
ference temperature upper-bound, the growth of cognitive channel gains, as well as 
the number of primary BSC. Therefore, many factors influence the cognitive spectral 
efficiency, the proposed bit allocation scheme provides an efficient strategy for prac-
tical primary BS cooperation scenario. 
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Abstract. Fixed spectrum assignment policy lead to the need for a more dynamic
approach to spectrum access. This paper analyzes the optimal dynamic spectrum
sharing possibilities among primary and secondary users in cognitive radio net-
works, where the channel access for both primary and secondary users in the
same channel is contention-based. We assume slotted time. Fixed and random
allocations of primary users in the channels are considered for contention-based
study. This means that in a fixed allocation, the number of primary users is fixed
in a specific channel; their number may vary in different channels. Random allo-
cation on the other hand considers primary users randomly allocated in different
channels in each time slot. Given the number of channels and primary users, we
find the optimal number of secondary users that obtains maximum throughput in
spectrum sharing with primary users. The results obtained provide low complex-
ity solutions for implementation in practical systems.

Keywords: Cognitive radio network, spectrum management, spectrum sharing,
optimization.

1 Introduction

Spectrum scarcity and low utilization lead to dynamic spectrum access (DSA) [1–3].
DSA has been studied under three main classes: 1) open access, 2) hierarchical ac-
cess, and 3) dynamic exclusive use [4–6]. Open access allows access similar to indus-
trial,science, and medicine (ISM) bands. The hierarchical access is further subdivided
into underlay, overlay and interweave [4–7]. The dynamic exclusive use allows sec-
ondary users to have access to the bands based on conditional exclusive usage provided
by primary users. Dynamic spectrum leasing (DSL) has been studied by various re-
searchers in which the spectrum licensees are granted the rights to sell or trade their
spectrum to third party [8–11]. The model developed in this paper may be applied to
these classes of DSA with some modifications, we are presenting this work more specif-
ically for hierarchical interweave model.

Under interweave dynamic spectrum sharing, also called opportunistic spectrum ac-
cess in the literature, primary users (PU) have the privilege to use their licensed spec-
trum band, and secondary users (SU) are allowed to access the band only when primary

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 187–196, 2012.
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users are not using it. This is the approach taken in interweave networks [4], where SU
keeps monitoring the spectrum, temporarily (opportunistically) accesses it when PU
ceases using it, and gives up the band upon the resurgence of PU signal. The sensing
requirements may be stringent with interweave model especially when sensing opportu-
nities are changing quickly, as the SUs must be able to sense the arriving PU signal and
immediately leave the band, and if available, jump to another band. The study related to
sensing is beyond the scope of this paper, and we assume that there is seamless sensing
of the available bands. Whenever there is PU arrival, SU hops to another band or goes
into waiting state.

Finding optimal spectrum sharing possibilities has been studied in past [12,13]. This
problem of finding optimal secondary usage further shows that dynamic spectrum ac-
cess saves a lot of spectrum wastage. By abiding to the FCC rules and regulations
regarding dynamic spectrum access, new spectral resources can be created. We provide
upper bounds on the optimal number of secondary users. Theoretical bounds present an
important understanding into the behavior of systems. Regulation authorities can make
regulations by studying these upper bounds. The main contributions of this paper are as
follows. This paper derives a set of formulations for finding the optimal number of sec-
ondary users for fixed and random allocations. Low complexity solutions are developed
that have lower demands on processing for practical systems.

The rest of the paper is organized as follows. Section 2 presents the network model
for fixed and random allocations of primary users. Section 3 deals with finding optimal
solutions for the two allocations considered. In section 4, we present numerical results
and then conclude the paper in section 5.

2 Network Model and Throughput Analysis

The network model we consider consists of primary and secondary users with all the
users independent of each other (e.g., see [13–15]). This model maps well with the
interweave model [4]. The spectrum opportunities for interweave model are determined
based on the primary user usage requirements. The secondary users access a specific
spectrum band at 8 AM because they find the band to be idle. However, at 9 AM,
primary users need the band. The secondary users have to give it up and search for
a new band. This is the model we are using in this paper, where the secondary user
activity is based on this ON/OFF model.

With the assumption of slotted time, secondary users dynamically detect the avail-
able accessible channels. Furthermore, in each time slot, every primary/secondary user
generates data to transmit with a probability p. The number of primary users and sec-
ondary users are denoted N and Ñ , respectively. The licensed spectrum of primary
users is partitioned into M channels. The N primary users are allocated into the M
channels. For random allocation Xi (1 ≤ i ≤ M , Xi ≥ 0) denote the number of pri-
mary users allocated to channel i. Also, we define a random variable Yi such that Yi =
1 if channel i is available for secondary users and 0 otherwise. h denotes the number of
available channels for secondary usage.

PU throughput is independent of SU throughput. The overall throughput of primary
and secondary users can be optimized if secondary user throughput is optimized, since
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Table 1. Definitions of the variables used in the network model

Variable Definition

N Number of Primary Users
Ñ Number of Secondary Users
M Number of Channels
Xi Number of primary users allocated to channel i
Ts Secondary User Throughput
h Number of available channels in each time slot for secondary usage.
Yi Random variable that attains value 1, if channel i is available for secondary users

and 0 otherwise
V =

∑
M
i=1Yi, Number of accessible channels for secondary users.

S = {x1, . . . , xM | ∑M
i=1 xi = N}, is the set containing the number of primary

users in each channel for random allocation
fV = fY1 ∗ · · · ∗ fYM , probability mass function (pmf) to determine whether

a channel is available to secondary users or not

primary users are independent in using the channels while secondary users are depen-
dent upon how primary users use the channels. Based on the model considered, sec-
ondary users are only opportunistically using the channels and hence cannot have any
impact on primary user throughput. Thus, in order to optimize the overall throughput,
it is sufficient to optimize the secondary user throughput. In the network model, we just
model the SU throughput in the following subsections. Before we go ahead and present
the network models for fixed and random allocations, Table 1 presents the definitions
of variables used.

2.1 Fixed Allocation

In the fixed allocation, the number of primary users allocated to channels is fixed over
all time slots. These primary users have traffic generation probability of p. These pri-
mary users use the channels and produce total primary user throughput over a time slot,
while secondary users opportunistically access these channels and optimize their per-
formance opportunistically. As discussed earlier, the throughput of SUs is required to
be optimized to give optimal overall throughput. Before finding the optimal number of
secondary users we need to look at the overall SU throughput which is given as follows.

Ts =
∑M

h=1
fV (h) · Ts(h). (1)

where Ts(h) [13] is the secondary user throughput for given h available channels,

Ts(h) = Ñ · p · (1− p

h
)Ñ−1. (2)

2.2 Random Allocation

In the random allocation, the primary users are randomly allocated access to the chan-
nels. These primary users access these channels with traffic generation probabilities of
p. Similar to fixed allocation, we find the secondary user throughput for random alloca-
tion, denoted as T ′

s(M,N, Ñ , p), as follows.
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T ′
s(M,N, Ñ , p) =

∑
{n1,...,nM}∈S

fX(n1, . . . , nM ;N, 1
M )× Ts(n1, . . . , nM ;M,N, Ñ, p).

(3)

where the pmf for a multinomial distribution X = [X1, . . . , XM ] is

fX(n1, . . . , nM ;N, 1
M ) = N !

n1!···nM !

(
1
M

)N
.

Here n1, . . . , nM are the numbers representing randomly alloacted primary users in
each channel. Also, similar to Ts(h) for fixed allocation, Ts(n1, . . . , nM ;M,N, Ñ , p)
gives the secondary user throughput for random allocation for each random case.

3 Optimal Solution

Let Ñ∗ denote the optimal number of secondary users that maximizes the total through-
put. The Ñ∗ can be numerically computed. That is, givenN,M, p, we compute a set of
throughputs T for varying Ñ , and then we identify the maximum throughput. The Ñ∗

is the Ñ corresponding to the maximum throughput.

3.1 Fixed Allocation

For finding Ñ∗, we take the derivative of Eq.2. Finding the partial derivative of Eq. (2)
with respect to Ñ and equating it to zero, we get

Ñ = −1
log(1− p

h ) . (4)

Ñ is dependent upon p and h, thus for a given p, we need to find the value of h that
gives optimal number of secondary users and hence optimal performance. In order to
find the value of h that optimizes Ñ , we need to take a look at the distribution of h.
Since h is random, we perform Monte Carlo Simulations by performing the experiment
over 10, 000 random samples. It must be noted that the number 10, 000was chosen such
that the number is large enough for performing such kind of simulations. These sim-
ulations are performed for fixed and random allocations where the number of primary
and secondary users was kept same while traffic generation probabilities were varied.
In other set of simulations, for a fixed traffic generation probability, simulations were
performed by varying the number of primary and secondary users.

We thus find the distribution of h as shown in Fig. 1 for p = 0.2, Fig. 2 for p = 0.4,
and Fig. 3 forp = 0.9 when M = 10 and N = 30. After performing simulations with
many other values of M , N and p, it is found that the distribution of h is heavily con-
centrated around the mean of h, i.e., the probability of occurrence of available channels
around the mean value of h is highest. Thus optimal number of secondary users, Ñ∗,
can be found by taking the mean of h as the number of accessible channels.

To find the expected number of available channels, we determine the probability of
availability of each channel and then add all these probabilities as follows.

hf =
∑M

i=1
(1− p)Xi . (5)
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Fig. 1. Monte Carlo Simulations for M = 10, N = 30, p = 0.2
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Fig. 2. Monte Carlo Simulations for M = 10, N = 30, p = 0.4

It is obvious that the channel availability depends on the traffic generation probability.
The higher the p, the lower the number of channels available for secondary usage and
hence lower the mean. We can notice from Fig. 1, Fig. 2 and Fig. 3 that as the p in-
creases from 0.2 to 0.4 to 0.9, the number of available channels shrink more and more
towards 0. Since the traffic generation probability is same over each channel, the num-
ber of primary users in each channel is the determining factor. Thus Eq.(5) determines
the mean number of available channels. The logical conclusion from this is that the op-
timal number of secondary users that can have access to the available channels depends
mainly on the mean number of available channels as the probability of occurrence of
available channels for a large set of random samples around the mean is highest.

Thus, we can write Eq. (4) as follows.

Ñ∗ = −1

log

(
1− p

hf

)
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Fig. 3. Monte Carlo Simulations for M = 10, N = 30, p = 0.9

Since the number of secondary users is an integer value, we round it off and write Ñ∗

as follows.

Ñ∗ = max

(⌈
−1

log(1− p

hf
)

⌉
, 0

)
(6)

3.2 Random Allocation

We take a similar approach as we did for the case of fixed allocation as in Eq. (6). For
a specific random distribution X = [n1, . . . , nM ], we denote the optimal number of
secondary users as Ñ∗(n1, . . . , nM ;M,N, p). Then the optimal number of secondary
users under random allocation is computed as follows.

Ñ∗ =
∑

{n1,...,nM}∈S
fX(n1, . . . , nM ;N, 1

M )× Ñ∗(n1, . . . , nM ;M,N, p). (7)

Since the number of available channels is a random number based on the random dis-
tribution, we can get the optimal solution by finding the expected number of available
channels, denoted as hr, as follows:

hr =
∑C

j=1

(∑M

i=1
(1− p)Xij

)
· fX(j), (8)

where
fX(j) = N !

n1j !···nMj !

(
1
M

)N
Here fX(j) represents the probability mass function of jth configuration out of total C
configurations possible for a given M and N , where the value of C can be calculated
using the method of finding the combinations with repetitions as follows.
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C =
(
N+M−1

N

)
Since the problem of finding optimal solution for random allocation is similar to the one
for fixed allocation, we can write the optimal solution for random allocation as follows.

Ñ∗ = max

(⌈
−1

log(1− p

hr
)

⌉
, 0

)
(9)

We note that the formulations obtained in this paper have less complexity as compared
to the ones derived in [13]. For fixed allocation, the optimal solution in [13] has a
complexity of O(M2). The solution provided by this paper, as seen from Eqs. (5) and
(6), has a complexity of O(M). For random allocation, the optimal solution in [13] has
a complexity ofO(M2C). In this paper, on the other hand, there is only one nested loop
inside the main loop as given by Eqs. (8) and (9). Thus the complexity of the solution
provided in this paper is O(MC).

4 Numerical Results

Under the fixed allocation scheme, we illustrate the optimal number of secondary users
versus the traffic generation probability with M = 10, N = 5 (Fig. 4), M = 10,
N = 10 (Fig. 5), and M = 10, N = 40 (Fig. 6). The optimal number of secondary
users given by Eq. (6) follows very closely with the one obtained through numerical
computation. It can be observed from Fig. 4, Fig. 5 and Fig. 6 that the results given by
Eq. (6) and the results obtained through numerical approach match very well for the
worst, best and average case configurations.

In Fig. 7 and Fig. 8, we plot the optimal number of secondary users versus the traffic
generation probability with M = 10, N = 5 and 15 (Fig. 7) and M = 10, N = 10 and
30 (Fig. 8), under the random allocation scheme. The plots obtained for optimal solution
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Fig. 4. Optimal number of secondary users obtained from fixed allocation and that from Eq. (6),
when M=10 and N=5
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Fig. 7. Optimal number of secondary users obtained from random allocation and that from Eq.(9),
when M=10 and N=5, and 15
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Fig. 8. Optimal number of secondary users obtained from random allocation and that from Eq.
(9), when M=10 and N=10, and 30

follow very closely with the plots obtained through numerical computation. Based on
the results of various other experiments with varyingM,N and p, we conclude that Eq.
(9) is a good estimation for the optimal number of secondary users that maximizes the
total throughput.

5 Conclusions

The importance of dynamic spectrum access is well established in the engineering com-
munity. Researchers have invested a great deal in the throughput optimization problem.
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Our paper deals with throughput optimization considering perfect sensing. Regulation
authorities can thus get a qualitative understanding of how far they can give access for
secondary usage. In this paper, we developed explicit formulas for the optimal num-
ber of secondary users that maximizes the system throughput. It was found that the
optimal number of secondary users is dependent upon the traffic generation probabil-
ity of primary and secondary users and also upon the expected number of available
channels. Given the number of channels and primary users, we found the optimal num-
ber of secondary users that obtains maximum throughput in spectrum sharing with pri-
mary users. The solutions obtained follow very closely with the optimal values obtained
using numerical computation. Also, the low computational complexity supports its prac-
tical implementation.
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Abstract. We study group communication scheduling in duty-cycled multi-hop
wireless sensor networks. Assume that time is divided into time-slots and we
group multiple consecutive time-slots into periods. Each node can transmit data
at any time-slot while it only wakes up at its active time-slot of every period and
thus be allowed to receive data. Under the protocol interference model, we inves-
tigate four group communication patterns, i.e., broadcast, data aggregation, data
gathering, and gossiping. For each pattern, we develop a delay efficient schedul-
ing algorithm which greatly improve the current state-of-the-art algorithm. Addi-
tionally, we propose a novel and efficient design to coherently couple the wireless
interference requirement and duty cycle requirement.

1 Introduction

The emergence of wireless sensor networks (WSNs) ushers in a period of prosperous
control applications. Contingent on user requests, the control applications usually re-
quire efficient delivery of sensory data. The process of streaming data from given source
nodes to given destination nodes is termed as group communication. Depending on the
number of source nodes and destination (or sink) nodes, there are generally four group
communication patterns in WSNs:

Broadcast: a source node sends a common packet to all other nodes.

Data Aggregation: a sink node collects a packet from every other node and every
intermediate node combines all received packets with its own packet into a single packet
of fixed-size according to some aggregation function such as sum and variance [16].

Data Collection: a sink node collects a raw packet from every other node. Data collec-
tion differs from data aggregation in the sense that no in-network processing is allowed
for data collection. Thus, each node needs to transmit its raw data and relay all received
data towards the sink.

Gossiping: every node broadcasts a packet to all other nodes. Gossiping is also called
as all-to-all broadcast in the sense that a gossiping task can be divided into n broadcast
task, i.e., each of these n nodes broadcasts its own data once to all other nodes. Here n is
the number of nodes in the network. From another viewpoint, a gossiping task consists
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of n data collection tasks, i.e., each of these n nodes collects a raw packet from every
other node.

The group communication tasks often come with stringent delay constraints imposed
by control applications. Here, the delay (or latency) for finishing a group communica-
tion task can be interpreted as the duration from the time when the first node transmits
for this task, to the time when the destination node(s) receive all required data for this
task. One promising way of minimizing the delay is to maximize the network through-
put which is subject to the intrinsic wireless interference. A well accepted wireless
interference model is the protocol interference model [5], which can serve as a useful
abstraction of WSNs. A number of protocols have been proposed in the literature for
group communication scheduling such as [2, 4, 6–10, 16, 18, 20]. However, those work
omit the practical duty-cycling scenario where wireless nodes switch between the active
state and the dormant state. In this work, we will study delay efficient group communi-
cation scheduling in duty-cycled WSNs under the protocol interference model. For each
group communication task, we will develop a fast scheduling algorithm and prove that
it can achieve an approximation bound that greatly improves the previous best result.
Let P be the period of the given duty-cycled network, i.e., the length of time it takes for
the wireless nodes to go through a complete on/off cycle, we have

– For broadcast scheduling, we can achieve an approximation bound on latency of
(1 + o(1)) · |P | while the previous best approximation bound is 17|P | in [11].

– For data aggregation scheduling, we can achieve an upper bound on latency of
(6Δ+3R+O(logR)·|P | while the previous best upper bound is (Δ+15R−3)·|P |
in [12]. Here R and Δ are the graph radius and the maximum node degree of the
communication graph respectively.

– For data collection scheduling, we can achieve an approximation ratio of 10|P |.
– For gossiping, we can achieve an approximation bound of 10|P |.

For any uncoordinated duty-cycled WSN, if all nodes’s active time-slots in a period are
the same (the network has an utilization of at most 1

|P | ), each transmission costs one
period. In this case, the lower-bound on the delay of finishing any group communication
task is Ω(|P |). However, if nodes’s active time-slots in a period are not random, we
may improve the network performances by determining each node’s active time-slot in
advance based on its geographical locations.

The rest of the paper is organized as follows. Section 2 formulates the group com-
munication scheduling problem in WSNs. In Section 3, we construct a universal routing
tree for group communication scheduling. Section 4, 5, 6 and 7 are devoted to scheduling
algorithm design for broadcast, data aggregation, data collection, and gossiping respec-
tively. We present an energy-efficient unified framework for coupling the addressing of
wireless interference and duty-cycling requirement in Section 8. We review the related
results in Section 9 and conclude the paper in Section 10.

2 Network Model

Consider a WSN modeled as a communication graphG = (V,E) in a two-dimensional
Euclidean plane, where V is the set of all sensor nodes and E is the set of communi-
cation links. A node u ∈ V can transmit data to another node v ∈ V if v lies within
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the transmission range of node u. We assume uniform transmission range normalized
to one. Thus, the communication graph turns out to be a unit disk graph G, i.e., a com-
munication link exists between any pair of nodes if and only if their distance is at most
one. We will focus on the Protocol Interference Model (PrIM) [5]: each node u has an
interference range ρ such that any node v will be interfered by the signal from u if
‖uv‖ ≤ ρ and node v is not the intended receiver of the transmission from u. Similar
to most of the existing work such as [16], [20], we assume that ρ = 1 for simplicity.

In a duty-cycled scenario, time is divided into time-slots and every consecutive |P |
time-slots are grouped into a period. Each node chooses one active time-slot in P ran-
domly and independently. Each node can transmit data at any time-slot while it only
wakes up at its active time-slot of every period and thus be allowed to receive data.

Given a group communication task (i.e., broadcast, aggregation, collection, or gos-
siping) under this duty-cycled scenario, the objective is to design routing and a trans-
mission schedule to finish this task with minimum delay. Here the transmission schedule
specify the node activities and can be interpreted as an assignment of the transmission
time-slots to all nodes, i.e., a mapping V  → 2N . Then a valid communication schedule
in G(V,E) with delay L can be defined as a sequence of sender sets S1, S2, · · · , SL
such that if all nodes transmit according to this sequence, this group communication task
can be finished successfully. The scheduling problem for broadcast, data aggregation
and gossiping in the duty-cycled scenario has been proven to be NP-hard in [11], [12]
and [14] respectively.

3 Routing Tree

The construction of routing tree relies on a concept of Connected Dominating Set
(CDS). Please refer to a recent survey [1] and references therein on CDS. In a graph
G = (V,E), a subset V ′ of V is a dominating set (DS) if each node in V is either in V ′

or adjacent to some node in V ′. Nodes in V ′ are called dominators, whereas nodes not
in V ′ are called dominatees. A subset C of V is a CDS if C is a dominating set and C
induces a connected subgraph.

The routing tree rooted at a node u is constructed as follows. Starting from u, we
perform breadth-first-search (BFS) over G to build the BFS tree TBFS ; We next select
the maximal independent set (MIS) of TBFS by an existing approach [15], and use this
MIS as dominating set; We connect MIS by using some nodes (i.e. connectors) to form
a CDS Gc of G; For each dominatee v not in Gc, we connect it to Gc by adding a link
from v to one of its neighboring dominators. The about operations result in a routing
tree T . It is easy to verify that the depth of T is at most Ru + 1, where Ru is the hop
distance between the root u and and its farthest node.

We will associate the tree T with ranks of the nodes by using the method in [9, 16].
We proceed ranking layer-by-layer in the bottom-up manner. Initially, rank(v) = 0 for
each node v in the bottom layer. For each layer i from R down to 1, for each node u
in level i, we assign the ranks as follows: if u has no child, rank(u) is set to zero; if
u has at least one child, let r be the maximum rank of its children. If u has only one
child of rank r, then rank(u) is set to r; otherwise rank(u) is set to r+1. As observed
in [9, 16], each node has rank no more than its parent in T , and for each node v ∈ V ,
we have rank(v) = O(log |V |).
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4 Broadcast Scheduling

We first construct a routing tree rooted at the source node and ranks of nodes. Then, the
broadcast scheduling process consists of two phases: (1) broadcast data to all nodes in
the CDS, (2) broadcast data from dominators to dominatees.

In the first phase, for each integer 0 ≤ i < R (node level) and 0 ≤ j < r (rank)
where R is the depth of the routing tree and r is the rank of the distinguished source
node, set Vij to be the set of nodes in layer i with rank j, and V ′

ij to be the set of their
children. We perform scheduling for the pair of node subsets (Vij , V ′

ij ) as follows. Let
W0 be the set of parents of nodes in V ′

ij with rank j. We apply the algorithm ILBS in [9]
to generate a (Vij , V ′

ij\Inf(W0))-schedule (W1,W2, · · · ,W16) where Inf(W0) is the
set of nodes in V \W0 each of which has exactly one neighbor in W0. Then, for each
0 ≤ k ≤ 16, all nodes in Wk transmit in the (i+ 51(r − j) + 3k)-th period when their
children are awake.

In the second phase, we schedule the transmissions by the dominators as follows:
partition the set V ′ of dominators into 2-independent sets {V ′

i : 1 ≤ i ≤ 12} [9]. Here
2-independent set means that the pairwise distance of nodes in this set are all greater
than 2. The dominators in V ′

i transmit in the i-th period when their children are awake.
Next, we analyze the performance of our broadcast scheduling algorithm.

Theorem 1. The proposed algorithm for broadcast scheduling produces a correct
broadcast schedule of latency (R + logR)|P | where R is the graph radius of the com-
munication graph and P is a period in a duty-cycled network.

Proof. The correctness proof involves two arguments: (1) any pair of concurrent trans-
mitting nodes will not conflict with each other, (2) any node will receive the data before
it transmits. Both arguments are similar to [9].

In the first phase, each node in the CDS needs |P | to transmit its message to all the
children, thus this phase costs at most (R+51r)|P |. By the folklore area argument, we
have that the size of the CDS is bounded by O(R2). This implies that r = O(logR).
Thus, this phase has latency at most (R + O(logR)) · |P |. In the second phase, the
broadcast schedule takes at most 12|P | time-slots. Thus, the theorem follows.

The lower bound for the broadcast scheduling problem is R. The lower bound can be
achieved when the network topology is a chain and the active time-slot of any node
is exactly one time-slot after that of its parent in the routing tree. Thus, we have the
following theorem.

Theorem 2. The proposed algorithm for broadcast scheduling can achieve (1 + o(1)) ·
|P |-approximation bound where P is a period in a duty-cycled network.

5 Data Aggregation Scheduling

We first construct a routing tree (inward-arborescence) rooted at the sink node and
ranks of nodes. Then, the data aggregation scheduling process consists of two phases:
(1) dominatees transmit data to dominators, (2) dominators route data towards the root.
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The first phase consists of one-hop data transmissions from dominatees to domina-
tors. We will split this phase into multiple rounds. In each round, for every dominator
u, we first select a link −→vu from one of its neighboring dominatees to itself. Assume all
selected links form a set L. We then transmit links in L. It is easy to verify that each
round costs at most 6|P | time-slots, where P is the period. Since each dominator has at
most Δ neighboring dominatees, there are at most Δ rounds. Thus, the first phase costs
at most 6Δ · |P | time-slots.

In the second phase, we will perform data transmissions in a pipelined manner. For
each node u, let i be its level, let j be its rank, and let a be its active time-slot in a period,
l is the label received by the link −→uv by the algorithm IMC in [16]. If u is a dominator,
we will assign a time-slot of 2

(
(R − i) + 44j + 4(l − 1)) · |P |+ a to transmit; If u is

connector, we will assign a time-slot of 2
(
(R− i) + 44j + 4(l− 1)) · |P |+ |P |+ a to

transmit. In our method, all dominators transmit at even periods only, and all connectors
transmit at odd periods only; the time-disjoint property can avoid conflicts between
nodes from different groups. It is easy to prove that our method can avoid interference
(similar to [16]) and this phase costs at most (2R+O(logR)) · |P | time-slots.

Theorem 3. The proposed algorithm for data aggregation scheduling produces an ag-
gregation schedule of latency at most (6Δ+ 3R+O(logR)) · |P |.

6 Data Collection Scheduling

We first construct a routing tree T rooted at the sink node. Our algorithm then relies on
a labeling of the edges of T . We first order all nodes in V in the decreasing order of
depth in T . Ties are broken arbitrarily. Assume the resulting sequence is:

σ ←−< v1, v2, · · · , vn > .

We assign the j-th edge in the tree path from the sink node to vi with a label 2(i−1)+j.
For an edge connecting vi and its parent, the number of assigned labels is equal to the
number of descendants of vi in T . If vi is connector (dominator), all labels received by
the edge between vi and its parent are odd (even). The edges across two consecutive
layers of the dominating tree receive distinct labels. Considering a node vi, let h be
the length of the path from the sink node to vi. The maximum label assigned to the
edges in the path from the sink node to vi is 2(i − 1) + h. It is sufficient to show that
2(i− 1) + h ≤ 2n− 3, i.e., the largest label is 2n− 3.

For each number k, let Ek denote the set of edges of T which contains a label k,
and Ak denote the links in the inward s-arborescence oriented from the edges in Ek.
Here s denotes the sink node. Then, if k is odd (respectively, even), all the receiving
(respectively, transmitting) endpoints of links in Ak are dominators. Moreover, every
dominator is incident to at most one link in Ak .

Then, the transmission schedule are partitioned into 2n − 3 rounds. The k-th round
(1 ≤ k ≤ 2n− 3) is scheduled as follows. We color all dominators such that for each
non-dominating node, all its one-hop neighboring dominators receive distinct colors.
Since at most 5 dominators can be adjacent to a common node, the number of colors
used is at most 5. For each link, assume its dominator endpoint receives the i-th color
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and the active time-slot for duty cycling of the corresponding sender is a, then this link
is scheduled in the i · |P | + a-th time-slot of the k-th round. Thus, each round takes at
most 5|P | time-slots. It is easy to verify the correctness of this transmission schedule,
in addition, the schedule has a delay of at most 5 (2n− 3) · |P |.

As n− 1 is a trivial lower bound on the delay for data collection, the approximation
ratio of the transmission schedule presented is at most 10|P |.
Theorem 4. The proposed scheduling algorithm for data collection achieves an ap-
proximation bound of 10|P |.

Unbounded Packet-Size Model: Since the packet-size can be arbitrarily large, we can
adopt our transmission schedule for data aggregation (described in Section 5 to finish
this data collection task under the unbounded packet-size model.

7 Data Gossiping Scheduling

Let the graph center of the network be a node vc such that the hop distance of the path
from node vc to the node farthest from vc in the network reaches minimum. We will use
vc as the root to construct a routing tree. The gossiping scheduling process consists of
two phases. In the first phase, the graph center vc collects data from all the other nodes.
We will apply our transmission scheduling for data collection presented in Section 6. In
the second phase, the graph center broadcasts all data one by one to all other nodes.

We first color all dominators such that for each non-dominating node, all its one-hop
neighboring dominators receive distinct colors. The coloring can ensure that all dom-
inators with the monotone color can transmit (or receive) data concurrently without
conflict. Since at most 5 dominators can be adjacent to a common node, the number
of colors used is at most 5. By proper renumbering of the colors, we assume that vc
has the first color. We group the time-slots into 10|P |-slot frames. In each frame, the
first 5|P | slots form a dominator sub-frame, and the remaining 5|P | slots form a con-
nector subframe. Only dominators (respectively, connectors) are allowed to transmit in
the dominator (respectively, connector) subframe in each frame. The node vc transmits
one packet in each frame. Upon receiving a packet in a dominator subframe, for each
connector, assume the color of its child dominator is i (0 ≤ i < 5), assume the active
time-slot of its child dominator is i in a period is a, this connector transmits the received
packet in the time-slot of (5+i)·|P |+a; clearly, this transmission occurs in a connector
subframe. Upon receiving a packet in a connector subframe, for each dominator with
color i (0 ≤ i < 5), assume the active time-slot of its child dominator is i in a period is
a, then this dominator transmits in the time-slot of i · |P |+ a. Clearly, this transmission
occurs in a dominator subframe.

It is easy to verify the correctness of the above schedule. We then bound the delay of
the second phase. After n− 1 frames, vc transmits the last packet. After another R+ 1
frames where R is the graph radius, the last packet reaches all nodes. Therefore, the
total number of time-slots takes by the second phase is at most

10|P | · ((n− 1) + (R+ 1)) = 10(n+R) · |P |.
The first phase takes at most 5 (2n− 3) · |P | time-slots. Hence, the total number of
time-slots taken by the two phases is at most
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10(n+R)|P |+ 5 (2n− 3) · |P | = (20n+ 10R− 15) · |P |.

Theorem 5. The proposed scheduling algorithm for gossiping can achieve an upper
bound on delay of (20n+ 10R− 15) · |P |.

Clearly, the minimum gossiping latency of G is at least n− 1+R whereR is the graph
radius of G, thus we have:

Theorem 6. The proposed scheduling algorithm for gossiping can achieve an approx-
imation bound of 20|P |.

Unbounded Packet-Size Model: Under this model, we can just perform broadcast only
once instead of n times where n is the number of nodes. The broadcast phase, the graph
center will transmit the combined data of the packets from all nodes only once.

8 Coupling Duty Cycle Requirement and Interference
Requirement

In Section 1, we have showed that for any uncoordinated wireless networks, if all
nodes’s active time-slots in a period are the same, then the network has an utilization
of at most 1

|P | . Thus, when |P | becomes large, the duty cycle requirement will cause
the network performance to be very bad. On the other hand, wireless interference re-
quirement also limits the network performance. We will propose a novel design that can
address both challenges simultaneously and greatly improve the network performances
such as energy-efficiency and delay. Our design will couple interference requirement
and duty cycle requirement tightly.

Let |P | be the length of a period. Let K = �
√
|P |�. We will employ a grid partition

of the deployment plane. The vertical lines x = i · � for i ∈ Z and horizontal lines
y = j · � for j ∈ Z partition the planes into half-open and half-closed grids of side �
(here Z represents the integer set):

{[i�, (i+ 1) �)× [j�, (j + 1) �) : i, j ∈ Z)}.

Next, we color the grids such that one grid among every K2 grids is assigned with
the same color. Each node will determine its active time-slot of a duty-cycled schedul-
ing period based on its geographical locations. At the same time, if at most one node
from every grid with a monotone color transmits simultaneously, the transmissions are
interference-free subject to the wireless interference requirement.

We then index the colors and denote σg as the color of grid g (σg ∈ {0, 1, · · · ,K2−
1}). Note that a number of methods have been proposed in the literature to approximate
the geometric locations of nodes. For each node u ∈ V , let σg be the color index of
the grid g where p lies, we then assign σg as an active time-slot in each duty cycle
period for this node u . For each of the above group communications, we can perform
a partition-based scheduling and the delay will be greatly reduced.
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9 Related Work

We first conduct literature review on delay efficient group communication scheduling
in WSNs. For broadcast scheduling, Chlamtac and Kutten [3] proved the NP-hardness
of finding a minimum makespan collision-free broadcast scheduling for general graphs,
even in the absence of wireless interference. Gandhi et al. [4] studied the broadcast
scheduling problem for multi-hop wireless networks with bounded transmission range.
They present a simple algorithm which guarantees the makespan and the number of
retransmissions to be within 468 times their respective optimal values. Huanget al. [9]
proposed three approximation algorithms for the broadcast scheduling problem.

Data Aggregation/Collection Scheduling with minimum delay has been proven to be
NP-hard [2] and well studied in [10, 16, 18–20].

Huang et al. [7], [8] studied minimum-latency gossiping in multi-hop wireless net-
works. Wan et al. [17] studied gossiping scheduling under the approximated physical
interference model. Jiao et al. [13,14] studied minimum-latency gossiping in duty-cycle
wireless networks.

There are some most recent work on group communication scheduling in uncoordi-
nated duty-cycled wireless networks such as [11] for broadcast scheduling, [12] for data
aggregation scheduling and [14] for gossiping scheduling in the duty-cycled scenario
respectively.

10 Conclusion

We proposed a suite of efficient scheduling algorithms for fast group communication
in duty-cycled multi-hop wireless networks under the protocol interference model. The
proposed algorithms can achieve the best constant approximation bounds compared to
the existing work. We also proposed a novel design to coherently couple the interfer-
ence requirement and duty cycle requirement which can greatly improve the network
performance. As future work, it will be interesting to modify our scheduling algorithms
to some other wireless interference models.
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Abstract. In this paper, we consider reliable cooperative spectrum sens-
ing in cognitive networks under the Spectrum Sensing Data Falsification
(SSDF) attacks. One effective method to mitigate the SSDF attacks is the
q-out-of-m fusion scheme, where the final decision is based on q sensing
reports from m polled users. In this paper, first, we derive the asymptotic
behavior of the fusion scheme as the network size increases. It is found
that the false alarm rate decreases exponentially as the network size in-
creases, even if the percentage of malicious users remains fixed. Second,
we propose an iterative approach to obtain the best scheme parame-
ters that minimizes the false alarm rate and enforces the miss detection
constraint. Third, we discuss different attack scenarios and propose a
malicious user detection method to further improve the performance.
It is shown that by exploiting the malicious user detection scheme, the
system performance is improved significantly under various attacks.

Keywords: cognitive networks, cooperative sensing, malicious attack,
data fusion.

1 Introduction

Spectrum is the most precious resource for communication networks. Due to
the wide range of existing and emerging applications, spectrum scarcity has
become an urgent problem. Meanwhile, according to the Federal Communication
Commission FCC, the utilization of the licensed spectrum bands in space and
time has shown to be between 15% and 85% [1]. The spectrum scarcity and
underutilization issues have motivated the development of a new paradigm based
on dynamic spectrum access and known as cognitive networks [2]. In cognitive
networks the spectrum is used opportunistically by secondary users when it is
not utilized by the licensed (primary) users. To do this, the spectrum is sensed
and the spectrum holes are identified prior to transmissions.

In order to improve the accuracy of the spectrum sensing process, cooperative
spectrum sensing was proposed [3], where multiple cognitive radios share their
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sensing information with the fusion center, which makes the final decision ac-
cordingly. However, the reliability of the cooperative sensing is threatened by the
presence of malicious attacks. One serious threat is the Spectrum Sensing Data
Falsification attack (SSDF) [4]. In the SSDF attack, some authenticated users
are compromised and intentionally report false sensing information. This would
lead to a low spectrum utilization and/or high interference to the primary sys-
tem. In order to mitigate the SSDF attack several approaches has been proposed
in [5–9]. In [5–7], the sensing reports (energy levels) are weighted according to
a certain weighting functions, and the weights are updated based on the radios
instantaneous behavior.

In [8, 9], we proposed a simple, yet effective, hard fusion rule based on the q-
out-of-m scheme. In the q-out-of-m scheme, the final decision is based on q sensing
reports out ofm polled users. In [9], we presented a linear approach to obtain the
scheme parameters, which significantly reduces the computational complexity of
the optimal exhaustive search. In this paper, first, the asymptotic performance of
the linear approach is analyzed and the effect of the network size on the detection
accuracy is derived. It is found that the false alarm rate decreases exponentially as
the network size increases, even if the percentage of malicious users is unchanged.
Second, we extend our work by proposing a modified linear approach that pro-
vides near-optimal solution. As opposed to the direct-linear approach, the modi-
fied approach enforces the miss detection constraint through an iterative method.
The convergence of the modified linear approach has shown to be fast. Third, we
present different attack strategies and propose a scheme to detect malicious users.
With malicious node detection, the system performance is improved significantly
under various attacks. Several simulation examples are carried out to demonstrate
the effectiveness of the proposed schemes.

2 Problem Formulation

We assume that the network consists of n active users including k malicious
users. We refer to n as the network size. We first assume that malicious users
can detect the primary signal with no errors and always report false information.
More general attack strategies will be discussed in Section 4. The percentage
of malicious users k/n is denoted by α. Each node in the network performs
spectrum sensing and reports its one bit hard decision result to a central node
(fusion center) through a control channel. The control channel is assumed to be
error free. The sensing result is either ‘1’ which means that the primary user is
present, or ‘0’ which means that the band is not used by the primary. All users
experience independent and identically distributed (i.i.d) fading with the same
average signal to noise ratio (SNR), such that each user has a probability of false
alarm Pf , and a probability of detection Pd.

The fusion center is then responsible for making the final decision based on
the received sensing reports from all users. α is assumed to be known, or can
be estimated, at the fusion center. The q-out-of-m scheme is an effective hard
fusion rule that can mitigate the SSDF attacks, as will be illustrated in the next
subsection.
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2.1 q-out-of-m Fusion Scheme

Among the hard fusion rules, the q-out-of-m scheme can achieve a good com-
promise between minimizing the false alarm rate and satisfy the miss detection
constraint. The fusion center uses the q-out-of-m rule to decide whether the band
is idle or busy based on the sensing reports. In the q-out-of-m scheme, the fusion
center randomly polls m out of n users and relies on q-out-of-m rule for final
decision making (the fusion center decides that a primary is present if q or more
out of the m polled users report ‘1’) [8]. The main objective is to minimize the
overall false alarm rate (Qf ) while keeping the overall miss detection (Qm) below
a certain predefined value β. Hence, it is desired to get the optimum parameters
m and q that can achieve the objectives. The problem can be formulated as
follows:

min
m,q

Qf(m, q); (1)

s.t. Qm(m, q) ≤ β;

s.t. 1 ≤ q ≤ m ≤ n; q,m ∈ N.

In order to obtain a closed form expressions for Qf and Qm, we define P d,m−d
k,n−k

as the probability of polling m − d out of n − k benign users and d out of k

malicious users. That is, P d,m−d
k,n−k =

(kd)(
n−k
m−d)

(n
m)

According to our system model, the false alarm rate is expressed in (2), where
three different scenarios are implied [8]:

Qf =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k∑
d=max(0,
m+k−n)

Pd,m−d
k,n−k

m−d∑
i=q−d

(m− d

i

)
P i

f (1 − Pf )
(m−d−i), k ≤ q;

1, m+ k − n > q;

min(k,m)∑
d=q

Pd,m−d
k,n−k

+

q−1∑
d=max(0,

m+k−n)

Pd,m−d
k,n−k

m−d∑
i=q−d

(m− d

i

)
P i

f (1 − Pf )
m−d−i, k>q and

m+k−n≤q.

(2)

Scenario 1: k ≤ q. When the number of malicious users is less than or equal to q
(consequently k ≤ m), there would be some benign users involved, among the m
polled users, in the final decision making. If the m polled users contain d out of
the k malicious users, then the false alarm occurs when there are q − d or more
benign users sending false alarms.

Scenario 2: m+ k− n > q. When the number of malicious users is large enough
to make m + k − n > q (Since m− n ≤ 0, this implies k > q), there are so few
benign users such that among m polled users, there are at least m− (n− k) > q
malicious users. In this case, false alarm happens with probability 1, leading to
spectrum waste. This is because the secondary user will not use the channel even
if there is a white space. Thus, q should not be too small.
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Scenario 3: k > q but m + k − n ≤ q. When the number of malicious users is
moderate, the false alarm probability depends on how many malicious users are
polled. If among m polled users, there are at least q malicious users included,
then the secondary system is jammed regardless of the behavior of other benign
users. Otherwise, if there are d < q malicious users polled, then false alarm
occurs when there are at least q − d benign users reporting erroneous results.

The miss detection probability Qm can be expressed in terms of the detec-
tion probability Qd, such that Qm = 1 − Qd. In q-out-of-m scheme, Qd can be
expressed as follows:

Qd =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if n− k < q;

min(k,m−q)∑
d=max(0,
m+k−n)

P d,m−d
k,n−k

m−d∑
i=q

(
m− d

i

)
P id(1 − Pd)

m−d−i,

if n− k ≥ q.

(3)

It is shown from (3) that if q is greater than the number of benign users, then
the primary signal will never be detected (i.e. Qd = 0). This case will result in
severe interference to the primary system. Thus, q should not be too large. In
the case that the number of benign users is greater than q, then at least there
should be q users reporting the presence of the primary signal in order to be able
to detect it. The number of malicious users d = max(0,m+k−n) indicates that
when the number of users being polled, m, is greater than that of the benign
users, then there are at least m− (n− k) copies of malicious reports received by
the fusion center.

3 Simplified Collaborative Sensing Schemes

In this section, first, we highlight the motivation to the simplified collaborative
sensing schemes. Then, we discuss two simplified approaches to obtain the q-out-
of-m scheme parameters, namely: the linear approach, and the modified linear
approach. The asymptotic performance of the linear approaches is also derived.

3.1 Motivation

We aim at obtaining the best scheme parameters for large network sizes and
derive the asymptotic performance of the q-out-of-m scheme as the network
size increases. In the optimal q-out-of-m scheme, exhaustive search is conducted
to obtain the scheme parameters (m and q). The complexity of the optimal
approach is O(n2). Therefore, it is computationally unfeasible to get the optimal
m and q for large network sizes using the optimal exhaustive approach. However,
when we search for the optimal parameters at relatively small network sizes with
β = 0.01, the following two main observations are made [9]:
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Observation 1: The optimal m is almost independent of the percentage of
malicious users. In fact, it is equal or very close to n, as shown in Figure 1(a).
One intuitive interpretation for this is that since the polling is random, it is
better to know the decisions of all the users.

Observation 2: The optimal value of q, denoted by qo, also follows an approx-
imately linear function of n with different slopes depending on the percentage
of the malicious users, as shown in Figure 1(b).

Motivated by these observations, we propose simplified approaches to obtain
the q-out-of-m parameters for large network sizes. This will be illustrated in the
following subsection.
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Fig. 1. The optimal parameters m and q obtained using exhaustive search

3.2 A Linear Approach

We showed in the previous subsection that the optimal m and q can be approx-
imated as linear functions of n, with m almost equals to n. We exploit these
observations by setting m = n and using the following linear function of n to
obtain q [9]:

q̂n,α = �qn0,α + So(α)(n − n0)�, (4)

where So(α) is the slope of the optimal qo versus n curve given that the per-
centage of the malicious users is α, q̂n,α is the suboptimal q value at a network
size n, and qno,α is the optimal q value at a relatively small network size n0 and
it serves as a reference point. Both q̂n,α and qno,α are at α percent of malicious
users. �x� is the smallest integer larger than or equal to x.

We can get the optimal scheme parameters at relatively small network sizes,
and use them as reference points. These optimal (m, q) pairs for the different
network sizes and α ratios, can be obtained and stored in a look-up table, then
used to get the suboptimal scheme parameters for large network sizes. It is worth
mentioning that if the channel conditions change, the individual Pf and Pm
would change and consequently the optimal scheme parameters will be different.
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In this case, the slope and the reference points would change, and the simplified
approach should be applied with the new settings. In practical situations, a
periodically update of the reference points and related slopes would be required.

3.3 Performance Analysis of the Linear Approach

In this subsection, we show that the performance of the linear q-out-of-m scheme
improves almost exponentially as the network size increases. We also formulate
the change in the overall miss detection probability when the simplified approach
is employed as compared to the optimal q-out-of-m scheme.
Proposition: For a fixed and a relatively low malicious users ratio α, the overall
false alarm rate using the linear q-out-of-m approach diminishes exponentially
as the network size n goes to infinity. More Specifically, as n is large enough,

we can choose q such that Pf <
q−k
n−k ≤ 2Pf , then Qf ≤ exp

(
− (Bn+ C)

2

An

)
,

where A, B and C are constants.
In order to prove the statement above, we consider the simplified approach

where we set m = n, then it follows that d = k and the term P d,m−d
k,n−k is equal to

one. In the case where q ≥ k, the false alarm probability Qf can be expressed
as:

Qf =
n−k∑
i=q−k

(
n− k

i

)
P if (1− Pf )

n−k−i. (5)

It is clear that Qf is the summation over a binomial probability density function
with parameters Pf and n − k, where the random variable is the number of
benign users having false alarm. Recall that the Chernoff bound [10] states that
if X is a binomial random variable with mean μ, then:

Pr (X ≥ (1 + δ)μ) < e−μδ
2/3 for 0 < δ ≤ 1. (6)

Let the random variable X be the number of benign users sending false alarm,
then μ = (n−k)Pf . Therefore, Qf = Pr(X > q−k). By setting (1+δ)μ = q−k,
we get δ = q−k

(n−k)Pf
− 1. When Pf <

q−k
n−k ≤ 2Pf , we have 0 < δ ≤ 1. It then

follows from (6) that:

Qf ≤ exp

[
−
(

q − k

Pf (n− k)
− 1

)2

(n− k)
Pf
3

]
(7)

Let q = q̂n,α and q̂n,α = qno,α+(n−no)So(α) and assuming that the percentage
of the malicious users is fixed, Qf can be bounded as follows:

Qf ≤ exp

[
− [qno,α − noSo(α) + n (So(α) − Pf (1− α)) − k]2

3Pfn(1− α)

]
(8)
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Let A = 3Pf (1−α), B = So(α)−Pf (1−α)−α and C = qno,α− noSo(α), then
(8) can be rewritten as:

Qf ≤ exp

[
− (C + nB)2

An

]
, (9)

where A, B and C are constants. That proves the proposition.
Remark: When the network size n→ ∞, then it follows from (9) that Qf → 0,

which implies that for a fixed α, we can improve the performance significantly
by increasing the network size.

In addition to the low false alarm rate, the simplified approach should also
ensure low miss detection probability. If qn1,α is the optimal parameter obtained
by exhaustive search at large network size n1. Again, qn1,α is unfeasible to be
obtained and a suboptimal q̂n1,α is used instead as mentioned earlier. For a fixed
malicious users ratio α and network size n1, we consider possible increase in the
miss detection probability as a result of using the simplified approach. The miss
detection probabilities obtained using the linear and optimal q-out-of-m schemes
are denoted by Qms and Qmo , respectively. By setting m = n1, we get:

Qms = 1−
n1−αn1∑

i=qn1,α+Δqn1,α

(
n1 − αn1

i

)
P id(1− Pd)

n1−αn1−i, (10)

and

Qmo = 1−
n1−αn1∑
i=qn1,α

(
n1 − αn1

i

)
P id(1 − Pd)

n1−αn1−i, (11)

whereΔqn1,α = q̂n1,α−qn1,α. Knowing that Qm0 satisfies the problem constraint,
we define ΔQm = Qms −Qmo as the increase in the miss detection probability.
Therefore, ΔQm is expressed as:

ΔQm =

qn1,α+Δqn1,α−1∑
i=qn1,α

(
n1 − αn1

i

)
P id(1− Pd)

n1−αn1−i. (12)

ΔQm is required to be as small as possible to keep the miss detection below
the predefined limit. It is noted that if Δqn1,α → 0, ΔQm → 0 and Qms →
Qm0 . However, it is hard to obtain ΔQm, since qn1,α does not have a closed
form expression. We modify the linear approach to enforce the miss detection
constraint as will be illustrated in the next subsection.

3.4 Modification on the Linear Approach

To ensure that the scheme parameter q̂n,α, obtained using the linear approx-
imation, results in the lowest false alarm rate and satisfies the miss detection
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Fig. 2. The modified linear approach at α = 25%

constraint in (1), we propose to modify the linear approach using an iterative
method to find q̂n,α. This algorithm works as follows:

1. Set m = n and use the linear approximation in (4) as an initial value for
q̂n,α.

2. Calculate the miss detection probability using (3).
3. Increase q̂n,α to q̂n,α + 1 if the miss detection is below the predefined β.

Then, go to step 2.
4. Decrease q̂n,α to q̂n,α − 1 if the miss detection is above the predefined β.

Then, go to step 2.
5. Terminate the iterations when the largest q̂n,α that meets the miss detection

constraint is obtained.

The approach above guarantees that the linear approximation will satisfy the
miss detection constraint. This modification provides a near-optimal solution,
since it obtains the highest value for q that satisfies the problem constraint.
Note that, higher values of q lower the false alarm rate. The sub-optimal q (that
is q̂n,α) obtained using the linear approach, with and without the modification
procedure, is shown in Figure 2(a). It is shown that the linear relationship be-
tween q and n is also valid after the modification; therefore, with modified values
for the reference points and/or the slope So(α), the asymptotic performance de-
rived in Subsection 3.3 also applies for the modified linear approach. Thus, it
can also be concluded that using the modification procedure, the false alarm
rate decreases exponentially as the network size increases, even at a fixed per-
centage of malicious users. In Figure 2(b), the number of iterations required in
the modified approach is plotted versus the network size. It is shown that the
modified approach has fast convergence property, and thus it is significantly less
computationally intensive than the optimal exhaustive search.
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4 Performance Enhancement through Malicious Node
Detection

In this section, we first illustrate the different attack strategies that could be
adopted by the malicious nodes, then propose to enhance the sensing perfor-
mance by detecting malicious users and discarding their reports.

4.1 Malicious Nodes Attack Strategies

The optimal and the suboptimal scheme parameters for q-out-of-m approach
consider the worst case scenario, where malicious users always send false sensing
information. These parameters (m, q) are also used for more general attacking
approaches. In the following, let Pa be the probability that each malicious node
intentionally reports false information. It is assumed that all malicious users
have the same probability of attack in a particular sensing period. We consider
three different attacking strategies:

– Strategy 1: In this strategy Pa = 1. That is, malicious users always report
false sensing information.

– Strategy 2: In this strategy, the malicious users send false data with an
arbitrary probability Pa that is fixed, with 0 < Pa < 1.

– Strategy 3: In this strategy, dynamic attack is adopted by the malicious users
by changing Pa after each attacking block, which is composed of T sensing
periods. More specifically,

Pan = Pan−1 +Δ1x−Δ2(1− x), (13)

where Pan is the probability that a malicious user attacks in the nth attack-
ing block, x is a Bernoulli random variable characterized by the probability
Px, Δ1 and Δ2 are the increment and decrement step size, respectively.

Denote the false alarm and miss detection probabilities of the malicious users as
P̃f and P̃m. Then, the overall attacking probability in the nth attacking block
is:

Pattack =

{
Pan(1− P̃m) + (1− Pan)P̃m, primary user present,

Pan(1− P̃f ) + (1− Pan)P̃f , primary user absent.
(14)

4.2 Malicious Node Detection Approach

We propose a simple, yet effective, method to detect malicious users and improve
the overall performance. In the proposed approach, we use two counters for each
node at the fusion center. These counters are updated after each sensing period
by comparing the final decision (using the q-out-of-m rule) with the individual
sensing reports. The first counter for node i is denoted by Ti,o, and it represents
the number of times node i sends ‘0’ when the final decision is ‘1’. The second
counter Ti,1 represents the number of times node i sends ‘1’ when the final
decision is ‘0’.
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If the observation time is N sensing periods, then when N ≥ Nth,
Ti,o

N and
Ti,1

N
would be approximate indications for the benign users’ miss detection probability
and false alarm rate, respectively, where Nth is the minimum observation interval
required to collect sufficient information about the users behvior. Hence, if

Ti,o

N is

greater than Pm+δ or
Ti,1

N is greater than Pf+δ, where δ is a considerably small
value, then the corresponding user’s report is discarded from the next decision
process, but its counter will continue to be updated in the next observation
period. In case

Ti,o

N is greater than Pm+ δ1 or
Ti,1

N is greater than Pf + δ2, where
δ1 and δ2 are relatively large, then the corresponding user will be discarded from
the spectrum sensing process and its counter will no longer be calculated. The
proposed malicious node detection method can also be used to determine the
percentage of malicious users.

It is noted that the detection of the dynamic attacks is more difficult and
takes longer time than that of static attacks. Simulations will show that this
simple malicious detection approach improves the performance significantly for
all attack strategies.

5 Simulation Results

In our numerical analysis, we assume that the miss detection limit is β = 0.01
and the individual sensing probabilities are Pf = 0.1 and Pd = 0.775. At different
values for α, So(α) is calculated using points at n = 20 and n = 35. The reference
points are at no = 35. We evaluate the performance in the following examples:

Example 1: Modified Linear Approach. In this example, the performance
of the linear and modified linear approaches are evaluated in terms of the miss
detection probability. We assume that the malicious users can detect the primary
signal perfectly and always report false information (i.e. Pattack = 1). The miss
detection of both approaches are shown in Figure 3. It is clear from Figure 3(a)
that using the linear approach a slight increase in the miss detection over β hap-
pens at α = 15% and 25%. This problem is solved by enforcing the modification
procedure discussed in section 3.4 as shown in Figure 3(b).

Example 2: Malicious Detection Scheme. We assume that α = 25%, and
the malicious users have P̃f = Pf and P̃m = 1− Pd. We use the modified linear
q-out-of-m approach for fusion and investigate the performance under different
attacking strategies. For the second attack strategy, we set Pa = 0.7, and for the
third attach strategy we set Δ1 = Δ2 = 0.2, Pa1 = 0.7, T = 10 and Px = 0.5.

When the malicious detection approach is not employed, it is shown in
Figure 4 that the performance is worst under the first attack strategy, where
malicious users always report false information. It is also clear from the figure
that the false alarm rate improves as the network size increases, even under the
same percentage of malicious users.

Using the proposed malicious node detection algorithm with Nth = 100, δ =
0.05, δ1 = 0.4 and δ2 = 0.3, the overall false alarm is also shown in Figure 4. No
prior knowledge of the attack strategy is assumed at the fusion center. It is clear
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(a) Qm using the linear approach.
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(b) Qm using the modified linear approach.

Fig. 3. Example 1: The miss detection probability using the linear and modified ap-
proaches
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Fig. 4. Example 2: False alarm rate vs. network size with and without employing
malicious node detection

that the malicious detection approach improved the performance significantly
for the different kinds of attack, however dynamic attacks take longer time to
be detected as compared to static attacks.

6 Conclusions

In this paper, we used the q-out-of-m fusion rule for cooperative spectrum sens-
ing in cognitive networks to mitigate the SSDF attacks. We proposed an iterative
approach to obtain the near-optimal q-out-of-m scheme parameters and enforce
the miss detection constraint. The proposed approach has fast convergence and
can be easily applied to large-scale networks, where optimal exhaustive search
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would be infeasible. It is shown that the false alarm rate of the proposed scheme
decreases almost exponentially as the network size increases, even if the per-
centage of malicious users remains the same. In addition, we discussed differ-
ent attack scenarios and proposed a malicious user detection scheme that has
shown to improve the performance significantly under the different SSDF attack
strategies.
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Abstract. Previously, it has been shown that wired infrastructures such as op-
tical networks can improve the capacity of ad hoc wireless networks significantly.
However, sometimes these wired infrastructures are too expensive or even infea-
sible. In this paper, we use wireless helping networks to enhance the throughput
performance of ad hoc networks. We focus on heterogeneous multicast networks
with wireless helping networks. The heterogeneity refers to the inhomogeneity
of the distribution of the nodes. The helping networks are neither the sources nor
the destinations of data flow. They only serve as relays of the data. The wireless
helping networks can be regularly placed or randomly uniformly distributed or
mobile. We derive achievable throughput for all these three cases. We also make
a comparison between them and pure ad hoc networks without helping networks
to see the contribution of wireless helping networks.

1 Introduction

There have been great interests in the scaling laws of wireless networks since the semi-
nal work [1]. In that paper, Gupta and Kumar show that a throughput of Θ(1/n

√
logn)

is achievable. In [2], Franceschetti et.al show us a throughput ofΘ(1/
√
n) is achievable

via percolation theory.
Besides unicast, multicast is also considered in the literature[3]. Heterogeneity is

also considered in wireless networks. For instance, [4] and [5] study the capacity of
wireless networks with Inhomogeneous Poisson Process (IPP) distribution and give the
upper bound and lower bound for the networks respectively. The impact of mobility on
wireless networks is first discussed in [13]. In that paper, Grossglauser and Tse show
that mobility can significantly increase the throughput capacity of wireless networks
to Θ(1) at the cost of large delay. Garetto et.al [15][16] combine mobility and het-
erogeneity and derive the upper and lower bound for throughput capacity of mobile
heterogeneous networks. The delay capacity tradeoff is considered in [18][17] and gen-
erally capacity can only increase at the cost of large delay. Li et.al [19] and Zhang et.al
[20][21] study the impact of directional antennas on capacity and delay of wireless ad
hoc networks.

In the above works, all nodes are assumed to share one common communication
channel and one same wireless channel bandwidth. However, the corresponding capac-
ity scaling for these kind of pure ad hoc wireless networks are pessimistic. The per
node throughput usually goes to zero as the number of nodes goes to infinity. Although
mobility can somehow increase the network capacity, it will also incur the large delay.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 218–234, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Thus, a kind of hybrid wireless networks is proposed. The hybrid networks consist of
both wireless ad hoc networks and wired base stations. In [11], Kozat and Tassiulas
study the throughput capacity of hybrid wireless networks where both normal ad hoc
nodes and access points are randomly distributed. In [9], Zemlianov and Veciana study
the hybrid wireless networks with random ad hoc nodes and fixed base stations. In [8],
Liu et.al show that under the k-nearest-cell strategy, if the number of base stations is
Ω(

√
n), then the network throughput will gain a significant enhance. In [12], Li et.al

consider hybrid networks with so called L-maximum-hop strategy and show that [8] is
actually a special case for that. Zhang et.al [10] consider hybrid wireless networks with
directional antennas. Li et.al [7] consider the hybrid networks with asymmetric traffic
patterns and network areas. Mao et.al [14] take multicast into consideration for hybrid
networks.

However, this kind of hybrid wireless networks will need wired infrastructures which
are very costly and even infeasible under some conditions. For example, in the bat-
tle field, constructing wired infrastructures previously is impossible. As a result, some
scholars suggest to replace the wired infrastructures with wireless helping networks
with large bandwidth (related with the number of nodes). For example, Li et.al [6]
derive an achievable throughput of the asymmetric networks with wireless helping net-
works. This kind of wireless helping network is more realistic and less costly compared
to wired base stations. The wireless helping network is neither sources of data nor desti-
nations of data. They only serve as relay for transmissions. In addition, they are usually
equipped with large bandwidth and thus more powerful than normal nodes. There is
no doubt that the existence of these powerful wireless helping nodes will enhance the
capacity performance of the original ad hoc network significantly.

So far, some works have been done about the multicast in hybrid networks with
wired infrastructures or wired networks. But, to the best of our knowledge, few pre-
vious works have taken heterogeneous multicast with wireless helping networks into
consideration. For wireless helping network, although its bandwidth will scale with the
number of nodes, it is still finite. In contrast, the bandwidth of wired base stations is
infinite. This is an essential difference since the transmission on the wireless helping
networks will also take time. Besides, unlike [14], the multicast considered in this pa-
per is heterogeneous i.e. the cluster clients (destinations) are more likely to be located
nearby their corresponding cluster heads (sources).

In this paper, we will study the achievable throughput of heterogeneous multicast
network with wireless helping network. The wireless helping network is assumed to
have a large bandwidth (scales with n). The network area is a rectangle and thus asym-
metric. We consider three cases: the wireless helping network is (i) regularly placed
(ii) randomly distributed (iii) mobile. We derive achievable throughput for all the three
cases respectively, which are the main results of this paper. We attempt to find out the
extra throughput a heterogeneous multicast network can gain with the help of powerful
wireless helping networks. We will also make a comparison between the three cases
and pure ad hoc network without helping networks under a special case.

The rest of this paper is organized as follows. In Section 2, we describe the system
model, including network topology and interference model. In Section 3 and Section
4, we describe the routing strategy and derive the corresponding achievable throughput
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for heterogeneous multicast network with regular wireless helping network and het-
erogeneous multicast network with random wireless helping network, respectively. In
Section 5, we describe the transmission scheme and achievable throughput of heteroge-
neous multicast network with mobile wireless helping network. In Section 6 we show an
achievable throughput for pure heterogeneous multicast networks without helping net-
works. In Section 7, we compare the results in previous sections and discuss (i)whether
the wireless helping network will improve the throughput or not (ii)whether the mobil-
ity of helping network will improve the throughout or not . Finally, we conclude the
paper in Section 8.

2 System Model

2.1 Network Model

We consider a heterogeneous multicast network to be the normal network. Specifically,
there are nh(h > 0) cluster heads in the network. Those heads are served as sources of
data flows. Each head has nc(c > 0) clients which are the destinations of the data from
this head. The network area is a rectangle with width na1 and length na2 , where a2 ≥
a1 > 0. In the following, we denote the direction of the short side of the rectangle as the
direction of x axis and the direction of the long side of the rectangle as the direction of y
axis. We denote the network asA. The nh cluster sessions are independently distributed
on the network area. Each head is uniformly distributed on the area. Once a head is
distributed on the position ξ, all the clients of this head will be distributed independently
around it with probability density fuction (PDF) f(z, ξ). The function f(z, ξ) induces
heterogeneity into the network model and is achieved in the following way:

f(z, ξ) =
s(|z − ξ|)∫

A s(|z − ξ|)dz

where s() is a positive, monotonically decreasing, continuous function defined on the
interval [0,∞). We further assume s() satisfy the property: limρ→∞ ρ2+εs(ρ) = c1,
where c1 and ε are two positive constants. Since we have:∫

A

s(|z − ξ|)dz ≤
∫
R2

s(|z|)dz = 2π

∫ ∞

0

ρs(ρ)dρ

and ∫
A

s(|z − ξ|)dz ≥
∫ 1

0

1

4
2πρdρs(ρ) ≥ π

2

∫ 1

0

ρs(ρ)dρ

we can say that f(z, ξ) and s(|z− ξ|) are of the same order i.e. there exists two positive
constants c and c such that for all z and ξ in the network area, we have: cs(|z − ξ|) ≤
f(z, ξ) ≤ cs(|z − ξ|).

In addition, there are m = nb(b > 0) helping nodes in the network area. These help-
ing nodes can be either regularly placed on the network area or randomly distributed on
the network area. If they are regularly placed, we call the corresponding network het-
erogeneous multicast network with regular wireless helping network, which will be
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discussed in Section 3. If the helping nodes are uniformly and independently distributed
on the network area, we call the corresponding network heterogeneous multicast net-
work with random wireless helping network, which will be discussed in Section 4.
Since the distribution of random wireless helping network is uniform, we will see that
the analysis is very similar to regular wireless helping network.

The wireless helping network can also be mobile. We call this model heterogeneous
multicast network with mobile wireless helping network. This is specified as fol-
lows. Among the m helping nodes, each will have a home point. The m home points
are regularly placed in the network area. Then each helping node will move within a
circle centered at its home point independently. The radius of these circles are all nr. In
each circle, the probability density of the corresponding helping node is assumed to be
uniform. The movement of each helping node is a stationary ergodic random process.
This model will be discussed in Section 5.

2.2 Definition of Gaussian Channel Model[1]

The maximum transmission rate from transmitter Xi to its receiver Xj is given by:

Rij =W log(1 + SINRij)

where W is the bandwidth of the channel and SINRij is the signal to noise and in-

terference ratio i.e. SINRij =
Pi/d

γ
i

N+
∑

k �=i Pk/d
γ
k

. Pi is the transmission power of each

transmitter. dk is the distance from any simultaneously active transmitter to the receiver
Xj . γ is the attenuation exponent. As usual, we assume γ > 2.

2.3 Definition of Protocol Model[1]

Nodes are assumed to employ a common transmission range,R. Then node iwill trans-
mit data successfully to node j iff:

(i) The distance between node i and j is no more than R, i.e., dij ≤ R
(ii) For any other simultaneously active transmitters k, dkj ≥ (1 +�)R

where � is a positive constant.
In the following sections, we will use Gaussian Channel Model to analyze static

wireless helping networks in Section 3, Section 4 and Section 6. However, in Section
5, we will use Protocol Model to analyze the mobile helping network for simplicity. In
fact, since Protocol Model has some kind of feasibility under Gaussian Channel Model,
our analysis for mobile wireless helping networks can be easily extended to Gaussian
Channel Model. Protocol Model is only for analysis convenience.

3 Achievable throughput of Heterogeneous Multicast Network
with Regular Wireless Helping Network

In this section, we study the achievable throughput of heterogeneous multicast network
with regular wireless helping network. We assume the bandwidth of the normal network
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to beW1, a positive constant. This bandwidth is used for either the communications be-
tween normal nodes or the communications between normal nodes and helping nodes.
However, the bandwidth of the helping network is W2, an variable related with n. This
bandwidth is only used for communications between helping nodes. Then we trans-
mit the data flow from the cluster heads to their corresponding clients with the help of
helping nodes. Firstly, we transmit the data from the heads to a nearby help node. Sec-
ondly, we transmit the data from this help node to a help node near the destined clients.
Thirdly, we transmit the data from that help node to the corresponding clients. The first
step is called uplink while the third one is called downlink. We further divide the band-
width of normal nodes into uplink bandwidth W3 and downlink bandwidth W4, where
W3 and W4 are two positive constants i.e. W1 =W3 +W4. This will ensure that there
is no interference between uplink transmissions and downlink transmissions.

We first derive the achievable throughput for the network under the assumption b >
a2 − a1 carefully. After this, we will show that another achievable throughput can also
be gained via a similar way of analysis for the case b ≤ a2 − a1.

We tessellate the network area into small squares (cells) with side length

l =
√

na1+a2

nb = n
a1+a2−b

2 . The constraint b + a1 > a2 will guarantee the feasibil-

ity of this tessellation. Then we just put the nb helping nodes at the center of each cell
such that one cell has exactly one helping node.

By using a TDMA transmission scheme and an equal power for every normal nodes
and an equal power for every helping nodes, every cell can achieve a Θ(1) transmission
rate at uplink (first step) or downlink (third step) and a Θ(W2) transmission rate at
the second step. In Step I and III, we only allow transmission within the same cell. In
Step II, we allow transmission between adjacent cells. This concluded as the following
lemma. The proof can be found in [6].

Lemma 3.1. Every cell can achieve a Θ(1) transmission rate at the first step and third
step. Every cell can achieve a Θ(W2) transmission rate at the second step.

Now we are ready to derive the throughput of the step I (uplink), step II, and step III
(downlink), respectively. The lowest one among these three will be the bottleneck of
the overall multicast transmission and is therefore the throughput of the whole network.

Step I: From the heads (sources) to the helping network.

In Step I, for every head, it must be located in a cell. We transmit the data from this head
to the helping node belonging to this cell.In order to derive an achievable throughput
for Step I, we need an upper bound for the number of heads in each cell. This is stated
in the following lemma.

Lemma 3.2. For every cell, there are at most Θ(max{nh−b, logn}) heads inside it
w.h.p.

Proof. The proof is a standard application of Chernoff bound.
For any particular cell, denoteX the number of heads inside it. Then for any positive

sequence xn, we have:

P(X ≥ xn) ≤
E(eX)

exn
≤ (1 + (e− 1)n−b)n

h

exn
≤ exp((e− 1)nh−b − xn)
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The last step uses the fact that 1+x ≤ ex. Denote eventE1 as {There exists a cell such
that the number of heads inside it is larger than xn}. Then we have:

P(E1) ≤
na1+a2

l2
exp((e − 1)nh−b − xn) = nb exp((e− 1)nh−b − xn)

If h > b, then xn = Θ(nh−b) will ensure that P(E1) → 0. Else, h ≤ b, then xn =
Θ(log n) will also ensure that P(E1) → 0. Thus we complete the proof.

Hence, we get an achievable throughput for Step I (uplink):

λ1 = Θ

(
min

{
nb−h,

1

logn

})

Step II: Helping network relay.

In this Step II, we transmit the data through helping network in the following way. This
routing strategy is the same as [6]. Suppose there is a head client pair. The coordinate
of the cell the head lies in is (x1, y1) and the coordinate of the cell the client lies in is
(x2, y2). Every coordinate can also represent a helping node. Firstly, we transmit the
data from (x1, y1) to (x1, y2) through the line parallel to the y axis. Then we transmit
the data from (x1, y2) to (x2, y2) though the line parallel to the x axis. Each time,
we only allow the transmission between two adjacent helping nodes. And by using
multihop and TDMA, we can transmit the data successfully.

In order to get an achievable throughput for Step II, we need to get an upper bound
on the number of data flows that go across each cell. This is done by the following
lemma.

Lemma 3.3. For every cell, the number of data flows that go across it is at most w.h.p.:

Θ(min{nh,max{nc+h+
a1−a2−b

2 , nh+
a2−a1−b

2 , logn}})

Proof. One can refer to [22] for a technical proof.

Therefore, we’ve got an achievable throughput for Step II.

λ2 = Θ

(
W2 max

{
n−h,min

{
n−c−h+a2+b−a1

2 , n−h+a1+b−a2
2 ,

1

logn

}})

Step III: From the helping network to clients (destinations).

In order to derive an achievable throughput of Step III, for every cell, we need an upper
bound for the number of cluster sessions which have at least one client inside it. This is
got by the following lemma.

Lemma 3.4. For every cell, the number of cluster sessions which have at least one
client inside it is no more than w.h.p.:

Θ
(
min{nh,max{logn, nc+h−b}}

)
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Proof. One can refer to [22] for a technical proof.

Therefore, an achievable throughput of Step III is :

λ3 = Θ

(
max

{
n−h,min

{
1

logn
, nb−c−h

}})
Now we’ve finished the discussion of the throughput of all the steps and we arrive at
one main result:

Theorem 3.1 When b > a2−a1, an achievable throughput for heterogeneous multicast
networks with regular wireless helping networks is:

λ = Θ(min{λ1, λ2, λ3})
where

λ1 = min

{
nb−h,

1

log n

}

λ2 =W2 max

{
n−h,min

{
n−c−h+a2+b−a1

2 , n−h+a1+b−a2
2 ,

1

logn

}}

λ3 = max

{
n−h,min

{
1

logn
, nb−c−h

}}
Now we consider the case b ≤ a2 − a1. The analysis is quite similar to the case b >
a2 − a1.

When b ≤ a2 − a1, similar to [6], we tessellate the long side na2 into nb intervals
of length na2−b. In this way, we get nb small rectangles (cells) of which the length
is na2−b and width is na1 . Then we locate the nb help nodes on the center of the nb

cells and every cell will has exactly one help node inside it. After that, we use the
same transmission scheme as for the case b > a2 − a1. The complete transmission also
consists of three steps, uplink, help node relay and downlink.

Now we begin to analyze the achievable throughput. Firstly, for Step I, follow-
ing the same procedure as Lemma 3.2, we can still get an achievable throughput of
λ1 = Θ(min{nb−h, 1

logn}). For Step II, since all the cells have the same y coordinate

now, we simply let λ2 = Θ(Wn−h) as an achievable throughput. For Step III, by fol-
lowing the similar procedure as Lemma 3.4, we can still get an achievable throughput
of λ3 = Θ(max{n−h,min{nb−c−h, 1

logn}}). Now we get an achievable throughput
for the overall network.

Theorem 3.2 When b ≤ a2−a1, an achievable throughput for heterogeneous multicast
networks with regular wireless helping networks is:

λ = Θ(min{λ1, λ2, λ3})
where

λ1 = min

{
nb−h,

1

logn

}
λ2 =W2n

−h

λ3 = max

{
n−h,min

{
1

logn
, nb−c−h

}}
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4 Achievable throughput of Heterogeneous Multicast Network
with Random Wireless Helping Network

In this section, we study the achievable throughput of heterogeneous multicast network
with random wireless helping network. We first consider the case b > a2 − a1. The
analysis of the case b ≤ a2 − a1 is quite similar.

Similar to [6], we first tessellate the network area with small squares (cells) whose

side length is l′ =
√

na1+a2 logm
m . The constraint b > a2 − a1 will ensure the success

of this tessellation and we will have the following lemma.

Lemma 4.1. For every cell, there exists at least one helping node inside it w.h.p.

The proof of this lemma is just a standard application of Chernoff bound and we omit
it here.

The transmission scheme of heterogeneous multicast network with random wireless
helping network is just the same as that of heterogeneous multicast network with regular
wireless helping network. It also consists of three steps: uplink, helping network relay
and downlink. As a result, the analysis is quite similar.

Step I: From the heads (sources) to the helping network.

For tessellation with side length l′, we have the following lemma which is quite similar
to Lemma 3.2.

Lemma 4.2. For every cell, there is at most Θ(max{nh−b logn, logn}) heads inside
it w.h.p.

As a result, an achievable throughput for Step I is:

λ′1 = Θ

(
min

{
nb−h

logn
,

1

logn

})

Step II: Helping network relay.

In Step II, we use the same transmission route as that in Section 3. Similar to Lemma
3.3, we have the following lemma.

Lemma 4.3. For every cell, the number of data flows that go across it is at most:

Θ
(
min

{
nh,max

{
nc+h+

a1−a2−b
2

√
logn, nh+

a2−a1−b
2

√
logn, logn

}})
Therefore, an achievable throughput for Step II is:

λ′2 = Θ

(
W2 max

{
n−h,min

{
n−c−h+a2+b−a1

2

√
logn

,
n−h+a1+b−a2

2

√
logn

,
1

logn

}})

Step III: From the helping network to clients (destinations)

Similar to Lemma 3.4, we have the following lemma:
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Lemma 4.4. For every cell, the number of cluster sessions which have at least one
client inside it is no more than:

Θ(min
{
nh,max

{
nc+h−b logn, logn

}}
)

Thus, an achievable throughput for Step III is:

λ′3 = Θ

(
max

{
n−h,min

{
nb−c−h

logn
,

1

logn

}})

So we come to the following result:

Theorem 4.1 When b > a2−a1, an achievable throughput for heterogeneous multicast
networks with random wireless helping networks is:

λ′ = Θ(min{(λ′1, λ′2, λ′3)})

where

λ′1 = min

{
nb−h

logn
,

1

logn

}

λ′2 =W2 max

{
n−h,min

{
n−c−h+ a2+b−a1

2

√
logn

,
n−h+ a1+b−a2

2

√
logn

,
1

logn

}}

λ′3 = max

{
n−h,min

{
nb−c−h

logn
,

1

logn

}}

For the case b ≤ a2 − a1, we can derive the following theorem in a similar way:

Theorem 4.2 When b > a2−a1, an achievable throughput for heterogeneous multicast
networks with random wireless helping networks is:

λ′ = Θ(min{λ′1, λ′2, λ′3})

where

λ′1 = min

{
nb−h

logn
,

1

logn

}
λ′2 =W2n

−h

λ′3 = max

{
n−h,min

{
nb−c−h

logn
,

1

logn

}}

5 Achievable throughput of Heterogeneous Multicast Network
with Mobile Wireless Helping Network

In this section, we study the case the wireless helping network is mobile as described in
Section 2. For heterogeneous multicast network with this kind of mobile helping net-
work, we show a feasible transmission scheme and derive its corresponding achievable
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throughput. Recall that the movement of each node is within a circle centered at its
home point and the radius of this circle is nr. In the following, we will only analyze the
case b > a2 − a1. One can easily analyze the case b ≤ a2 − a1 in a similar manner.

Since b > a2−a1, similar to Section 3, we can tessellate the network area into small
squares (cells) whose side length is l = n

a1+a2−b
2 . Then we place the home points of

the m = nb helping node at the center of these m small cells. In the following, we
further assume that a1+a2−b2 < r < a1. Otherwise, if r > a1, then the move range is
larger than the network area and this is not proper. If r ≤ a1+a2−b

2 , then the movement
area of each helping node is just constrained within its corresponding small cell. Then
there will be no significant difference with the regular wireless helping network which
is discussed in Section 3.

Since r < a1, we can further tessellate the network area into big squares (cells)
whose side length is l1 = nr

10 . Then each big cell will have ( l1l )
2 = Θ(n2r−a1−a2+b)

small cells inside it.
The transmission scheme also consists of three steps: uplink, helping network relay

and downlink. In the following, we will discuss them respectively. Note that for the mo-
bile model in this section, we will analyze problems under the Protocol Model defined
in Section 2. And we will choose different transmission rangesR for the three steps. We
also assume the different steps use different bandwidth, so there will be no interference
between different steps.

Step I: Uplink.

In order to choose a proper transmission range for uplink, we need to know the mini-
mum distance between any two heads. This problem is solved by the following lemma.

Lemma 5.1. For any positive sequence dn such that dn = o(n
a1+a2

2 −h), the distance
between any two heads will be larger than dn, w.h.p.

Proof. One can refer to [22] for a technical proof.

With Lemma 5.1, we can get an achievable throughput for Step I. This is concluded in
the following lemma.

Lemma 5.2. An achievable throughput for Step I is: λ(m)
1 = Θ(1) when b > 2h ;

λ
(m)
1 = o(nb−2h) when b ≤ 2h. Where o(nb−2h) can be any small quantity compared

to nb−2h.

Proof. One can refer to [22] for a technical proof.

From now on, we choose the o(nb−2h) in Lemma 5.2 to be nb−2h

logn , hence an achievable
throughput for Step I is:

λ
(m)
1 = Θ

(
min

{
1,
nb−2h

log n

})

Step II: Helping network relay

Different from the static case, now the helping nodes are mobile. So we can allow trans-
mission between two helping nodes only when they are close enough. This will enhance
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the performance of achievable throughput. Besides when r tends to be a1+a2−b
2 , the

movement of the helping nodes will be restricted within its corresponding small cell,
thus the throughput will be the same as the static case. All of the above assertions will be
shown in the following and we will see that throughput of Step II will get a significant
enhance compared to the static case in Section 3 and 4.

In order to derive achievable throughput for Step II, we first need to know the trans-
mission ability between two adjacent big cells. This is done by the following lemma.

Lemma 5.3. Every two adjacent big cells can support μ = Θ(W2n
2r−a1−a2+b) com-

munication rate, where W2 is the data rate for successful transmission between two
help nodes.

Proof. One can refer to [22] for a technical proof.

To derive the achievable throughput for Step II, we need to bound the number of data
flows which go across every adjacent two big cells. Similar to Section 3, we have the
following lemma.

Lemma 5.4. (i)The number of data flows which go across two vertically adjacent big
cells is at most w.h.p.

Θ
(
max{nh+r−a1, logn}

)
(ii)The number of data flows which go across two horizontally adjacent big cells is at
most w.h.p.

Θ
(
min{nh,max{nc+r+h−a2, logn}}

)
With the help of Lemma 5.3 and Lemma 5.4, we get an achievable throughput for
Step II.

λ
(m)
2 = Θ

(
min

{
W2n

2r−a1−a2+b

max{nh+r−a1, logn} ,
W2n

2r−a1−a2+b

min {nh,max {nc+r+h−a2, logn}}

})

= Θ

(
W2n

2r−a1−a2+bmax

{
n−h,min

{
n−c−r−h+a2, na1−h−r,

1

logn

}})

Observe this result, we can see that λ(m)
2 is a monotonically increasing function with

respect to r, as long as the previous assumption a1+a2−b
2 < r < a1 holds. Besides,

when r tends to a1+a2−b
2 i.e., the mobility of helping nodes tends to disappear, the

throughput of Step II, λ(m)
2 , will tend to be:

Θ

(
W2 max

{
n−h,min

{
n−c−h+a2−a1+b

2 , n
a1−a2+b

2 −h,
1

logn

}})

which is the exact achievable throughput for Step II in static case which has been de-
rived in Theorem 3.1.

Step III: Downlink

Now we begin to derive an achievable throughput for downlink. Here, we will not make
use of the mobility characteristic of help nodes and mobility is even a disadvantage
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in our transmission scheme. However, as previously said, mobility will increase the
throughput of Step II, so in practice, one should make a tradeoff according to specified
parameters.

For the transmission scheme, we will simply exploit a round-robin TDMA scheme.
That is, we divide all the big cells into a constant number of groups such that transmis-
sions of different big cells of the same group will not interfere with each other. Hence,
each big cell gets a constant transmission rate. Now, all we need to do is to bound the
number of multicast sessions which have at least one client inside a big cell. Similar to
Lemma 3.4 in Section 3, we have the following lemma.

Lemma 5.5. For every big cell, the number of multicast sessions which have at least
one client inside it is no more than w.h.p.:

Θ
(
min

{
nh,max

{
nh+c−a1−a2+2r, logn

}})
With the help of Lemma 5.5, we can get an achievable throughput for Step III:

λ
(m)
3 = Θ

(
max

{
n−h,min

{
na1+a2−c−h−2r,

1

logn

}})

Now we have finished the discussion of all the three steps, and we arrive a main result:

Theorem 5.1 When b > a2 − a1, a1+a2−b2 < r < a1, an achievable throughput for
heterogeneous multicast network with mobile wireless helping network is:

λ(m) = Θ(min{λ(m)
1 , λ

(m)
2 , λ

(m)
3 })

where

λ
(m)
1 = min

{
1,
nb−2h

logn

}

λ
(m)
2 =W2n

2r−a1−a2+bmax

{
n−h,min

{
n−c−r−h+a2, na1−h−r,

1

logn

}}

λ
(m)
3 = max

{
n−h,min

{
na1+a2−c−h−2r,

1

logn

}}

6 Achievable throughput of Pure Heterogeneous Multicast
Network without Helping Network

In this section, we study the case that heterogeneous multicast network is not equipped
with wireless helping network. The routing strategy is the same as the Step II in Section
3 and the corresponding analysis is similar.

If h ≤ a2− a1, then we simply let the achievable throughput be λp = Θ(n−h). This
is obviously feasible by means of TDMA. Next, we focus on the case h > a2 − a1.

Firstly, as usual, we tessellate the network area with small squares (cells) whose side

length is l′′ =
√

na1+a2 lognh

nh . Then the following lemma holds:
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Lemma 6.1. For every cell, there is at least one head inside it w.h.p.

Then we use the same routing strategy as Step II in Section 3. For each head-client pair,
we first transmit the data flow vertically and then transmit it horizontally. By following
the same procedure in Lemma 3.3, we can derive an achievable throughput and this is
summarized in the following theorem:

Theorem 6.1 An achievable throughput for heterogeneous multicast network without
wireless helping network is:

when h > a2 − a1:

λp = Θ

(
max

{
n−h,min

{
n−c+ a2−h−a1

2

√
log n

,
n

a1−h−a2
2

√
logn

}})

when h ≤ a2 − a1:
λp = Θ(n−h)

7 Discussion

In this section, we make a comparison between heterogeneous multicast network with
wireless helping network and heterogeneous multicast network without wireless helping
network. From Theorem 3.1, Theorem 3.2, Theorem 4.1, Theorem 4.2 and Theorem 5.1,
we can see that with helping network, the achievable throughput is influenced by many
parameters: the number of cluster heads, the number of clients for each session, the num-
ber of helping nodes, the length and width of the network area, the mobility radius for
mobile helping network. But it is not influenced by the heterogeneity parameter ε. From
Theorem 6.1, we can see that, without helping network, the achievable throughout is also
influenced by a series of parameters. Now we make a comparison to see when the help-
ing network will enhance the throughputperformance significantly in the order sense and
when will the mobility of helping network improve the throughput performance.

In subsection 7.1, we mainly discuss the case when the helping network is regular,
but the result also holds when the helping network is random since logn factor will not
influence the behavior of throughput heavily. In subsection 7.2, we use a special case to
compare the performance between three kinds of networks: (i) heterogeneous multicast
network without helping network, (ii) heterogeneous multicast network with regular
helping network, (iii) heterogeneous multicast network with mobile helping network.

7.1 Multicast Heterogeneous Network with Regular Helping Network and
Multicast Heterogeneous Network without Helping Network: A Comparison

Case I: b− c ≤ 0.

In this case, no matter the helping network is regular or random, λ3 = Θ(n−h). Be-
cause of this bottleneck, no matter how large bandwidth the helping network has, the
overall throughput can not be better than a standalone multicast network without help-
ing network.
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Case II: b− c > 0.

In this case, with helping network with sufficiently largeW2, λ2 will not a bottleneck. In
addition, λ3 = min{ 1

logn , n
b−c−h} and λ1 = min{nb−h, 1

logn}. As a result, with suf-

ficiently large W2, the overall throughput is min{λ1, λ3} = Θ(min{ 1
logn , n

b−c−h}).
According to Theorem 6.1, when h ≤ a2 − a1, this is obviously better than the stan-
dalone throughput without helping networks, λp = Θ(n−h).

If h > a2 − a1, we can further the situation into two cases:
If c ≤ a2 − a1, according to Theorem 6.1 we have λp = Θ(n

a1−h−a2√
logn

). Then if

h ≥ 2(b − c) + a2 − a1, it is easy to see that min{λ1, λ2} ≤ λp. So there will be no
enhancement with helping network. Else if h < 2(b − c) + a2 − a1, with sufficiently
large W2, the helping network will improve the throughput significantly.

If c > a2−a1, according to Theorem 6.1 we haveλp = Θ(max{n−h, n
−c+

a2−h−a1
2√

logn
}).

It is easy to prove that when b≤ a2+b−a1
2 , there will be no enhancement with helping net-

work. However, when b > a2+b−a1
2 , with sufficiently largeW2, there will be significant

enhancement with helping network.
The above discussion can be summarized by the following corollary:

Corollary 7.1 With sufficiently large W2, helping network can enhance the throughput
of heterogeneous multicast network significantly only when one of the following cases
holds:

– (i) b > c, h ≤ a2 − a1
– (ii) b > c, h > a2 − a1, c ≤ a2 − a1, h < 2(b− c) + a2 − a1
– (iii) b > c, h > a2 − a1, c > a2 − a1, b >

a2+h−a1
2

Then one may ask how large W2 can be considered as sufficiently large in Corollary
7.1? In fact, specifically, we can let W2 = nx, where x is any positive constant. Then
λ2 = Θ(nx−h) must be achievable for Step II. In order to avoid letting λ2 as a bottle-
neck, we can choose x as follows:

When c < b < c + h, choose x ≥ b − c, thus the achievable overall throughput is
λ = Θ(nb−c−h).

When b ≥ c + h, choose x ≥ h, thus the achievable overall throughput is λ =
Θ( 1

logn ).
By choosing W2 like above, we can say W2 is sufficiently large and Corollary 7.1

holds.
Thereby, to expect a significant enhance in the throughout performance with helping

networks, one should ensure that at least one condition in Corollary 7.1 holds.

7.2 Comparison between Three Kinds of Networks: A Specified Case

Now we consider three kinds of networks:

– (i) Heterogeneous multicast network without helping network
– (ii) Heterogeneous multicast network with regular helping network
– (iii) Heterogeneous multicast network with mobile helping network
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We consider a particular case as an example. The parameters are given as follows:a1 =
1, a2 = 3, b = 9, h = 7, c = 5. The bandwidth of the powerful wireless helping
network is assumed to be n i.e., W2 = n.

Then according to Theorem 3.1, Theorem 5.1 and Theorem 6.1, we get an achievable
throughput λp,λs,λm for networks (i)(ii)(iii) as follows, respectively:

λp = Θ(n
−7

), λs = Θ(n
−11
2 ), λm = Θ

(
min

{
n−5

logn
, n

2r+6
max

{
n
−7

, n
−r−9

}
,max

{
n
−7

, n
−8−2r

}})

where −2.5 < r < 1 is the mobility radius exponent of the mobile helping network.
From the result of the above computation, we can see that with the help of regular

helping network, the normal network can perform better. Furthermore, for some partic-
ular mobility radius exponent r, the mobility of helping network can also enhance the
performance compared to static helping network. This is shown in Figure 1. In Figure
1, for simplicity, we ignore the logn term in the expression of λm since this will not
influence the overall throughput heavily.

From Figure 1, we can see that when −2.5 < r < −1.25, mobile helping network
performs better than regular helping network. Particularly, when −2.5 < r < −2, the
throughput will increase as the mobility radius exponent r increases. However, when
r > −1.25, mobile helping network performs worse than regular helping network due
to the bottleneck of downlink in mobile helping network.
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Fig. 1. Throughput Comparison between Different Helping Networks: A special case

8 Conclusion

In this paper, we study the throughput of heterogeneous multicast networks with helping
networks. We discuss with quite general conditions. For instance, the network area can
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be a rectangle and not necessarily a square. The growing speed of every parameter is an
arbitrary power of n. We discuss for three cases: helping network is regular, helping net-
work is randomly distributed, helping network is mobile. We also discuss the case when
the heterogeneous multicast network is standalone without helping network. We then
make a comparison between different networks and see that under certain conditions,
mobile helping network is better than static helping network, static helping network is
better than having no helping network, in the sense of throughput. If the helping net-
work is wired but not wireless, we can just let W2 → ∞ i.e. helping network relay is
not a bottleneck, to get the result.
As you can see, our analysis and result provide fundamental insight to heterogeneous
multicast networks with helping networks.
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Abstract. Thanks to smartphones’ mass popularity in our society, our
world is surrounded by ubiquitous electronic signals. These signals origi-
nate from static objects such as buildings and stores and mobile objects
such as people or vehicles. Yet it is difficult to readily access electronic
information. Current wireless communications focus on reliable trans-
mission from sources to destinations, which entails tedious connection
establishment and network configuration. This forms a virtual electronic
barrier among people that makes unobtrusive communication difficult.
In addition, there is concern about interacting with the electronic world
due to such interactions’ insecurity. To safely remove the electronic bar-
rier, we propose Enclave, a delegate wireless device that helps people’s
smartphones communicate unobtrusively. We realize Enclave using two
key supporting technologies, NameCast and PicComm. NameCast uses
wireless device names to unobtrusively transmit short messages without
connection establishment. PicComm uses the transfer of visual images
to securely deliver electronic information to people’s smartphones. We
implement Enclave on commercial off-the-shelf smartphones. Our experi-
mental evaluation illustrates its potential for smartphone data protection
and unobtrusive and secure communication.

1 Introduction

This paper proposes Enclave, a system that provides unobtrusive and secure
communication between a smartphone and the “electronic world” of prolific
wireless signals that surround us.

1.1 The Concept of Enclave

With the proliferation of smartphones, our lives are increasingly “digitized.” We
live in a world surrounded by electronic signals. Though these signals are mainly
traffic between individual users and APs or base stations, it is not difficult to
imagine that, in the future, anyone can directly extract useful information from
these signals just as our eyes capture visual information from the outside world.
Among these electronic signals, we can discern two main categories of useful
information, as Fig. 1 illustrates.
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Building history

E-Shadow

Advertisement

Traffic
accident

Electronic coupon

Fig. 1. The electronic world. Ubiquitous wireless signals are emitted from stationary
locations like historical buildings and stores. Mobile objects like passersby or drivers
broadcast personal social networking profiles [1–6], accident notifications, etc. The
person at bottom right uses one wireless device to interact with the electronic world;
his smartphone is private.

The first category is information from static objects. For example, government
agencies can broadcastwireless bulletins near their buildings. Stores can broadcast
advertisements and distribute electronic coupons to passersby who are willing to
receive them wirelessly. The second category is information from mobile objects,
which can be people or vehicles.A personmaywant to introduce himself to another
for socializing or job hunting. A kind driver may want to warn others of an acci-
dent he just witnessed. In some cases, we have hybrid sources of information. Mo-
bile users may be willing to relay bulletins containing emergency notices to others.
Other drivers may also help relay the accident information to more people. People
may be willing to relay coupons from stores due to incentive mechanisms [1].

However, the digital life with such wireless communications is still not a reality.
In fact, it is more difficult for us to access the information in the electronic world
than one might think initially. The reasons are twofold.

First, current wireless technology is designed with the goal of reliable informa-
tion transmission between a sender and a receiver. Then, in most cases, network
configuration and connection establishment are necessary. Complex mechanisms
are enforced for reliability, such as meticulous error correction for 100% recep-
tion accuracy. However, for large-scale information dissemination, this is overkill.
People cannot freely share or disseminate information to multiple people nearby
without obtrusive configurations and excessive communication signaling. In some
cases, 100% accuracy is not required. The aforementioned well-intentioned mech-
anisms actually form virtual electronic barriers among people. Second, malicious
attackers prey on incautious users who dare to receive all kinds of information
without filtering. Many obscenities, malicious codes, and other nefarious con-
tents may be hidden in the exchanged wireless information. People are more
willing to hide behind the electronic barriers, hardening them.

In this light, we propose Enclave to safely remove the electronic barriers and
achieve unobtrusive communication. We do so via NameCast. We introduce se-
cure communication via PicComm. Enclave is a delegate wireless device helping
themaster devices people use for wireless communication, e.g., their smartphones.
We point out that Enclave is a separate mobile device that may not have a data
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plan and runs our software. It may seem inconvenient to separate functionality
between two devices, particularly as smartphones tend to consolidate many func-
tions on one device. While Enclave can be implemented on the smartphone used
by its owner, this approach is actually too heavyweight for the smartphone. Also,
it is risky: smartphones often contain much sensitive data and smartphone-based
malicious code detection and information leaking attacks have not been fully stud-
ied. People can rent mobile devices when they travel to foreign countries or attend
a conference; also, they can use a second device that serves as their Enclave. Such
second devices can be their previously used phones without data plans. In a sense,
Enclave shares a similarity to a sandbox as Enclave aims to protect the master
device from attacks. However, Enclave also aims to promote unobtrusive commu-
nication with the electronic world; sandboxes do not.

The following usage scenarios illustrate typical Enclave use:

– Tourists in a foreign country: Suppose tourists travel to a foreign country
and are eager to explore local attractions, eat at local restaurants, etc. These
fixed sites broadcast location-specific information such as the history of the area
and advertisements to people nearby. The tourists view the attractions, eat at
the restaurants, etc. carrying their mobile devices, which receive this information
and store it. When they return to their hotel, they copy some information they
received to their personal phones or laptops. The mobile devices act as enclave
devices and their personal phones or laptops act as master devices.

– Conference attendees: Suppose academics attend a conference and are eager
to meet new people, explore the surroundings, etc. As they do so, their mobile
devices broadcast their names, research work, etc. to people nearby and receive
such information from others. They are interested in some people’s information,
so they connect their personal phones or laptops to their mobile devices and
copy information from the latter to the former. Here, the mobile devices act as
enclave devices and their personal phones or laptops act as master devices.

1.2 Our Contributions

We implement our Enclave system on commercial off-the-shelf smartphones. To
enable Enclave’s functionality, we propose the following two key supporting tech-
nologies that address the two challenges mentioned above:

– NameCast: NameCast uses wireless device names to unobtrusively transmit
short messages without tedious connection establishment. As its name suggests,
NameCast makes use of wireless names that are exchanged freely. For example,
with a simple scan, we can see Service Set Identifiers (SSIDs) of nearby APs
or the names of nearby Bluetooth devices. It is effective in opening tunnels
through the electronic barriers. It makes use of erasure coding for relatively
reliable communication. Besides, it enables information dissemination through
via peer to peer sharing.

– Picture Communication (PicComm): PicComm is a type of communication
based on the transfer of visual images. It is for secure delivery of collected infor-
mation on the enclave device to the “backend” master device. The basic idea is
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that taking a picture of an image is safe from attack by malicious codes. We en-
code textual information to visual images on the enclave device. The master de-
vice takes a picture of the enclave device’s screen, and parses the textual content
there via optical character recognition (OCR). Notice this channel’s character-
istics help encumber information leakage as potential snoops need to be in close
proximity to the devices. We incorporate a feedback channel that automatically
refreshes the enclave device’s textual content once the master device parses it
successfully. Two options are considered for this channel: NameCast and sound.
With NameCast, we transmit the feedback message via the WiFi SSID, which
can hold up to 32 bytes of information. However, the master device needs to
disclose its WiFi MAC address, which may be a concern to some users. Thus,
we propose a second option: sound. Using sound, PicComm can achieve a higher
degree of security without disclosing electronic information. The drawback is the
low channel capacity: only 1 or 2 bits can be used per feedback message. Pic-
Comm divides the enclave device’s screen into pieces and dynamically updates
the pieces’ “resolution” based on OCR performance. We design a novel OCR
hash function that helps provides resolution “feedback” to the master device.

We implement Enclave with NameCast and PicComm on commercial off-the-shelf
smartphones running Android 2.3. Our experimental evaluation shows Enclave’s
potential for reliable, secure, and unobtrusive electronic communication.

To the best of our knowledge, Enclave is the first system that interposes
communication between a smartphone and the electronic world using a delegate
device for the purpose of promoting unobtrusive and secure communication.

2 Related Work

There are many mobile social networking works that we classify as centralized
or distributed based on the underlying system architecture. A representative
centralized system is Social Serendipity [3], which detects others nearby via
Bluetooth and queries a central profile database to match people based on com-
monalities. Nokia Sensor [4] is a representative distributed system that lets prox-
imate users detect each other and share information via a Bluetooth connection.
E-SmallTalker [7] leverages Bluetooth Service Discovery Protocol for sharing
commonalities among strangers in order to initiate conversations. Existing work
does not consider the “gap” between the electronic and physical worlds, i.e.,
when people meet each other in physical proximity, they cannot easily view re-
lated electronic profiles without connection establishment. However, strangers
may not want to build up such a connection. Our work bridges this gap via
NameCast, which leverages WiFi and Bluetooth names to wirelessly provide
social information to nearby people without connection establishment.

Several works aim to control proximate communication using WiFi SSIDs and
Bluetooth names. Beacon stuffing [8] adds information to WiFi AP beacons to
realize WiFi communication without associations. Neighborcast [9] forms multi-
cast groups among disparateWiFi clients regardless of AP association. Bluetooth
device names have also been leveraged for various contexts including automatic
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configuration of mobile ad hoc networks [10, 11], Bluetooth device name inter-
actions [12], and “proactive displays” [13]. The WiFi SSID based approach can
broadcast to a wide range of nearby devices, but it can only deliver a small
amount of information. The Bluetooth name based approach can deliver more
information, but it only supports point-to-point communication. E-Shadow [2]
uses both WiFi and Bluetooth to publish personal information; it covers a large
communication range and delivers a large volume of information. However, E-
Shadow does not aim for communication among neighbors. Our work differs from
E-Shadow as we piggyback message delivery atop Bluetooth device discovery for
rapid unobtrusive communication.

Wi-Fi Direct is an emerging technology enabling WiFi devices to detect one
another, then directly establish wireless connections. This technology makes in-
formation sharing easier among neighboring mobile devices. However, content
made available over a Wi-Fi Direct group connection is still restricted to specific
applications [14]. In this sense, the aforementioned gap between the electronic
and physical world still exists. In this work, we help close it via NameCast.

Enclave and its supporting technologies can be implemented on a single smart-
phone. Many smartphones support data encryption mechanisms, Bluetooth and
WiFi communication, and cameras. These mechanisms can be leveraged to com-
partmentalize sensitive data. Electronic communications can be leveraged to ac-
cess information from physically proximate mobile devices, location information,
and Internet servers. Cameras and OCR technology can be similarly leveraged
to parse textual information transmitted via a visual channel. Perli et al. [15]
proposed using pairs of cameras for fast information exchange. However, they
do not consider it a security measure and explore its security aspects. They use
two-way picture taking for feedback, requiring front cameras on both devices.
Enclave can use wireless signals and sounds as feedback, which is more flexible.

3 Enclave Overview

This section describes the system architecture of Enclave, which is shown in Fig. 2.
In general, Enclave has two interfaces and several parts inside shown below:

– Interface with the electronic world: Enclave uses NameCast as the interface
with the electronic world to unobtrusively collect information from it and to
send information to it on the master device’s behalf. NameCast is an option
for unobtrusive communication in physical proximity. Users may choose other
wireless interfacing methods such as direct connection with APs.

Enclave DeviceElectronic World Master Device

Database
Security 

Filter
User 

Policy

Reset

NameCast PicComm

Fig. 2. Enclave system architecture and supporting technologies
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– Interface with the master device: Enclave uses the PicComm interface with
the master device to securely transmit useful requested data to it.

– Components inside Enclave: Enclave contains several components. It first
uses the security filter to check the security of collected information from the
electronic world. This component performs lightweight filtering of the received
data. All received data are stored in the database. Before Enclave sends the
data to the master device, they are further checked by the user policy module
for security breaches. Also, Enclave has a reset module that can reset it to factory
conditions, purging the system of malicious data and security threats.

The components inside Enclave are lightweight as the master often resets the
enclave device. We detail in §§4–5 the two key supporting technologies, Name-
Cast and PicComm, which enable Enclave’s unobtrusive and secure interfaces
to the electronic world and the master device, respectively.

4 NameCast: Enclave-to-Outside Communication
This section describes Enclave’s unobtrusive communication between the enclave
device and external information sources. We use NameCast to achieve such com-
munication. We describe NameCast’s design rationale and present NameCast’s
high-level framework for rapid unobtrusive communication.

4.1 Design Rationale

NameCast aims to bore tunnels through the wireless barriers by implementing
unobtrusive, reliable communication of textual information among mobile de-
vices. By unobtrusive, we mean that such devices should rapidly discover each
other’s presence electronically once they enter communication range. Mobile
device users should not have to perform tedious connection establishments or
network configurations in order to find nearby devices. The discovery process
should be rapid and autonomous without requiring many scans to find nearby
devices. NameCast’s communication should work with commercial off-the-shelf
mobile devices with Bluetooth and WiFi requiring minimal configuration.

To realize unobtrusive communication of textual information using Bluetooth
and WiFi, NameCast needs to overcome limitations of their discovery processes.
We illustrate this by examining the time incurred by such discovery processes
on commodity mobile devices. Specifically, we measure Bluetooth and WiFi dis-
covery times on two HTC Touch Diamond2s running Windows Mobile 6.1 and
two Nexus phones running Android 2.3. We have one Diamond2 phone discover
another Diamond2 phone and one Nexus phone discover another Nexus phone

Table 1. Average Bluetooth and WiFi discovery times

Windows Mobile 6.1 Android 2.3

Bluetooth 18–22 s 10–20 s

WiFi 1.0–1.1 s 1.1–1.2 s
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using both Bluetooth and ad hoc WiFi. The results are shown in Table 1. We find
it takes 17–18 s and 1.0–1.2 s for a Nexus phone to discover a Diamond2 phone
using Bluetooth and WiFi, respectively. Clearly, Bluetooth and WiFi’s discovery
processes need to be improved in order to achieve unobtrusive communication.

Main Ideas. At its heart, NameCast leverages the strengths of Bluetooth and
WiFi’s discovery processes so that they can help each other. Bluetooth can
disseminate much more information at once than WiFi (248 bytes vs. 32 bytes),
but Bluetooth’s discovery process is much more time-consuming than WiFi’s
(10.24 s vs 1–2 s). We exploit WiFi’s fast discovery time to guide Bluetooth’s
device discovery process. For this purpose, we embed information about the
current state of a device’s Bluetooth discovery process in its WiFi Service Set
Identifier (SSID). This information is “forwarded” to nearby devices to speed up
their discovery processes. Bluetooth can then discover proximate devices more
quickly than if it had not received such information.

We observe that Bluetooth device names and WiFi SSIDs can transmit (short)
messages without tedious network configuration or user intervention. In Name-
Cast, we leverage this capability using the following 2 techniques:

– Using WiFi to control Bluetooth: We provide discovered Bluetooth device
IDs in WiFi SSIDs, which serve to control Bluetooth device discovery. If a device
discovers an SSID, it can compare the set of Bluetooth device IDs therein to its
set of discovered Bluetooth devices. If there are any “matching” Bluetooth device
IDs, the first device can bypass the lengthy inquiry process and directly obtain
the matching Bluetooth devices’ names.

– Piggybacking message dissemination atop device discovery: We leverage the
message-carrying capability to “piggyback” message delivery on Bluetooth and
WiFi discovery processes. Specifically, for a given device, we place a message
and all discovered Bluetooth device IDs in this device’s Bluetooth name. We
also create an ad hoc network whose SSID contains (parts of) its WiFi MAC
address and all discovered Bluetooth IDs. Once a second device obtains the first
device’s name via Bluetooth or WiFi discovery, it also receives that device’s set
of all discovered Bluetooth devices. We do not include each device’s set of SSIDs
in its Bluetooth device name or WiFi SSID since WiFi has greater range and
faster discovery time than Bluetooth.

4.2 Erasure Code Based Reliable Forwarding

To achieve unobtrusive communication, NameCast forwards messages among
mobile devices without connection establishment. We first describe a simple case
of forwarding without reliability considerations. Then we describe how we can
make forwarding more reliable using erasure codes.

Basic Forwarding. Forwarding messages to mobile devices that have not yet
received these messages plays a key role in NameCast’s operation. Consider
Fig. 3, which depicts a simple network topology. All devices in Fig. 3 can dis-
cover each other via WiFi, but devices A and C cannot discover each other via
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A B C

Node WiFi MAC AddressBluetooth Address

A 11:11:11:11:11:11AA:AA:AA:AA:AA:AA

B 22:22:22:22:22:22BB:BB:BB:BB:BB:BB

C 33:33:33:33:33:33CC:CC:CC:CC:CC:CC

BB + AA + CC +BB

AA + BB + CC +AA

CC + AA + BB +CC

Dr. Zhang …*CC

BT Inquiry: [… :BB]  (10.24 s) 

BT Inquiry: [… :AA, … :CC]  (10.24 s) 

BT Inquiry: [… :BB]  (10.24 s) 

Time "Discovered"

0 s 1–2 s 11–12 s

Dr. Smith …*BB

Dr. Chandra …*AA

Page these
Bluetooth
addresses

Fig. 3.Motivating topology for NameCast. Bluetooth inquiry and WiFi scanning begin
at 0 s. At 2 s, nodes discover each other’s SSIDs. Inquiry finishes at 10.24 s; paging 1–2 s
after. Paged device names are shown in white (black background). The WiFi control
frame lists each node’s discovered Bluetooth addresses; double-lined ones are paged.

Bluetooth. All devices transmit control information via WiFi “control frames”
and their messages in Bluetooth device names, which can store more information
than SSIDs. SSIDs can be discovered within a couple seconds, whereas Bluetooth
name discovery takes at least ten seconds. Such control frames contain a device’s
message (its Bluetooth address) along with others’ messages. In the topology,
B determines that A has not received C’s Bluetooth address and forwards it,
along with B’s address, in B’s control frame. Thus A can discover C’s Bluetooth
address and page it before Bluetooth inquiry is finished. C’s message is piggy-
backed to A during the process. Similarly, B forwards A’s address to C when it
observes C has not received A’s address.

This forwarding mechanism enables mobile devices to “see” each other’s pres-
ence after they “meet.” This surmounts the electronic barriers posed by conven-
tional wireless protocols and achieves unobtrusive communication.

Forwarding with Reliability Enhancements. This NameCast forwarding
mechanism is well suited to small-scale short message transmission without reli-
ability. To achieve this at large scale, we enhance our mechanism to incorporate
erasure coding. Our motivation is as follows. If many devices are transmitting
messages to each other without connections, transmission errors are likely to oc-
cur: receivers may “miss” messages, messages may be garbled, etc. We need to
enhance our forwarding mechanism so it can “recover” from these errors with-
out substantial overhead. We use fountain codes to do so. In the following, we
explain our rationale and coding approach.

Fountain codes are sparse graph codes for channels with erasures [16]. Such
codes divide long messages into many small pieces and disseminate these pieces
to receivers. Once receivers receive enough pieces, they can reconstruct the
messages irrespective of the order of the pieces’ delivery. Fountain codes have
many desirable properties: they are simple to implement (typically using XOR
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operation), rateless (meaning a coding rate need not be specified in advance),
and largely obviate a feedback channel. Receivers need not inform the sender
about their “missing” message pieces, which can be tedious.

We use fountain codes at the MAC layer as ACKs are not present there.
Acknowledging each successful channel access imposes extra overhead on pro-
tocols. Fountain codes transmit encoded messages without requiring a feedback
channel. Receivers who have not received enough information need not feed this
information to the message sender; as the sender keeps sending, they simply wait
until they have received enough information. Our fountain coding approach uses
the following concepts:

– Bluetooth frame: A Bluetooth frame is a message consisting of all nearby
devices’ Bluetooth names. Each device constructs its own frame and disseminates
it to all nearby devices. Each frame has a unique two-digit ID.

– Encoded chunk: We encode the Bluetooth frame using fountain codes and
split it into equal-size chunks, each of which fits in a Bluetooth device name.
When disseminating its Bluetooth frame, each device publishes the frame’s
(coded) chunks in its Bluetooth name.

Devices always transmit and receive chunks. If a receiver does not receive a trans-
mitted chunk, it gathers more chunks until it reconstructs the Bluetooth frame.
This enables error recovery with low overhead, achieving reliable communication.

Protocol Details: Due to the space limit, further details are discussed in [17].

5 PicComm: Enclave-to-Master Communication

Enclave can realize secure communication between the master and enclave de-
vices via picture communication (PicComm), a visual communication based on
picture-taking without wireless communications. We detail it in this section.

Design Rationale: We need a secure communication channel between the mas-
ter and enclave devices to send useful information to the master. This is chal-
lenging. Such a channel needs to be protected from eavesdropping attackers. But
the master cannot totally trust the enclave, as it is exposed to the outside world
in which malicious codes or data can reside. We argue that wireless connection-
based communication may not be secure enough due to security problems [18]
or vulnerabilities [19]. Further, some users may be concerned about disclosing
their electronic identities like MAC addresses when using WiFi or Bluetooth.

We propose PicComm in Enclave to establish such secure communication. In
PicComm, the master device takes pictures of the enclave device’s screen, which
displays textual messages, and recognizes their contents using optical character
recognition (OCR). In this way, information transmission from the enclave to
the master is highly secure. PicComm also needs to achieve high throughput,
but a device’s screen size is limited and OCR results are not 100% accurate.
Intuitively, if the message on the screen has larger font size and letterspacing,
OCR performs better, but the message volume on-screen decreases. Thus, we
propose a dynamic resolution adjustment mechanism for PicComm to find a
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tradeoff between the message volume and the “resolution,” i.e., font size and
letterspacing. In our mechanism, the master device sends feedback to the enclave
device (ACK or NAK) and a hash value indicating the OCR error amount.
Based on this information, the enclave device dynamically adjusts the resolution
of its on-screen message. We consider two options for the feedback channel:
wireless name communication and sound. Wireless name communication is part
of NameCast: we use the WiFi SSID to transmit the feedback message (up to 32
bytes). But the master device has to disclose its WiFi MAC address, which may
concern some users. Thus, we propose the second option: sound. With sound,
PicComm can achieve greater security without disclosing electronic information.
The drawback is low channel capacity (1 or 2 bits per feedback message).

Protocol Details: Due to the space limit, further details are discussed in [17].

6 Implementation and Evaluation

We implement Enclave on Google Nexus S smartphones running Android 2.3.3.
These phones have both Bluetooth and WiFi functionality. We perform factory
reset using standard Android techniques [20].

6.1 Implementation

We implement NameCast on the Nexus Ss. Our prototype system is written in
Java; the Android package size is 52.7 KB. Our system uses the BlueZ binary
hcitool [21] for Bluetooth inquiry and paging. Our system establishes an ad hoc
wireless network for each smartphone to publish WiFi SSIDs and scan for nearby
networks. We implement ad hoc networking using Wireless Tools for Linux [22]
and wpa supplicant [23]. We implement erasure coding using LT codes. We set
ε = 0.5, message length m = 20, and chunk length n = 60.

We implement a similar prototype system running a näıve version of the
NameCast protocol that publishes static Bluetooth names and WiFi SSIDs. It
has no control frame information or message delivery piggybacking. We use this
näıve protocol as a control in the experiments described in §6.2.

We implement PicComm on the Nexus Ss. The enclave device displays textual
content of which the master device takes pictures and processes using OCR.
Specifically, the enclave device displays text on the screen in a 2×2 block layout
(four blocks in total). In our experiments, the enclave device displays text from
Alice’s Adventures in Wonderland. The master device processes the text using
OCR Tool for Android [24], which invokes the Tesseract OCR engine [25].

6.2 Evaluation

NameCast. We test our näıve and NameCast systems in a university building
with 5 Nexus Ss and 14 other mobile devices. We use 4 iPod touches, 3 laptops,
and 7 mobile phones. For all experiments, we run each system ten times.

We evaluate our näıve and NameCast systems using the following metrics:
(1) Coverage. We measure how many devices we discover while running both
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systems; and (2) Power consumption. We measure Nexus S power consumption
during each run of the näıve and NameCast systems.

Fig. 4 shows the average number of received messages for these systems. For
most devices, the NameCast system discovered more devices in the network
than the näıve system. This occurred because NameCast forwarded Bluetooth
messages among many hops; the näıve system could only discover devices one
hop away. These results are encouraging: they show the NameCast system can
generally discover more Bluetooth devices in a network than a näıve system.

Fig. 5 shows the average time required for devices to receive messages with
the näıve and NameCast systems. After three minutes, the number of devices the
näıve system discovered levels off, whereas the number of devices the NameCast
system discovers increases over time. The curves cross at about four minutes.
This is unsurprising, as NameCast forwards Bluetooth messages among many
hops and the näıve system can only discover messages one hop away. We see
that, with enough time, the NameCast system can discover more nodes in the
network than the näıve system.

Our results also illustrate NameCast’s ability to achieve unobtrusive com-
munication on a wide range of mobile devices. NameCast users need not install
our software on their devices to use our protocol; they set their Bluetooth names
following NameCast’s format to communicate with devices running the software.

PicComm. We test PicComm using Nexus Ss. Two phones playing the roles
of an enclave and a master are placed face-to-face. The following three different
mechanisms are evaluated: (1) Näıve version without any feedback. The enclave
device only uses a default setting and never changes its resolution setting. (2)
PicComm with 1-bit feedback (via sound or NameCast). The master device only
provides 1 bit of feedback, i.e., ACK or NAK, to the enclave device. The enclave
device changes its resolution setting uniformly. (3) PicComm with multiple-bit
feedback via NameCast. We split the enclave device’s screen into four blocks and
the OCRHash value for each block is 0–3, which takes 2 bits. 1 bit is reserved
for a CRC check result. Totally, 9 bits of (NameCast) feedback are used.
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Table 2. Master power consumption in
PicComm

PicComm Setting Power (mW)

PicComm (sound) 904.87

PicComm (1 bit) 1899.99

PicComm (Multiple bits) 1700.42

Näıve version 2027.53

We focus on the following metrics: throughput and power consumption. The
results are shown in Fig. 6 and Table 2. From Fig. 6, we see that PicComm
performs better with more feedback. This shows that block-based dynamic res-
olution adjustment helps improve PicComm’s throughput. PicComm’s through-
put with multiple-bit feedback is almost twice that of 1-bit PicComm. We see
that PicComm’s throughput varies with different contents but is generally sta-
ble. The final throughput is ∼2 bytes/s, enough to transmit short messages be-
tween the master and enclave. The näıve version does not work well; only a few
messages are transmitted successfully. Table 2 shows average power consump-
tion rates of different mechanisms within a 30 minute test period. PicComm’s
power consumption rate is fairly low when only sound is used for feedback. With
PicComm, WiFi and the camera consume the most power. With multiple-bit
feedback, PicComm’s power consumption rate is lower than with 1-bit feedback.
We explain this as follows: fewer rounds of feedback are performed for PicComm
with multiple-bit feedback, which encounters fewer OCR failures.

7 Final Remarks

We proposed Enclave, a delegate wireless device that helps people’s smartphones
communicate unobtrusively. We realized Enclave using two key supporting tech-
nologies, NameCast and PicComm. We implemented Enclave on Nexus S smart-
phones. Our experimental evaluation showed Enclave’s potential for smartphone
data protection and unobtrusive and secure communication.
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Abstract. In this paper, we propose a truthful multi-unit double auc-
tion scheme for the scenarios that multiple buyers/sellers have different
demands to buy/sell, which involves a series of bid-related buyer group
construction and winner determination strategies. In the analysis, we
show the correctness and effectiveness of the proposed scheme and prove
that it improves the spectrum reusability and is truthful. To the best
of our knowledge, it is the first multi-unit double auction approach for
wireless spectrum allocation.

Keywords: spectrum allocation, multi-unit double auction.

1 Introduction

As the increasing popularity of wireless devices and applications, the
ever-increasing demand of traffic poses a great challenge in spectrum allocation
and usage. However, large companies and organizations occupy many spectrum
resources by means of long-term and regional leases [1,2] without considering
spectrum reuse, while new applicants, e.g., non-contract users, new applicant,
etc., are in great shortage of spectrum resources. Therefore, it is imperative to
provide an effective solution to redistribute the under-utilized spectrum resources
to the ones in shortage of spectrum.

Auction, in which the spectrum owners could gain utilities to lease their idle
spectrum in economic perspective [3,4] while new applicants could gain access to
the spectrum, may serve as such a promising way that could better increase the
efficiency, effectiveness and economic properties of the spectrum. However, in
traditional one-to-many single-sided auction style (similar to FCC method) the
rare resources are in centralized control of the seller/buyer, which is ”resource
dominant side” that has the rights to establish rule of transactions. This auction
style may cause collusion or market manipulation problem.

Compared to single-sided auction [5, 6, 7], double auction mechanism is more
suitable for spectrum redistribution owing to its fairness and allocation efficiency.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 248–257, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Both of the buyer and seller group will lose their relative dominant position in
double auction procedure, and their relationship becomes supply and demand co-
ordination [8]. Consequently, double auction mechanism is more likely to achieve
maximum spectrum reuse under the premise of protecting the profits of buyers
and sellers. TRUST [9] is regarded as the first work to tightly integrate spec-
trum allocation and pricing components by using double auction mechanism.
However, it only considers single-unit double auction issue, and thus lacks the
ability to support auction in multi-radio wireless networks, which is taken as the
enabling technology of next generation wireless network communications [10,11].

However, in double auction different buyer groups stand for different pur-
chasing power and different payoff. It is hard to ensure that all the buyers bid
truthfully by using the existing clearing price rule. Besides, in spectrum auc-
tion buyers could share the same spectrum if they don’t interference with each
other in spectrum auction, e.g., heterogeneous geo-location could enable spec-
trum reuse. This requires double auction mechanism consider economic effects
not only in the process of transaction set construction (just like TRUST) but
also in buyer group construction section.

To solve these issues, we propose a novel multi-unit double spectrum auction
which satisfies the economic properties, spectrum reuse and market clearing.
Compared with existing traditional single-unit double auction approaches, the
major contributions of this paper can be identified as follows:

– It jointly considers economic properties with spectrum allocation problem.
It could constitute a NASH Equilibrium through the whole auction pro-
cess, better improves spectrum reuse, and further leads buyers and sellers
participating the auction in an honest and fair manner.

– SPRITE provides a new clearing price mechanism to assure the strategy-
proof property and other essential economic properties, which is different
from traditional spectrum auction methods.

– Compared with single-unit auction, it is the first work that achieves multi-
unit double auction that satisfies the needs of users in multi-radio wireless
networks and improves auction efficiency at the same time.

The rest of paper is organized as follows: Section2 introduces preliminaries and
surveys the most related work. Section3 proposes our algorithm design. In sec-
tion4, we prove the correctness, effectiveness, and evaluates the performance of
our approach and Section5 concludes the paper.

2 Preliminaries and Background

2.1 Assumptions and Terminologies

We assume the double auction process is sealed-bid with no collusion. We also
assume that multi-unit bids are ”divisible”: A buyer/seller willing to buy/sell q
units at a specified price-per-unit would also be willing to trade q′ at that price,
where q′ < q. Each seller/buyer could have multi-unit homogeneous channels to
sell/buy.
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We have the following notations

– I: Group of all buyers;
– J : Group of all sellers, where I ∩ J = φ;
– fi: The bid of buyer i, i ∈ I, fi can be deemed as maximum price it is willing
to pay for a channel;

– Ki: Number of channels requirement for buyer i;
– gi: The bid of seller j, j ∈ J , gi can be deemed as minimum price it is
required to sell a channel;

– Kj: Number of channels provided by seller j;
– V fi: For a buyer, its true valuation of the channel;
– Pfi : If buyer i wins, the price it needs to pay for each channel at bid fi;
– Ufi : The utility of a buyer i, Ufi =

∑
Ki
V fi −

∑
Ki
Pfi ;

– Vgj : For a seller, its true valuation of the channel;
– Pgj : If seller j wins, the actual payment it receives for each channel;
– Ugi : The utility of a seller j, Ugi =

∑
Kj
Pgi −

∑
Kj
Vgj

Suppose there are |I| buyers and |J | sellers, where n = |I|+ |J |.
(1) Strategy-proof. In a double auction, if no buyer or seller could improve
its utility with an untruthful bid, the auction is called strategy-proof.

(2) Auction efficiency. The valuation of the buyers is optimized. An auction
is efficient if there are no further gains from trade possible. This implies that the
channels are allocated to the buyers who value them most highly. That is to say,
a mechanism is efficient if it implements an allocation that maximizes welfare.

2.2 Related Research

Auction theory has been widely used for spectrum allocation, on-line business,
resource allocation on computational grids and so on. In the past decades, large
amount of studies have been paid on it. However, existing works often addressed
single-sided auctions. TRUST can be considered as the first strategy-proof and
spectrum reuse double auction method, but it only refers to one-to-one channel
trading. In our opinion, this assumption makes the double spectrum auction
more unreasonable.

The literature on strategy-proof mechanism design starts from the classi-
cal method by Vickrey-Clarke-Groves (VCG) mechanism (Vickrey 1961, Clarke
1971 and Groves 1973). The improved VCG double auction [12] mechanism is
strategy-proof, ex-post individual-rational, and efficient, but not budget bal-
anced with multiple buyers and sellers. Few papers deal with strategy-proof,
budget-balanced double auction mechanisms. McAfee [13] proposes a strategy-
proof, budget-balanced double auction mechanism for a simple exchange en-
vironment, in which all the agents exchange only one unit good. In [14], the
author extended McAfee, in which all agents could exchange multi-unit goods.
Wurman [15] examines a general family of auction mechanisms that admit multi-
ple buyers and sellers, and proposes a method to transform the buyers’ multi-unit



Truthful Multi-unit Double Auction for Spectrum Allocation 251

Table 1. Comparing of different double auction mechanisms

Existing
auction

mechanism

Strategy
-proof

Ex-post
budget

-balanced

Individual
rationality

Spectrum
reuse

Multi-unit
goods
trading

VCG
√ × √ × ×

McAfee
√ × √ × ×

BC-LP
√ √ √ × ×

Wurman
√ √ √ × √

TRUST
√ √ √ √ ×

Ours
√ √ √ √ √

demand to single-unit transaction. Babaioff [16] proposes a budget-balanced and
strategy-proof double auction mechanism for a bilateral exchange scenario with
the simple assumption and single output restriction, where each buyer desire for
a bundle of goods. Chu and Shen [17] propose an asymptotically efficient truthful
double auction mechanism called BC-LP, which achieves bundle of commodities
transaction for buyers. TRUST [9] is the first strategy-proof and spectrum reuse
double auction method. However, it considers non-divisible one-to-one channel
trading only. Table 1 shows the summarization of these existing designs using in
the double spectrum auction.

3 Algorithm Design

In this section, we propose our proposed multi-unit double spectrum auction
mechanism, which consists of three phases: buyer group construction; bid set
and transaction set formation; and market clearing price determination.

3.1 Buyer Group Construction

Step(1): Conflict graph construction
Note that buyers within each other’s communication range cannot use the same
spectrum due to interference, we model the buyers’ interference relationship in
the network as an undirected conflict graph G = (V,E) , where each buyer in the
network is represented by a node in the graph, V represents the node set in the
graph, E represents the edge set in the graph. There is an edge (i1, i2) ∈ E be-
tween nodes i1 and i2 , if two nodes i1 and i2 interfere with each other. The node
weight is defined as the buyer’s per-channel bid price.

Step(2): Non-conflicting buyer group formation
To achieve maximum spectrum utilization/reusability, we construct buyers’max-
imum independent set to form buyer groups, where each buyer group is taken as
a super buyer. The higher the total bid of a buyer group, the higher the bidding
success rate for buyers in that group. The group with the highest bid could be
taken as the max-weight independent set.
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Note that finding maximum non-conflicting buyer bid group problem can
be considered as max-weight independent set problem, which is a well-studied
NP-hard combinatorial optimization problem that naturally arises in many ap-
plications. Specifically, let C ⊆ V represent an independent set in G = (V,E) .
We use min(C) to denote the minimum weight of nodes in the independent set,
the weight of the independent set is defined as min(C) multiplied by the num-
ber of vertices in the independent set. Algorithm 1 shows the detailed procedure
of Non-Conflicting Buyer group Construction (NCBC). Let Max weight IS(i)
denote the max-weight independent set including buyer i , and Bid(MGk) is the
bid of MGk. In the kth iteration of NCBC, we first traverse all the remaining
buyers in the group, and compute the bid of each independent set formed by
the remaining buyers in the buyer group I. The independent set with maximum
Bid(MGk) will be chosen as the winner in this iteration. The iteration lasts until
group I is empty.

Algorithm 1. Non-Conflicting Buyer Group Construction

1: Max bid = 0;
2: for i = 1 to remaining buyers in group I do do
3: Temp MG = Max weight IS(i);
4: Temp Bid = Bid(Max weight IS(i));
5: if (Temp bid > Max Bid) then
6: Max bid = Temp bid,
7: MGi = Temp MG
8: end if
9: end for
10: for each buyer i in MGk do
11: |i| = |i| − ω(MGk)
12: end for
13: delete the buyers (Satisfied |i| − ω(MGk) = 0) in set MGk from group I
14: k increased by 1, goto 1 while group I nonempty

Theorem 1: Solution of buyer group formation game can be characterized by
Nash Equilibrium (NE).

Proof:Due to page limits, the proof is referred to [18].

Step(3): Super buyer’s property determination
We useMG1,MG2, . . . ,MGn to denote the formed non-conflicting buyer groups.
A buyer group can be viewed as a super buyer. There are two parameters will be
used to describe the super buyer’s characteristics. One is super buyer’s bid for
unit commodity, Bid(MGk) =MinBid(MGk) ∗ the number of buyer in MGk ,
while the MinBid(MGk) = min{fi|i ∈ MGk}; The other is one super buyer’s
channel demand ω(MGk) , and the ω(MGk) = min{Ki|i ∈MGk}.

3.2 Bid Set and Transaction Set Formation

Without loss of generality, we assume the price-per-unit bids are arranged in
descending order. We use positive quantities (KL > 0) correspond to demands
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of buyers and negative quantities (KL < 0) correspond to offers to sell from
each seller. Here transaction set means the remaining super buyers and sellers
at the end of a time round. Considering a scenario with M selling offers and N
buying offers after bid set has been established. The (M + 1)st-price means the
(M +1)st highest offer among all (M +N) bids. We use rank(bL) represents the
position of a bid bL in the bid set.

The (M + 1)st-price rule is given under the following two conditions:

Condition 1: The (M+1)st-price andM th-price belong to different participants
in the bid set.

If the (M + 1)st-price comes from a seller, the transaction set construction
rule can be depicted as following

{KL < 0|rank(bL) ≥ M + 1} ∪ {KL > 0|rank(bL) < M + 1} (1)

If the (M + 1)st-price comes from a buyer, the transaction set construction
rule will be

{KL < 0|rank(bL) > M + 1} ∪ {KL > 0|rank(bL) < M + 1} (2)

Condition 2: The (M +1)st-price and M th-price come from the same partici-
pant in bid set.

If the (M + 1)st-price comes from a seller, the transaction set is the same
as that in Condition 1. However, if the (M + 1)st-price comes from a buyer,
the transaction set will be different from that in Condition 1. Particularly, after
initial transaction set is constructed based on rule in Condition 1, we delete the
residual buyer’s bid that equals to the (M + 1)st-price in the bid set, and also
delete the same number of seller’s bid in descending order.

For example, if there are four sellers are willing to sell 8 channels, of which
seller1 sells only one channel at price 13, seller2 sells 3 channels at price 10,
seller3 sells 2 channels at price 7 and seller4 sells 1 channels at price 6. After the
(M + 1)st-rule has been executed, bid set and transaction set can be depicted
as following.

bid set:

⎧⎨
⎩ 13︸︷︷︸

−1

, (12, 12)︸ ︷︷ ︸
2

, (10, 10, 10)︸ ︷︷ ︸
−3

, 9︸︷︷︸
1

, (8, 8)︸ ︷︷ ︸
2

, (7, 7)︸ ︷︷ ︸
−2

, 6︸︷︷︸
−1

, 4︸︷︷︸
1

, (2, 2, 2)︸ ︷︷ ︸
3

,

⎫⎬
⎭

transaction set:

⎧⎨
⎩(12, 12)︸ ︷︷ ︸

2

, 9︸︷︷︸
1

, (7, 7)︸ ︷︷ ︸
−2

, 6︸︷︷︸
−1

⎫⎬
⎭

3.3 Market Clearing Price Determination

To achieve the strategy-proof and market clearing aims, our algorithm charges
each winning buyer the bid of the maximum weight clique it belonging to in the
transaction set and pays each winning seller the maximum seller’s payment in
the transaction set. The primary issue in this section is to determine the clearing
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price which could match super buyers’ channel request and sellers’ channel pro-
vision. We charge all the winning buyers the same fee in the traditional auction
mechanism. However, all the buyers in a winning group collaboratively pay for
the designated channel in spectrum auction. Owing to correlation between buyer
group construction and buyer’s bid, traditional uniform clearing price strategy is
hard to ensure truthful bid for each buyer. Thus, we improve the clearing price
strategy, and the actual payment for each seller is the maximum bid of seller in
the transaction set, which satisfied:

4 Analysis Study

In this section, we conduct analysis study to evaluate the performance of the pro-
posed scheme under the metrics of spectrum utilization and truthfulness. Specif-
ically, We compare the proposed scheme with the existing mechanism TRUST
[9] and implement two versions of TRUST: TRUST-1 (single round auction) and
TRUST-2 (multi-round auction).

Lemma 1: The proposed mechanism is truthful for buyers.

Proof: The demonstrate process is categorized into buyers respectively on the
basis of case 1 to 4.

Case 1: No matter how buyer bid, it always lose in the auction in Case 1. We
can conclude that the utility for buyer always goes zero.

Case 2: On the basis of observation 1, this case happens only if the buyer
decreases its bid in auction process, namely f ′

i < Vfi . Buyer’s utility is zero if it
lies in this case, and the truthful action makes its utility no less than zero.

Case 3: This condition happens only if f ′
i > V fi. According to lemma 1, buyers

can’t benefit from bidding f ′
i > V fi in case 3.

Case 4: No matter how buyer bid, it always wins the auction in Case 4. If
the buyer bid f ′

i > V fi, bidding truthful is the dominant strategy according to
Lemma 3. Similarly, bidding truthfully is still the dominate strategy for buyers
when f ′

i < V fi.

Lemma 2: The proposed mechanism is truthful for sellers.

Proof:

Case 1 and Case 2: The proof procedure is the same with buyer case.

Case 3: This condition happens only if g′j < V gj on the basis of observation
1. We use the Pgj stands for the payment to the auction winners. Owing to
seller j loses in this case when it bids truthfully, we can get the conclusion that
Pgj < V gi. If the seller j wins the auction by bidding a lower price g′j , the
payment to seller j must smaller than Pgj . Thus, the payment to seller j also
smaller than V gj, and the utility for seller j is negative when it bids untruthfully.

Case 4: the proposed mechanism pays each seller the minimum buyer group’s
bid in the transaction set. It is the critical value of seller group we mentioned in
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observation 2. According to observation 2, no matter the bidding price is fj or
f ′
j, the payment for seller j is all the same if it is win in the auction. That is to
say, utility will not change in both conditions.

Theorem 1: The proposed mechanism is strategy-proof.

Proof: According to Lemma 1 and Lemma 2, the proposed mechanism is
strategy-proof.

In the following, we conduct simulation study on the efficiency of the proposed
scheme. All the simulation results are averaged over 1000 runs. All the buyers
are deployed in a square 100*100 area under either random topology or clustered
topology, and any two buyers within 20 unit distance are conflicting buyers and
cannot bid the same channels. In the clustered topology, we set 50% of the whole
buyers are distributed in a small area.

There are 30 buyers and 5 sellers in the simulations. The number of channels
each buyer/seller demands/provides is in interval [1, 3]. The bidding prices for
buyers are uniformly distributed in interval [10,35], and selling prices for sellers
are uniformly distributed in interval [35,60].

Fig. 1 plots the degradation performance of the proposed scheme, TRUST-1
and TRUST-2 under random and clustered topologies respectively. In Fig. 1, the
proposed scheme suffers less degradation than TRUST-1 and TRUST-2. This is
because the proposed scheme constructs the buyer groups with each buyer’s
bid, thus the groups with higher bidding price are more likely to be generated.
Therefore, the proposed scheme could increase the buyer groups’ opportunity to
successfully bid the channels.

Fig. 2 shows that SPRITE better meets the requirements of fairness principle
than TRUST, which demonstrates our theoretical analysis. Fig. 3 shows that the
average success rate for buyers increases from 28% up to 43% along the increase
of maximum bidding price. In the clustered topology, the average success rate
for sellers reaches 86% when the buyer’s maximum bid equal to sellers’ highest
offer. In random topology, the average success rate for seller reaches 93%.
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Fig. 4 and Fig. 5 show the trend of group rank score corresponding to buyer’s
bid. We can see that in SPRITE the winning probability for a single buyer is
corresponding to its bid, while in TRUST there is no such relationship. Owing
to the TRUST mechanism chooses rand division method in the buyer group
construction process, thus the bidding price for a buyer does not have positive
connection with the rank of group it belongs to. This indicates that SPRITE
provides a more reasonable solution in the realistic environment. Fig. 6 shows
that the higher the maximum bidding price of buyers, the better the buyer’s
purchasing power, the larger the number of transacted channels, and the higher
the average success rate and spectrum utilization.

5 Conclusion

In this paper, we propose a truthful multi-unit double auction framework for
spectrum allocation in wireless networks. To our best knowledge, it is the first
work that enables multi-unit commodities trading in spectrum allocation in wire-
less networks. The relationship among buyers could constitute a Nash Equilib-
rium. The correctness, effectiveness and economic properties of the proposed
scheme are studied in our analysis. The simulation result shows that the pro-
posed scheme could achieve better efficiency than existing works.
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Abstract. The monitoring quality of a phenomenon depends on the sensing 
coverage provided by the sensors. Several applications require sensing k-
coverage, where each point in the field is covered by at least k sensors. In this 
paper, we propose a generalized and optimized protocol for sensing k-coverage 
in sparsely deployed wireless sensor networks, called k-SCHEMES, using hete-
rogeneous and mobile sensors. First, we characterize sensing k-coverage using 
heterogeneous sensors based on Helly’s Theorem. Second, we propose an ener-
gy-efficient protocol to achieve on-demand sensing k-coverage of a region of 
interest in the field based on sensor group mobility. Third, we suggest two data 
gathering protocols on top of connected k-covered configurations for sparse and 
mobile heterogeneous wireless sensor networks. We corroborate our analysis 
with several simulation results. 

Keywords: Connected k-coverage, mobility, heterogeneity, sparse sensor net-
works. 

1 Introduction 

Sensing coverage is one of the important research problems in wireless sensor net-
works (WSNs). Indeed, the effectiveness of any protocol is measured by its potential 
impact on increasing the network survivability. The latter depends on the quality of 
coverage provided by the network. To enhance network reliability, k-coverage is an 
appealing solution, where each point in a field is covered by at least k sensors. 

1.1 Problem Formulation and Motivations 

In this paper, we consider a generalized model to solve the mobile k-coverage prob-
lem in sparse WSNs while considering static and mobile heterogeneous sensors 
whose communication and sensing and ranges as well as their initial energy levels are 
not identical. The mobile k-coverage problem in this type of network is stated as fol-
lows, where k is the coverage degree: 
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Given a region of interest (or simply region) I, a set S of heterogeneous static and 
mobile sensors, and a natural number k ≥ 3, select a minimum subset of sensors S’ ⊆ 
S to remain active such that each point in I is k-covered, and the data reaches the sink 
while minimizing the energy consumption due to sensor mobility and communication. 

Our work in this paper is motivated by the absence of such a generalized protocol 
for k-coverage in sparsely deployed WSNs, where heterogeneity and mobility coexist 
so the sensors could efficiently k-cover a region I. First, real-world applications may 
deploy heterogeneous sensors, which have a potential to extend the network lifetime 
and improve its reliability [21]. Second, it is important to account for sparse WSNs. 
Our k-SCHEMES protocol can accommodate these needs. 

1.2 Major Contributions 

We propose the first generalized protocol for k-coverage in sparsely deployed WSNs, 
called k-SCHEMES, which benefits from the combined advantages of sensor mobility 
and heterogeneity. Specifically, our k-SCHEMES framework considers a four-tier 
architecture that accounts for static and mobile heterogeneous sensors. First, we solve 
the k-coverage problem for static heterogeneous WSNs. Then, we exploit this result 
for mobile k-coverage in sparse heterogeneous WSNs using static and mobile sensors, 
where any region I in a field is k-covered. Also, we propose two data gathering proto-
cols on top of mobile sensing k-coverage configurations in sparsely deployed hetero-
geneous and mobile WSNs. We corroborate our analysis with simulation results. 

The rest of this paper is structured as follows. Section 2 defines key terms and 
presents the network model. Section 3 reviews related work on coverage. Section 4 
solves the static k-coverage problem for heterogeneous WSNs. Section 5 solves the 
problem of mobile k-coverage in sparse heterogeneous WSNs. Section 6 gives simu-
lation results. Section 7 concludes the paper. 

2 Background 

In this section, we give definitions and assumptions in the design of k-SCHEMES. 
Then, we present the energy and group mobility models we used in our study. 

2.1 Background and Network Model 

Definition 1: The sensing range of a sensor si is the space SR(si) such that any event 
that occurs in SR(si) will be detected by si. The sensing neighbor set of a sensor si 
consists of all the sensors located in its sensing range.                                

Definition 2: The communication range of a sensor si is the space CR(si) such that si 
can directly communicate with any sensor sj in CR(si). The communication neighbor 
set of a sensor si includes all the sensors located in its communication range.         

Definition 3: A point in a field is said to be k-covered if it belongs to the intersection 
of the sensing range of at least k sensors. A region I is said to be k-covered if every 



260 H.M. Ammari 

 

point in I is k-covered. A k-covered WSN is a WSN k-covering a field. We call de-
gree of coverage of a WSN the maximum value of k such that I is k-covered.        

Assumption 1: There is a single sink that is static, while the sensors could be either 
static or mobile. Some of these mobile sensors will act as mobile proxy sinks to col-
lect data and deliver it to the sink.                                                    

Assumption 2: All the sensors are randomly and uniformly deployed in a field. Also, 
they are aware of their locations using a localization technique [4].                   

Assumption 3: The sensing range and communication range of sensor si are 
represented by disks of radii ri and Ri, respectively.                                   

2.2 Energy Model 

We use the energy model given in [22], where the sensor energy consumption in 
transmission, reception, idle, and sleep modes are 60 mW, 12 mW, 12 mW, and 0.03 
mW, respectively. Following [23], the energy required for a sensor to stay idle for 1 
second is equivalent to one unit of energy. Moreover, the energy spent in moving is 
given by Emv(d) = emove×d, where emove is the energy cost for a sensor to move one unit 
distance, and d is the total distance traveled by a sensor [19]. As stated in [19], emove is 
randomly selected in [0.008J, 0.012J]. 

2.3 Group Mobility Model 

The reference point group mobility model (RPGM) [10] defines the mobility behavior 
for a group of nodes with respect to a special node, called reference point. The speed 
and motion direction of mobile nodes are derived from those of their reference point. 
In our experiments, we used an implementation of RPGM [10], where each sensor is 
supposed to move at a constant speed until it reaches its destination in the region I. 
We assume that a constant rate of energy drain will incur during sensor mobility [18]. 
Some mobile sensors, called mobile proxy sinks, will be selected as reference points. 

3 Related Work 

In this section, we describe a sample of approaches to achieve coverage in heterogene-
ous and mobile WSNs. 

The problem of coverage and k-coverage in homogeneous WSNs has been studied 
well [8, 11, 20]. However, the problem of k-coverage in heterogeneous WSNs has 
received little attention. Duarte-Melo and Liu [6] considered two sensor deployment 
strategies, where the first one includes type-I sensors, while the second one includes 
an overlay of type-II sensors, which are more powerful but fewer in number. Then, 
they estimated the average network lifetime and quantified the optimal number of 
these type-II sensors, which act as cluster-heads. Mhatre et al. [15] considered a hete-
rogeneous WSN with two types of nodes which differ by their density (λ0,λ1) and 
their battery energy (E0,E1). They computed the optimum node intensities (λ0,λ1) and 
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node energies (E0,E1) to cover a surveillance area with a high probability. Wang et al. 
[17] proposed a fine analysis of coverage using two types of sensors with different 
capabilities and discussed the impact of heterogeneous sensing and communication 
ranges of the sensors on coverage and broadcast reachability. Du and Lin [5] pro-
posed a differentiated coverage protocol for heterogeneous WSNs so different areas 
have different coverage degrees. Lazos and Poovendran [12] formulated the coverage 
problem in heterogeneous WSNs as a set intersection problem and derived analytical 
expressions for stochastic coverage. 

Wang et al. [18] proposed solutions to the k-coverage problem by computing the 
minimum number of sensors to k-cover a field as well as their locations, and schedul-
ing the sensors to move to these locations. In the first one, the sink computes those 
locations and the sensors bid for their closest locations. The second solution enables 
the sensors to derive the target locations. Wang et al. [19] generalized their solutions 
to the sensor selection and dispatch problems [18] for k-coverage. To the best of our 
knowledge, this is the only work on mobile k-coverage, which will be compared to k-
SCHEMES. 

In [1], we suggested a pseudo-random deployment approach for densely deployed 
sensors, which are distributed in different layers in a circular field based on the 
strength of their sensing range, communication range, and initial energy. This multi-
tier architecture suffers from a few shortcomings. First, all the sensors including the 
sink, are static, thus suffering from the energy sink-hole problem [7], where all the 
sensors located around the sink are heavily used in forwarding data to the sink. 
Second, this type of pseudo-random deployment strategy is restrictive in the sense 
that the sensors should be placed in those layers with respect to their resources. Third, 
we assumed a densely deployed WSN to k-cover a field. Thus, our proposed pseudo-
random deployment approach [1] may not be suitable for sparse WSNs. In particular, 
the k-coverage requirement may not be satisfied due to the lack of sensors to k-cover 
an entire field. 

Our Proposed Work: In this paper, we propose a more general protocol, called k-
SCHEMES. First, we exploit sensor mobility so that the neighborhood of the sink 
changes over time, thus solving the severe energy sink-hole problem described earlier. 
Second, we consider sensor random deployment to alleviate the restriction imposed 
by the pseudo-random sensor deployment strategy on the sensors’ distribution in the 
field [1]. Third, we consider a sparse WSN, where the total number of sensors cannot 
provide full k-coverage of a field, where every point should be k-covered. But, any 
region I in the field could be k-covered provided that the sensors are willing to move 
to this region I and k-cover it. Fourth, we deal with more realistic network settings, 
where the sensors are generally heterogeneous. This makes our protocol more practic-
al than existing one [2], which accounts for homogeneous sensors only. 

4 k-Coverage Using Static Sensors 

In this section, we analyze k-coverage in homogeneous WSNs [1]. Then, we adapt 
this analysis to the general case of heterogeneous WSNs. 
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4.1 Homogeneous k-Coverage 

Helly’s Theorem [3] states that if E is a family of convex sets in IRn such that for m ≥ 
n + 1, any m members of E have a non-empty intersection, then the intersection of all 
members of E is not empty. In [1], our characterization of k-coverage using homoge-
neous sensors was based on Helly’s Theorem [3] and the intersection of k sensing 
disks. The proposed k-coverage protocol assumes that each sensor selects some of its 
neighboring sensors to k-cover its sensing range. Thus, all the sensors are assumed to 
be fully cooperative when they receive queries from their sensing neighbors to stay 
active (or on). Next, we briefly state Theorem 1 and Theorem 2 [1] without any proof. 

Theorem 1 [1]: Let k ≥ 3. A region is k-covered with a minimum number of sensors 
if for any slice of width r in the region, there is an adjacent slice of width r such that 
their lens contains at least k active sensors.                                           

Theorem 2 [1]: Let k ≥ 3 and assume that a region I of size I0 is sliced into overlap-
ping Reuleaux triangles of width r. The total number of sensors required to guarantee 
k-coverage of this region I and denoted by n(r, k, I), is given by 
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4.2 Heterogeneous k-Coverage 

Achieving k-coverage with heterogeneous sensors is more challenging given that the 
sensors do not possess the same sensing range. Precisely, let us assume that a region I 
would be sliced into Reuleaux triangles of width r in order to k-cover it. One of the 
following two problems would arise. 

Problem 1 (Under k-coverage): If sensors whose radii of their sensing ranges are 
smaller than r are to be selected to k-cover a region I, there is no guarantee that I will 
be k-covered. For instance, if some of those selected sensors are located on the boun-
dary of a lens in the region I, it is impossible to k-cover the underlying lens. That is, 
the whole region I cannot be k-covered. Thus, the mission cannot be accomplished 
successfully. We refer to this problem as under k-coverage. 

Problem 2 (Over k-coverage): If sensors whose radii of their sensing ranges are 
greater than r are to be selected to k-cover a region I, some parts in the region I will 
be more than k-covered. Thus, the sensors will not be used efficiently to extend the 
network lifetime. We refer to this problem as over k-coverage. 

As can be seen, the selection of sensors to participate in the k-coverage process is 
the key to accomplish the mission (i.e., k-coverage of a region I) for which the sensors 
are deployed while prolonging the network lifetime for as long as possible. Given the 
geometric shape of the sensing range of the sensors as well as their heterogeneous 
nature, it is impossible to achieve exact k-coverage of any region I (i.e., each point in 
the region I is covered by exactly k sensors). In order to solve the problem of under k-
coverage and alleviate the problem of over k-coverage, a sensor should select sensors 
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to k-cover a region I using the following rule, which characterizes k-coverage in hete-
rogeneous WSNs based on Helly’s Theorem [3] and Theorem 1 [1]: 

k-Coverage characterization: Suppose that a region I need to be sliced into Reu-
leaux triangles of width r in order to be k-covered. A sensor si selects a sensor sj to 
participate in the k-coverage of the region I only if the radius rj of the sensing range of 
sj is at least equal to r (condition 1) and the difference between the radii r and rj is as 
small as possible (condition 2). As stated in Theorem 1 [1], static sensors must be 
selected from lenses of a slicing grid of the region I to k-cover I with a minimum 
number of sensors (i.e., minimum k-coverage). Also, mobile sensors should move to 
those lenses to achieve minimum k-coverage. 

Formally, condition 1 implies rj ≥ r and condition 2 implies rj - r = ε, where ε is 
an infinitesimal positive value, i.e., ε → 0. Notice that while condition 1 helps solve 
the under k-coverage problem, condition 2 helps alleviate the problem of over k-
coverage. The design of our mobile k-coverage protocol for heterogeneous and mo-
bile WSNs is based on these two conditions. 

5 k-Coverage Using Mobile Sensors 

In this section, we describe our solution to the problem of k-coverage using heteroge-
neous sensors while considering sensor mobility. First, we give the design decisions 
of k-SCHEMES. Second, we present our network architecture model. Third, we dis-
cuss how to achieve k-coverage of any region I based on the sensor group mobility 
model. Fourth, we propose two data gathering algorithms. 

5.1 Four-Tier Sensor Network Architecture 

Any monitoring activity, which takes place in the field and requires k-coverage, is 
called mission. Now, we propose our four-tier architecture, which consists of the fol-
lowing architectural elements: 

• A central gathering point (or static sink). All the data generated during any mis-
sion in the field should be received by the static sink. These data is needed for a 
more accurate decision making process regarding the underlying mission. 

• Several mobile data collecting points (or mobile proxy sinks). They collect data 
for any mission to which they are assigned and deliver it to the sink. Also, they 
are responsible for slicing a region I and determining the number of sensors 
needed to k-cover the region I. This helps achieve the mission goals successfully. 

• A number of static data generating points (or static sensors). They are sparsely 
deployed in the field. Thus, they cannot ensure k-coverage of any region I. They 
will send their data to their corresponding mobile proxy sinks. 

• A larger number of mobile data generating points (or mobile sensors). These 
sensors will be used to support the static sensors so that any region I in the field 
is guaranteed to be k-covered. They have to transmit their data to their selected 
mobile proxy sinks. Also, they are willing to move to any region I to k-cover it. 
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In other words, they are supposed to be fully cooperative with the mobile proxy 
sinks regarding any mission that needs to be accomplished. 

5.2 k-SCHEMES Design Decisions 

Now, we describe all the design decisions regarding all types of sensors that form our 
four-tier architecture. 

• A single mission at a time will be accomplished. The case of multiple missions at 
the same time is left as future work. 

• Each mission requires k-coverage with k ≥ 3 so it can be done successfully. 
• The static sink is aware of all the missions that will be accomplished in the field. 

It has an entire schedule of the regions of interest to be k-covered. 
• All mobile proxy sinks and static and mobile sensors are supposed to be random-

ly deployed in the field. However, the static sink is located at the center of the 
field, which corresponds to optimum energy consumption for data gathering [13]. 

• All static sensors are homogeneous, i.e., have the same initial energy, and sensing 
and communication ranges. Also, all mobile sensors are supposed to be homoge-
neous, but more powerful than those static sensors in terms of the above features. 

• All mobile proxy sinks are homogeneous and more powerful than those static and 
mobile sensors with respect to all of their capabilities. Indeed, these mobile proxy 
sinks will be responsible to ensure k-coverage of any region I in the field. They 
will communicate with the static and mobile sensors to k-cover the region I. Also, 
they have to deliver the data to the static sink, thus, acting as data Mules [16]. It 
is well known that compared to processing and sensing, communication is the 
major source of energy consumption. This is the reason why mobile proxy sinks 
are more powerful than all the static and mobile sensors. 

• All mobile proxy sinks and static and mobile sensors are fully cooperative. They 
are willing to k-cover any region I when they are requested. 

• Mobile sensors will move only when they are instructed by their leader mobile 
proxy sink, which will be defined later. 

5.3 Achieving Mobile k-Coverage 

In this section, we propose a distributed protocol to k-cover a region I while reducing 
the energy consumption due to sensor communication and mobility. First, we describe 
how to identify a mobile proxy sink to take the lead on a mission and accomplish it. 
Second, we discuss how mobile sensors are selected by a mobile proxy sink so they 
move to the region I and participate to its k-coverage. 

Mobile Proxy Sink Selection: We assume that each region I is a square area with 
center (x0,y0) and side length a. Each mobile proxy sink has a unique id and keeps 
track of the number of mobile sensors located within its communication range. More-
over, each mobile proxy sink is aware of the locations of the static sensors in the field. 
First, we define the local density of a mobile proxy sink. 
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Definition 4: The local density of a mobile proxy sink si, denoted by LD(si), is the 
number of mobile sensors located in the communication range of si.                  

Definition 5: A mobile proxy sink si is said to be denser than a mobile proxy sink sj if 
the local density of si is greater than that of sj, i.e., LD(si) > LD(sj).                    
 
The static sink specifies the region I to be k-covered. Then, it broadcasts a QUERY 
packet whose structure is: QUERY = <(x0,y0),a>. The selection of a mobile proxy 
sink, which will be responsible to carry out this mission, is determined in a distributed 
manner via negotiation among all mobile proxy sinks. When a mobile proxy sink si 
receives the QUERY packet, it runs the following steps whenever possible: 

• Candidacy Step: Using its local density LD(si) and the number of static sensors 
NSS(I) located in the region I, si checks whether k-coverage of this region I can be 
achieved based on Theorem 2. That is, si determines it is a candidate mobile proxy 
sink so it can perform the mission successfully if the next inequality is satisfied: 

LD(si) + NSS(I) ≥ n(r, k, I) 

where r is the radius of the sensing range of static sensors, in case at least one static 
sensor would be selected by mobile proxy sink si to k-cover a region I. Otherwise, r 
is the radius of the sensing range of mobile sensors. 
− If yes, si is considered as a candidate mobile proxy sink for accomplishing this 
mission. It sends a short VOLUNTEER packet including its id, local density, and 
its current location. This packet should be received by all the mobile proxy sinks 
within tcandidate-mps-found time so that they know that there is at least one candidate 
mobile proxy sink that has been found to carry out the mission. Then, si waits for 
some time to listen to other VOLUNTEER packets. 
− Else, si ignores the QUERY packet as it is unable to accomplish the mission. 

• Volunteering Step: When a mobile proxy sink si receives a VOLUNTEER packet 
from another mobile proxy sink sj, it checks whether it is a better candidate than sj. 
Hence, si focuses on the energy consumption due to mobility, which depends on the 
distance being traveled by a sensor as stated in our energy model in Section 2.2. 
Given that si will act as a reference point, si estimates the average energy consump-
tion per sensor caused by mobility as the energy consumption si will spend by mov-
ing to the center (x0,y0) of region I. Thus, si acts as follows: 
− If si is closer to (x0,y0) of the region I than sj, then si will maintain its candidacy. 
− Otherwise, si will simply give up as its selection would cause higher energy 

consumption due to sensor mobility to the region I. 
• Leading Step: After tleader-mps-selected time, a mobile proxy sink (known as leader mo-

bile proxy sink) should have been selected to take the lead on accomplishing a mis-
sion. When a mobile proxy sink finds out that it is a leader mobile proxy sink, it 
sends out a short LEADER packet, including its id and the QUERY packet 
<(x0,y0),a> originated from the sink. 

• Merge Step: If after tcandidate-mps-found time, no VOLUNTEER packet has reached the 
mobile proxy sinks, it means that no one of them has enough local density to ensure 
k-coverage of the region I. In this case, each mobile proxy sink si advertises a short 
HELLO packet including its id, location, and local density. When si receives a 
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HELLO packet, it compares its local density to those of all other mobile proxy 
sinks. Then, si chooses to merge its local density with the mobile proxy sink (sj) that 
has the smallest local density so that the sum of the local densities of si and sj is 
enough k-cover the region I. If si find more than one mobile proxy sink with the 
smallest local density, it breaks the tie by using the closest one to it. In case there is 
still tie, si chooses to merge with the one with the smallest id. To reduce energy 
consumption due to control overhead, only si would reply if its local density is less 
than that of sj. More precisely, sj gives up and si becomes a candidate mobile proxy 
sink. In this case, si is said to be a merger mobile proxy sink. Thus, if si is selected 
as a candidate or leader mobile proxy sink, the local density of sj will join that of si. 
At the end of this merge operation, each candidate mobile proxy sinks broadcasts 
its VOLUNTEER packet to initiate the Volunteering Step. 

Mobile Sensor Selection: The main goal in the design of k-SCHEMES is to reduce 
energy consumption while ensuring k-coverage of any region I. k-SCHEMES at-
tempts to achieve this design goal by reducing the energy consumption due to several 
sources, such as data transmission, data reception, sensing, and sensor mobility. 
Knowing the number of static sensors located in the region I, say NSS(I), a leader 
mobile proxy sink computes the necessary number of mobile sensors, denoted by 
NMS(I), to move toward the region I and k-cover it. To this end, the mobile proxy 
sink randomly slice the region I into overlapping Reuleaux triangles (or slices) of 
radius r, where r is the radius of the sensing range of static sensors that have been 
selected to participate in k-covering I. In case only mobile sensors have been selected 
to k-cover the region I, r is the radius of the sensing range of mobile sensors. Recall 
that mobile sensors are more powerful than static sensors. Then, based on the distribu-
tion of lenses in the slicing grid as well as the distribution and the number of static 
sensors in the region I, the leader mobile proxy sink performs the next actions: 

• Computes the two extreme points A and B of each lens. This pair of points will be 
used by the selected mobile sensors to position themselves within a lens when they 
move to it. This will ensure full k-coverage of the corresponding adjacent slices in 
the region I by exactly k sensors as stated in Lemma 1 given above. 

• Computes the number of mobile sensors, NMS(I), to move to the region I. This 
should account for the presence of NSS(I) static sensors in the region I. 

• Selects NMS(I) mobile sensors with the highest remaining energy. There is a thre-
shold for the remaining energy below which a mobile sensor cannot be selected to 
move to the region I. Thus, selected mobile sensors should have enough energy. 

• Computes the parameters of its mobility according to the group mobility model, 
i.e., its speed vref(t), maximum speed max_speed, and direction deviation θref(t). 

•  Assign the selected mobile sensors to the lenses and announce this assignment. 
The leader mobile proxy sink sends a short SELECT packet including the parame-
ters of its mobility as stated above followed by the id’s of the selected mobile sen-
sors and the pairs of the extreme points of the lenses. Precisely, a SELECT message 
has one triplet <vref(t), max_speed, θref(t)> and NMS(I) triplets, each of which has 
the structure <idi, Aj, Bj>, where idi is the id of mobile sensor si and Aj and Bj are the 
two extreme points of lens j in the region I. Sensor si can be located anywhere in the 
lens when it moves to the region I to be k-covered. 
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5.4 Data Gathering Algorithms 

In this section, we describe two algorithms for data gathering in k-covered heteroge-
neous and sparse WSNs. 

Direct Data Gathering: Each leader mobile proxy sink is responsible for delivering 
all collected data of a mission to the static sink. That is, once a leader mobile proxy 
sink collects data from the static and mobile sensors that accomplished a mission in a 
given region I, it moves to the center of the field to deliver the data to the static sink. 

As can be seen, on the one hand, this approach does not introduce any routing 
overhead between a leader mobile proxy sink and any other sensor in the network. 
Thus, the only source of energy consumption is due to the mobility of a leader mobile 
proxy sink and the direct transmission of its collected data to the static sink. In order 
to reduce energy expenditure during data transmission, a leader mobile proxy sink 
would send its data to the static sink over a short distance. To reduce the amount of 
energy dissipated due to its mobility, a leader mobile proxy sink needs to travel as 
close to the shortest path between it and the static sink as possible. On the other hand, 
this data gathering approach incurs more delay. Indeed, if forwarded through interme-
diate sensors, the data would travel at a speed faster than that of a leader mobile proxy 
sink. Thus, this approach is not suitable for time-critical applications. 

The advantages of this direct scheme are as follows: 

• Extended network lifetime: A leader mobile proxy sink transmits its collected data 
to the static sink through short distances, thus consuming little amount of energy. 
This helps extend their lifetime, thus prolonging the operational network lifetime. 

• Alleviated data forwarding load: Using this data gathering scheme, no sensor is 
needed to act as a relay node between a leader mobile proxy sensor and the static 
sink. Therefore, all the static and mobile sensors save their energy significantly. 

• Improved data delivery ratio: Given that mobile proxy sinks are very powerful 
compared to all other sensors, the likelihood of their failure is very low. All other 
sensors, however, may fail. Thus, avoiding these sensors improves the ratio of suc-
cessful data transmission to the static sink. 

The disadvantages of this scheme are as follows: 

• High end-to-end delay: The mobility trajectory of a leader mobile proxy sink may 
not coincide with the shortest path to the static sink. Also, there may be obstacles in 
the field, and hence, leader mobile proxy sink mobility is not straight. 

• Potential data loss: A leader mobile proxy sink failure is crucial to the data life-
time. Indeed, data cannot reach the static sink as there is no way to regenerate them.  

Chain-Based Data Gathering: Once a leader mobile proxy sink has been selected, 
all other mobile proxy sinks form a chain of relay nodes to forward data to the static 
sink. To minimize the energy consumption due to multi-hop data forwarding, the 
mobile proxy sinks forming the chain attempt to keep the same distance between any 
pair of consecutive mobile proxy sinks. Assuming there are n mobile proxy sinks, the 
total energy consumption required to forward a data packet from a leader mobile 
proxy sink to the static sink is proportional to the sum of the distances di , i.e.,  

Etot ∝ Σdi
α, for all 1 ≤ i ≤ n 
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where di is the distance between two adjacent mobile proxy sinks si and si+1, 1 ≤ i ≤ n-
1, and dn is the distance between the static sink and mobile proxy sink sn. It is easy to 
prove that Etot is minimum only when all those distances di are the same, i.e., 

d1 = d2 = ... = di = ... = dn, for all 1 ≤ i ≤ n 

The data will be forwarded through the chain only until it reaches the static sink. We 
assume there is a sufficient number of mobile proxy sinks to form a chain between the 
static sink and the farthest point in a square field, which is one of its corners. 

The benefits of this scheme are as follows: 

• Low delay: These mobile proxy sinks forming the chain are powerful. Therefore, 
they can forward the data to the static sink through the nodes on the chain only. 
Hence, the data will reach the static sink in a timely manner. 

•  Guaranteed data delivery: The failure of any mobile proxy sink in the field will 
not affect the chain. The latter will be reorganized by the rest of the mobile proxy 
sink when others fail. Thus, the data is guaranteed to be delivered to the sink. 

The shortcomings of this scheme are as follows: 

• Chain formation energy overhead: There is extra energy consumption due to the 
chain formation and maintenance. These mobile proxy sinks need to coordinate 
their motion to build an efficient chain in terms of forwarding data to the static sink.  

• Chain maintenance energy overhead: When mobile proxy sinks fail due to low 
energy, the chain needs to be reorganized. This requires more energy. Mobile proxy 
sinks should adjust their positions to forward data over the same distance. 

      

     Fig. 1. k-SCHEMES vs. Competition            Fig. 2. k-SCHEMES vs. Competition 

6 Performance Evaluation 

In this section, we specify the simulation setup. Then, we present the simulation re-
sults of our k-SCHEMES protocol using a high-level simulator written in C. 
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6.1 Simulation Setup 

We consider a square field. We assume that the initial energy of each static sensor is 
60 Joules while that of each mobile sensor is 80 Joules. We use the energy model 
given in [22] (see Section 2.2). The radii of the sensing (r) and communication ranges 
of all static sensors are equal to 20m and 40m, respectively, while those of all mobile 
sensors are equal to 25m and 50m, respectively. All simulations are repeated 100 
times and the results are averaged, where the energy consumption includes the trans-
mission of any data and control messages exchanged for the working of k-SCHEMES. 

6.2 Simulation Results 

In order to fairly compare our k-SCHEMES protocol with Wang and Tseng’s ap-
proach [19], we consider only homogeneous sensors. In other words, all the static and 
mobile sensors in our four-tier architecture are the same. Furthermore, the field is 
supposed to be a square of side length 600m and the region I is a square of side length 
300m. Figure 1 shows that our k-SCHEMES protocol requires less number of sensors 
than the Competition protocol [19] to ensure k-coverage of the region I. Our characte-
rization of k-coverage helps find a tight bound on the number of sensors for k-
coverage. Also, as shown in Figure 2, the energy consumption due to mobility, which 
is required for the correct operation of k-SCHEMES, is less than the one needed for 
the Competition protocol [19]. This is due in part to the coordination between all mo-
bile proxy sinks to select one of them as a leader to accomplish the mission. In fact, 
the one that will cause the least mobility energy consumption is selected as a leader 
mobile proxy sink. Also, this shows the effect of the group mobility model. In fact, all 
the selected mobile sensors form a group that follows the movement trajectory of its 
reference point, i.e., leader mobile proxy sink. 

    
             Fig. 3. k-SCHEMES            Fig. 4. Direct vs. chain-based data gathering 

As expected, sensor heterogeneity helps reduce the energy consumption, thus ex-
tending the network lifetime. Figure 3 shows that our k-SCHEMES protocol using 
heterogeneous sensors (Heterogeneous k-SCHEMES) outperforms k-SCHEMES us-
ing homogeneous sensors (Homogeneous k-SCHEMES) as indicated in our four-tier 
architecture. Indeed, mobile sensors are more powerful than static ones. Hence, the 
number of heterogeneous static and mobile sensors to k-cover a region I is less than 
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that of homogeneous sensors. Thus, a smaller number of mobile sensors is needed to 
move to the region I to k-cover it, and hence less mobility energy consumption. 

Figure 4 shows that direct data gathering protocol consumes less energy than chain-
based data gathering protocol. With the latter, mobile proxy sinks should communi-
cate with each other to move to the appropriate positions in the field. This helps them 
form a chain in a way that they are equidistant from each other. But, the construction 
of this chain cost them extra energy consumption compared to the other scheme. 

7 Conclusion 

In this paper, we considered sparsely deployed sensors along with mobility and hete-
rogeneity and proposed a four-tier architecture to provide k-coverage. On top of k-
coverage configurations, we proposed two data gathering protocols that use mobile 
proxy sinks. We found that our k-SCHEMES protocol outperforms another mobile  
k-coverage protocol with regard to the network lifetime and the number of active 
sensors to ensure k-coverage. Simulation results show that k-SCHEMES has better 
performances for heterogeneous rather than for homogeneous WSNs.  

Our future work is three-fold: Our k-SCHEMES protocol considers a single static 
sink and a single mission at a time. We will generalize k-SCHEMES to consider mul-
tiple static sinks and multiple missions at the same time. We plan to extend our pro-
posed protocol to account for obstacles and mobile events in the field. We will assess 
the performance of k-SCHEMES in real-world sensor deployments. 
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Abstract. This paper presents LB-MAC, a new MAC protocol for asyn-
chronous, duty cycle sensor networks. Different from existing sensor
network MAC protocols that usually focus on reducing energy consump-
tion and extending lifetime of individual sensor nodes, LB-MAC aims
at prolonging the network lifetime through balancing the nodal lifetime
between neighboring sensors. LB-MAC is lightweight and scalable as the
required control information is only exchanged locally between neighbors.
LB-MAC has been implemented in TinyOS and evaluated on a sensor
network testbed with extensive experiments. Results show that LB-MAC
is able to achieve a significantly longer network lifetime than state-of-
the-art MAC protocols such as X-MAC, RI-MAC and SEESAW, while
maintaining comparable levels of network power consumption, packet
delay and delivery ratio.

1 Introduction

Energy conservation is perhaps the most important issue in battery-operated
sensor networks. It is always desirable to extend the operational lifetime of a
sensor network as much as possible. For many sensor network applications [1,2],
the network lifetime is often defined as the minimal nodal lifetime among all
sensor nodes in the network. This is because, the depletion of battery energy
of bottleneck sensor nodes, such as the nodes close to the root node in a tree
topology network, may cause network disconnection, which could render the
sensor network nonfunctional. Although energy saving techniques such as energy-
aware routing can be used to reduce the workload and extend the lifetime of
bottleneck sensor nodes, they may still consume higher energy than other nodes
in the network and thus bound the network lifetime. Besides, sensor nodes with a
similar level of workload may have different nodal lifetime due to environmental
or system reasons. For example, nodes with poorer-quality batteries or solar-
rechargeable nodes deployed to shady locales may have shorter lifetime than their
peers. Therefore, to maximize the network lifetime, it is important to extend the
lifetime of individual sensor nodes or, to be more specific, the shortest nodal
lifetime among all nodes.

Despite the need for a holistic approach to the energy conservation issue and
to prolonging the network lifetime, most of the current MAC protocol design has
been focusing on reducing the energy consumption and extending the operational

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 272–291, 2012.
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lifetime of individual sensor nodes. To remedy this deficiency, we investigate the
MAC protocol design from the perspective of network lifetime maximization and
propose a new solution, called LB-MAC (Lifetime-Balanced MAC), to achieve
this goal via balancing the nodal lifetime.

1.1 Contributions

LB-MAC emphasizes the collaboration between nodes to benefit the network
as a whole, even at the expense of a single node. The key idea is to allow a
sensor node to adjust its MAC-layer behaviors via a few tunable parameters.
The adjustment occurs in pairs between neighboring nodes; that is, each pair
of neighboring sensor nodes adjust their MAC-layer behaviors together once
communications between them occur.

In LB-MAC, by tuning the operational parameters, sensor nodes may oper-
ate with different channel checking periods, idle listening periods and data retry
intervals, such that the rendezvous between sender and receiver nodes can be
achieved and the communication overhead can be shifted between them. If the
receiver finds itself with a longer expected lifetime than its sender, it shall at-
tempt to take more communication overhead from the sender; otherwise, the
receiver may disseminate communication overhead to the sender.

– Shifting communication overhead from sender to receiver: in LB-
MAC, to reduce sender’s energy consumption on communication, receiver
may increase its channel checking period so that sender can choose a longer
retry interval while the rendezvous between sender and receiver is still guar-
anteed.

– Shifting communication overhead from receiver to sender: to save
energy at the receiver side, sender may attempt data transmissions more
frequently with a shorter retry interval so that receiver can shorten its chan-
nel checking period and save its energy consumption on communication.
Sender may also choose to keep listening idly upon a data arrival and the
rendezvous between sender and receiver is then triggered solely by receiver’s
periodic beacons.

This way, the minimal nodal lifetime among communicating neighbors can be
extended. As a result, the network lifetime may be prolonged.

We have implemented LB-MAC in TinyOS and evaluated it on a sensor net-
work testbed. Experimental results show that, comparing with state-of-the-art
MAC protocols such as X-MAC [3], RI-MAC [4] and SEESAW [5], LB-MAC
achieves the design goal of significantly prolonging the sensor network lifetime
through balancing nodal lifetime. Figure 1 shows the sample results with a simple
tree topology; nodes 5, 6, 7, 8 are source nodes and the data rate is two packets
per second. As shown in Figure 1(b), after 1.4 hours of network operation, sen-
sor nodes running X-MAC or RI-MAC all experience severe imbalance in their
nodal residual energy. In comparison, with the proposed LB-MAC protocol, all
nodes have almost the same level of residual energy despite the unbalanced initial
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Fig. 1. A simple comparison of the proposed LB-MAC scheme with two state-of-the-art
MAC protocols

nodal energy levels. As a result, the sensor network may be able to operate for
a much longer time till all sensor nodes’ batteries are depleted at approximately
the same time. More evaluation results can be found in Section 5.

1.2 Related Work

Among MAC protocols proposed for duty cycle sensor networks [3, 4, 6, 7], S-
MAC [7] and T-MAC [8] are representative synchronous protocols that require
neighboring nodes to be time-synchronized and thus can align the active and
sleep intervals of neighbor nodes to wake up only during the common active
time periods. As the active periods usually are short, substantial energy can
be saved. However, strictly synchronizing the clocks of neighboring nodes may
impose high overhead.

B-MAC [6] and X-MAC [3] are representative sender-initiated asynchronous
MAC protocols. In B-MAC, the rendezvous between sender and receiver is es-
tablished through long preambles initiated by the sender, and X-MAC improves
B-MAC by replacing the long preamble with a sequence of short, strobed pream-
bles. A node running X-MAC may stop sending short preambles upon receiving
an EarlyACK from its target receiver, thus saving more energy than B-MAC.
To work under a wider range of traffic conditions, RI-MAC [4] and A-MAC [9]
adopt a receiver-initiated beacon-based strategy. Each node wakes up periodi-
cally and sends out a short beacon to explicitly notify its neighbors that it is
ready to receive data. When a node has data to transmit, it wakes up and waits
for a beacon from its receiver. Once such a beacon is received, it starts sending
the data. Compared to the sender-initiated preamble-based protocols, a receiver-
initiated protocol only requires receiver to keep radio on for a short period after
sending a beacon and therefore saves the receiving energy cost. Additionally, the
receiver-initiated nature allows efficient collision resolution which can effectively
save the transmission energy cost when channel contention is severe.

Different from [3,4,6,9], where the MAC parameters are predetermined before
deployment and usually the same on all nodes in the network, MAC parameter
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tuning in duty cycle sensor networks has been studied in [5, 10–12]. In [11], a
controller is implemented on individual sensor nodes to dynamically adjust the
radio duty cycle based on network traffic condition where no collaboration exits
between neighboring nodes. Authors in [12] proposed a protocol to reduce radio
duty cycles by scheduling rendezvous between neighbor nodes based on the rel-
ative end-to-end delay requirement and the network traffic condition. Though
these works efficiently reduce individual nodal energy consumption, they may
not improve the network lifetime in general. ZeroCal [10] is a MAC layer proto-
col which adaptively tunes the wakeup intervals between sender and receiver to
balance the energy consumption of them; however, the proposed scheme does not
guarantee the end-to-end delay bound as the wakeup interval can be extended
to save nodal energy. Additional, ZeroCal does not consider the adaptation of
other MAC parameters such as channel checking interval and data retry interval,
which can further prolong the network lifetime with proper tuning. SEESAW [5]
was proposed to balance the energy consumption between sender and receiver
through adapting the data retry interval at the sender side and the channel
checking period at the receiver side. Though SEESAW yields longer network
lifetime than B-MAC and S-MAC, the effectiveness of SEESAW is limited by
several factors. Firstly, as a sender-initiated only protocol, SEESAW mandates a
minimum channel checking period at the receiver side, which may incur unnec-
essary energy consumption under light traffic conditions. Secondly, the policies
used in SEESAW for balancing nodal lifetime are empirical and not adaptive to
varying network conditions.

1.3 Organization

The rest of the paper is organized as follows. Section 2 presents analytical prelim-
inaries. Section 3 describes the design of the proposed LB-MAC protocol, which
is followed by its implementation details in TinyOS in Section 4. Experimental
results are presented in Section 5, and Section 6 concludes the paper.

2 Preliminaries

In this section, we first define a generic model for duty cycle MAC protocols.
Based on this model, an analytical study is conducted to provide a theoretical
foundation for the design of LB-MAC protocol.

2.1 A Generic Model for Duty Cycle MAC Protocols

The behaviors of sensor nodes in a duty cycle MAC protocol can be generalized
as follows:

– As a receiver, a sensor node periodically wakes up to interact with potential
senders. During each wakeup, the sensor node can (i) check the channel
activity for incoming messages, or (ii) send out alive notifications to waiting
senders, or (iii) perform both.
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Fig. 2. A generic model for duty cycle MAC protocols

– As a sender, a sensor node turns on radio immediately after a new data
packet arrives. To deliver the data packet, the sensor node can (i) send a
data packet to the target receiver and wait for ACK, or (ii) wait for target
receiver’s alive notification to start data transmission, or (iii) perform both.

A sensor node may participate in the network activity as sender, receiver or both
at the same time.

As the data packet transmission time is relatively small and can be in the
same fold as a preamble in many sensor network applications, both LPL scheme
in TinyOS 2.1 and UPMA-XMAC [13] protocol use data packets to replace the
preambles. Similarly, in our analysis and design, we also let senders send data
packets instead of preambles. Figure 2 illustrates the behaviors of sensor nodes
in a generic duty cycle MAC protocol and Table 1 lists the six main parameters
to characterize a MAC protocol.

Table 1. MAC protocol parameters

Ts sender’s data retry interval

ρ sender’s idle listening period

τs transmission duration of a data packet

Tr receiver’s wakeup interval

φ receiver’s channel checking period

τr transmission duration of a beacon

The above generic model can be instantiated to a certain MAC protocol with
proper assignments to the parameters. For example, as shown in Table 2, the
X-MAC protocol can be obtained by setting τr = 0 (i.e., receiver does not send
any beacon), τs = τ (which is the data transmission duration), Ts = ε (which
is the sum of τ and the ACK turnaround time), ρ = Ts − τs, and φ = 20ms.
RI-MAC [4] can be obtained by setting τr = τ , τs = 0 (i.e., sender silently waits
for receiver’s beacon without sending a data packet), Ts = ∞, ρ = Ts − τs = ∞
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Table 2. Existing MAC protocol settings

Protocol Ts τs ρ Tr τr φ

RI-MAC ∞ 0 Ts − τs user defined τ 7ms [4]

A-MAC ∞ 0 Ts − τs user defined τ 128μs [9]

X-MAC ε τ Ts − τs user defined 0 20ms [3]

SEESAW
φ
1.2

τ ε− τ user defined 0 dynamic [5]
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Fig. 3. Rendezvous between sender and receiver

(i.e., sender keeps listening idly as long as it has packets to send), and φ = 7ms.
Note that, Tr is shown as “user defined” for all four protocols listed in the table,
as it is typically specified by the user to satisfy certain delay requirement.

2.2 Relation between Parameters

Without loss of generality, the behaviors of a sender and a receiver shown in
Figure 2 are as follows.

– When a new data packet arrives, the sender sends out the packet and mon-
itors the channel. If a receiver’s beacon is received, it retransmits the data
packet; if an ACK is received, it stops the transmission and goes back to
sleep; if neither ACK nor beacon is received within ρ time, it goes back to
sleep. After it has slept for (Ts − τs − ρ) time, the sender wakes up again
and repeats the above procedure.

– The receiver wakes up every Tr interval, sends out a beacon, and monitors
the channel for φ time. If a data packet is received within φ time, it replies
with an ACK; otherwise, it goes back to sleep.

In order to deliver a data packet within user defined one-hop delay Tr, the
relations between Ts, Tr, ρ and φ shall satisfy certain conditions, as detailed in
the following two cases:

– Case I: Ts � Tr. Consider a scenario where a sender fails in its first transmis-
sion attempt of a data packet because the target receiver is asleep, as shown
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in Figure 3(a). If the sender goes to sleep before the receiver wakes up, it will
retransmit the packet at Ts time after the first transmission attempt; that
is, a delay of at least Ts will be incurred, which is longer than Tr. There-
fore, to ensure that the data packet is delivered within delay Tr, the sender
shall instead remain awake until the receiver wakes up to send a beacon, and
then retransmit the packet. In other words, the following condition must be
satisfied:

ρ � Tr − τs − τr − φ. (1)

– Case II: Ts < Tr. In this case, as shown in Figure 3(b), if a sender fails in
its first transmission attempt of a data packet because the target receiver is
asleep, it does not need to remain awake to wait for the receiver’s beacon.
Instead, the sender can go back to sleep and wake up later every Ts time
as long as it is guaranteed that, the sender’s awake durations overlap with
the receiver’s very next awake duration. Specifically, the following condition
must be satisfied:

Ts � φ+ τs + τr + ρ. (2)

Using the parameters listed in Table 2, it is easy to verify that Inequality (1)
holds for RI-MAC and A-MAC, and Inequality (2) holds for X-MAC and SEE-
SAW. In our design, we require either Inequality (1) or (2) to hold. Note that, in
the above analysis, packet collisions or losses are not considered for simplicity;
but they are considered in our protocol design and implementation as elaborated
in Sections 3 and 4.

2.3 Lifetime Estimation

Based on the above analysis, the expected lifetime of a pair of sender and receiver,
denoted as Ls and Lr respectively, can be estimated as follows:

Ls =
es

Tr,r

2 · (ρs+τs)
Ts,s

· rs · P + gs
, (3)

and

Lr =
er

(τr+φr)
Tr,r

· P + gr
, (4)

where es and er are the amount of residual energy at sender and receiver re-
spectively, rs is the outgoing data rate at the sender, P is the amount of energy
consumed when a node’s radio is on per unit of time, and gs and gr are energy
consumption rates of sender and receiver for other causes.

In the above estimation, the data packet outgoing rate is assumed to be low
such that there is no queueing packet to be sent, which is typical in many low
duty cycle applications [14, 15]. To send each data packet, the sender needs to

wait for about
Tr,r

2 time on average, with the radio duty cycle value of ρs+τs
Ts,s

.

Therefore, it consumes about
Tr,r

2 · ρs+τsTs,s
·P energy to deliver a packet on average.
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As for the receiver, it wakes up for τr + φr time every Tr,r interval. Hence, its

energy consumption rate can be estimated as τr+φr

Tr,r
· P .

More generally, a sensor node i may act as both a sender and a receiver in the
network, and its expected lifetime Li can be estimated by considering its power
consumption for communicating with each of its senders (similar to the analysis
in Equation (3)) and each of its receivers (similar to the analysis in Equation
(4)). Details are omitted due to space limitation.

2.4 Problem Statement and Design Principle

The goal of this work is to design a MAC protocol that maximizes the lowest
nodal lifetime in the network via adjustment of MAC-layer behaviors of sensor
nodes. Formally, it can be described as follows:
Given:

P, {τs,i}, {τr,i}, {Tr,i,j where j is any sender of i},
{ri,j where j is any receiver of i}, {gi}, {ei}.

Objective:

maxmin{Li}
Subject to: for any sender-receiver pair (i, j),

Ts,i,j � φj,i + τs,i + τr,j + ρi,j , or

ρi,j � Tr,j,i − τs,i − τr,j − φj,i,

Output:
{Ts,i,j where j is any receiver of i},

{ρi,j where j is any receiver of i}, {φi,j where j is any sender of i}.

Directly solving this optimization problem is impractical because it requires each
node to know the residual energy levels, energy consumption rates and data ar-
rival rates of all other nodes in the network. Acquiring these information could
incur high communication overhead because of potentially large network scale
and dynamic nature of the information. So instead, we approach the problem in
a distributed, localized and low-cost manner. Specifically, each node only peri-
odically coordinates with its neighboring nodes to balance the lifetime between
them:

– If a node as a receiver finds itself with longer expected lifetime than its
sender, it shall attempt to take more communication overhead from the
sender. According to Equation (3), this can be done by increasing Ts and/or
decreasing ρ at the sender side, accompanied with increasing φ at the receiver
side to satisfy Inequality (1) or (2).

– On the other hand, if a receiver finds itself with shorter expected lifetime
than its sender, it shall attempt to shift more communication overhead to
the sender. According to Equation (4), this can be done by decreasing φ at
the receiver side, accompanied with decreasing Ts and/or increasing ρ at the
sender side to satisfy Inequality (1) or (2).
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This way, the minimal nodal lifetime among communicating neighbors can be
extended. As a result, the network lifetime may be prolonged.

3 LB-MAC Design

In LB-MAC, each pair of sender and receiver adapt their MAC-layer behaviors
through tuning a few operational parameters: Ts (data retry interval) and ρ
(idle listening period) for the sender and φ (channel checking period) for the
receiver. The receiver acts in a leading role. Based on the lifetime information
piggybacked in data packets from the sender, the receiver decides a proper φ and
piggybacks it in the ACK to the sender. The receiver’s behavior is elaborated
in Section 3.1. Upon receiving an ACK, the sender extracts the piggybacked φ,
based on which it adjusts its parameters Ts and ρ as elaborated in Section 3.2.

3.1 Receiver’s Behavior

The operational flowchart of an LB-MAC node as receiver is shown in Figure 4.
Every Tr interval (i.e., when the wakeup timer is fired), the receiver turns on
radio, sends a beacon and keeps monitoring the channel for φ time. During the
monitoring period, if a data packet is received, the following information will
be extracted from the packet: sender’s estimated lifetime and sender’s outgoing
data rate. The receiver may adjust its φ according to the information, and return
the updated φ to the sender in the ACK.

When a receiver adjusts its φ, the adjustment scale shall be small. This is
because multiple sender-receiver pairs may adjust their parameters concurrently;
each pair makes the adjustment according to their current knowledge of their
energy consumption rates, which can be affected by the adjustments made by
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Fig. 4. Receiver’s behavior in LB-MAC
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other pairs. Hence, if the adjustment scale is too large, thrashing may occur and
energy may be wasted. Specifically, the receiver behaves as follows, which is also
shown in the flowchart:

– φ may be updated only when some threshold conditions are satisfied: (i)
the receiver has received at least K data packets; or (ii) at least H seconds
have elapsed since the last time when φ was updated. In our design and
implementation, we empirically choose K=30 and H=60, when the difference
between the two nodes’ lifetime may change since the previous update of φ
and a new update shall be necessary.

– When the receiver has a longer lifetime than the sender, it increases φ by
5 ms; otherwise, it decreases φ by the amount of max(5ms, rreceiver

rsender
·5ms),

where rreceiver and rsender are the outgoing data rates of receiver and sender,
respectively. This way, the receiver’s energy consumption rate could be re-
duced quickly; this design is based on the consideration that data collection
is usually the major communication pattern in a sensor network and hence
a receiver usually serves multiple senders concurrently.

3.2 Sender’s Behavior

The operational flowchart of an LB-MAC node as sender is shown in Figure 5.
When a data packet arrives at the sender, the buffer is checked first. If the buffer
is not empty, the data packet is simply put into the buffer. Otherwise, the sender
makes the first attempt of transmitting this packet, and meanwhile starting a
timer that will expire every Ts time. Then, if the transmission succeeds, the
sender goes to sleep; otherwise, it remains awake for ρ time and then goes to
sleep. The sender also attempts transmitting data packets when it receives a
beacon from the target receiver. In addition, the sender wakes up and attempts
transmitting packets whenever the data retry timer expires. The timer is turned
off when the buffer becomes empty.

When the sender receives an ACK to its data packet, it will adjust Ts and
ρ according to the φ value carried in the ACK, such that (i) either Inequal-
ity (1) or (2) is satisfied to ensure data packet delivery within delay Tr, and (ii)
its idle listening time is as short as possible. The adjustment is performed as
follows:

– If Inequality (1) is satisfied, the average radio-on time of the sender for the
successful delivery of each data packet is estimated as

τs +
ρ

2

� τs +
Tr − τs − τr − φ

2
, due to Inequality (1)

=
Tr + τs − τr − φ

2
.

That is, the minimum average radio-on time is

Tr + τs − τr − φ

2
, (5)
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Fig. 5. Sender’s behavior in LB-MAC

which can be achieved as long as

Ts = Tr, and ρ = Tr − τs − τr − φ. (6)

– If Inequality (2) is satisfied, the average radio-on time for the successful
delivery of a data packet is estimated as

1

2
· Tr
Ts

· (τs + ρ)

� Tr · (τs + ρ)

2(φ+ τs + τr + ρ)
, due to Inequality (2)

=
Tr
2

· (1− φ+ τr
φ+ τr + τs + ρ

).

As the transmission duration of a software ACK is similar to the transmission
duration of a beacon, the minimum ρ value is τr. Therefore, the minimum
average radio-on time is

Tr
2

· (1− φ+ τr
φ+ τr + τs + τr

), (7)

which is achieved when

Ts = φ+ τr + τs + τr, and ρ = τr. (8)

– If the sender’s radio-on time computed by Formula (5) is less than or equal to
that computed by Formula (7), Ts and τs are set as in Equation (6) to reduce
sender’s energy consumption; otherwise, Ts and τs are set as in Equation (8).

3.3 Robustness of the LB-MAC Design

One of the key features in LB-MAC is that, LB-MAC allows neighboring nodes
to exchange additional control information and then adjust their MAC-layer
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behaviors together. Therefore, in order for LB-MAC to be practically useful, it
is critical to ensure that LB-MAC functions properly in the presence of packet
losses, route changes and multiple concurrent senders, all of which are inevitable
in practical environments.

Loss of Data Packets. Loss of data packets has no effects on LB-MAC. The
sender will keep retransmitting till the data is delivered successfully, or till the
maximum retry limit has been reached and data is discarded. During the pro-
cess, both sender and receiver operate with the previously-agreed upon MAC
parameters.

Loss of ACK Packets. Loss of an ACK may cause sender and receiver to lose
synchronization of their MAC behaviors, since the important decision on MAC
behavior adaptation may be piggybacked in the ACK. For example, a receiver
may decide to reduce φ and carry this decision in an ACK. Unfortunately, due
to loss of this ACK, the sender never gets notified of the change and continues
operating with a Ts value that is larger than the new φ. As a result, the Inequal-
ity (1) or (2) given in Section 2.2 may be violated, and the rendezvous between
sender and receiver is lost. To deal with this issue, LB-MAC adopts a rescue
mechanism. The idea is to allow a sender to change ρ to Tr when the number
of data retries exceeds �Tr/Ts�, which is the maximum number of data retries
during a Tr interval. This is to guarantee that sender and receiver recover from
the loss of MAC behavior synchronization in at most 2Tr time.

Handling of Channel Contention. In LB-MAC, Ts is a tunable parameter
and when it becomes too small, data messages are sent in very short intervals,
which may cause severe contention to the channel and a large number of packet
collisions. As a result, senders may waste energy contending for the channel. To
deal with this situation, LB-MAC sets the minimum Ts value to 20ms which is
specified in [3] for the same purpose.

Handling of Multiple Concurrent Senders. In LB-MAC, as the parameter
tuning is made pair-wisely, a node who serves as a common receiver for multiple
senders may decrease φ for one sender and then lose the rendezvous with other
senders. To address this problem, a receiver keeps record of the φ value scheduled
with each sender, and choose the largest φ value as its own channel checking
period such that the rendezvous with all senders can be satisfied.

Handling of Route Changes. In practice, a sender node may switch to a new
receiver due to routing updates. The receiver may waste energy on unnecessarily
long channel checking period if it keeps using the φ value scheduled for the stale
sender. In LB-MAC, the receiver node periodically checks and drops stale senders
and thus the φ value for staled senders will not be used. Similarly, a sender node
may also drop stale receivers periodically if they don’t interact with each other
after certain period. When the sender switches to a new receiver, it sets ρ = Tr
to wait for the target receiver’s beacon and establish the rendezvous.
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4 LB-MAC Implementation

LB-MAC has been implemented in TinyOS 2.1.0. The core scheduling compo-
nent of LB-MAC is the LBMACScheduler component, which resides atop the
radio core layer and handles all operations of message processing and parameter
tuning based on the flow chart as shown in Figures 4 and 5. Some adaption
code of LB-MAC is also developed for the radio core layer which provides a
variety of low-level supports for the LBMACScheduler component. In the fol-
lowing, we present the message formats defined by LB-MAC and discuss some
implementation issues.

In LB-MAC, the beacon message is used by a receiver either as a beacon sent
upon its wakeup or as a software ACK sent to acknowledge the reception of a
data packet. The type field defined in a general TOS message header is reused
in the beacon messages. The same as in the implementation of RI-MAC, the
type field in a beacon message carries the backoff window size decided by the
receiver, to allow its senders to choose their backoff slots based on this value.
Different from RI-MAC and A-MAC, LB-MAC adds 2-byte fields to each beacon
message for carrying parameters φ. In a data packet, estimated nodal lifetime
and outgoing data rate of the sender are piggybacked to the end of the data
payload, both of which are used by the receiver when deciding MAC parameters
as discussed in Section 3.1.

In LB-MAC, estimated nodal lifetime is a key factor in determining the MAC
mode and parameters, and the capability to measure nodal residual energy level
is necessary for lifetime estimation. Though the residual energy level can be
estimated using energy meter devices [16] or monitored precisely with integrated
software and hardware support [17], only a few existing sensor motes [18,19] are
designed with the required hardware support. To cope with this constraint, the
implementation of LB-MAC adopts a software based residual energy estimation
scheme, which has also been used in existing works [20].

The basic idea is that, for each type of battery, the mapping between a battery
voltage reading and the residual energy level is found, and the information is
then input to our LB-MAC module. As an example, Figure 6 shows the mapping
that we have found for a pack of two AA Ni-Mn batteries. Particularly, we find
the mapping using the following method: A sensor mote is configured to start
working when its battery voltage reading is 3 V, in full duty cycle with sensing
activity enabled. Every a small time interval, the voltage reading is recorded
and time-stamped, until the energy is depleted. Let these records be (ti, vi) for
i = 0, · · · , n, where t0 = 0, v0 = 3 and tn is the time when the energy is found
depleted, and let the initial energy of the batteries be estimated as e0 = tn ·v0 ·I,
where I is the current. Then, the residual energy level corresponding to battery
reading vi can be estimated as ei = e0 · tn−titn

.
With the input mapping between battery readings and residual energy levels,

a sensor node can estimate its residual nodal lifetime based on its voltage reading
and consumption rate. To reduce the overhead for storing the mapping informa-
tion, the whole voltage range can be divided into multiple segments such that the
mapping relation for each segment can be captured with a simple function; this
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Fig. 6. Mapping between battery voltage readings and residual energy levels (for two
AA Ni-Mn batteries)

way, only the functions and segment information need to be stored [21]. Though
our current implementation requires extra measurement work to find out the
mapping between battery readings and residual energy levels, we believe that
more precise and pervasive hardware support will be available in near future due
to the increasing demand of lifetime-aware services [1].

5 Performance Evaluation

Experiments have been conducted to evaluate the performance of LB-MAC and
compare it with X-MAC, RI-MAC and SEESAW, in terms of network lifetime,
average per-hop delay, data delivery ratio and network power consumption. Here,
the network power consumption is defined as the amount of energy consumed in
the whole network divided by the network lifetime.

The testbed is composed of 37 TelosB motes, organized as a 6×6 grid (shown
in Figure 7). Node 0 is connected to PC, keeping its radio on all the time to
serve as the sink. Two scenarios of event-driven sensing and data collection are
emulated:

– Static events scenario, in which static events are assumed to be detected
by sensors 28, 29, 32, 34, 35 and 36 only. These sensors (i.e., source nodes)
generate data packets at a certain rate and forward them hop by hop to the
sink.

– Dynamic events scenario, in which dynamic events are emulated to occur
and be detected by sensors in one of the three dotted rectangles at a time.
A sensor that detects an event generates data packets at a certain rate and
forward them hop by hop to the sink.

3
1

2115106

52 2620149

84 30251913

127 33292418

1711 35322823

2216 36343127

0

Fig. 7. Deployment of sensor nodes in testbed experiments. The routing pathes are
determined by the CTP protocol.
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Fig. 8. Performance comparison with static events and uniform initial nodal energy
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Fig. 9. Performance comparison with static events and non-uniform initial nodal energy

In the experiments, the CTP [22] protocol is used to form and adjust the paths
for data packet forwarding, and the recorded longest hop count in the network
is 8. Parameter Tr is fixed at 1 second for all protocols, and parameters φ, ρ and
Ts for X-MAC, RI-MAC, and SEESAW are set as in Table 2 which adopt the
default settings in [3], [4] and [5].

Due to the prolonged network lifetime, it may take weeks to drain completely
fully-charged batteries of sensor nodes. In order to conduct the experiments in
a reasonable amount of time while demonstrating the feature and performance
of evaluated protocols, we study how fast a sensor node consumes a designated
small portion of its full energy, and evaluate its nodal lifetime as the time period
during which this designated amount of energy is consumed. Particularly, at the
beginning of each experiment, the initial available nodal energy distribution may
be uniform or non-uniform. When the distribution is uniform, each sensor node’s
initial available energy is designated to 400 Joules; when it is non-uniform, the
initial available energy varies between 300 and 400 Joules.

5.1 Performance with Static Events

We first evaluated the performance of LB-MAC with static events when the
initial energy distribution is uniform or non-uniform. The results are shown in
Figures 8 and 9.

As shown in Figures 8(a) and 9(a), LB-MAC achieves longer network lifetime
than RI-MAC, X-MAC and SEESAW do under various conditions. Particularly,
when the data generation interval is 2.5 seconds, the network lifetime achieved by
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LB-MAC is about 90% longer than that achieved by RI-MAC and X-MAC, and
30% longer than that achieved by SEESAW, with uniform initial nodal energy.
The leading edge is even more significant (e.g., about 50% longer than SEESAW)
with non-uniform initial nodal energy. This is mainly due to the following rea-
sons. As RI-MAC and X-MAC fix MAC protocol parameters, bottleneck nodes
have the heaviest workloads, consume more energy than others, and their nodal
lifetime constrains the network lifetime as shown by Figure 10. Instead, LB-MAC
dynamically adjusts MAC parameters to shift the communication overhead, bal-
ance nodal lifetime as shown by Figure 10, and hence significantly increases
the network lifetime. SEESAW also attempts to balance nodal lifetime, but its
capability of parameter adjustment is less effective than LB-MAC because its
adjustments follow a set of fixed policies that are not adaptive to changes in
conditions.

The evaluation results in (b), (c) and (d) of Figures 8 and 9 show that, LB-
MAC does not compromise its performance in other aspects to attain longer
network lifetime. Specifically, LB-MAC maintains similar packet delivery ratio,
per-hop delay and network power consumption as RI-MAC, X-MAC and SEE-
SAW.

A Working Trace. To further illustrate how LB-MAC adaptively changes
MAC behaviors to balance nodal lifetime, Figure 11 plots changing traces of
parameters Ts, ρ and φ at forwarding node 24, as well as the changing trace of
φ at node 13, on path 32→24→13.

At time instance 0, the estimated nodal lifetime of node 24 is higher than
that of nodes 13 and 32. Hence, as the receiver of link 32→24, node 24 increases
its φ to shift the communication overhead from 32 to itself. Meanwhile, as the
receiver of link 24→13, node 13 assigns a very small value to its φ such that it
keeps awake for only a very short duration every time it wakes up. In response,
node 24 sets its Ts and ρ as in Equation (6); that is, whenever node 24 has data
packets to send to node 13, it keeps awake to wait for beacon from node 13 and
then transmit the packets. This way, workload associated with communication
between nodes 24 and 13 is mostly shifted to node 24. As a result of the above
parameter adjustment, the nodal lifetime of nodes 13, 24 and 32 is balanced
gradually during the time interval [0, 0.8h]. Shortly after time instance 0.8h,

 0

 100

 200

 300

 400

 500

(J
)

initial

 0

 100

 200

 300

 400

 500

(J
)

initial X-MACX-MAC RI-MACRI-MAC SEESAWSEESAW LB-MACLB-MAC

(a) Uniform initial nodal energy

 0

 100

 200

 300

 400

 500

(J
)

initial

 0

 100

 200

 300

 400

 500

(J
)

initial X-MACX-MAC RI-MACRI-MAC SEESAWSEESAW LB-MACLB-MAC

(b) Non-uniform initial nodal energy

Fig. 10. Snapshot of available remaining energy of nodes 1, 5, 13, 24, 32 and 36 after 2
hours of network operation with static events (data generation interval at source nodes
is 2.5 seconds)
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Fig. 11. Changing traces of φ, ρ and Ts at node 24 and φ at node 13 on path
32 → 24 → 13
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Fig. 12. Performance comparison with dynamic events and non-uniform initial nodal
energy (note: data interval “2.5-10” means data packets are generated at an interval
uniformly distributed in [2.5s, 10s])

node 24’s nodal lifetime drops to be shorter than that of nodes 13 and 32.
Adapting to the change, node 24 decreases its φ to shift some communication
overhead to its sender node 32 on link 32→24, and meanwhile decreases its ρ
and adjusts its Ts accordingly to shift some communication overhead to node 13
on the link 24→13.

5.2 Performance with Dynamic Events

As shown in Figure 12, with dynamic events, LB-MAC can still achieve sig-
nificantly longer network lifetime than the state-of-the-art MAC protocols while
maintaining similar network power consumption and per-hop delay as those pro-
tocols (packet delivery ratio for all protocols is close to 100% and the figures are
omitted here). The results well demonstrate the robustness and good perfor-
mance of LB-MAC in practical scenarios where (i) the nodal initial energy is
heterogeneous, (ii) the routing paths and the traffic pattern are time-varying
and (iii) the data sources are temporally and spatially dynamic. In particular,
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the adaptiveness and performance stability of LB-MAC under different network
settings are even obvious when compared to the SEESAW protocol. In the prior
experiments with static events, SEESAW attains longer network lifetime and
lower network power consumption than X-MAC and RI-MAC do; however, with
more dynamic routing and more time-varying traffics, the performance of SEE-
SAW is degraded significantly due to its fixed and empirical polities for MAC
parameter tuning. On the contrast, LB-MAC’s adaptive design enables itself to
overcome these practical problems and deliver good performance stably.

6 Conclusion and Future Work

In this paper, we present a new MAC protocol, called LB-MAC (Lifetime-
Balanced MAC), which is designed from the perspective of network lifetime
maximization. The key idea of LB-MAC is to allow sensor nodes to adjust their
MAC-layer behaviors dynamically so as to extend the network lifetime through
balancing nodal lifetime between communicating neighbors. The effectiveness
of the proposed scheme is demonstrated via in-depth experimental results. Fu-
ture work will be conducted along the following directions. As many schemes
have been proposed at other layers to balance nodal lifetime or nodal energy
consumption, we plan to compare LB-MAC with these schemes and study the
advantage and limitations of each approach. Based on the study, we will explore
the feasibility and strategy of the balancing techniques through cross-layer in-
tegration with middle layer [23], routing layer [24] or services in other network
layers. We will also extend LB-MAC by adding lifetime balancing support for
broadcast or multicast data services. In duty cycle sensor networks, the basic
approach for broadcast or multicast is to transmit data to the destination nodes
through unicast one by one [13,25] and the advanced scheme is to delegate data
transmissions to different nodes [26] so the original broadcast or multicast ini-
tiator can go to sleep earlier to save energy. Such extensions are also applicable
to LB-MAC, and we believe that LB-MAC’s performance may be improved fur-
ther if the traffic pattern (unicast, multicast or broadcast) can be used when
adjusting the MAC-layer parameters.
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Abstract. If a very large volume of data generated from the scan of
RFID tags on individual items continuously flow into a single RFID mid-
dleware component with limited hardware resources, its entire data pro-
cessing time for extracting necessary information from this huge amount
of scanned data may become considerably longer. This paper presents
mobile agent-based distributed software modules applicable to tradi-
tional RFID systems to highly alleviate a huge amount of workload of
the middleware by addressing this fundamental limitation. They provide
a convenient environment enabling required data to be pre-processed re-
peatedly in transit by transferring a mobile agent including its specified
data management rules to numerous mobile readers. Simulation results
verify that our proposed system performs better and more reliable than
the traditional one processing the data by fixed readers after having ar-
rived at the destination in case a large amount of RFID tag data should
be processed in middlewares with RFID readers.

Keywords: distributed computing, scalability, reliability, agent mobil-
ity, RFID system.

1 Introduction

Radio Frequency IDentification(RFID) technology allows all tags physically cov-
ered by their readers to be recognized simultaneouslywithout any human interven-
tion unlike some other automatic identification and data capture technologies that
sense objects in a serial manner[9]. If there are a certain number of tags in the cov-
erage area of readers, they identifies all the tags in a short time and delivers them
to the corresponding RFID middleware. Then, this middleware filters, transforms
and aggregates tag data collected from their readers, and sends only the essential
information to RFID applications executing their individual business tasks. This
technical potential has RFID systems be widely used inmany industrial fields such
as military supply chain management, airport baggage handling and monitoring,
food tracing, security and healthcare[9]. In particular, in the physical distribution
industry, the introduction of RFID has enormously contributed to effectivelymon-
itoring locations and information of products in real-time.

As RFID tag prices have rapidly been decreasing, each tag is attached not
only to a packing box or a pallet, but also to an individual item for managing

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 292–300, 2012.
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the item much more precisely. However, if a very large volume of data gener-
ated from the scan of these RFID tags on individual items continuously flow
into a single RFID middleware component with limited hardware resources, its
entire data processing time for extracting necessary information from this huge
amount of scanned data may become considerably longer. For example, several
terabytes of RFID data is expected to generate at Wal-Mart everyday[10]. This
high velocity of producing electronic product codes(EPC), locations and reading
time of tags may cause even modest RFID systems to generate tens of gigabytes
of data daily. On the other hand, although RFID reader manufacturers attempt
to raise the read rate accuracy up to 95-100%[16], the real-world observed read
rate accuracy still remains on average in the 60-70% range[11]. So, due to this
technological limitation, the widespread adoption of RFID technology is being
delayed. Therefore, specific technologies are in great demand to handle and fur-
ther to reduce the load of the middleware.

Mobile agent is an autonomous and independent software program to satisfy
the corresponding user’s goal on behalf of the user while visiting various target
nodes through a network[1,15]. This mobile agent technology has several advan-
tages such as reduction of network traffic, overcoming of network delay, enabling
asynchronous execution and enhancement of dynamic adaptability. Thanks to
these desirable features, this technology may be applicable to RFID middle-
wares for greatly improving their performance in several ways like in other fields
such as telecommunication, ubiquitous computing, grid computing and sensor
network[1,3,12,15]. A static load balancing mechanism[6] based on the min-max
cost and tag count assignment was presented. Park et. al.[13] designed a decen-
tralized load balancing mechanism by creating a connection pool between RFID
middlewares and readers. Tag data are distributed to multiple middlewares from
a connection pool by its manager. However, the load balancing behavior of these
two mechanisms is static. So, they cannot accommodate a variety of workload
patterns of incoming tag data well[4]. In order to solve this drawback, an adaptive
load balancing system using mobile agents[4] was proposed. But, its centraliza-
tion behavior may burden RFID middlewares with all the load sharing tasks.
All these previous works mentioned above force all RFID tag data to be pro-
cessed only in the middleware. Thus, different mechanisms using mobile agents
are essential to highly alleviate a huge amount of workload of the middleware
by addressing this fundamental limitation.

This paper presents mobile agent-based distributed software modules appli-
cable to traditional RFID systems to satisfy this requirement efficiently. They
provide a convenient environment enabling required data to be pre-processed
repeatedly in transit by transferring a mobile agent including its specified data
management rules to numerous mobile readers. This behavior can significantly
reduce the elapsed time required for processing huge volumes of tag data at the
readers and middlewares with their very high recognition rates compared with
the existing ones processing the data by fixed readers after having arrived at the
destination.
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Fig. 1. Overall structure and processing steps

2 New RFID Software Modules

Like in figure 1, our proposed system consists of two parts, in-transit reader mod-
ule and middleware module. First, the reader module is divided into five com-
ponents, agent manager, reader manager, event manager, buffer, RFID reader.
Second, the middleware module is agent manager added to the traditional RFID
middleware functionality. Let us explain the entire processing steps of the system
in detail using figure 1 as follows; the agent manager in the middleware part cre-
ates a mobile agent with some data management rules(DMRs) its user wants to
enforce for collecting needed tag data from his or her specifying readers and then,
sends the agent to the established readers. After the mobile agent has arrived
at the agent manager in each reader, it gives the RFID reader the management
rules it has through the reader manager. Afterwards, the reader configures its
environment with the rules, and collects raw tag data from its physical sensing
component accordingly and delivers them to the event manager. Next, the event
manager eliminates redundant and unnecessary data from them, and makes some
aggregated data complying with the DMR, which are saved into the buffer. The
mobile agent continues to process all the accumulated data produced through
such repetitive stages to its desired level. As the moving vehicle arrives at its
appropriate place, the agent with the processed data required migrates to the
agent manager in the middleware part, delivering the data to the traditional
middleware module. If it is expected agent migration overhead is high because
the amount of the processed data are very large, the agent attempts to establish
a communication link to the agent manager in the middleware part for bringing
the data to it without agent migration, disappearing after it has finished its task.
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(a) In case of homogeneous environments

(b) In case of heterogeneous environments

Fig. 2. Applied examples

Let us show you two different examples in figure 2 for better understanding of
our proposed system. The first example in figure 2(a) supposes there are agent
execution and mobility enabling environments homogeneous and two different
branches A and B know each other’s requirements with DMRs. In this case, the
agent manager in branch A’s middleware part creates a mobile agent α with
DMRs branch B intends to enforce and then, clones and transfers it to readers
in designated vehicles. Next, the agent resumes and executes its task in the agent
manager in its corresponding reader. As mentioned above, the agent makes a new
configuration onto the RFID reader according to the DMR it is carrying, which
allows RFID tag data coming from the reader to be pre-processed and saved into
the buffer while the vehicle is in transit. As the vehicle parks at its destination,
the agent with the desired pre-processed data moves to B’s middleware part or
is self-destroyed after having delivered the data to B’s middleware.

The second example in figure 2(b) reflects heterogeneity of mobile agent ex-
ecution environments and requirements with DMRs each branch assumes. This
distinction forces branch B’s middleware part to create a mobile agent α with
DMRs in person and transfer it to A’s middleware. The remaining procedure is
the same as in figure 2(a).

3 Simulation

For constructing our simulation environment, we used Rifidi emulator[14], which
is EPCglobal’s ALE specification compliant[2,8] and implemented in java
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Fig. 3. Simulation model

language. Also, this emulator enables virtual RFID tags to be generated in the
same environment as real-world RFID systems and supports low-level reader
protocol(LLRP)[2,7]. The simulated system consists of one RFID middleware
and three virtual readers like in figure 3. In order to embed our mobile agent-
based modules in the emulator, we modified the software components for RFID
reader and middleware like in figures 4 and 5.

In this section, we perform extensive simulations to compare our mobile agent-
based RFID system (denoted by Ours) with the traditional one (denoted by
Prev). Two performance indices are used; the average number of readings re-
quired until all given tags can be recognized by each RFID reader (denoted by
NORR) and the total time required until all given tags can be recognized and
their collected data, delivered to the middleware (denoted by TTRR). There are
also two important simulation parameters as follows; the recognition rate of a
RFID reader per reading (denoted by RRPR) and the number of RFID tags
that each RFID reader should recognize (denoted by NORT).

Table 1 shows NORR of RFID readers for the various NORT and RRPR
values respectively. As expected, we can see that NORR becomes larger as
NORT increases, RRPR decreases or both. In particular, even if RRPR is up
to 95%, each reader should scan tags about three times on average. Thus, if this
overhead can be eliminated like in our approach, the entire tag processing time
will be significantly reduced.
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Fig. 4. RFID reader emulator for Ours

The left side of table 2 shows TTRR of the two systems for the various NORT
values ranging from 100 to 800 when RRPR is 95%. These simulation results
indicate that TTRR of Ours is larger than that of Prev if NORT is less than or
equal to 200 because of agent migration overhead of Ours. However as NORT
increases above 200, the effectiveness obtained from Ours’s pre-processing using
mobile agents becomes evident. From the results, we can see that the gap between
TTRRs of the two systems significantly increases as NORT becomes larger.

The right side of table 2 illustrates their TTRR for the various RRPR values
ranging from 80% to 99% when NORT is 500. In this figure, we can see that
TTRR of Ours is much lower than that of Prev because TTRR of Ours need
not include the time required for RFID tag data processing of readers with the
target middleware as the vehicle arrives at its destination. In particular, even if
RRPR is up to 99%, Ours reduces about 37.5% of TTRR compared with Prev.

In conclusion, the simulation results show Ours significantly performs better
and more reliable than Prev in case a large amount of RFID tag data should be
processed in the middleware with RFID readers.
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Fig. 5. RFID middleware emulator for Ours

Table 1. NORR

NORT (RRPR=65%) RRPR (NORT=500)

200 5.9 65% 7.7

300 6.8 75% 5.3

400 7.1 85% 4.0

500 7.7 95% 2.7

Table 2. TTRR

NORT Ours Prev RRPR Ours Prev

100 378ms 205ms 80% 627ms 1248ms

200 422ms 401ms 85% 627ms 1088ms

300 503ms 605ms 90% 627ms 1055ms

400 572ms 795ms 95% 627ms 1026ms

500 627ms 1026ms 99% 627ms 1005ms

600 698ms 1205ms

700 735ms 1381ms

800 804ms 1659ms
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4 Conclusion

This paper presented mobile agent-based software modules to efficiently reduce
the load of the middleware by pre-processing a lot of tag data while items are in
transit. This desirable feature may clearly have an effect on overcoming the low
observed read rate accuracy of real-world readers and a high volume and speed
of data produced from dynamic RFID environments unlike the traditional ones.
Simulation results indicate that embedding our modules into RFID middlewares
and readers may greatly accelerate tag data processing and provide higher level
of reliability of RFID systems by raising the tag recognition rate in a short time
limit. If a highly fast mobile agent transfer protocol like in [5] is used as the
fundamental block of mobile agent execution environments, the agent migration
latency may be considerably reduced, which makes our approach more practical.
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Abstract. Turbo codes are widely used in many communication systems, and 
decoding algorithm is studied intensively. Most decoding algorithms are Max-
Log-MAP based, which performs arithmetic computation in logarithm domain. 
In recent years, stochastic turbo decoding has been proposed as a potential high 
parallel scheme. Stochastic decoding is carried on in probability domain, and 
probability computations are done by logical operation of stochastic bit streams. 
In this paper, stochastic decoding is improved in three ways: firstly, use OR 
gate instead of multiplexer or Taylor expansion in exponential domain for prob-
ability adding operation, where data distribution of turbo decoding process is 
utilized; secondly, a direct intra parallel streams barrel shifter is used to break 
correlation of division results; thirdly, random initialization instead of zero in-
itialization for flip-flop is used to shorten warming up time of decoding stages. 
Simulations show that these improvement methods reduce decoding complexi-
ty: it costs less hardware resources and decoding cycles/time. Stochastic decod-
ing also shows scalable and flexible characteristics in the Software Defined  
Radio (SDR) scenario. 

Keywords: Stochastic decoding, turbo codes, LTE, Software Defined Radio, 
Data parallelism. 

1 Introduction 

Turbo codes decoding has been studied thoroughly recent years. Most methods are 
Max-Log-MAP based. Max-Log-MAP convert probability multiplying to Log-
Likelihood Ratios (LLR) adding and maximum [1, 2], as adder is simpler than multip-
lier. Stochastic turbo decoding uses original form of probability calculation, but 
avoids arithmetic multiplier. It converts probability to stochastic bit stream, where 
probability is carried by events of ‘1’ occurrence. Then probability computation can 
be done by logical operation of stochastic streams. Assuming probability P is 
represented by a stochastic bit stream, where probability of ‘1’ occurrence is P. Then 
multiplying two probabilities  and  can be done by put the two bit streams 
through AND gate. It can be proved easily that probability of ‘1’ occurrence of output 
bit stream from AND gate will be . Adding, normalization and division operations 
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In this paper, adding is done by OR gate instead of prior art in turbo decoding.  
If two stochastic streams (one has probability , the other has probability ) are 

put through OR gate, it can be easily proved that output stream has probability 
ty . Consider normalized error over real adding result . The 

error can be rewritten as / / / . Fig. 5 plots the error versus 10
sus 10 / . 

From Fig. 5, if difference of P1 and P2 is larger, the error will be smaller. This is 
the basic reason that why OR gate can be used to do adding in turbo decoding, be-
cause large difference does occur high probably among metrics in one stage. Though 
two streams condition is analyzed, it can be extended easily to more streams case, 
which is the situation of eight state metrics per stage in LTE turbo codes. Fig. 6 plots 
Cumulative Distribution Function (CDF) of maximum state metric and minimum 
state metric difference per stage before normalization. The simulation condition is 
first iteration, code length 6144 bits and Eb/N0 0.6dB. 

 

Fig. 6. CDF of differences of state metrics in one stage before normalization 

From Fig. 6, 70% differences are more than 10 times, and 90% differences are 
more than 5 time times. Residential error is limited by normalization and code redun-
dancy through iteration process. Simulation result in section 4 shows that the error has 
little impact on performance. 

OR gate is much simpler than Fig. 3 (a) and Fig. 4. OR gate doesn’t have warming 
up delay, because it is combinational logic. So it can decrease decoding cycles. Ap-
parently, it is superior to scheme with register when consider decoding cycles. 

3.2 Improvement Method 2: Direct Inter Streams Permutation 

To overcome latching problem of JK flip-flop based division, [10] and [8] describe 
EM memory method for single bit stream and barrel shifter method for multi bits 
stream. See Fig. 7. 
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Fig. 9. Stochastic decoding BLER performance 

improvement methods, 192 decoding cycles (curve 4) achieve less than 0.25dB gap 
with max-log-map decoding (curve 5), while 1024 decoding cycles is need in [6] to 
achieve the same performance. Decoding cycles in this paper has been decreased 
much than prior art. 

5 Consideration in SDR Scenario 

In SDR scenario, implementing algorithm with high parallel is a key point for utilize 
processor resources. Data parallelism has become more and more important in paral-
lel computation. There are many researches on how to implement Max-Log-MAP 
algorithm in parallel form [9].  

When Max-Log-MAP is implemented by several parallel sub decoders [9], there 
are some limitations. 1. The number of sub decoders can’t be too big, or decoding 
performance will be degraded because of too short code length in each sub decoder. 
Parallel degree is limited. 2. The first and last decoder is a little different with other 
decoders. It isn’t an ideal data parallelism case. An ideal case is that many same de-
coders process different dat. 3. If number of decoders/parallel degree is changed, pa-
rameters of overall decoder and sub decoders have to be changed accordingly.  

Stochastic won’t have those drawbacks. Because of native character of probability, 
if more quick result is desired, more same decoders/processes can be created to have 
more random events in unit time, which is an ideal data parallelism. If resources are 
limited, less decoders/streams can be used to have enough random events in longer 
time. Stochastic decoding has good scalable characters, every single parallel decoder 
maintains same implement no matter how parallel degree is changed. 
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6 Conclusion 

In this paper, three improvement methods are proposed for stochastic decoding of 
LTE turbo codes: using OR gate for adding, direct intra streams barrel shifter, and 
random initialization of flip-flop. Simulation results show that these improvement 
methods have decreased hardware complexity and increased time efficiency by more 
than five times. Stochastic decoding is also very suitable for data parallelism in the 
Software Defined Radio scenario. 
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Abstract. In this letter, the problem of distributed estimation in a
wireless sensor network with uncertain observation noise distributions
is considered, where each sensor only sends one-bit quantized data to a
fusion center. Two robust estimators called quantized mean estimator
and trimmed mean estimator are proposed. The asymptotic relative ef-
ficiency and influence function of the proposed estimators are derived.
Numerical results illustrate the performance advantages of the proposed
estimators over the maximum likelihood estimator.

Keywords: Robust estimation, distributed estimation, decentralized
estimation, sensor network.

1 Introduction

Sensor networks can accomplish signal processing tasks such as detection, esti-
mation, and target tracking. The problem of distributed estimation in wireless
sensor networks has been widely studied in recent years [1]–[12], where the one-
bit quantized data are transmitted from sensors to a fusion center (FC). For
the case where complete information about the joint distribution of observations
is known, the maximum likelihood estimator (MLE) of a scalar parameter was
shown to achieve the Cramér-Rao lower bound (CRLB) asymptotically [1]–[4],
[12,13]. For the case where the information of the precise covariance matrix can
be obtained, a one-bit adaptive quantization scheme was proposed to increase
the convergence speed of iterations [8]. In addition, for the case where only the
knowledge of either the observation noise range or its second-order moment is re-
quired, a universal decentralized estimation scheme was introduced [10]. Most of
these works assumed that the observation noise follows a Gaussian distribution
or a known non-Gaussian distribution.

However, in practice the distribution of the observation noise may not be fully
known [14]. Some observations are quite atypical in that being far from the bulk
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Research Fund for the Doctoral Program of Higher Education (NO.20110172110033).
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of the data and are called outliers. Such situations can result from apparatus
malfunctions and man-made impulsive activities. It is expected that a robust
estimator be designed to deal with the atypical observation noise distributions.
Conventional parameter estimation methods such as the most common MLE
[1,2] with one-bit quantized data are inefficient in this case. Their estimation
performances may degrade substantially in the presence of such outliers.

In this letter, two robust estimators are proposed under the situation that
the dominant distribution of the observation noise is Gaussian but the contam-
inating distribution of the observation noise is not required to be Gaussian and
bounded. The measures of robustness of the proposed estimators are derived.
The proposed estimators have the following characteristics: firstly, they are less
sensitive to minor deviations from the dominant distribution than the MLE with
one-bit quantized data [1,2,12,13]; secondly, they have reasonably good (optimal
or suboptimal) performances when no outliers exists.

2 Problem Formulation

Consider a wireless sensor network with a FC, where N sensors are spatially
deployed to estimate an unknown parameter θ. The observation of the sensors
can be represented by

xk = θ + nk, k = 1, · · · , N, (1)

where xk and nk are the k-th observation and observation noise, respectively.
Different from the traditional assumption that observation noises follow a

Gaussian distribution or a bounded non-Gaussian disribution, here the distribu-
tion of nk is modeled as

f(nk)  → (1− ε)G+ εH, (2)

where G = N(0, σ2) is the dominant Gaussian distribution, H is a contaminat-
ing distribution (outlier), ε is a constant fraction, and ε ∈ [0, 1). {f(nk), k =
1, · · · , N} are assumed to be independently and identically distributed.

Due to the bandwidth constraint, all sensors quantize their observations into
one-bit binary data by applying a common threshold τ and then transmit the
quantized data directly to the FC. The channels between sensors and the FC
are assumed to be orthogonal and are binary symmetric channels (BSCs) with
the same crossover probability pr.

Because the distribution of the contaminating outliers is unknown a priori
and is likely unbounded, classical estimators including the exact MLE cannot
be directly applied. To cope with such a situation, two robust estimators are
designed to deal with the unknown distribution.

The robust estimation problem is essentially to design an estimator that has
a “good” behavior in a “neighborhood” of a model [14].
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3 Robust Distributed Estimators

It is observed that in the absence of outliers the MLE with raw observation
is theoretically optimal in the sense that it asymptotically achieves the CRLB.
Note that with one-bit quantized data, the MLEs under ideal channels and BSCs
may keep the above optimality [1]–[4], [6], [12,13]. It is inferred that when the
distribution of observation noise is contaminated, the MLE may not be effective
without the knowledge of the distribution of observation noises. To accomplish
parameter estimation without the knowledge of the distribution of observation
noises, two robust distributed estimators are designed as follows.

3.1 Quantized Mean Estimator

The transmitted binary observations from the sensors b := [b(1), · · · , b(N)]T are
given by the index function

b(k) = 1{xk ∈ [τ,+∞)}, k = 1, · · · , N, (3)

and the received binary observations in the FC b̃ := [b̃(1), · · · , b̃(N)]T are given
by

b̃(k) =

{
b(k), with probability 1− pr ;
1− b(k), with probability pr.

(4)

A quantized mean estimator (QME) is adopted at the FC, which is given by

F̂Q(θ) =
1

N

N∑
k=1

b̃(k). (5)

3.2 Trimmed Mean Estimator

A proportion of the largest and smallest observations can be discarded before
being quantized. A confidence interval [xa, x1−a] is defined, where xa and x1−a
denote the ath and (1−a)th quantile, respectively. We assume that there are no
information exchange between sensors and each local sensor has a prior knowl-
edge of quantiles. Observations which are not within the interval will be ignored.
In essence, such trimming results in focus on the middle proportion of a distri-
bution. The trimmed mean estimator (TME) is defined as

F̂T (θ) =
1

Ñ

Ñ∑
k=1

b̃(Ñ , k), (6)

where b̃(Ñ , k) denotes the kth of the Ñ trimmed binary observations.
The above two estimators are built only on G and are robust to H . Similar to

the definition of parameters of the Bernoulli random variables [13], θ is estimated
by solving the following equations:

pr + (1− 2pr)q(c,0)(τ − θ) = F̂Q(θ), (7)

pr + (1− 2pr)(q(c,0)(τ − θ)− a) = F̂T (θ), (8)
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where q(c,ε)(·) is the complementary cumulative distribution function (CCDF)
of f . Note that q(c,0)(·) is the CCDF of G.

4 Robustness Measure

4.1 Asymptotic Relative Efficiency

It is assumed that the contaminating distribution H is continuous in its domain
of definition. The ARE of F̂Q(θ) relative to F̂T (θ) [14] is defined as:

ARE(ε)Q,T = lim
N→+∞

V ar(F̂T (θ))/[E(F̂T (θ))]
2

V ar(F̂Q(θ))/[E(F̂Q(θ))]2
, (9)

where E(·) and V ar(·) denote the mean and the variance of a variable, respec-
tively. It is easy to obtain that [13]

EQ(ε) := E(F̂Q(θ)) = pr + (1− 2pr)q(c,ε)(τ − θ). (10)

Similarly, we have

ET (ε) := E(F̂T (θ)) = pr + (1− 2pr)(q(c,ε)(τ − θ)− a). (11)

Theorem 1. The ARE of F̂Q(θ) relative to F̂T (θ) can be expressed as

ARE(ε)Q,T = (1− 2a)
[1− EQ(ε)]ET (ε)

[1− ET (ε)]EQ(ε)
. (12)

Proof is omitted here.

4.2 Influence Function

Another measure of robustness of an estimator is influence function, which re-
flects the limiting influence of adding one more observation to a very large sam-
ple. The influence function is defined as

IF (x0;T,G) = lim
ε→0

T ((1− ε)G+ εδx0)− T (G)

ε

=
∂

∂ε
T ((1− ε)G+ εδx0)|ε↓0, (13)

where δx0 is the point-mass at x0 and ↓ denotes “limit from the right”. Note that
T is a functional that maps every distribution into a real number. For example,
the sample mean T (f) may be expressed by

T (f) = E(x), (14)

where E(·) depends on the function f . In general, the standardized sensitivity
curve (SC) of samples {x1, x2, · · · , xN} is defined as

SC(x1, x2, · · · , xN , x0) =
T |(x1, x2, · · · , xN , x0)− T |(x1, x2, · · · , xN )

1/(N + 1)
, (15)
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where T |(·) denotes the functional T of limited samples. SC(x1, x2, · · · , xN , x0)
is expected to converge to IF (x0;T,G) with probability 1 for large samples.

Theorem 2. The SCs of F̂Q(θ) and F̂T (θ) are given by

SCQ(x1, x2, · · · , xN , x0)|N↓+∞ =

{
1− pr − EQ(0), x0 ≥ τ ,
pr − EQ(0), otherwise,

(16)

and

SCT (x1, x2, · · · , xN , x0)|N↓+∞ =

⎧⎨
⎩
pr − ET (0), x0 ∈ [xa, τ),
1− pr − ET (0), x0 ∈ [τ, x1−a],
0, otherwise,

(17)

respectively.
Proof is omitted here.

5 Numerical Results

The parameters are set as θ = 0.96, τ = 1, G = N(0, 1), and H = 1
10e

− 1
10x

for x > 0. H is an exponential distribution with mean 10 and variance 100.
Performance of the proposed estimators are evaluated by estimation variances,
which are all averaged over 10000 independent simulation runs.
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Fig. 1. Performances versus the contamination fraction ε and the number of sensors N .
MLEQG and MLETG denote performances of the proposed QME and TME, respec-
tively. CRLBG means the CRLB by assuming the Gaussian distribution and CRLB
means the CRLB by assuming the complete knowledge of the observation noise distri-
bution. (a) Variance versus contamination fraction ε under BSC, a = 0.02, pr = 0.02,
and ε = 0.04; (b) Variance versus number of sensors N under BSC, a = 0.02, pr = 0.02,
and ε = 0.04.

Fig. 1 shows the variances of the proposed estimators as functions of the
contamination fraction ε and the number of sensors N , respectively. The perfor-
mances are evaluated under BSC. It is shown that performance of the QME is
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better than that of the TME and the MLE with known noise variance [13]. Ac-
tually, ε is unknown a prior and the CRLB by assuming the complete knowledge
of the observation noise distribution is regarded as the benchmark of estima-
tion performance. Note that the TME may trim some useful information by the
thresholds (x0.02 and x0.98) and its performance is actually a little worse than
that of the QME and the MLE [13]. The QME and the TME asymptotically
achieve the CRLB with the increase of the number of sensors.

6 Conclusion

Two distributed estimators have been proposed for wireless sensor networks that
are robust to uncertain observation noise distributions and outperform the clas-
sical maximum likelihood estimator. The robustness measures of the proposed
estimators are derived. Performance is illustrated by numerical simulation ex-
amples, which show the effectiveness of the proposed estimators.
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Abstract. In this paper, we will analyze the energy efficient power load-
ing in MIMO-SVD architecture. Existing power loading schemes are de-
veloped on assumption that a scheduler possesses perfect channel state
information (CSI). But we take into account the effects of channel esti-
mation error (CEE) and propose a robust energy-efficient power loading
for MIMO system under imperfect CSI. We propose two algorithms to
solve the optimization problem. The simulation results show the effec-
tiveness of our proposed power loading scheme.

1 Introduction

Multiple-input multiple-output (MIMO) technology has attracted a great atten-
tion due to its high spectral efficiency [1]. However, the application of multiple
radio chains incurs a higher circuit power consumption. On the other hand,
with the transmit channel side information(CSIT), singular value decomposi-
tion(SVD) can be utilized for MIMO channel to effectively create parallel in-
dependent channels, which possess different signal-to-noise ratio(SNR). Thus,
by carefully performing power allocation to each subchannel, the system perfor-
mance can be optimized to choose a few of the best quality channels or to use all
channels to achieve the high rate [2]. Recently, due to the higher circuit power
consumption, considerable research effort has been made to focus on optimizing
the energy efficiency of MIMO systems, mostly considering power loading under
the assumption of perfect channel state information (CSI) at the transmitter [3].
However, it is not realistic to assume transmitter always with perfect CSI in a
MIMO cellular system. This paper will study the power loading under channel
estimation error (CEE) for MIMO systems, which focuses on energy efficiency
of the wireless link. To the best of our knowledge, there have been no studies
about the impact of CEE on energy efficiency for the MIMO systems.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 315–323, 2012.
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In this paper, we also consider MIMO-SVD architecture for the transceiver.
By modeling CEE as an independent complex Gaussian random variable [5],
we derive the effective signal-to-interference-plus-noise (SINR) at the receiver
under CEE, given the availability of an estimated channel. Based on that, we
can get the energy efficiency model, which is achievable rates to power con-
sumption ratio. Different from the result in [4], the objective function after the
transformation is still non-convex. Then, we further propose two method to solve
this problem. One is transforming to canonical D.C.(difference of convex) pro-
gramming [9], which is proved to have the only global solution. Considering the
complexity, the other approximate method is proposed to relax the objective
function to convex problem, which leads to the closed-form optimization solu-
tion. Simulation results show the effectiveness of the proposed two algorithms,
which are fairly robust against CEE.

The rest of the paper is outlined as follows. The system model is described
in Section 2. We propose two algorithms to solve the power loading problem in
Section 3. Simulation results are provided in Section 4, followed by the conclu-
sions drawn in Section 5.

2 System Model

We consider an uncorrelated flat fading MIMO system with Nt transmit and Nr
receive antennas. The output signals can be modeled as

r = Hs+ n, (1)

where s ∈ CNt×1 denotes transmitted signals, H ∈ CNr×Nt denotes the channel
matrix, and n ∈ CNr×1 is modeled as zero-mean additive white Gaussian noise
(AWGN) with variance σ2

n. When channel estimation error occurs, we assume
that the MIMO transceiver can only obtain the imperfect CSI, which is modeled
as [5, 6]

H = Ĥ+E, (2)

where E is the estimation error matrix, and the element is with zero mean and
variance σ2

e . Then, by SVD decomposition of Ĥ, we can obtain

Ĥ = Û · D̂ · V̂H = Û · diag(
√
λ̂1, · · · ,

√
λ̂Nss)V̂

H , (3)

where Nss = min{Nt, Nr} is the rank of Ĥ and {λ̂i}Nss

i=1 is the eigenvalue of

matrix ĤĤH .
Moreover, the signals sent over transmit antennas s are obtained by perform-

ing a transformation s = V̂Px, and P is power allocation diagonal matrix, x
is the information symbol vector from unit-energy constellation set. Thus, the
output signals can be rewritten as

r = (Û · D̂ · V̂H +E)s + n = ÛD̂V̂HV̂Px+EV̂Px+ n

= ÛD̂Px+EV̂Px+ n. (4)
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Then, at the receiver, after the linearly processed, yield

y = ÛHr = ÛHÛD̂Px+ ÛHEV̂Px+ ÛHn

= D̂Px + ÛHEV̂Px+ ÛHn

= D̂Px + ÊPx+ ÛHn, (5)

and the received signal on the i-th sub-channel can be expressed as

yi = [D̂Px+ ÊPx+ ÛHn]i

= (

√
λ̂i + êii)Pixi +

Nss∑
j=1,j �=i

êijPjxj + n̂i

=

√
λ̂iPixi +

Nss∑
j=1

êijPjxj + n̂i. (6)

Then, the SNR on the i-th subchannel can be approximated as [7]

SNRi =
λ̂iPi

σ2
e

∑Nss

j=1 Pj + σ2
n

, (7)

where i = 1, 2, · · · , Nss, Nss = min(Nr, Nt).
Since energy efficiency is defined as the ratio of the transmitted bit to the

total energy consumptions, we can obtain the energy efficiency under imperfect
CSI as

maxEE(P){ =

Nss∑
i=1

log(1 + SNRi)

Nss∑
i=1

GPi +NssPc

(a)
=

Nss∑
i=1

log(1 + SNRi)

Nss∑
i=1

Pi + P ′
c

} (8)

s.t.

Nss∑
i=1

Pi ≤ PT (9)

0 ≤ Pi ≤ Pmax (10)
Nss∑
i=1

log(1 + SNRi) ≥ Rmin (11)

where P ′
c = NssPc

G , Pc is the average circuit power consumption in a single
transmit or receiver chain, and G is defined as constant transmit power that is
needed to overcome the path loss. Since it is positive constant, we can scale the
objective by G, as shown in (a).

3 Proposed Algorithms

Since the optimization problem in (8) is fractional programming and the ob-
jective function, i.e., EE(P), is non-convex and non-concave, we cannot apply
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convex optimization methods to solve this problem. However, according to [7],
we can transform such fractional programming problem into a two-layer opti-
mization problem. The following is the transformation process. First, we let

g(P, q) =

Nss∑
i=1

log(1 + SNRi)− q(

Nss∑
i=1

Pi + P ′
c), (12)

f(q) = {max
P∈D

g(P, q)}, (13)

where D is the power constraint region consisting of (9)-(11), which is a convex
set. Then from [7], we can obtain the optimal energy efficiency EE∗(P) = q∗

when f(q∗) = 0. Therefore, the fraction programming problem in (8) can be
solved by a two-layer algorithm as,

– Inner Layer : For a given q, find the maximum g∗ which is also f(q), i.e.,
f(q) = g∗ = {max

P∈D

g(P, q)};
– Outer Layer : Find the zero point of f(q), i.e., q∗ = {q|f(q) = 0}.

Since the outer layer can be easily solved by bisection search algorithm [8], we
focus on inner layer. Note that g(P, q) is still non-convex in (12), we cannot
apply convex optimization solutions directly. Here we will adopt two methods
to solve optimization problem in inner layer. The first is a global method using
D.C. programming, and the second is a suboptimal method which can reduce
the complexity.

3.1 Global Method

In this subsection, we will transform the inner layer optimization problem into
a canonical D.C. programming problem. First, we rewrite (12) as

g(P, q) =

Nss∑
i=1

log(1 + SNRi)− q(

Nss∑
i=1

Pi + P ′
c)

=

Nss∑
i=1

log(1 +
λ̂iPi

σ2
e

∑Nss

j=1 Pj + σ2
n

)− q(

Nss∑
i=1

Pi + P ′
c)

=

Nss∑
i=1

log(
λ̂iPi + σ2

e

∑Nss

j=1 Pj + σ2
n

σ2
e

∑Nss

j=1 Pj + σ2
n

)− q(

Nss∑
i=1

Pi + P ′
c)

=

Nss∑
i=1

log(λ̂iPi + σ2
e

∑Nss

j=1
Pj + σ2

n)

−[

Nss∑
i=1

log(σ2
e

∑Nss

j=1
Pj + σ2

n) + q(

Nss∑
i=1

Pi + P ′
c)]. (14)

Then, we let

m(P) = −
Nss∑
i=1

log(λ̂iPi + σ2
e

∑Nss

j=1
Pj + σ2

n), (15)
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n(P, q) = −[

Nss∑
i=1

log(σ2
e

∑Nss

j=1
Pj + σ2

n) + q(

Nss∑
i=1

Pi + P ′
c)], (16)

f0(P, q) = −g(P, q) = m(P)− n(P, q). (17)

Thus, the inner layer optimization problem can be rewritten as

f(q) = {max
P∈D

g(P, q)} = −{min
P∈D

f0(P, q)} = −{min
P∈D

[m(P) − n(P, q)]}. (18)

Then we should solve the optimization problem

{min
P∈D

f0(P, q)} = {min
P∈D

[m(P) − n(P, q)]}. (19)

Since m(P) and n(P, q) are all convex with P, (19) is a D.C. programming
problem. Next we show it can be further transformed into a canonical D.C.
programming problem, which can be solved by some famous algorithms [9].

We first change the constraint region D consisting of (9-11) in sequence as

f1(P) = g1(P)− h1(P) =

Nss∑
i=1

Pi − PT ≤ 0, (20)

where g1(P) =
Nss∑
i=1

Pi and h1(P) = PT are convex, and f1(P) is a D.C. function;

D0 = {P ∈ R
Nss |0 ≤ Pi ≤ Pmax}, (21)

where D0 is a Nss-dimensional rectangle in RNss ;

f2(P) = g2(P)− h2(P) = Rmin −
Nss∑
i=1

log(1 + SNRi)

= Rmin − [

Nss∑
i=1

log(λ̂iPi + σ2
e

∑Nss

j=1
Pj + σ2

n)−
Nss∑
i=1

log(σ2
e

∑Nss

j=1
Pj + σ2

n)]

= [Rmin −
Nss∑
i=1

log(λ̂iPi + σ2
e

∑Nss

j=1
Pj + σ2

n)]

−[−
Nss∑
i=1

log(σ2
e

∑Nss

j=1
Pj + σ2

n)] ≤ 0, (22)

where g2(P)=Rmin −
Nss∑
i=1

log(λ̂iPi + σ2
e

∑Nss
j=1 Pj + σ2

n) and h2(P)=−
Nss∑
i=1

log(σ2
e

∑Nss
j=1

Pj + σ2
n) are convex, and f2(P) is a D.C. function.

Therefore, the optimization problem (19) can be transformed to:

{min f0(P, q)|P ∈ D0, f1(P) ≤ 0, f2(P) ≤ 0}. (23)
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Since f0(P, q), f1(P), f2(P) are D.C. functions and D0 is a Nss-dimensional
rectangle in RNss , we can transform (23) to into a canonical D.C. programming
problem [9] and solve it with two types of algorithms, branch-and-bound type
and outer-approximation type [9]. Therefore, we can get the global solution to
optimization problem in (8).

3.2 Suboptimal Method

In this subsection, we will propose a suboptimal method to solve the inner
layer optimization problem, which can reduce complexity compared to the global
method in Section 3.1.

First, the following lower bound is used [10],

α log z + β ≤ log(1 + z)

{
α = z0

1+z0
β = log(1 + z0)− z0

1+z0
log(z0)

(24)

That is tight with equality at a chosen value z0 when the constants are chosen as
specified above. As a result, the inner layer optimization problem can be relaxed
as

max g(P, q) =

Nss∑
i=1

[αi log(SNRi) + βi]− q(

Nss∑
i=1

Pi + P ′
c). (25)

We do the following transformation, P̃i = log(Pi) and Pi = eP̃i , then we have

g(P̃, q) =
Nss∑
i=1

[αi log(SNRi) + βi]− q(
Nss∑
i=1

Pi + P ′
c)

=
Nss∑
i=1

[αi log(
λ̂ie

P̃i

σ2
e

∑Nss
j=1 e

P̃j +σ2
n

) + βi]− q(
Nss∑
i=1

eP̃i + P ′
c)

=
Nss∑
i=1

[αi log(λ̂i) + αiP̃i − αi log(σ
2
e

∑Nss
j=1 e

P̃j + σ2
n) + βi]− q

Nss∑
i=1

eP̃i − qP ′
c

=
Nss∑
i=1

[αi log(λ̂i) + αiP̃i + βi]−
Nss∑
i=1

[ αi log(σ
2
e

∑Nss
j=1 e

P̃j + σ2
n) + qeP̃i ]− qP ′

c

=
Nss∑
i=1

[αi log(λ̂i) + αiP̃i + βi]− [(

Nss∑
i=1

αi) log(σ
2
e

∑Nss

j=1
eP̃j + σ2

n)︸ ︷︷ ︸
Convex

+

Nss∑
i=1

qeP̃i

︸ ︷︷ ︸
Convex

]− qP ′
c

,

(26)
Since the second item is the sum of convex function, the objective is concave.
Also, the constraint region is convex. Therefore, we can use Karush-Kuhn-
Tucker(KKT) conditions to solve the optimization problem. Due to space limi-
tation, we only give the final closed-form optimization solution, i.e.,

P ∗
i =

⎡
⎣ αi(v

∗ − 1)(
√

ᾱθ(v∗−1)
(λ∗−q) + θ2

4 + θ
2 )

(λ∗ − q)(
√

ᾱθ(v∗−1)
(λ∗−q) + θ2

4 + θ
2 ) + ᾱ(v∗ − 1)

⎤
⎦
Pmax

0

, (27)

where λ∗, v∗ are KKT multipliers, ᾱ =
Nss∑
i=1

αi , and θ =
σ2
n

σ2
e
.

Therefore, we propose the suboptimal method as shown in Algorithm A.
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A. Suboptimal Method

1: Initialize:
2: iteration counter t = 0.
3: αi = 1, βi = 0, for 1 ≤ i ≤ Nss, (high SNR approximate).
4: Repeat:
5: maximize: solve (25) to give solution P.
6: set: P∗ = P.

7: tighten: update αi =
zi

1+zi
, βi = log(1 + zi) − zi

1+zi
log(zi), with zi = SNRi(P).

8: increment t.
9: Until convergence

4 Simulation Results

In this section, Monte Carlo simulations are used to illustrate proposed power
loading algorithms to optimize EE in MIMO systems under imperfect CSI. The
detailed simulation parameters are listed in Table 1. At the receiver, the ZF
structure is adopted, where perfect synchronization is assumed.

Table 1. Simulation Parameters

Frame duration 0.5 ms

Nt (# of Tx antenna at user) 2

Nr (# of Rx antenna at Node-B) 2

Carrier frequency 2 GHz

Sampling frequency 7.68 MHz

Receiver Zero forcing

Traffic model Full buffer

σ2
n (Noise variance) 1

# of frames 5000

Fig. 1 shows that the energy efficiency varies on estimation error variance
with both global method and suboptimal method. From this figure, we can see
as the estimation error variance, i.e., σ2

e , increases, the EE performance declines.
In addition, we can compare the global method and suboptimal method in this
figure. The global methods can always achieve better EE performance than sub-
optimal method, but the gap is very little. This substantiates the effectiveness
of our proposed suboptimal method.

Fig. 2 substantiates the robustness of our proposed power loading scheme. In
this figure, we use the global method to obtain the global maximal EE. We can
find that when the estimation error variance σ2

e < 10−2, the EE performance is
almost flat with σ2

e . So our proposed energy efficient power loading scheme is
robust against CEE.
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5 Conclusion

In this paper, we proposed an energy efficient power loading scheme in MIMO-
SVD architecture under imperfect CSI. We first derive the close-form expression
of EE in MIMO-SVD system taking into consideration of the effects of channel
esti- mation error (CEE). Then we propose two algorithms to solve the optimiza-
tion problem, one global method and one low-complexity suboptimal method.
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The simulation results substantiate the effectiveness of our proposed EE power
loading scheme. In our future work, we will try to apply our energy efficient
power loading scheme to the large scale networks [11] [12].
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Abstract. In cognitive radio networks (CRNs), second users (SUs) ex-
ploit spectrum holes by accessing multiple channels opportunistically. In
such a dynamic-spectrum-access network, the SUs equipped with cog-
nitive radios have to establish rendezvous on a common channel before
they are able to communicate with each other. Due to the intermittent
appearance of primary users’ signals, SUs have to access the channels op-
portunistically, which makes the rendezvous problem challenging. This
paper focuses on blind rendezvous where neither any central controller
nor common control channel is available. Under an opportunistic frame-
work, we propose the concept of channel availability to measure the dy-
namic feature of channels, and we study the pairwise effective rendezvous
problem systematically, for which a simple yet efficient and flexible op-
portunistic method is proposed. We further extend our method to the
many-to-one rendezvous problem for fairness consideration. The perfor-
mances of our solutions are evaluated via both theoretical analysis and
extensive simulations.

1 Introduction

Spectrum is one of the most precious resources in wireless communication. Re-
cently, numerous experimental studies [1] show that spectrum is not efficiently
used in either space or time, resulting in spectrum holes. To solve the inefficient
spectrum utilization problem, the research community proposed the idea of dy-
namic spectrum access for cognitive radio networks (CRNs), which has been
proved to be a promising paradigm to take advantage of the spectrum holes [1].

In CRNs, second users (SUs) opportunistically access the spectrum (i.e., chan-
nel or frequency) licensed to primary users (PUs) with the help of channel sens-
ing technology ([2]). A SU with cognitive radio (CR) can dynamically access
multiple channels provided that these channels are available to it, i.e., the SU
transmits data on these channels will not affect the communications of the PUs,
and the SU receives data on any of these channels will not be interfered by the
PUs. Due to hardware limitations of CRs, the SUs usually only transmit or re-
ceive information on one channel at a time, which results in challenges for the
protocol design of CRNs. One of the most significant challenges is rendezvous

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 324–336, 2012.
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establishment in multi-channel communication networks. Any pair of SUs have
to establish a rendezvous before they are able to communicate with each other,
thus rendezvous establishment becomes a fundamental and essential operation
in CRNs. Unfortunately, rendezvous establishment is nontrivial due to the fact
that the available channels for each SU are usually different and dynamic. The
intermittent appearance of PUs’ signals prevent us using existing multi-channel
communication protocols for rendezvous establishment.

In [9], some special signals are employed to facilitate the rendezvous of users.
After that, the common control channel (CCC) approach ([3], [4]) is proposed to
facilitate the rendezvous, in which a dedicated channel is designated as the con-
trol channel for all the SUs. Unfortunately, the CCC approach severely suffers
from the problem of congestion on the common channel. Recently, channel hop-
ping (CH) based technology ([5], [6], [7], [8]) has been proposed for rendezvous
facilitation. With the CH technology, each SU selects a set of available channels
and hops among these channels for a rendezvous with its potential neighbors.
However, the available channels for each SU are dynamically changing, yet the
existing CH based rendezvous establishments either do not consider the dynamic
feature of channel availability or implicitly assume that the available channel set
is stable in a long period. The work in [5] focuses on designing CH algorithm for
guaranteed rendezvous of two or multiple users in time-slotted CRNs. It implic-
itly assumes that the available channels for each SU are stable or never change.
The authors in [7] propose an optimal asynchronous channel hopping (ACH)
design that maximizes the rendezvous probability between any pair of nodes,
however, the imbalance traffic on different channels have not been sufficiently
considered in ACH. To develop CH sequences such that any two CH sequences
are able to rendezvous periodically, ETCH [6] and quorum-based channel hop-
ping (QCH) [8] are proposed based on the overlap property of quorums in the
quorum system. Since the CH sequences of the SUs are pre-determined in the
design of QCH and ETCH, they still cannot adapt well enough to the dynamic
spectrum environment in CRNs.

In this paper, we investigate the rendezvous problem in CRNs and aim to
design flexible and effective rendezvous establishment protocols adaptive to the
dynamic of spectrum resources. Opportunistic CH strategies are proposed for
the SUs in the idle state, where the CH strategy is designed based on the statis-
tic information of channel availability [10] for each SU. We also introduce the
concept of effective rendezvous to distinguish existing designs from ours. By effec-
tive rendezvous, both the transmitter and the receiver have to stay on the same
channel, and that channel should be available to them at the same time. The
expected time-to-effective-rendezvous (TTER) is used to measure how quickly
an effective rendezvous can be established. In particular, two problems are stud-
ied in this paper. We first study the opportunistic pairwise effective rendezvous
problem with a systematic approach. Then, we extend the effective rendezvous
into many-to-one scenario and a min-max optimization problem is proposed, for
which an approximate solution is provided.
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2 System Model and Problems

In this paper, we consider a static CRN withN SUs in an opportunistic spectrum
sharing environment. Let N = {s1, s2, . . . , sN} denote the set of SUs in a CRN.

Channel Model: In the deployment area of a CRN, assume there exists an
opportunistic spectrum sharing environment with K orthogonal frequencies (or
channels) that are licensed to the PUs, and the set of channels are denoted as
K = {1, 2, . . . ,K}. Each SU equipped with a CR is able to access any of these
K channels on the condition that the channel is available to it. For generality
consideration, we assume each si is equipped with a single half-duplex transceiver
and it can only stay or transmit over one channel at a time.

Since all SUs coexist with PUs, the transmission activities of SUs should not
cause any interference to the communications of PUs, which means the SUs
should access the channels in K opportunistically. To model the opportunistic
channel accessing pattern, we propose the concept of channel availability. In
particular, define μki as the probability of channel k to be available to si during
each time slot (a duration of τ), and 0 < μki ≤ 1 for any si ∈ N , k ∈ K. We
assume each si has an estimation of μki for any k ∈ K based on the channel
sensing history. Define ri(k) as the rank of channel k corresponding to node si,
where ri(k) is a unique number from 1, 2, . . . ,K; i.e., for any pair of s, t ∈ K
that satisfies μsi > μti, the inequality ri(s) < ri(t) holds, in the case of μsi = μti,
ri(s) < ri(t) if s < t. Intuitively, the greater the value of μki , the higher the
probability that channel k is available to si during each time slot, and si should
stay on channel k for more channel access opportunity.

Time-Slotted System: Similar to previous studies ([5], [6], [7], and [8]), we
consider a time-slotted wireless communication system, in which the SUs are
locally synchronized. A message can be successfully transmitted from si to sj
over channel k in time slot t iff both si and sj stay on channel k, and channel
k is available to both of them during time slot t. si can establish an effective
rendezvous with sj successfully iff during some time slot t, sj successfully receives
a Beacon message from si and si successfully receives an Ack message from sj
on some channel k, and channel k is available to both si and sj during time slot
t. Here we assume that one time slot is long enough to finish the Beacon/Ack
messages exchanging process between a pair of SUs.

Channel Sensing: We say channel k is available to si during time slot t if the
communication of the PUs will not fail due to the transmission of si and it can
successfully receive the message aims to it. Each si is capable of sensing whether
channel k is available to it or not. We assume perfect sensing for simplicity and
SUs avoid transmitting on any channel where PUs’ signals are detected. We fur-
ther assume that si can sense a subset of channels Ci ⊆ K at the beginning of
each time slot, where the cardinal number of Ci is dependent on the sensing ca-
pability of si, the greater the value of Ci, the higher the sensing capability of si.
Define κ as the uniform sensing capability of SUs in a CRN, where 1 ≤ κ ≤ |K|.
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A channel sensing (CS) scheme ψ determines the policy with which the SUs
sense the channels. Formally, ψ : {(i, t) | si ∈ N}  → P(K), where P(K) is the
power set of K. Hence, ψ(i, t) is the set of channels for which si determines to
sense at the beginning of time slot t under scheme ψ, and 0 ≤ |ψ(i, t)| ≤ κ.

Channel Hopping: At the beginning of each time slot, each si is assumed
to be capable of hopping between different channels according to some specific
channel hopping (CH) strategy. A CH strategy ϕ determines the policy according
to which the SUs visit all available channels. Formally, ϕ : {(i, t) | si ∈ N}  → K,
where ϕ(i, t) is the channel onto which si hops at the beginning of time slot t.

ETTER: Given the channel availabilities of all the nodes in a CRN, we use the
expected-time-to-effective-rendezvous (ETTER) to measure the performance of
our approach under the opportunistic framework. Specifically, ETTERij is the
number of time slots that the transmitter si needs to wait on average before
it can establish an effective rendezvous with the receiver sj . Given an effective
rendezvous, a Beacon/Ack messages exchange can be successfully accomplished
between a pair of SUs (si and sj) during some time slot.

Problems: With the objective of minimizing ETTER, we investigate two prob-
lems in this paper. The first one is the pairwise effective rendezvous problem.
In particular, given the channel availabilities of two SUs si and sj , and the CH
strategy of the receiver sj , find out the optimal CS scheme ψ∗ for the transmitter
si to minimize ETTERij.

We further consider the many-to-one effective rendezvous problem, in which
we assume that the forwarding scheme is predefined in a CRN, i.e., the set of SUs
L potentially employs sj as a forwarder is predefined, where L = {s1, s2, . . . , sL}.
Given the channel availabilities of sj and that of all the SUs in L, find out the
optimal CS scheme ψ∗ of the transmitters in L and the optimal CH strategy ϕ∗

for the receiver sj to minimize the maximum ETTERij for any si ∈ L.

3 Opportunistic Pairwise Effective Rendezvous

In this section, we discuss the pairwise effective rendezvous problem. Suppose a
SU si wants to establish an effective rendezvous with its neighbor sj . We name
si as the transmitter and sj as the receiver, respectively. To solve the problem,
we first provide three opportunistic CH strategies for the receiver, among which
the third one is a hybrid of the first two strategies. Based on the hybrid CH
strategy, we propose a greedy CS scheme for the transmitter. The performance
with respect to the ETTER is analyzed in subsection 3.3.

3.1 Channel Hopping Strategies of Receiver

In this subsection, we discuss channel-sojourn probabilities with which the SUs
stay on different channels when they are in the idle state. Under a probabilistic
framework, the channel-sojourn probabilities define a particular CH scheme.
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Opportunistic CH without Sensing: We first consider the opportunistic CH
strategy without the help of channel sensing. For the SU sj in the idle state at
each time slot, it has to choose a channel to stay and listen to Beacon messages
for potential data forwarding task. Intuitively, the best choice for any SU sj in
the idle state is to always stay on the channel f∗

j which has the highest channel

availability, i.e., f∗
j = argmaxk∈K μkj . There are at least two reasons of not

employing this simple greedy approach. Firstly, it is possible that the channel
availability of channel f∗

j is extremely low for some other neighbor sj. Secondly,
for the consideration of fair channel utilization, SUs in the idle state should not
always stay on the same channel. Based on these observations, we define the
channel-sojourn probabilities as following:

αkj =
μkj∑K
i=1 μ

i
j

(1)

In particular, sj stays on channel k with channel-sojourn probability αkj at each

time slot. Obviously, αkj is a weighted function of channel availabilities of all
channels. According to the pre-determined channel-sojourn probability, the re-
ceiver sj blindly hops to channel k with probability αkj at the beginning of
each time slot t. This defines our first opportunistic CH strategy ϕa, where
Pr (ϕa (j, t) = k) = αkj for any t ≥ 0.

Greedy CH with Sensing: We further discuss CH strategy with the involve-
ment of channel sensing. Assume a SU sj is in the idle state at time slot t. Before
it blindly hops to some channel k, it first senses the channels at the beginning
of current time slot to confirm that channel is available. Define Sj as the set of
candidate channels being chosen to be sensed by sj , where Sj ⊆ K and |Sj | = κ.
Here we employ a greedy strategy. Let sj sense the channels with higher channel
availabilities at the beginning of each time slot, i.e., Sj = {k | 1 ≤ rj(k) ≤ κ}.
Denote Uj(t) as the set of channels available to sj at time slot t, where Uj(t) ⊆ Sj .
Note that Uj(t) maybe empty.

Based on the above sensing policy, we use a greedy channel hopping strategy.
If Uj(t) is not empty, sj hops to channel k∗j (t), where k

∗
j (t) = argmaxk∈Uj(t) μ

k
j ;

otherwise, sj hops to the channel k∗j (t), which is the channel belonging to K but

not Sj with the highest channel availability, i.e., k∗j (t) = argmaxk∈K\Sj
μkj . Ac-

cording to the above CH strategy with the help of channel sensing, the channel-
sojourn probability is denoted as βkj , then

βkj =

⎧⎨
⎩
μkj

∏
1≤rj(i)<rj(k)(1 − μij) : 1 ≤ rj(k) < κ+ 1∏

1≤rj(i)≤κ(1 − μij) : rj(k) = κ+ 1

0 : κ+ 1 < rj(k) ≤ K

(2)

Similar to the CH strategy ϕ1, the receiver sj hops to channel k with probability
βkj at the beginning of each time slot t, which defines the greedy CH strategy

ϕb, where Pr(ϕb(j, t) = k) = βkj for any t ≥ 0.



Opportunistic Channel-Hopping 329

Hybrid CH with Periodic Channel Sensing: With opportunistic CH strat-
egy ϕa, the channels are fairly employed and it is simple to be implemented,
while the disadvantage is that it cannot guarantee the SUs always stay on an
idle channel with high probability. This problem can be mitigated with the help
of channel sensing, in which each SU sj senses the channels in Sj at the begin-
ning of each time slot before it hops to some available channel. However, channel
sensing suffers from high energy cost [10].

To find a tradeoff between energy cost and ETTER, we provide a hybrid CH
strategy with periodic channel sensing. Let the SU sj in the idle state perform one
channel sensing every w time slots, where 1 ≤ w < +∞. It is obvious that with
the increasing of w, sj saves more energy because of less frequent channel sensing,
which in return results in higher ETTER due to less channel status information.
With periodic channel sensing, any sj in the idle state randomly selects a number
tj from 0, 2, . . . , w − 1. At the beginning of time slots tj , tj + w, . . . , tj + kw, sj
employs CH strategy ϕb, where 1 ≤ k < +∞; during other time slots, sj employs
CH strategy ϕa and hops opportunistically without channel sensing. Essentially,
the hybrid CH is equivalent to opportunistic CH without sensing (ϕa) or greedy
CH with sensing (ϕb), when w = +∞ or 1, respectively. Denote the mixed
channel-sojourn probability as γkj , then according to Eq.1 and Eq.2,

γkj =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
wμ

k
j

∏
1≤rj(i)<rj(k)(1− μij) +

w−1
w

μk
j∑K

i=1 μ
i
j

: 1 ≤ rj(k) < κ+ 1

1
w

∏
1≤rj(i)≤κ(1− μij) +

w−1
w

μk
j∑K

i=1 μ
i
j

: rj(k) = κ+ 1

w−1
w

μk
j∑K

i=1 μ
i
j

: κ+ 1 < rj(k) ≤ K

(3)

Similarly, the receiver sj hops to channel k with probability γkj at any time slot

t, which defines the hybrid CH strategy ϕw, where Pr(ϕw(j, t) = k) = γkj for
any t ≥ 0, and 1 ≤ w < +∞.

3.2 Greedy Channel Sensing Scheme of Transmitters

In this subsection, we give a heuristic CS scheme for the transmitter given that
the receiver in the idle state employs hybrid CH strategy ϕw. For simplicity,
define πkj as the probability that sj stays on channel k and channel k is available
to sj at time slot t, then according to Eq. 1, 2 and 3,

πkj =

⎧⎪⎨
⎪⎩

1
wμ

k
j

∏
1≤rj(i)<rj(k)(1− μij) +

w−1
w

(μk
j )

2∑K
i=1 μ

i
j

: 1 ≤ rj(k) ≤ κ+ 1

w−1
w

(μk
j )

2∑K
i=1 μ

i
j

: κ+ 1 < rj(k) ≤ K
(4)

Considering that si tries to establish a rendezvous with sj in the idle state and it
employs hybrid CH strategy ϕw, to establish an effective rendezvous successfully,
si has to hop to the same channel k, on which sj stays. Moreover, channel k
should be available to both si and sj during some time slot. Here we assume
si possesses the channel availabilities information of all its neighbors, based on
which si can easily derive the values of γkj and πkj for any k ∈ K.
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To guarantee that the Beacon message transmissions of si do not produce
interference to PUs, si should sense the channels before each transmission. Due
to the limitation of sensing capability of si, it is necessary for si to choose a
subset of K to sense at the beginning of each time slot. Intuitively, it is better
for si to sense the channels which make the rendezvous establishment successful
with higher probability. Based on this observation, let λkij = μki π

k
j , and Ti is

the set of channels with top-κ highest value of λkij , i.e., Ti ⊆ K, |Ti| = κ and
λxij ≥ λyij for any x ∈ Ti, y ∈ K − Ti. Thus, our greedy CS scheme ψg is defined

as ψg(i, t) = Ti. Here λkij is essentially the probability that sj stays on channel
k and channel k is available to both si and sj at each time slot.

Denote Vi(t) as the set of channels that are available to si at time slot t, where
Vi(t) ⊆ Ti. Notice that Vi(t) may be empty with probability

∏
k∈Ti

(1 − μki ). If
Vi(t) is empty, si repeats sensing the channels in Ti at the beginning of time
slot t + 1. Otherwise, si selects the channel c∗i (t) with the highest value of λkij
to transmit a Beacon message to sj , i.e., c

∗
i (t) = argmaxk∈Vi(t) λ

k
ij . Once sj

successfully receives a Beacon message from si on channel k, it senses the channel
and replies with an Ack message if channel k is available to it. Otherwise, sj
ignores the Beacon message and continues the hybrid CH process. This channel
sensing andBeaconmessage transmission process is repeated until si successfully
receives an Ack from sj .

3.3 Analysis

From the opportunistic perspective, we have the following results. Lemma 1
and 2 show the probability of successfully establishing an effective rendezvous
between a pair of SUs. Theorem 1 shows the performance ratio of our method.

Lemma 1. Denote Pr(i ·k ·j) as the probability of transmitter si establishing an
effective rendezvous with receiver sj on channel k in a time slot. If sj employs
hybrid CH strategy ϕw and si employs CS scheme ψg, then,

1. when k /∈ Ti, Pr(i · k · j) = 0,
2. when k ∈ Ti, Pr(i · k · j) = λkij

∏
λl
ij>λ

k
ij
(1− μli), where k, l ∈ Ti,

where Ti is defined in Section 3.2.

Proof. For the first part, since k does not belong to the candidate channel sensing
set Ti, si will never hop to channel k even if it is available to both si and sj
at some time slot, which means it is impossible for si to establish an effective
rendezvous with sj on channel k if k /∈ Ti.

Now consider the second part. For si to establish an effective rendezvous with
sj on channel k at some time slot t, three conditions should be satisfied. First,
k ∈ Vi(t) (defined in Section 3.2), i.e., channel k is available to si at time slot t,
the probability of which is μki . Second, for any l ∈ Ti, l /∈ Vi(t) if λlij > λkij , the

probability of which is
∏
λl
ij>λ

k
ij
(1 − μli). Third, sj stays on channel k and it is

available to sj , with probability πjk. Thus Pr(i · k · j) = μki π
k
j

∏
λl
ij>λ

k
ij
(1−μli) =

λkij
∏
λl
ij>λ

k
ij
(1− μil), where k, l ∈ Ti. ��
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Lemma 2. Denote Pr(i · j) as the probability si establishing a rendezvous with
sj on any channel in a time slot, and ETTERij as the expected number of time
slots for an effective rendezvous establishment with the condition that si employs
CS scheme ψg, then,

1. Pr(i · j) =
∑
k∈Ti

Pr(i · k · j).
2. ETTERij = 1

Pr(i·j) .

Proof. It simply follows from Lemma 1. ��

Theorem 1. Denote ETTER∗
ij as the minimum (optimal) expected number

of time slots for an effective rendezvous establishment, then ETTERij ≤
κETTER∗

ij, where κ is the sensing capability of SUs.

Proof. Assume c1, c2, . . . , cK is a permutation of 1, 2, . . . ,K satisfying x1y1 >
x2y2 > · · · > xKyK , where xk = μcki , yk = πckj for k ∈ K. For our CS
scheme, Ci = {c1, c1, . . . , cκ} will be chosen as the sensing set of si, thus the
successful probability of establishing an effective rendezvous is Pr(i · j) =∑κ

k=1 xkyk
∏
j<k(1 − xj) ≥ x1y1. Without loss of generality, assume S∗

i =
{d1, d2, . . . , dκ} ⊆ K is the optimal sensing set of si, and u1v1 > u2v2 >
· · · > uκvκ, where uk = μdki , vk = πdkj for dk ∈ S∗

i , then the successful prob-
ability of establishing an effective rendezvous with optimal sensing set S∗

i is
Pr∗(i · j) =

∑κ
k=1 ukvk

∏
j<k(1 − uj) ≤

∑κ
k=1 ukvk ≤

∑κ
k=1 u1v1 ≤ κ(u1v1).

Obviously, u1v1 ≤ x1y1, thus Pr(i · j) ≥ 1
κPr

∗(i · j) and ETTERij = 1
Pr(i·j) ≤

1
1
κPr

∗(i·j) = κETTER∗
ij. ��

4 Many-to-One Effective Rendezvous

In this section, we consider the many-to-one rendezvous establishment prob-
lem. In such scenario, a group of nodes potentially employ a single node as
forwarder. As we have shown in previous section, the channel hopping strategy
of the forwarder affect the expected rendezvous delay significantly. For fairness
consideration, we defined following objective function:

minimize
ϕ, ψ

max
si∈L

ETTERij. (5)

This problem is essentially a joint optimization problem with respect to both
the CH strategy of the receiver and the CS schemes of the transmitters. Ac-
cording to the discussion in the previous section, once the CH strategy ϕ of the
receiver sj is determined, we can provide a κ-approximation CS scheme for the
transmitters in L. Unfortunately, the space of the CH strategy ϕ is O(2n) under
the opportunistic framework. Considering the hardness of the above optimiza-
tion problem, we relax the constraints and derive a linear optimization problem
based on which an approximate solution can be developed.

To relax the constraints, we assume the SUs in L can sense all the channels
simultaneously. Furthermore, we assume they can transmit Beacons on all the
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channels at the same time provided that these channels are available to the
transmitters. Define pk as the probability of the receiver sj staying on channel k,

where k ∈ K. Then, for si ∈ L, Pr(i·j) =
∑K
k=1 μ

k
i μ

k
j pk and ETTERij =

1
Pr(i·j) .

We first solve the following optimization problem:

minimize max
si∈L

1∑K
k=1 μ

k
i μ

k
j pk

(6)

subject to

K∑
k=1

pk = 1 (7)

pk ≥ 0, ∀k ∈ K. (8)

The optimal solution of this optimization problem can be obtained with the
help of linear programming. Denote p∗ = (p∗1, p

∗
2, . . . , p

∗
K) with ETTER∗ as

the optimal solution. Since the constrains are relaxed compared to the original
problem, ETTER∗ is a lower bound of the original problem.

Now we are ready to construct the CH strategy ϕ for the receiver sj and the
CS scheme ψ for the transmitters in L. For the CH strategy, let ϕ(j, t) = k with
probability p∗k at each time slot, and sj always employs the channel CH strategy
ϕ in the idle state. For the CS scheme, any SU can only sense at most κ channels
and transmit Beacon message on one channel at one time. Let the transmitter
si ∈ L sense channels in a round-robbin manner, i.e., let ψ(i, t) = {t%K+1} for
si ∈ L. Once si tries to establish a rendezvous with sj , si sets t as 0 and starts
the channel sensing process with ψ. si transmits a Beacon message to sj on that
channel when it finds that the channel is available to itself, and it continues the
sensing and Beacon message transmission process with CS scheme ψ until an
Ack message from sj is received successfully.

Theorem 2. Let ETTER1 = maxsi∈LETTERij with CH strategy ϕ and CS
scheme ψ, and ETTER∗ = maxsi∈LETTERij with optimal CH strategy ϕ∗ and
CS scheme ψ∗, then, 1

KETTER1 = ETTER∗, where K is the number of the
available channels.

Proof. Consider the optimal solution ETTER∗. We assume that all the SUs in
L can sense all the channels simultaneously and they can also transmit Beacon
messages on all the channels at the same time providing that these channels are
available to the transmitters. With such an assumption, the probability that si
can successfully establish an effective rendezvous with sj is

∑K
k=1 μ

k
i μ

k
j p

∗
k. Now

consider that si employs CS scheme ψ. In consecutiveK time slots, si senses one
channel at each time slot, and it can sense each of the channels k in K exactly
once. Assume t%K +1 = k, then at time slot t, si senses channel k and channel
k is available to it with probability μki . Thus in time slot t, the probability that
si can successfully establish an effective rendezvous with sj is μki μ

k
j p

∗
k. Hence,

in consecutive K time slots, the probability of si successfully establishing an
effective rendezvous with sj is

∑K
k=1 μ

k
i μ

k
j p

∗
k. It follows the theorem. ��
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According to Theorem 2, the CH strategy ϕ and the CS scheme ψ is a K-
approximation of ϕ∗ and ψ∗ with respect to the optimal minimized maximum
ETTER.

5 Simulation

We conduct extensive simulations to evaluate the performance of our oppor-
tunistic approach. We name our methods for the opportunistic pairwise effective
rendezvous problem and many-to-one effective rendezvous problem as OPER and
MOER, respectively. Three representative algorithms, JSCH [5], SYNC-ETCH
[6] and ACH [7] are selected for comparison. ETTER and success rendezvous ra-
tio (SRR) are adopted for performance measurement. Here SRR is defined as the
ratio of successfully established rendezvous given some specific time threshold.

In the simulations, 100 nodes are randomly deployed in an area of 400m
× 400m, and the transmission range of each node is set to 60m. The number
of the available channels for each node varies from 3 to 27, and the channel
availabilities of each channel are randomly and independently generated in an
interval [0.1, u], where the value of u varies from 0.6 to 1.0. Here we explicitly
employ the parameter u to simulate different traffic loads of PUs. In all the
simulations, each data point is an average result of 100 instances. When OPER
and MOER are compared with JSCH and other rendezvous algorithms, the value
of κ is set to 0 for fairness consideration, i.e., the receiver does not sense the
channels during a channel hopping process, and the CH strategy ϕa is employed
by the receivers.
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Fig. 1. Performance comparison for pairwise effective rendezvous

For pairwise effective rendezvous establishment, we performed two groups of
simulations. In the first one, the ETTER and SRR of our algorithms are com-
pared with those of JSCH, ACH and SYNC-ETCH under various parameter
settings, including number of channels, traffic loads of PUs (u) and time thresh-
old (measured in terms of the number of time slots). As shown in Fig.1(a), it
is clear that the ETTERs of the four algorithms increase with the increasing
of the number of channels. Moreover, with the increasing of u (the decreasing
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traffic load of PUs), the ETTERs of OPER decreases, which is different from
the other three algorithms. Obviously, OPER outperforms the other three algo-
rithms significantly in various parameter settings in term of ETTER. Fig.1(b)
shows the SRR with different time thresholds and number of channels, where u
is set to 1.0. As can be seen, the SRR of OPER converges to 100% faster than
that of the other three algorithms, with the increasing of time threshold.

In the second group of simulations, we investigate the performance of OPER
with different settings of network parameters. In particular, we adjust the chan-
nel sensing capability of SUs (κ), traffic loads of PUs (u) and the sensing fre-
quency of the receivers during channel hopping (w). According to Fig.2(a), the
ETTER decreases with the increasing of both u and κ.
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Fig. 2. Performance comparison of pairwise effective rendezvous with 16 channels

On the one hand, with higher channel availabilities, the SUs have more chances
of channel accessing; on the other hand, with more power of channel sensing
capability, the transmitters have higher probability of hoping onto an available
channel. We can also observe that with the increasing of w, the ETTER increases
significantly. It is interesting that OPER is more sensitive to w compared with κ,
which implys it is critical for the receivers to always hop to an available channel.
When κ is 0, the ETTERs is equivalent for different values ofw since the receivers
never sense channels during the hopping process. The SRR are shown in Fig.2(b).
The results further indicate the importance of frequent channel sensing. We can
also observe that the performances are close when w equals 3, 2 or 1, while when
w equals 4, the SRR are close to zero, which indicates the choosing of w should
be very careful because of the trade-off between energy and rendezvous delay.

For many-to-one effective rendezvous, we also compare the performance of
MOER with that of the other three algorithms. In this group of simulations,
we evaluate 100 instances and employ the average maximum ETTER of these
instances. Specifically, each node in the network is treated as the receiver of one
instance, and the neighbors of the corresponding receiver are the transmitting
set of the instance. According to Fig.3(a), it is obvious that the performance
of OPER is the best. Moreover, The maximum ETTERs increases much slower
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Fig. 3. Performance comparison of many-to-one effective rendezvous

than the other three algorithms with the increasing of the number of channels.
We also consider the affect of w to maximum ETTER. From Fig.3(b), we obtain
similar results as in the second group of simulations.

6 Conclusions

In this paper, we investigate the opportunistic channel-hopping algorithms for ef-
fective rendezvous establishment in CRNs. We consider both pairwise and many-
to-one scenarios. Channel availabilities based channel hopping and sensing al-
gorithms are proposed for efficient and effective rendezvous establishment. Our
approach sufficiently considers the dynamic traffic loads of PUs and utilizes the
channel sensing capability of SUs. The efficiency of our algorithms are evaluated
through theoretical analysis and extensive simulations.
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Abstract. The Role-Based Access Control (RBAC) model, under which the 
users are assigned to certain roles while the roles are associated with prescribed 
permissions, remains one of the most popular authorization control mechanisms. 
Workflow is a business flow composed of several related tasks. These tasks are 
interrelated and context-dependent during their execution. Execution context can 
introduce uncertainty in authorization decisions for tasks. This paper investigates 
the role-based authorization model with the context constraints and dynamic 
cardinality constraints. The Petri-net is used to model the authorization process 
and the formal expression of the model is presented. The general stochastic 
Petri-net simplifying method is used to analyze and calculate the authorization 
workload of a role in the system. With this work, given the workflow load, 
context and role authorization system parameters, we can predict the 
performance of the constraints role-based authorization system on mobile 
devices. Based on these performance metrics, the mobile system parameters can 
be adjusted to achieve the optimal system performance and meet the user demand 
best. 

Keywords: Role, Constraint, Authorization, Cardinality, Performance. 

1 Introduction  

Workflow is a kind of completely or partly automatic task’s execution processes. These 
tasks are mutually dependent and are executed at a certain fashion. In order to 
guarantee each task to utilize the system resources under reasonable authorization, 
there should be an appropriate authorization mechanism in the workflow management 
system. When the data is flowing among the tasks of workflow, the task on execution is 
changing and the privilege of the task is also changing. The privilege changing of tasks 
is related with the context environment of the data process and the implementation of 
the workflow authorization depends on the procedure context too. 
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Authorization constraints specify the mandatory rules that must be observed when 
access permissions are assigned to roles, roles are assigned to users or a user activates a 
role at some time. These rules are established in order to satisfy the safety control principle 
and business needs. In recent years, the research about constraints has becoming an 
important research point related to the RBAC model. These researches extend the basic 
constraints and some new constraint types such as relationship constraint, prerequisite 
constraint and cardinality constraint etc. are presented. 

In this paper, the application of the role-based authorization model under context and 
dynamic cardinality constraint to workflow system is studied. The queuing theory is 
utilized to analysis and to predict the system performance.  

2 Related Works 

[1] has studied the TBAC (Task Based Access Control) model which was an 
authorization model based on tasks of a workflow instance. This model has 
considered the context constraints among workflow tasks, but the role organizations, 
role logics, the roles’ relationship with system resources and the model’s effect on 
workflow performance were not included in their studies. [2][3] introduced various 
constraints of the RBAC model, but they did not present the concrete scenarios of 
these constraints. [4] presented the simplifying methods of workflow logic model and 
studied the simplifying methods of workflow sub logics such as serial, parallel, 
selective and loop logics, but did not analyze the workflow management system’s 
performance which contained multiple types of instances. [5] studied the relationship 
constraints and prerequisite constraints and also used the Petrinet to study SoD and 
BoD in workflow under role-based authorization mechanism. They presented the 
model implementation explicitly and used CTMC to study the workflow 
performance. The task context and cardinality constraint’s implementation in a 
role-based authorization system was not included in their study and they did not give 
these constraints’ effect on system performance too.  

3 Authorization under Role Cardinality and Context 
Constraint 

3.1 The Temporal Constraint Expression of Roles 

The Petrinet expression of role’s temporal constraint presented by [5] is utilized in this 
paper. Role is expressed as role place and anti-place in PN. Fig.1 illustrates the 
expression method. 

 

 

 

Fig. 1. Temporal constraints of the role’s availability 

t

t2

R R 
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In this figure, t1 and t2 are timed transitions. R is the valid place of a role and R is the 
invalid place of a role. R is the anti-place of R. In the current marking, the place R 
contains a token, which means that the role is available. After a certain time period 
associated with transition t1, t1 fires and the token is deleted from the R place and 
deposited into the anti-place R. Then, during the next time period associated with 
transition t2, the role is unavailable. The time periods associated with transition t1 and 
t2 are variables, whose values are determined by the security policy implemented in an 
individual organization.  

3.2 Authorization under Role Cardinality Constraint  

As mentioned above, this section will mainly study the dynamic cardinality constraints. 
Suppose that the requested role of a task is R and the active cardinality constraint of the 
role R is n. The authorization rule to the task under R’s cardinality constraint is modeled 
by PN as in Fig.2. 
 

RT 

RT 

(Task) 

R-C 

AoR

(T,Role)

(Res)

AoE

(T,Res)

TC 

 

Fig. 2. Task-role assignment under active cardinality constraint 

 

Suppose the active cardinality of role R is n. The number of the tokens in place R-C 
stands for the remaining available number of the role R and the maximum number is n. 
When Task requests the authorization of R and the active task sessions of R are fewer 
than n, Task can obtain the authorization successfully. The place RT, RT and the 
transitions between them construct the temporal constraints of the role’s availability. 
The transition AoR is the assignment action of the role R to the task. This transition 
needs three input tokens: one from the place Task which stands for the existence of an 
input task; one from the place R-C when there are remaining available active role R;  
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one from place RT which stands for the temporal availability of the role. The arc 
between the place RT and the transition AoR is bidirectional and the transition AoR will 
not consume the token in the place RT.  

Let us take the Trans(T) and Token(P) as two functions which stand for the firing of 
the transition T and the token status of place P respectively. The output values of the 
function Trans(T) is Boolean. The value of Trans(T) is 1 if and only if the transition T is 
fired. The value of Token(P) is integer and its value is the token number in the place P. 
The meaning of ∃ (Expression) is that the action will execute if and only if the 
expression is true. The symbols “&&” and “||” stand for logic AND and OR 
respectively. 

The formal expression of the firing of a transition or the token status in a place of the 
Fig.2 can be depicted as the following expressions:  

Trans(AoR)=∃ ((Token(task))&&(Token(R-C)>0) &&(Token(R-T))) 

Trans(AoE)=∃ ((Token(T, Role ))&&(Token(Res)>0)) 

Trans(TC)= ∃ (Token(T, Res )) 

3.3 Authorization under Task Context Constraint  

Because workflow is a business flow which has certain target and composed of several 
related tasks (activities), there are SoD, BoD and task context constraint between the 
roles assigned to the tasks of a workflow instance in terms of role authorization.  

From the view of role hierarchy, the context constraint of roles between tasks can be 
classified into the following two modes: 

1) Ta<<Tb: the rank of the role assigned to Ta is lower than the one assigned to Tb. 
2) Ta>>Tb: the rank of the role assigned to Ta is higher than the one assigned to Tb. 

The authorization process of Ta<<Tb  The context constraint of task Tb to Ta is 
modeled in Petrinet and the authorization process of Ta<<Tb is illustrated as in Fig.3. 

In the figure, the rank of the role requested by task Tb is higher than that of its 
antecedent task Ta. Rf1-Rfn are the father roles of R which is the role assigned to the task 
Ta. Rf1-Rfn are sorted from low to high rank in order to observe the least privilege 
principle.  

Add a place (Ta, R) in the Petrinet and deposit a token to it when role R is assigned to 
task Ta by the authorization service successfully. This place is also an input place of the 
authorization to the descendant task Tb, so the context constraint authorization 
constraint between task Ta and Tb can be guaranteed. The place ARCfi is the anti-place 
of Rfi-C and the tokens in it stand for the number of active sessions of Rfi. nfi stands for 
the active cardinality of Rfi. 
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Fig. 3. Task-role assignment under task context constraint 

  Trans(AoRf1)= ∃ ((Token(Ta,R))&&(Token(Rf1-C)>0) &&(Token(Rf1T)) 
 &&(Token(Tb))) 

  Trans(TBTf1)= ∃ ((Token(Rf1T))&&(Token(Tb))) 
Trans(CBTf1)= ∃ ((Token(Tb))&&(Boolean(Token(ARCf1)=nf1))) 
Token(RoleBusyf1)= ∃ ( CBTf1||TBTf1) 

                 = ∃ ((Token(Rf1T))&&(Token(Tb)) 
|| (Token(Tb))&&(Boolean(Token(ARCf1)=nf1))) 

Trans(AoRf2)= ∃ ((Token(Ta,R))&&(Boolean(Token(Rf2-C)>0)) 
&&(Token(Rf2T)) &&(Token(RoleBusyf1))   

Trans(TBTf2)= ∃ ((Token(Rf2T))&&(Token(RoleBusyf1))) 
Trans(CBTf2)= ∃ ((Token(RoleBusyf1))&&(Boolean(Token(ARCf2)=nf2))) 
Token(RoleBusyf2)= ∃ ( CBTf2||TBTf2) 

                   = ∃ ((Token(Rf2T))&&(Token(RoleBusyf1)) 
|| 

(Token(RoleBusyf1))&&(Boolean(Token(ARCf2)=nf2))) The authorization process of 
Ta>>Tb is same as that of Ta<<Tb except that the Rf1-Rfn in Fig.3 are substituted by 
Rs1-Rsn which are the descendants of role R sorted from low to high ranks. 

4 System Analysis under Cardinality and Workflow Context 
Constraints 

System performance is related with processing time of role and the service time of 
resource. In order to know which role is requested by which task, the mapping matrix 

between tasks and requested roles is constructed and the value of the element dij in the 
matrix is: 
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Suppose: 
{T1,…,TL} are the types of tasks supported by system resources and authorization 

service; 
 {R1,…,RM} are roles in the workflow management system; 
then: 
dij=ξ, ξ is the probability that role Ri is assigned to task Tj successfully before its 

execution and 0 ≤ ξ ≤ 1. 
Where: 

1≤ i≤ L; 
1≤ j≤ M. 

4.1 The Value of dij under Non-context Constraint’s Authorization 

Tasks that have no context constraint’s authorization should have an explicit role 
authorization request. This request is derived from the workflow’s business procedure. 
For instance, a task accomplished by a director’s role must be authorized to the role of 
‘director’ before it can be executed. The authorization request can be obtained from the 
authorization request file of the workflow instance (a XACML file, for example). 

The value of dij is one when the task Tj has the explicit role authorization request of 
Ri and zero when it has not a role authorization request of Ri. Under this circumstance, ξ 
can be denoted by ξa. 

4.2 The Value of dij under Context Constraint’s Authorization 

The case of context constraint’s authorization of a task is presented by the Fig.3. In this 
case, the value of dij must be obtained from the calculation of authorization probability 
of each dependant roles. Take the Fig.3 as the example, the model presented by Fig.3 is 
a General Stochastic Petri-net model, and since the time associated with each 
transition is exponentially distributed, the underlying stochastic process is a 
Continuous Time Markov Chain[6]. We can construct the Tangible Reachability 
Graph (TRG) of the Petri-net model and also can construct the CTMC from the 
TRG[5]. After the CTMC is constructed, we can calculate the infinitesimal generator 
(which is a two dimensional matrix, denoted by Q) of the CTMC.  

Suppose there are M states in the CTMC. pi is the probability that the CMTC 
stays in state si. 

If we denote the row vector P= [ p1, p2, ..., pi,... , pM ], then the following linear 
equation system holds, where Q is the infinitesimal generator of the constructed 
GPSN model. P can be obtained by solving the equation system: 

 
PQ =0. 

                                        
=

M

i

pi
1

=1                              (1) 
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The nodes in the TRG are defines by the row vector: 

Ns=[(Ta,R), Tb, Rf1, Rf1, Rf2, Rf2, …, Rfn, Rfn] 

In this vector, Rfi=Rfi-C∩Rfi-T which means the availability of role Rfi; Rfi is RoleBusy of 
Rfi which means the unavailability of role Rfi. 

We suppose that the role authorization of Tb will stay at the queue of all father roles 
of R and wait for the first spare role if all R’s father roles are busy. Though the first 
spare probability of all father roles of R can be calculated based on the whole workflow 
instances accomplished by the workflow management system, we take the uniform 
distribution of the father roles’ spare probability in order to simplify the problem. 

The following Ns state lists are the states that can lead to the successfully role 
authorizations of Tb: 

 
                       Ns Value List              Probability 

S1=(1,1,1,0,X,X,…,X,X)            p1 
S2=(1,1,0,1,1,0,…,X,X)             p2   

                        … 
Sn=(1,1,0,1,0,1,…,1,0)              pn 
S =(1,1,0,1,0,1,…,0,1)              pbs 

S1-Sn are the states that can lead to the successfully role authorizations of Tb to Rf1- Rfn 
respectively and S is the state that all roles are busy. p1- pn and pbs are the probability of 
these states. 

The values of p1-pn and pbs can be obtained by the Eq.1. If Tj is a context constraint’s 
authorization task as Tb and Ri is the ith father role of R, the value of dij can be expressed 
as following: 

                                  ξb = pi+ pbs /n  

The total probability that role Ri is assigned to task Tj successfully before its execution 
can be calculated as: 

dij =ξa +ξb                                        (2) 

4.3 Performance Analysis of a Workflow Running on Mobile Devices 

Workflow on mobile devices is usually distributed to several mobile devices (Such as a 
mobile phone). Each mobile device accomplishes several tasks under a designated role. 
Suppose a workflow application composed of T1,…,TL is running on several mobile 
devices, the arrival of the workflow instance is Poisson processes and its arrival rate is 
λ, the service time of the mobile device under role Ri is exponential distributed and the 
cardinality of the role is the server number. Thus the whole system can be expressed as 
a M/M/C queuing system.  

P0= ci
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Where λi, μi ,ci are the task arrival rate, mean service time and cardinality of Ri 
respectively. ρ*=λi /(μi *ci). P0 is the probability of no task request to Ri. Then 
according to queuing theory, the mean waiting time Wqi of the role Ri on the mobile 
device is: 

Wqi=
λρ

ρρ
2

0

*)1(!

**)(

−ci

Pci ci
 

With each mobile device’s the average waiting time Wqi, the whole system waiting time 
vector can be constructed as: 

VWq=(Wq1,…Wqi,…,Wqm) 

With this vector, the waiting time above the require time limit can be identified. Thus 
the bottleneck of the workflow system running on the mobile devices can also be 
determined. The mobile workflow system performance can be improved by increasing 
the corresponding mobile device numbers or upgrading the processing ability of the 
mobile device under a certain role. 

5 Conclusions and Future Works 

In this paper, we present a role-based authorization model under task context and role 
cardinality constraints. We employ Petrinet to model the authorization procedure with 
role cardinality constraint and task dependence and also present the formal expression 
of this model. The authorization workload of a role in the system is analyzed and 
calculated by using the general stochastic Petri-net simplifying method. Based on this 
study, our future works will focus on the study of uncertain authorization model of 
roles under task context and its performance analysis. We will employ the probability, 
fuzzy and queuing theories to analysis and predict the more generic and complicated 
workflow management under cardinality and context constraints role authorization. 
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Abstract. This paper studies the problem of maximizing throughput under the
time fairness constraint in a multi-rate wireless network using a game-theoretic
approach. We model the problem as a multiple access game and propose a novel
payoff function for the game. The design our proposed payoff function properly
integrates throughput maximization with the time fairness constraint. Based on
the design of the payoff function, we devise a novel MAC protocol named G-
CSMA. In our proposed G-CSMA protocol, each station iteratively updates its
transmission attempt probability according to its specific payoff function until
a Nash equilibrium is reached. Our evaluation results demonstrate that our pro-
posed G-CSMA protocol outperforms the existing mainstream MAC protocols in
terms of time fairness and throughput.

Keywords: Multiple Access Game, Time Fairness, CSMA, Multi-rate Wireless
Network.

1 Introduction

The primary Medium Access Control (MAC) mechanism in the IEEE 802.11 standards
is called Distributed Coordination Function (DCF). The DCF mechanism uses the well-
known Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol
to regulate the access to the medium among contending stations. Two of the major
design objectives of CSMA/CA are to: i) fairly allocate the medium access opportu-
nity to each station; and ii) effectively utilize the medium so as to maximize aggregate
throughput. In general, CSMA/CA is able to provide each station with the same oppor-
tunity to access the medium in a long run. However, it has been shown that the medium
utilization efficiency is seriously degraded when the contending stations have different
bitrates [1]. This phenomenon is called a performance anomaly where the throughput
of a high bitrate station falls below that of a low bitrate station. As a result, aggre-
gate throughput is significantly decreased as well. The main cause of the performance
anomaly is that it takes the low bitrate station a longer time to transmit the same size
frame than that of the high bitrate station. When given the same medium access oppor-
tunity, the low bitrate station excessively occupies the medium compared to that of the
high bitrate station.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 346–357, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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To address this problem, many efforts have recently been made to develop different
fairness criteria for a multi-rate scenario so as to improve aggregate throughout. Exam-
ples of such fairness criteria are time fairness and proportional fairness. To be specific,
time fairness criterion focuses on assuring equal medium occupation time for each sta-
tion. Proportional fairness criterion is closely related to time fairness criterion [2,3]. An
early work of time fairness based mechanisms is introduced [4]. Another time fairness
based method termed Idle Sense is proposed [5]. Idle sense is considered as one of the
arguably best MAC protocols in the literature. A proportional fairness based throughput
allocation scheme is proposed in [3]. Despite these existing efforts, there is still room
for further improvements in terms of throughout and time fairness.

In this paper, we adopt a game-theoretic approach to improve the time fairness and
throughput in a multi-rate wireless LAN. Game theory has recently been widely used in
studying wireless networks [6,7]. Due to the nature of wireless medium access control,
it can be modeled as a multiple access game [6, 8]. The key element of a game is its
payoff function for each player (e.g., stations in a WLAN). A payoff function describes
the award that shall be given to a single player as the outcome of the game. We propose
a novel payoff function that is defined as the difference between the gains obtained
from a successful transmission and the costs incurred by a collision. The design of
our proposed payoff function carefully incorporates throughput enhancement and the
time fairness constraint. Each station’s goal is to maximize its payoff benefits under the
time fairness constraint by choosing an appropriate strategy. When the maximum payoff
benefits are achieved, the game converges to a Nash equilibrium. Based on the design of
our game, we propose a novel MAC protocol named G-CSMA. Our evaluation results
demonstrate the effectiveness of our proposed G-CSMA protocol.

The rest of the paper is organized as follows. Section 2 describes the related work.
Our network model is illustrated in Section 3. The design of the multiple access game is
introduced in Section 4 and our proposed G-CSMA protocol is presented in Section 5.
Section 6 reports our evaluation results and Section 7 draws the conclusion.

2 Related Work

We start by summarizing the related work on fairness criteria and their associated MAC
protocols. There exist four widely used fairness criteria: throughput fairness, time fair-
ness, proportional fairness, and max-min fairness. The default CSMA/CA is able to
provide throughput fairness if all stations have the same bitrate and adopt the same
frame size. An early work of time fairness based mechanisms is introduced [4] where a
time-based regulator is adopted to balance the medium occupancy time among stations.
Another time fairness based method termed Idle Sense is proposed [5]. Idle senses pro-
posed improves the short-term time fairness by estimating the average number of idle
slots between two transmissions. A proportional fairness based throughput allocation
scheme is proposed in [3]. In this throughput allocation scheme, a station sets the initial
contention window size inversely proportional to its bitrate. The max-min fairness cri-
terion is discussed in [9]. A commonly used index for measuring fairness is developed
by Jain et al. in [10].
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There exists a significant amount of work in communication networks that makes use
of game theory [6,7,11]. The framework of a generalized version of the multiple access
game is introduced in [12]. The framework is used to model the selfish behavior of
stations using CSMA/CA. Jin et al. investigate the non-cooperative game equilibria of
ALOHA networks in [13]. Lijun et al. propose a game-theoretic model that is capable
of achieving service differentiation in a distributed manner in [8, 14]. However, the
existing work primarily applies the game-theoretic approach in the network consisted
of homogeneous bitrate stations. In our work, we extend the game-theoretic approach
to a multi-rate setting.

3 Network Model

We describe our network model in this section. We focus on a single cell multi-rate
802.11 WLAN with one AP and N stations. These stations compete for channel ac-
cess by adopting the CSMA/CA protocol with no exponential backoff after a failure
transmission. We assume that stations can hear each other in the network. We further
assume that stations always have frames to transmit so that the network is saturated.
We denote pi as the probability of a station i that attempts to transmit a frame. If the
station’s contention window size is cwi, we can approximate pi via Eq. (1) according
to [15]:

pi =
2

cwi + 1
. (1)

When there is no station attempting to transmit, the channel can be considered as idle.
Therefore, the probability of the channel being idle is:

pidle =

n∏
i=1

(1 − pi). (2)

Similarly, a station can successfully transmit a frame if it is the only station in transmis-
sion. Thus, the probability of a successful transmission (referred as psi ) can be expressed
as:

psi = pi
∏

j∈N/{i}
(1− pj). (3)

As a result, the aggregated throughput can be calculated as follows:

R =
Σi∈Np

s
iE[P ]

pidleσ +Σi∈NpsiT
s + (1 − pidle −Σi∈Npsi )T

c
, (4)

where,E[P ] is the average packet payload size; σ is the duration of an idle slot; T s is the
average channel occupation time of a successful transmission (i.e., T s =

∑
i T

s
i p

s
i ); T

s

is the average channel occupation time of a collision (i.e., T c = E[T ci ]). Furthermore,
T si and T ci of station i can be calculated as:

T si = 2
ph

br
+
mh+ P

dr
+ SIFS +

mh+ACK

back
+DIFS,

T ci =
ph

br
+
mh+ P

dr
+DIFS,
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where, ph is PHY header size; mh is MAC header size; br is the bitrate to transmit the
PHY header; back is the bitrate to transmit an ACK frame.

4 Multiple Access Game

Game theory has been widely applied to communication networks in order to solve
resource allocation problems in a competitive setting. In general, a game can be classi-
fied into two categories based on the behaviorial mode of its players: cooperative and
non-cooperative [7]. In a cooperative game, players may enforce cooperative behaviour
so as to exploit the possibility of common interests. On the other hand, players make
decisions independently in a non-cooperative game. In this paper, we model the com-
petition for medium among stations as a cooperative game because these stations need
to jointly consider their utility gains and costs so as to improve the overall network per-
formance. Our game is an extension of the random access game proposed in [8]. The
formal definition of our game appears as follows.

Definition 1. A multiple access game G is a cooperative game that can be defined
as a triple G = {N,S, U}. N = {1, ..., n} is a set of players (i.e., stations). S =
{p1, p2, ..., pi, ..., p|N |} is the strategy space that is a Cartesian product of the strategy
sets of all players. The strategy set of player i is {pi ∈ [0, ξ], ξ < 1}. U is the set of
payoff functions of all players. The payoff function of player i is the difference between
its utility function and its cost function.

From the above definition, we can see that a strategy of station i is the choice of its
transmission attempt probability pi. The objective of game G is to maximize the payoff
benefits under the time fairness constraint by selecting an appropriate strategy for each
station. We detail the design of our payoff function in the following subsections.

4.1 Payoff Function Design

According to Definition 1, the payoff function of station i is composed by two parts:
cost function and utility function. We denote the cost function as ci(p), where p =
(p1, p2, ..., pi, ..., p|N |). Our cost function incorporates the strategies of all stations. We
denote the utility function as υi(pi). Hence, the payoff function of station i, termed as
Ui(p), can be expressed as:

Ui(p) = −ci(p) + υi(pi). (5)

The design goal of our payoff function is to maximize throughput under the time fair-
ness constraint. To achieve the design goal, the game needs to be to able to reach a
steady state (i.e., a Nash equilibrium). We assume that there exists a Nash equilib-
rium. Subsequently, there also exists a vector of transmission attempt access probability
p∗ := (p∗1, p

∗
2, ..., p

∗
i , ..., p

∗
|N |) for the equilibrium. To meet the time fairness require-

ment, the channel occupancy time at the equilibrium shall be fairly shared between
arbitrary two stations i and j:

T si (p
s
i )

∗ = T sj (p
s
j)

∗. (6)
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According to Eq. (3), we have:

(psi )
∗

(psj)
∗ =

p∗i ·
∏
l �=i(1− p∗l )

p∗j ·
∏
l �=j(1− p∗l )

=
p∗i /(1− p∗i )

p∗j/(1− p∗j )
. (7)

Thus, Eq. (6) can be rewritten as

p∗iT
s
i

1− p∗i
=

p∗jT
s
j

1− p∗j
, 1 ≤ i, j ≤ N. (8)

Next, we need to study the properties of the transmission attempt probability (i.e., the
strategy) at a Nash equilibrium. Assume that at time t the transmission attempt proba-
bility of station i is pi(t) and the conditional collision probability of station i is qi(t). At
the next time slot (t+1), the transmission attempt probability pi(t+1) shall be adjusted
based on pi(t) and qi(t). To be specific, pi(t + 1) = fi(pi(t), qi(t)). When station i
reaches the equilibrium, p∗i shall not change if the network remains the same. At this
state, p∗i = fi(p

∗
i , q

∗
i ) is time independent. Assume fi(·) is continuously differentiable

and ∂fi(qi)
∂qi

�= 0 with qi ∈ [0, 1]. Thus, we can represent q∗i as a function of p∗i :

q∗i = Fi(p
∗
i ). (9)

In order to maximize the payoff function Ui(p) at a Nash equilibrium, p∗ either takes
the value at the boundaries of the strategy space S or satisfies ∂Ui(p)

∂pi
= 0. The former

case is called a trivial equilibrium, and the latter case is called a non-trivial equilibrium.
In this paper, we mainly focus on the non-trivial Nash equilibrium. Hence, we have

c′i(p
∗) = υ′i(p

∗
i ). (10)

With the relationship between the cost function and the utility function defined in
Eq. (10), we can illustrate the design of these two functions. Collisions can be regraded
as penalties (i.e., costs) for an inappropriate strategy. As a result, the cost function of
station i can be represented as

ci(p) = piqi, (11)

where qi is the conditional collision probability of station i and can be expressed as

qi = 1−
∏

j∈N/{i}
(1− pj). (12)

We now detail the procedure to derive the utility function υi(pi). From Eqs. (9), (10),
and (11), we can have

υ′i(p
∗
i ) = q∗i = Fi(p

∗
i ). (13)

By taking the integral of Eq.(13), υi(pi) can be expressed as

υi(pi) =

∫
Fi(pi)dpi. (14)

To guarantee that the multiple access game G has a unique and non-trivial Nash
equilibrium, we make the following three assumptions [8]:
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– S1: The utility function υi(pi) is continuously differentiable, strictly concave, and
with finite curvatures that are bounded away from zero. Therefore, there exist con-
stants α and β such that −β ≤ υ′′i (pi) ≤ −α < 0.

– S2: Define Φ(p) =
∏
i∈N (1 − pi) and denote the smallest eigenvalue of ∇2Φ(p)

over p as γmin. Thus, −α− γmin < 0.
– S3: Function Θi(pi) = (1 − pi)(1 − υ′i(pi)), i ∈ N is strictly monotonic for all

stations.

In S2, Φ(p) can be regarded as the channel idle probability of the network. In S3, the
Θi(pi) can be considered as the channel idle probability perceived by station i. If the
game reaches the Nash equilibrium, according to Eqs. (12) and (13), we get

Θi(p
∗
i ) = Φ(p∗). (15)

From Eq. (15), we can see that Θi(p∗i ) is the same for all stations. This means that all
stations perceive the same channel idle probability at the equilibrium. Based on Eq. (8),
we can rewrite Θi(p∗i ) as a function of p∗i T

s
i

(1−p∗i )T s
max

as follows

Θi(p
∗
i ) = χ(

p∗iT
s
i

(1− p∗i )T
s
max

), 1 ≤ i ≤ N, (16)

where T smax is the time that it takes the highest bitrate station to successfully transmit a
packet.

We now can move to maximize the aggregated throughput. Let λ = Σi∈Npi. In a
reasonable large network, we can make the following two approximations: i) Φ(p) =∏
i∈N (1− pi) ≈ e−λ, and ii) Ps =

∑
i∈N p

s
i ≈ λe−λ. Hence, the aggregated through-

put (i.e., Eq. (4)) can be expressed as

R =
λe−λP

e−λσ + λe−λT s + (1 − e−λ − λe−λ)T c
. (17)

By taking the first derivative on Eq. (17), we can obtain the λ value (denoted as λ∗) that
maximizes throughputR.

(1− λ∗)eλ
∗
= 1− σ

T c
. (18)

Note that λ∗ is solely determined by σ and T c that are constant parameters of the
network. Since Φ(p∗) = e−λ

∗
, we can turn Eq. (16) to

χ(
p∗iT

s
i

(1− p∗i )T
s
max

) = e−λ
∗
. (19)

We assume that pi is very small when the number of stations is reasonably large. As a
result, we turn Eq. (19) into

χ(
piT

s
i

(1− pi)T smax
) = e−λ

∗
(1 +

piT
s
i

(1− pi)T smax
). (20)

From Eqs. (12), (13), and (20), we obtain

Fi(pi) = qi = 1−
e−λ

∗
(1 +

piT
s
i

(1−pi)T s
max

)

1− pi
. (21)
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Subsequently, the utility function υi(pi) defined in Eq. (14) can be expressed as

υi(pi) =

∫
Fi(pi)dpi = (pi +

e−λ
∗
T si

(1− pi)T smax
) + e−λ

∗
(1 +

T si
T smax

) ln(1− pi). (22)

With this utility function, we construct a multiple access game G that all stations have
the same strategy set [0, ξ] with ξ < 1. These stations make strategy decisions based on
their utility functions. Note that the stations with the same bitrate shall use the same util-
ity function and choose the same optimal strategy p∗i . Combining Eq. (11) and Eq. (22),
we get the system payoff function as

Ui(p) =(pi +
e−λ

∗
T si

(1− pi)T smax
) + e−λ

∗
(1 +

T si
T smax

) ln(1− pi)− piqi. (23)

4.2 Nash Equilibrium

With the three assumptions made in subsection 4.1, there exists a unique and non-trivial
Nash equilibrium for the multiple access game G. In this section, we focus on deriving
the specific strategy set of a station so as to achieve the equilibrium. Specifically, the
strategy set of stations is [0, ξ], and we will derive the range of ξ.

Lemma 1. The multiple access game G has a unique non-trivial Nash equilibrium if
1− e−

1
2λ

∗ ≤ ξ ≤ 1− 1
2e
λ∗

.

Proof. We start by proving the left inequality. We organize stations into groups via
their bitrates. All stations in the same group have the same bitrate, and thus, the same
transmission attempt probability. Assume there are M such groups. For an arbitrary
group m, suppose there are l number of stations and their transmission attempt prob-
ability is pm. Assume μ = e−λ

∗
(1 +

pmT
s
m

(1−pm)T s
max

). When pm = 0 and μ = e−λ
∗
,

we have Φ(p) =
∏
m∈M (1 − μeλ

∗−1
T s
m/T

s
max+μe

λ∗−1
)l = 1 > μ. When pm = ξ, we ob-

tain μ = min{1, e−λ∗
(1 + ξ

1−ξ )}. If ξ ≥ 1 − e−
1
2λ

∗
, we get Φ(p) =

∏
m∈M (1 −

μeλ
∗
−1

T s
m/T

s
max+μe

λ∗−1
)l < μ. Since Φ(p) =

∏
m∈M (1 − μeλ

∗
−1

T s
m/T

s
max+μe

λ∗−1
)l is a continu-

ous function of μ, there exists μ∗ so as to achieve the equilibrium equation:

Φ(p) =
∏
m∈M

(1 − μ∗eλ
∗ − 1

T sm/T
s
max + μ∗eλ∗ − 1

)l = μ∗.

Thus, if ξ ≥ 1 − e−
1
2λ

∗
, there exists a unique non-trivial Nash equilibrium pm =

μ∗eλ
∗
−1

T s
m/T

s
max+μ

∗eλ∗−1
for game G.

We next prove the right inequality. By calculating the maximum of υ′′i (pi), we can
obtain

diag([υ′′1 (p1), υ
′′
2 (p2), ..., υ

′′
|N |(p|N |)]) $ −2e−λ

∗
I = −αI,

where I is a unit matrix. Let ζ = ( 1
1−p1 ,

1
1−p2 , ...,

1
1−p|N|

). The Hessian matrix of Φ(p)
can be calculated as

∇2Φ(p) = (ζT ζ − diag2(ζ))
∏
i

(1− pi) %
−1

1− ξ
I = γminI.
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Because
∏

i∈N (1−pi)
(1−pi)2 ≤ 1

1−ξ and ζT ζ
∏
i∈N (1 − pi) % 0 hold for any station, if ξ ≤

1− 1
2e
λ∗

, −α− γmin < 0, the multiple access game G has a unique Nash equilibrium.
In conclusion, the condition that the multiple access game G has a unique non-trivial

Nash equilibrium is 1− e−
1
2λ

∗ ≤ ξ ≤ 1− 1
2e
λ∗

.

5 Our MAC Protocol Design

We detail the design of our multiple access game based MAC protocol (termed as G-
CSMA) in this section. In G-CSMA, a station adjusts its strategy (i.e., transmission
attempt probability) in an iterative manner until a Nash equilibrium is reached. We
employs a gradient play as the strategy adjustment approach [16]. In gradient play, every
station adjusts a current attempt access probability gradually in a gradient direction
suggested by observations of other stations actions. To be specific, at stage (t + 1),
station i updates its strategy according to the following equation

pi(t+ 1) = pi(t) + κi(υ
′
i(pi(t))− qi(t)), (24)

where κi is the step size and υ′i(pi(t)) = 1 −
e−λ∗

(1+
pi(t)T

s
i

(1−pi(t))T
s
max

)

1−pi(t) . The choice of κi
determines the convergence speed to a Nash equilibrium. According to [8], we choose
κi <

2
β+|N |−1 . Intuitively, the conditional collision probability qi can be viewed as

the “penalty” paid for collisions of station i. If the marginal utility υ′i(pi(t)) is greater
than the penalty qi at time slot t, the station needs to increase its transmission attempt
probability at the next time slot (t + 1), and vice versa. When the Nash equilibrium
is reached, the station’s transmission attempt probability remains unchanged if the net-
work remains the same.

However, it is difficult to calculate qi in a distributed manner. Thus, we need to
calculate qi via approximation. Specifically, let ni be the number of consecutive idle
slots between two transmission attempts (transmission or collision). According to [5],
ni can be regraded as a geometric distribution of Φ(p). Hence, the average number of
idle slots n̄i =

Φ(p)
1−Φ(p) . Station i can estimate its qi using n̄i as follows:

qi = 1− Φ(p)

1− pi
=

1− (n̄i + 1)pi
(n̄i + 1)(1− pi)

. (25)

We calculate n̄i via the approach proposed in [5]. Each station updates its transmis-
sion attempt probability and contention window after ntrans number of transmissions.
Therefore, n̄i needs to be updated every ntrans transmission as well. We denote the
total idle slots during the ntrans transmissions as sumidle. To balance the convergence
speed and the estimation accuracy, we use a weighted average to estimate n̄i:

n̄i(t+ 1) ← ρn̄i(t) + (1− ρ)
sumidle

ntrans
, (26)

where ρ is a weight within the range of [0, 1].
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6 Evaluation

In this section, we evaluate the performance of our algorithm in terms of throughput,
fairness and collision ratio.

6.1 Configuration

In our evaluation, the performance of our proposed algorithm is compared with that of
the following two widely accepted algorithms: 1) the default 802.11DCF function [17];
2) the Idle Sense algorithm [5].

Our evaluation is performed using the INET framework package for the Omnet++
simulation environment [18]. The INET framework is shipped with the default 802.11
DCF function. In addition, we implement the Idle Sense algorithm and our G-CSMA al-
gorithm. In our implementation, the PHY and MAC parameters are defined as described
in the IEEE 802.11 standard. Specifically, the basic parameters are listed in Table 1.

Table 1. PARAMETERS IN SIMULATION

Slot Time 20 μs ACK Length 112 bits

SIFS / DIFS 10 / 50 μs MAC Header 272 bits

PHY Header 192 bits Bitrate of ACK 2 Mbps

Bitrate of PHY Header 1 Mbps Packet Payload 12000 bits

The performance comparison is conducted in two popular wireless network deploy-
ment modes: 802.11b and 802.11b/g. For each mode, we consider a scenario with fast
and slow competing stations. This scenario is introduced in [5], where k slow stations
compete with n− k fast stations. In our evaluation, the values of n are set to 5, 10, 15,
20, 30, 40 and 50, and the values of k are set to n

5 . The bitrates of slow stations are set
to 1Mbps for both 802.11b and 802.11b/g modes. The bitrates of fast stations are set to
11Mbps for 802.11b mode and 54Mbps for 802.11b/g mode, respectively.

We randomly place these n stations in the simulation area. In addition, we place
one AP in the center of the area. Frames are generated at each station continuously and
transmitted to the AP. We assume that all stations are static, and thus the rate adaption is
disabled. The bitrate of each station is defined at the initialization phase and remains the
same during the entire simulation period. We further assume that all stations have the
same transmission power and the same Signal-to-Interference-plus-Noise-Ratio (SINR)
threshold. The initial CW value is set to 7 for all the three algorithms. For our proposed
algorithm and the Idle Sense algorithm, we both use ρ and maxtrans to calculate the
average number of consecutive idle slots. Specifically, ρ is set to 0.5 and maxtrans is
set to 10 for both algorithms. Our proposed algorithm has two unique variables that are
step size κi and λ∗. We fix the step size κi to 0.015. The values of λ∗ are set to 0.1625
and 0.2669 for 802.11b and 802.11b/g modes, respectively.

6.2 Results

We report our performance evaluation results in terms of fairness, throughput, and col-
lision ratio. All results are averaged over 10 runs, and each run lasts 40 seconds.
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Fairness. We evaluate the fairness of channel access time using the Jain’s fairness
index (JFI) proposed in [10]. Ideally, if the channel access time is evenly distributed to
all stations, the Jain’s fairness index should equal to 1. As it is shown in Fig. 1(a) and
Fig. 1(b), the fairness index of our proposed algorithm consistently approaches to 1 in
both network deployment modes. Clearly, our proposed algorithm greatly outperforms
the existing schemes and effectively solves the performance anomaly problem.
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(b) JFI 802.11b/g mode.
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(c) Throughput 802.11b mode.
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(e) Collision 802.11b mode.
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(f) Collision 802.11b/g mode.

Fig. 1. Evaluation Results

Throughput. While assuring the fairness among all the stations, our objective is also
to maximize the total throughput of the network. The aggregated throughput of our
proposed algorithm is compared with that of the default 802.11 DCF and Idle Sense
in Fig. 1(c) and Fig. 1(d). We can see that our proposed algorithm significantly out-
performs the default 802.11 DCF in both modes. Such a substantial improvement is
achieved by balancing the channel access time among all stations. Specifically, our pro-
posed algorithm let fast stations transmit more frames because it takes less time for
them to complete transmission compared the slow stations. As a results, slow stations
are prevented from excessively occupying the channel. We also notice that our proposed
algorithm outperforms the Idle Sense algorithm in most cases. Moreover, the through-
put improvement of our algorithm is better when the number of stations becomes larger
as shown in Fig. 1(c) and Fig. 1(d).

Collision. Collisions can severely degrade the network performance because the chan-
nel occupation time of a failure transmission (due to a collision) is almost equal to
that of a successful transmission. As a result, the total throughput of the network will
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be greatly decreased if collisions occur frequently. Furthermore, excessive colliding
frames may incur a large amount of retransmissions that flood the network, and thus,
significantly increase the end to end delay. We measure the collision overhead by the
ratio of the total collisions experienced by a station to its total number of transmissions.
The detailed collision results are plotted in Fig. 1(e) and Fig. 1(f). We notice that when
the number of competing stations n increases, the collision ratio of default 802.11 DCF
approaches to 1 rapidly. That means the channel is exclusively occupied by collisions.
On the other hand, the collision overhead of our proposed algorithm remains low when
n increases. This matches with the throughput results presented in Subsection 6.2.

In summary, the evaluation results demonstrate that our proposed G-CSMA algo-
rithm outperforms the other two algorithms in the following aspects: 1) The channel
access time is almost equally distributed to each station. The time fairness is achieved;
2) The total throughput is significantly improved by applying our G-CSMA algorithm
under the time fairness constraint; 3) Our proposed algorithm can greatly reduce colli-
sions even when there are a large number of stations.

7 Conclusion

This paper employs a game-theoretic approach to study the problem of throughput max-
imization under the time fairness constraint in a multi-rate wireless network. We model
the problem as a multiple access game and propose a novel payoff function for the game.
The design our proposed payoff function properly incorporates throughput maximiza-
tion with the time fairness requirement. Based on the design of the payoff function,
we devise a novel MAC protocol named G-CSMA. In our proposed G-CSMA proto-
col, each station iteratively updates its transmission attempt probability according to
its specific payoff function until a Nash equilibrium is achieved. Our evaluation results
show that our proposed G-CSMA protocol outperforms the existing mainstream MAC
protocols in terms of time fairness and throughput.
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16. Flåm, S.D.: Equilibrium, evolutionary stability and gradient dynamics
17. IEEE: IEEE 802.11: Wireless LAN Medium Access Control (MAC) and Physical Layer

(PHY) Specifications (2007)
18. OMNeT++, http://www.omnetpp.org

http://www.omnetpp.org


Forced Spectrum Access Termination

Probability Analysis
under Restricted Channel Handoff

MohammadJavad NoroozOliaee1, Bechir Hamdaoui1,
Taieb Znati2, and Mohsen Guizani3

1 Oregon State University
noroozom@onid.edu, hamdaoui@eecs.orst.edu

2 University of Pittsburgh
znati@cs.pitt.edu
3 Qatar University
mguizani@ieee.org

Abstract. Most existing works on cognitive radio networks assume that
cognitive (or secondary) users are capable of switching/jumping to any
available channel, regardless of the frequency gap between the target and
the current channels. Due to hardware limitations, cognitive users can
actually jump only so far from where the operating frequency of their
current channel is, given an acceptable switching delay that users are
typically constrained by. This paper studies the performance of cognitive
radio networks with dynamic multichannel access capability, but while
considering realistic channel handoff assumptions, where cognitive users
can only move/jump to their immediate neighboring channels.

Specifically, we consider a cognitive access network with m chan-
nels in which a cognitive user, currently using a particular channel, can
only switch to one of its k immediate neighboring channels. This set
of 2k channels is referred to as the target handoff channel set. We first
model this cognitive access network with restricted channel handoff as a
continuous-time Markov process, and then analytically derive the forced
termination probability of cognitive users. Finally, we validate and ana-
lyze our derived results via simulations. Our obtained results show that
the forced access termination probability of cognitive users decreases sig-
nificantly as the number k increases.

1 Introduction

Dynamic spectrum access or cognitive radio access network paradigm allows
cognitive (or secondary) users (CUs) to exploit unused licensed spectrum on an
instant-by-instant basis, so long as it causes no harm to primary users (PUs).
That is, CUs must make sure that the licensed band is vacant before using it,
and must vacate the band immediately upon the return of any PUs to their
licensed band.

Cognitive radio has great potential for improving spectrum efficiency and in-
creasing achievable network throughput of wireless communication systems. As
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a result, it has generated significant research interests and resulted in numer-
ous papers over this past decade. The research issues and topics that have been
addressed in recent years in this regard are also numerous, ranging from fun-
damental networking issues to practical and implementation ones. Examples of
investigated issues pertaining to cognitive networking, just to name a few, are
performance modelling and characterization [3, 14, 15], spectrum access man-
agement [2, 4, 19], adaptive and learning technique development [5, 12, 16, 21],
network architectures [9, 17, 18], spectrum prediction models [1, 10, 11], and
protocol design [6, 13, 20]. One common shortcoming with most existing works
on cognitive radio networks is that it is almost always assumed that cognitive
(or secondary) users are capable of switching/jumping to any available chan-
nel, regardless of the frequency gap between the target channel and the current
channel. This is not realistic [7, 8]. Due to hardware limitations, cognitive users
can actually jump only so far from where the operating frequency of their cur-
rent channel is, given an acceptable switching delay that users are typically
constrained by [7, 8]. This paper studies the performance of cognitive radio net-
works, but while considering realistic channel handoff/switching assumptions,
where CUs can only move/jump to channels that are immediate neighbors of
their current operating channels.

The focus of this work is then on cognitive wireless networks that are enabled
with dynamic multichannel access, but with limited channel handoff/switching
capability. Specifically, we consider a cognitive access network with m channels
in which a cognitive user, currently using a particular channel and needing to
vacate it due for e.g. to the return of its PUs, can only switch to one of its k
immediate (from above and below) neighboring channels. This set of 2k channels
is referred to as the target handoff channel set.

In this paper, we first model the cognitive access network with restricted chan-
nel handoff as a continuous-time Markov process. Then, we analytically derive
the forced access termination probability of cognitive users, defined as the prob-
ability that a CU, already accessing and using a channel whose PU is returned,
is forced to cease communication as a result of none of the channels in its target
handoff channel set is vacant. Finally, we validate and analyze our derived results
via MATLAB simulation. Our results show the impact of the channel handoff
restriction in cognitive radio access on the probability of users being forced to
terminate access to the system. Our obtained results show that the forced access
termination probability of cognitive users decreases significantly as the number
of target handoff channels increases for a fixed primary user load. The results
also show that the gap between the forced termination probabilities for differ-
ent numbers of target handoff channel set sizes increases with the primary user
arrival rate.

To summarize, our contributions in this work are: 1) performance modelling
of cognitive radio network access with limited spectrum handoff, 2) validation
of our derived analytic results via simulations, and 3) study and analysis of the
impact of spectrum handoff restriction on the performance behaviors of cognitive
radio networks with multichannel access capability.
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The rest of the paper is organized as follows. In Section 2, we state the system
model. In Section 3, we model and derive analytically the forced termination
probability. Section 4 validates the derived results, and analyzes the performance
behaviors. Finally, in Section 5, we conclude our work.

2 Multichannel Access Model

We consider a cognitive radio multichannel access system withm primary bands,
B1,...,Bm, where each band is composed of n sub-bands, giving a total ofmn sub-
bands, termed A1,...,Amn. Two types of users are present in the system. Primary
users (PUs) who have exclusive access rights to B1 to Bm, and cognitive users
(CUs) who are allowed to use the A1 to Amn sub-bands, but in an opportunistic
manner; i.e., so long as they do not cause any harmful interference to PUs.
While PUs have strict priority to use the spectrum bands, CUs are allowed to
use a sub-band only when the sub-band’s associated primary band is vacant;
i.e., not being used by any PUs. Thus, we assume that CUs are always aware of
the presence of PUs, and that as soon as any PUs reclaim their band, CUs are
capable of immediately vacating the band and switch to another idle sub-band,
if any exists. This is called spectrum handoff [22]. In our model, we assume that,
during spectrum handoff, CUs can jump to any channel/band situated at no
more than k bands away from its current operating band; the set of possible
channels to which a CU is able to jump to is referred to as the target handoff
channel set. Specifically, if an CU is currently using a sub-band belonging to
primary band Bi, the CU can only jump to any sub-band from Bi−k to Bi+k
when handoff is initiated. The number k is called the steps that a cognitive user
is able to jump in each spectrum handoff.

3 Performance Modelling

We model the channel selection process as a continuous-time Markov process.
The process is defined by its states and transition rates. In this section, we define
the states and calculate the state transition rates.

As stated previously, mn sub-bands are shared by both primary and cognitive
users. Thus, we define each state as an m-tuple (i1, ..., im) in which ij, for j =
1, 2, . . . ,m, indicates the number of CUs in band j if ij > −1, otherwise ij is
equal to −1, indicating that band j is occupied by a primary user. Note that ij
takes on values between −1 and n (i.e., −1 ≤ ij ≤ n). Thus, the total number
of states is (n+ 2)m and all these states are valid.

We assume that arrivals of cognitive users and primary users both follow
Poisson processes with arrival rates λc and λp, respectively, and the service
times are exponentially distributed with rates μc and μp, respectively.

There are four cases/events under which a state changes, and thus we only
have to consider these four cases to compute the transition rate matrix, known
as Q. In what follows, let (i1, ..., im) be the current state.

Case 1: First, consider that a cognitive user arrives to the system and selects
spectrum band j. The next possible states are then (i1, ..., ij + 1, ..., im) for all
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−1 < ij < n. Assuming that the number of these states is l, the transition rate
from (i1, ..., im) to (i1, ..., ij + 1, ..., im) is then λc/l. The states whose ij value
is either −1 or n do not change, because the cognitive user will be blocked and
denied access to the system in this case.

Case 2: Second, consider that a cognitive user leaves spectrum band j. In this
case, the next possible states are (i1, ..., ij − 1, ..., im) for all ij > 0. Thus, the
transition rates from (i1, ..., im) to (i1, ..., ij − 1, ..., im) is ijμs.

Case 3: Third, when a primary user leaves band j, the next states are
(i1, ..., i

′
j , ..., im) where i

′
j = 0 and ij = −1. Assuming that the number of occu-

pied bands by primary users is l which means that the number of next states is
l, the transition rate from (i1, ..., im) to (i1, ..., i

′
j, ..., im) is then μp/l, where as

stated earlier i′j = 0 and ij = −1.

Case 4: Fourth, consider that a primary user arrives to spectrum band j. Note
that primary users do not select any band upon their arrivals, since they already
have their predefined bands to operate on. In this case, the next states are

(i1, ..., i
′
j−k, ..., i

′
j , ..., i

′
j+k, ..., im) where i′j = −1 and

(∑j+k
l=j−k,l �=j i

′
l = ij

)
if user

is not forced to terminate. User access termination occurs when none of the
adjacent bands can accommodate the cognitive user that is required to vacate
band j. Thus, the next states are (i1, ..., i

′
j−k, ..., i

′
j, ..., i

′
j+k, ..., im) where i

′
j = −1

and i′l = n for i − k ≤ l ≤ i + k. When the user is forced to terminate, the
transition rate is λp, and when there is no termination, the transition rate is as
follows

γss′ = λp

⎛
⎜⎜⎜⎜⎝

1

2k −
j+k∑

l=j−k,i′l=−1

1

⎞
⎟⎟⎟⎟⎠

ij

2k∏
l=0,l �=k

(
ij

i′j−k+l − ij−k+l

)
(1)

where γss′ denotes the transition rate from state s to state s′, where s = (i1, ..., im)
and s′ = (i′1, ..., i

′
m). Thus far, we computed the transition rates, and we were

able to determine the transition matrix Q. One can now solve the system of
equations

π.Q = 0 and

(n+2)m∑
i=1

πi = 1

where πi is the stationary probability of state i and π is the stationary probability
matrix.

Now, the forced termination probability Pf of a cognitive user can be defined
as

Pf =

∑
(s,s′)∈T

πsγ
s
s′

(1− Pb)λc
(2)
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where T is the set that contains all state pairs (s, s′) in which a user is forced to
terminate when transitioning from s to s′, and Pb is the blocking probability to
be defined later. Formally, T can be defined as

T = {(s, s′) = ((i1, ..., im), (i
′
1, ..., i

′
m))|Nc(s) > Nc(s

′) and Np(s) < Np(s
′)}

where Nc(s) and Nc(s
′) are the numbers of cognitive users in state s and s′,

respectively, and Np(s) and Np(s
′) are the numbers of primary users in state

s and s′, respectively. The number of cognitive users in state s = (i1, ..., im),
Nc(s), can be written as

Nc(s) =

m∑
j=1,ij �=−1

ij

Similarly, the number of primary users in state s = (i1, ..., im), Np(s), can be
written as

Np(s) =
m∑

j=1,ij=−1

1

When a new cognitive user arrives to the system and cannot find any empty sub-
band, because the bands are occupied by primary users or any other cognitive
users, the user is denied access to the system. In this case, we say that the user
is blocked. The blocking probability Pb of a cognitive user trying to access the
system can then be written as

Pb =
∑
s∈B

πsλc∑
s∈S,s�=s′

γss′
(3)

where B is the set of all the states in which blocking occurs when a new cognitive
user arrives to the system, and is defined as

B = {s = (i1, ..., im)|∀j 1 ≤ j ≤ m, −1 < ij < n}

4 Analysis and Validation

In this section, we validate our analytic results via MATLAB simulations, and
analyze the performance of cognitive radio systems with multichannel access
capabilities by studying the impact of the target handoff channel set size on the
forced termination probability. For this, we consider evaluating a multichannel
access cognitive system withm = 7 primary bands, each having n = 2 sub-bands.

Fig.1 plots the forced termination probability of cognitive users that we ana-
lytically derived in this work as a function of the primary user arrival rate λp for
three different values of the number of target handoff channels, k. First and as
expected, observe that as the primary user arrival rate (i.e., PU load) increases,
the probability that cognitive users (already using the system) are forced to leave
the system due to not finding an available band in their target handoff channel
set increases. Second, for a given primary user arrival rate λp, the greater the
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Fig. 1. Analytic results: forced termination probability as a function of the primary
arrival rate λp for k = 1, 2, 3

number of target handoff channels, the lower the forced termination probability.
Again, this trend of performance behavior is expected, as having more channels
to switch to increases the chances of cognitive users finding available bands,
which explains the decrease in the forced termination probability of cognitive
users. Third, the gap between the forced termination probabilities for differ-
ent numbers of target handoff channel set sizes increases with the primary user
arrival rate.

Now that we investigated the performance behaviors of cognitive radio sys-
tems through the derived analytic results, we next focus on validating these
derived models. For this we use MATLAB to simulate a multichannel system
with primary and cognitive users arriving to the system according to Poisson
process with arrival rates λp and λc, respectively. In these simulations, we com-
pute the actual forced termination probability of cognitive users, measured as
the ratio of the number of terminated users to the total number of accepted
users. Fig. 2 shows the values of forced termination probabilities of the simu-
lated cognitive network again for three values of k. Observe that the simulated
performance behaviors of cognitive systems in terms of the forced termination
probability match well those obtained via our analytically derived results. This
validates our derived models.

To summarize, our findings in this work demonstrate the impact of the com-
monly made assumption of considering that cognitive users are able to hand-
off/switch to any available band, regardless of how far the target band is from
the current band, on the performance behaviors of cognitive radio systems. Our
results show the importance of considering realistic spectrum handoff (i.e., with
restricted/limited target handoff channel set) when assessing the achievable cog-
nitive radio performances. Although the performance metric investigated in this
work is the forced access termination probability of cognitive users already using
the system, one can easily project this analysis on other performance metrics,
such as the per-user achievable throughput and user blocking probability, which
are kept for future investigation.
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Fig. 2. Simulation results: forced termination probability as a function of the primary
arrival rate λp for k = 1, 2, 3

5 Conclusion

This paper investigates the performance behaviors of cognitive radio networks
enabled with dynamic multichannel access, but while considering realistic chan-
nel handoff assumptions, where cognitive users are only allowed to switch to
vacant channels that are immediate neighbors of their current channels. Using
Markovian analysis, we model cognitive access networks with restricted channel
handoff as a continuous-time Markov process, and analytically derive the forced
access termination probability of cognitive users that are already using the sys-
tem. Using MATLAB, we also validate our derived results via simulations.

Our obtained results demonstrate the impact of considering realistic channel
handoff restriction in cognitive radio access on the probability of cognitive users
being forced to terminate access to the system, and show that the forced access
termination probability decreases significantly as the number of target hand-
off channels increases. This work demonstrates the cognitive radio performance
implications of the commonly made assumption of allowing cognitive users to
switch to any available band, regardless of how far the target band is from the
current band. These performance implications translate in terms of forced access
termination probability as well as long-term achievable throughput and access
blocking probability of cognitive users.
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Abstract. Uncertainty in the actual locations of sensors is prevalent in
real deployments of wireless sensor networks (WSNs). As a result, exist-
ing algorithms and important results concerning sensor coverage need to
be revisited. In this paper, we consider the issue of energy-efficient robust
coverage in WSNs, where location uncertainty is modeled by bounding
disks around the nominal (or intended) locations. Robust coverage is
achieved by the use of a new distance metric that accounts for such un-
certainty. Energy efficiency is made possible by i) judiciously selecting
a set of active sensors, and ii) reduction in the sensing radii. We devise
localized algorithms that are proven to ensure full coverage of region
of interest while conserving energy. Extensive simulation study demon-
strates the effectiveness of the proposed approach.

Keywords: WSNs, uncertainty, energy efficiency, coverage.

1 Introduction

Wireless sensor networks (WSNs) have wide applications in many areas such as
military surveillance, infrastructure protection, and scientific exploration [3] [1]
[7] [6]. While many implementations are limited to small-scale experiments or
applications with only dozens or hundreds of sensors, recent advances in wireless
communications and electronics have promoted the research of low-cost sensors
[5] and large scale deployments are becoming feasible. However, due to the limi-
tation of battery technologies, energy efficient operations in WSNs remain to be
a challenging issue.

One technique to reduce energy consumption in densely deployed WSNs is
through controlling the duty cycle of sensor nodes. Network lifetime can be
extended by selectively putting a subset of sensors to low-power modes while
maintaining the required coverage of the region of interest (RoI). In guaranteeing
the sensor coverage, most existing solutions assume that sensor locations are
exact. However, such an assumption rarely holds in practice. Even with on-
board GPS receivers on all or selected nodes, or execution of distributed location

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 366–377, 2012.
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algorithms, there generally exists uncertainty in sensor location. Furthermore,
carefully positioned in the deployment phase, sensors may be displaced due to
environmental or human factors during the course of operation.

In [8], Vu and Zheng propose the notion of robust coverage that explicitly
accounts for location uncertainty. Location uncertainty is modeled by a bounding
circular disk around a sensor’s nominal location. The problem of determining the
common sensing radius that ensures k-coverage of the RoI can be solved through
the construction of order-k Voronoi diagram of disks, called order-k max VD.
The algorithm in [8] is centralized requiring knowledge of all sensors. The use
of common sensing radius suffers from the problem of redundant coverage. For
example, as shown in Figure 1, to provide full coverage of a 500x320 field with
23 sensors, around 90% of the area is 2 or more-covered.

In this paper, we address the deficiency of the aforementioned solutions, and
propose distributed energy-efficient robust algorithms that ensure full coverage
of the RoI in presence of location uncertainty. We devise two algorithms to con-
struct max VD and prove their accuracy. To further improve energy efficiency, a
sensor selection procedure, which chooses a set of active sensors, is applied. Ex-
tensive simulation results show the correctness and effectiveness of the proposed
algorithms.

(a) Max VD (b) Coverage with com-
mon radius

(c) Percentage of order-k
coverage

Fig. 1. 23 sensors randomly deployed in the area of 500x320. Dots are sensors’ nominal
locations. In Figure 1a, disks are uncertainty areas, green arcs are Vornoi edges in max
VDs. Solid disks in Figure 1b are coverage areas of sensors. In Figure 1c, light areas
are exactly 1-covered, while the dark area is 2-or-higher covered. 90% of area is 2- or
higher covered.

The rest of the paper is organized as follows. In Section 2, we introduce
the network model and necessary terminologies and notations. The algorithms
for constructing max VD are presented in Section 3. Theoretical analysis and
design of energy-efficient robust coverage algorithm are provided in Section 4.
In Section 5, we present the evaluation results followed by conclusion and future
work in Section 6.
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2 Preliminaries

In this section, we introduce the network model, terminologies and notations
used in the rest of the paper.

2.1 Network Model

Consider n sensors S = {1, 2, . . . , n} in the RoI, a bounded convex 2-D polygonal
region. Sensor i’s actual location is assumed to be uniformly distributed in a
disk Ci(oi, ri) centered at its nominal location oi with ri being the uncertainty
radius. Since the exact locations of sensors are unknown, some sensors may locate
outside RoI. In [5], the authors categorize the sensors into internal sensors and
periphery sensors. In this paper, we assume that all the sensors are intended to
be deployed in RoI, i.e., oi ∈ RoI, 1 ≤ i ≤ n. Incidents of periphery sensors are
due to deployment errors. Thus, we do not make a distinction between internal
and periphery nodes.

Definition 1. (Robust point coverage) Define the maximum distance from a
point p to a sensor as dmax(p, Ck) = d(p, ok) + rk, where d(·, ·) is the Eu-
clidean distance. A point p in RoI is guaranteed to be covered by sensor k iff the
max distance between sensor k and point p is less than k’s sensing radius, i.e.,
dmax(p, Ck) ≤ sk, where sk is the sensing radius of sensor k.

Definition 2. (Robust direct connectivity) Let the maximum distance between
two disks Ci and Ck as dmax(Ci, Ck) = d(oi, ok) + ri + rk. Two sensors i and
k are guaranteed to be directly connected iff dmax(Ci, Ck) ≤ T , where T is the
transmission range.

Similarly, we introduce the term guaranteed neighborhood MNk as the set of
nodes having guaranteed direct connectivity to node k. A local max VD is the
union of local Voronoi cells generated by sensors k and their respective guar-
anteed neighbors. Formally, let D(Ck, Ci) = {p|dmax(p, Ck) ≤ dmax(p, Ci), p ∈
RoI}. Then, Vk(S) =

⋂
i∈S,i�=kD(Ck, Ci) is the Voronoi cell of k in the RoI; and

Wk(S) =
⋂
i∈MNk,i�=kD(Ck, Ci) is the local Voronoi cell of k with respective to

its guaranteed neighbors.
Consider a sensor k with sensing radius sk. The average energy cost for sensing

is modeled as Ek = f(sk) in one time slot, where f(·) is a (known but unspecified)
function. It should be noted that our proposed algorithm is valid for other forms
of energy model.

We assume that the transmission radii and the maximum sensing radii are
uniform among all sensors. Furthermore, the transmission radius is at least twice
the maximum sensing radius, that is, T ≥ 2smax. When the locations of sensors
are exact, it has been proven that a complete coverage of a convex area implies
connectivity among the set of active nodes in [10]. With uncertainty in sensor
locations, a similar result will be proven. This allows us to focus on the coverage
problem solely.
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Finally, we consider a general placement of sensors, where a number of patho-
logical cases are avoided. First, no two sensors locate at the same nominal lo-
cation (and thus no two uncertain disks are co-circular). Second, no point is of
equal distance to more than three sensors according to the dmax distance mea-
sure. The proposed algorithms can be generalized to handle these cases but are
omitted in this paper.

2.2 Notations

Here we summarize the notations which are used throughout the paper.

S The set of sensors {1, 2, . . . , n}.
Ck(ok, rk)Sensor k centered at ok with the uncertainty radius rk. Ck is often

used for simplicity.
eij The edge of the max VD corresponding to disks Ci and Cj .
Vk(S) The max VD region corresponding to disk Ck. MVk is often used

for simplicity.
Wk(S) The local max VD region for sensor k. We use Wk where no con-

fusion occurs.
sk The sensing radius of sensor k.
smax The maximum sensing radius of all the sensors.
T The transmission radius of all the sensors.
RoI The region of interest. It is assumed to be a convex polygon.

2.3 Energy-Efficient Robust Coverage Problem

Consider the set of sensors S = {1, 2, . . . , n} in the RoI, and the locations of
sensors are modeled as disks D = {C1, C2, . . . , Cn}. The objective of energy-
efficient robust coverage is to determine a subset of connected sensors U ⊆ S
such that every point p ∈ RoI is robustly covered, and the total energy cost for
sensing is minimized. Formally, we have the following optimization problem:

min
∑
i∈S Ei

s.t.

⎧⎨
⎩
∑
i∈S xiI{dmax(p,Ci)≤si} ≥ 1, ∀p ∈ RoI

Ei = xif(si)
xi ∈ {0, 1}, ∀i ∈ S,

where xi is a binary decision variable indicating whether sensor i is active or
not. The first inequality implies that the RoI needs to be 1-covered. Even when
si is known, the above problem is NP-hard [4]. The hardness lies in the fact
that the union of coverage area is generally hard to characterize. When sis are
decision variables, the problem becomes more challenging. Next, we will first
develop exact algorithms for distributed computation of max VD, and then give
a heuristic algorithm for this problem.
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3 Construction of Max VD

In this section, we shall introduce two methods to construct max VD. One is
distributed for general settings, and the other is a localized algorithm with some
restrictive assumption of the network topology.

3.1 Distributed Max VD

The distributed construction of max VD is an extension of the approach in [2] for
Voronoi Diagram. We assume that each sensor knows its own nominal location
and the uncertainty radius. Two sensors are Voronoi neighbors if they share a
Voronoi edge, and are adjacent if they are within the transmission range of each
other.

The procedure consists of two steps: Voronoi cell refinement and neighbor
identification. The basic idea is to incrementally identify each sensor’s Voronoi
neighbors through their currently known neighbors and refine the Voronoi cells
accordingly. Consider sensor i and the set of sensors M that are known to i.
The max Voronoi cell of i, Vi(S) is contained in the intersection of D(Ci, Cj),
∀j ∈M , namely, Vi(S) ⊆

⋂
j∈M D(Ci, Cj).

As any new sensor becomes known to i, the estimate of Vi(S) is updated.
Sensors do not attempt to discover their Voronoi neighbors directly. Instead,
they are informed about potential neighbors by their existing Voronoi neighbors.
The neighbor identification is done as follows. M is initialized to Si’s set of
adjacent sensors, a refinement step is then performed for i. Next, i iterates
through each Voronoi vertex (i, u, v) of its cell (created by the intersection of
bisectors of (ei,u, eu,v, ei,v), and informs sensor u about v, and v about u. u
and v are potential neighbors of each other, and a refinement step follows at
each sensor. If a change happens after the refinement at a sensor, it informs its
neighbors. The process continues until no further change happens.

3.2 Localized Max VD

In a general placement, Voronoi neighbors can be outside the transmission range,
in fact in the worst case can be n − 1 hops away (for n sensors) (Figure 2).
Therefore, the worst case message complexity is O(n) to identify the Voronoi
neighbors of a single sensor. However, we show next when the transmission range
is at least twice as much as the maximum sensing range, one-hop neighbors
within the transmission range suffice to construct max VD. In other words,
Vk(S) = Wk(S), ∀k ∈ S. This eliminates the need for neighbour identification in
the distributed construction. We call it localized max VD.

Theorem 1. Assume transmission radius is at least twice the sensing radius,
i.e. T ≥ 2smax and RoI is 1-covered when using the maximum sensing radius at
each sensor. If sensors i and j are max VD neighbors, then dmax(Ci, Cj) ≤ T .



Energy-Efficient Robust Coverage under Uncertainty 371

1 2

3

4

Fig. 2. Node 1 is one max Voronoi neighbor of 4. However, they are 3-hops away and
node 1 is not a direct neighbor of 4.

Proof. We prove by contradiction. Assume dmax(Ci, Cj) > T . On the bisector
of i and j, eij �= φ, there exists a point p, such that dmax(p, Ci) = dmax(p, Cj).
From the triangle inequality, we have

dmax(p, Ci) + dmax(p, Cj) ≥ dmax(Ci, Cj).

By the definition of max VD, dmax(p, Ci) = dmax(p, Cj) < dmax(p, Ck), ∀k �= i, j.
Since p is 1-covered, there exists a sensor l such that dmax(p, Cl) ≤ smax. Thus,
dmax(p, Ci) ≤ smax. Therefore, dmax(Ci, Cj) ≤ 2smax ≤ T .

Corollary 1. Let Nk, V Nk and MNk be the set of neighbors within transmis-
sion range, Voronoi neighbors, and in robust direct connectivity with k, respec-
tively. Then, we have V Nk ⊆MNk ⊆ Nk.

Proof. From Theorem 1, we can conclude that V Nk ⊆ MNk. If nodes i and j
are guaranteed neighbors, i.e. dmax(Ci, Cj) ≤ T , their actual distance d(i, j) ≤
dmax(Ci, Cj) ≤ T . Thus, MNk ⊆ Nk.

From Corollary 1, we directly obtain the following results.

Corollary 2. Under the conditions in Theorem 1, Vk(S) = Wk(S).

4 Energy-Efficient Robust Coverage

In this section, we introduce a heuristic algorithm to the energy-efficient robust
coverage problem defined in Section 2.

The algorithm mainly consists of two parts: sensing radius refinement and
active set selection. We divide time into slots. The robust coverage algorithm
runs at the beginning of each slot. Sensing radius refinement adjusts the sensing
radius to ensure full coverage of the RoI while minimizing redundantly covered
area. Active set selection determines the set of sensors to be active in a slot. The
remaining sensors are put to sleep mode to conserve energy. A sensor in sleep
mode consumes only negligible amount of energy which we assume to be zero.
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At the beginning of each slot, the sensors are all set active. For sensor k,
it first set its sensing radius equal to its maximum sensing radius or the max
VD cell, whichever is smaller. Each sensor constructs its local max VD based
on information of sensors in transmission range and its guaranteed neighbors
(shortened as “neighbors” unless otherwise specified). Active set is then decided
based on the energy saving by putting a sensor to sleep (but possibly enlarging
the sensing radius of its neighbors). Sensing radius is then further refined. The
algorithm is carried out in an iterative manner until no further changes can be
made. Next, we will present the details of the algorithm.

4.1 Sensing Radius Refinement

Given the max VD constructed by the algorithms in Section 3, the sensing radius
sk of sensor k is then determined by,

sk = max
{v|vis a vertice of Wk(Sa)}

dmax(v, ok), (1)

where Sa is the set of active sensors, and the vertices of MVk(Sa) also include
the intersections with RoI boundary.

4.2 Active Set Selection

We introduce sleep benefit as a measure to quantify the reduced energy cost
by putting one sensor to sleep mode. Two factors need to be considered in
determining the sleep benefit. The first is the spared energy by putting sensor k to
sleep mode f(sk). The second is the additional energy consumed by other sensors
to cover the Voronoi cell of the sleeping sensor. Combining these considerations,
we define the following metric.

Bk = f(sk)−
∑

j∈V Nk

(f(sj
′)− f(sj)), (2)

where Ek is the residual energy on node k, sj and s
′
j are the original and updated

sensing radius of sensor j after the removal of sensor k. Not all sensors are
eligible for power saving. One needs to check if the remaining sensors can still
maintain full coverage. Fortunately, this can be done locally. It has been proven
that the removal of a sensor results the tessellation of its Voronoi cell by its
Voronoi neighbors [8]. Efficient O(1) complexity algorithm exists to compute
the (incremental) update to the local max VD. Consider sensor k. Upon the
computation of the updated local max VD, sensor k determines the hypothetical
sensing radii required for its neighbors by (1). If any of its neighbors’ radius
exceeds smax, the sensor is not eligible to be put into sleep mode.

4.3 Energy-Efficient Robust Coverage Algorithm

Now we are in the position to present the robust coverage algorithm. The pseudo
code of the algorithm is given in Algorithm 1.
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The algorithm proceeds in iterations. Initially, all the sensors are active, and
exchange their nominal locations and uncertainty radius information (Step 1).
Each sensor computes the local max VD and determines its sensing radius by (1).
It then computes its sleep benefit according to (2) and determines its eligibility
for being in the sleep mode. The sensor with the highest sleep benefit becomes
inactive. Ties are broken using lexical order of the node id. This process repeats
until no more sensors can be put to the sleep mode. Finally, active sensors update
their sensing radii by (1).

Algorithm 1. Energy-Efficient Robust Coverage Algorithm

1: Each sensor broadcasts its uncertainty information to its one-hop neighbors
2: Sa ← S.
3: repeat
4: for i ∈ Sa do
5: i computes its local max VD, sensing radius and broadcasts the information
6: if i is eligible then
7: Compute its sleep benefit Bi

8: if Bi > maxj∈V Ni Bj then
9: Sa = Sa\{i}.
10: end if
11: end if
12: end for
13: until No change in Sa

The algorithm executes in a fully distributed fashion. In each round, each
sensor individually decides whether it is eligible for power saving based on its
knowledge regarding its neighbors’ state and sensing radius. Next we prove the
correctness of the algorithm.

Lemma 1. Sensing radius refinement does not reduce coverage. Formally, let
Sa be the set of active sensors. Then,⋃

i∈Sa

C(oi, smax − ri) =
⋃
i∈Sa

C(oi, si − ri)

.

Proof. Consider an arbitrary point p ∈
⋃
i∈Sa

C(oi, smax − ri), namely, p is cov-
ered by one of the active sensors. Let sensor k be the active sensor closest to
p. Such a sensor exists as long as Sa �= ∅. By (1), dmax(ok, p) ≤ sk ≤ smax
(otherwise, p cannot be covered by any sensor with maximum sensing radis).
Thus, p is covered by k.

Theorem 2. Suppose the RoI is covered by the union of the maximum sens-
ing regions of the sensors in S. The energy-efficient robust coverage algorithm
ensures full coverage of the RoI.



374 Y. Zhao et al.

Proof. We know by Lemma 1 that sensing radius refinement does not decrease
sensor coverage. Thus, it suffices to show that in each round, the active set
selected ensures the coverage.

For any point p ∈ RoI, let A(p) be the set of active sensors that can sense p,
ie., A(p) = {k|p ∈ C(ok, smax− rk), k ∈ Sa} in the l-th round. Clearly, A(p) �= ∅
before the first round when Sa = S. Let k be the sensor with the minimum
sleep benefit among sensors in A(p). To show that sensor k remains active in the
(l + 1)-th round and thus p is covered, we prove by contradiction.

By the criterion for active set selection, sensor k becomes inactive only
when Bk > maxj∈V Nk

Bj and sensor k is eligible. Since k is eligible, p ∈⋃
j∈V Nk

C(oi, smax − rj). Thus V Nk ⊆ A(p). Since sensor k has the highest
sleep benefit among V Nk, it cannot possibly have the smallest sleep benefit
among A(p). Contradiction.

4.4 Handling Trivial Disks

Sensors whose uncertainty disks contains other sensors’ uncertainty disks are
associated with empty Voronoi cells [8] as there does not exists a point in the
RoI that is closer to these disks than others. We call such uncertainty disks
trivial disks. Given a sensor i, suppose there exists a sensor j such that Cj ⊂ Ci.
The following relation holds: d(oi, oj) < ri − rj , or equivalently, d(oi, oj) <
(smax − rj) − (smax − ri). Therefore, C(oi, smax − ri) ⊂ C(oj , smax − rj). In
other words, sensor i does not contribute additional coverage region compared
to sensor j. Thus, sensor i can generally be put into sleep mode. However, when
sensor j’s residual energy drops below ε, we wake sensor i up and include i in
the robust coverage.

4.5 Relation between Coverage and Connectivity

It has been proven that when transmission radius is at least twice the maximum
sensing radius, coverage implies connectivity [10] in absence of location uncer-
tainty. We show this is also true when location uncertainty exists. This fact can
be simply established by observing that robust coverage implies full coverage in
absence of uncertainty.

5 Performance Evaluation

In this section, we perform simulation studies to evaluate the proposed algo-
rithms. The RoI is a 50 × 50 region. The maximum sensing radius is set to be
12 and the transmission radius to be 24. The sensors are deployed in the region
randomly with uniform distribution. The initial energy is 600000 units. And the
energy model is given by f(sk) = s4k + C [9], where sk is the sensing radius
and C is the energy cost including communication and other fixed costs set to
be 20000. Though generally communication cost is dependent on the distance
between the transceiver, since we assume fixed transmission radius, the cost can
be approximated as a constant.
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Fig. 3. The number of neighbors of different types. RoI = 50x50. T = 24, smax = 12.

5.1 Number of Neighbors

We first evaluate the number of sensors involved in constructing local max VD.
It has been proven in Corollary 1 that V Nk ⊆MNk ⊆ Nk. Ideally, only informa-
tion among Voronoi neighbors V Nk need to be exchanged. However, since V Nk
is initially unknown, we have to resort to MNk, the set of guaranteed neighbors.
In Figures 3a and 3b the mean number of three types of neighbors are given
with varying number of sensors in the RoI and uncertainty radius. As shown
in Figure 3a, both Nk and MNk grow linearly with sensor density while V Nk
remains roughly constant. This is expected as more sensors are in the transmis-
sion ranges as the density increases. What is interesting is the gap between Nk
and MNk. The size of MNk is about 10% - 30% less than that of Nk. Thus,
consideration of MNk reduces message complexity and storage complexity of
determining and refining local max VD structures. Similar observations can be
made in Figure 3b, which shows the impact of maximum uncertainty radius on
the number of neighbors. As the uncertainty increases, sizes of MNk reduce as
the dmax distances among nodes become larger.

5.2 Reduced Redundant Coverage

Next we evaluate the reduced redundancy due to the use of sensing radius re-
finement and active set selection. We compare our approach with the case where
a common sensing radius is used. We apply the method in [8] to determine the
minimum common sensing radius for full coverage (also known as exposure).

To measure the redundancy, we compute the percentage of area in the RoI
that is 1-covered, 2-covered, etc. To do so, we divide the RoI into grids of width
0.01 and count the percentage of grid points that is k-covered, k = 1, 2, . . ..
Figures 4 shows order-1–35 covered area with different number of sensors in the
RoI. As the sensor density grows, more area is redundantly covered when a
common sensing radius is used. This is because the exposure decreases only log-
arithmically with the number of sensors. In contrast, using the proposed energy-
efficient robust coverage algorithm, redundantly covered area is much reduced.
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Fig. 4. Percentage of order-k coverage vs. the number of sensors. RoI = 50x50.
T = 24, smax = 12. ri ∈ [1, 3], ∀i ∈ S.

60 80 100 120 140 160 180 200
0

2

4

6

8

10

12

14

16

18
x 10

6

Number of sensors

E
ne

rg
y 

co
ns

um
ed

 

 

With selection and radii refinement

With radii refinement and w/o selection

W/O radii refinement or selection

(a) ri ∼ U [1, 3],∀i ∈ S

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
2.5

3

3.5

4

4.5
x 10

6

Maximum uncertainty radii

E
ne

rg
y 

co
ns

um
ed

 

 

With selection
W/O selection

(b) N = 160

Fig. 5. The energy consumed in one time slot by all the sensors

The average order of coverage remains roughly the same (around 5). Note that
redundancy still exists due to the uncertainty of sensor locations.

5.3 Energy Savings

With fewer active sensors, significant energy savings can be attained. We eval-
uate the contribution of sensing radius refinement and active set selection. As
a baseline, we include the energy consumption when all sensors are active and
use maximum sensing radius. Figures 5a–5b show the energy consumed in one
slot with different numbers of sensors in RoI and uncertainty radii. As shown in
Figure 5a, sensors’ energy consumption increases quickly without radius refine-
ment and duty cycling as number of sensors increases. When radius refinement is
introduced, energy consumption decreases about 50%. Furthermore, the energy
consumption deliberately increases when duty cycling is performed. Figure 5b
shows the energy consumption changes as the maximum uncertainty radius varies
from 1 to 5.5. We observe that energy consumption with duty cycling decreases
as the uncertainty radii increase. This is mainly because more and more trival
disks appear and are put to sleep.
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6 Conclusion

In this paper, we investigated energy-efficient robust coverage under location
uncertainty in WSNs. A geometric structure corresponding to Voronoi diagram
of disks was utilized to determine distributedly the minimum sensing radius
needed at each sensor to maintain full coverage. Selection of the set of active
sensors considered the tradeoff between putting a sensor to sleep mode and
the need to possibly extend the sensing radius of its neighbors. The proposed
algorithms have been shown to greatly reduce the amount of energy consumed
for covering the RoI.

As future work, we are interested in extending the disk-based uncertainty
model to account for probabilistic distribution of sensor’s locations. Also of in-
terest are efficient methods that reduce the uncertainty in sensor locations.
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2. Alsalih, W., Islam, K., Rodŕıguez, Y.N., Xiao, H.: Distributed voronoi diagram
computation in wireless sensor networks. In: SPAA, p. 364 (2008)

3. Gungor, V., Lu, B., Hancke, G.: Opportunities and challenges of wireless sen-
sor networks in smart grid. IEEE Transactions on Industrial Electronics 57(10),
3557–3564 (2011)

4. Gupta, H., Zhou, Z., Das, S., Gu, Q.: Connected sensor cover: self-organization
of sensor networks for efficient query execution. IEEE/ACM Transactions on Net-
working 14, 55–67 (2006)

5. Mathur, G., Desnoyers, P., Chukiu, P., Ganesan, D., Shenoy, P.: Ultra-low power
data storage for sensor networks. ACM Trans. Sen. Netw., 33:1–33:34 (2009)

6. Medina, D., Hoffmann, F., Ayaz, S., Rokitansky, C.-H.: Feasibility of an aeronau-
tical mobile ad hoc network over the north atlantic corridor. In: 5th Annual IEEE
Communications Society Conference on Sensor, Mesh and Ad Hoc Communica-
tions and Networks, SECON 2008, pp. 109–116 (June 2008)

7. Stankovic, J.A., Wood, A.D., He, T.: Theoretical aspects of distributed computing
in sensor networks. Monographs in Theoretical Computer Science. An EATCS
Series, pp. 835–863. Springer, Heidelberg (2011)

8. Vu, K., Zheng, R.: Robust coverage under uncertainty in wireless sensor networks.
In: INFOCOM, Shanghai, China (April 2011)

9. Zhou, Z., Das, S., Gupta, H.: Variable radii connected sensor cover in sensor net-
works. ACM Transactions on Sensor Networks 20, 1244–1245 (2009)

10. Zhang, H., Hou, J.C.: Maintaining sensing coverage and connectivity in large sensor
networks. In: Ad Hoc & Sensor Wireless Networks (2005)



 

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 378–385, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Optimizing Cauchy Reed-Solomon Codes  
for P2P Storage Cloud 

 Zhefeng Xiao1, Zunguo Huang1, and Yujun Liu2 

1 School of Computer Science,  
National University of Defense Technology 

 Changsha 410073, China 
2 Department of Information Engineering,  
Academy of Armored Forced Engineering 

Beijing 100072, China 
zhefeng.xiao@gmail.com, zunguo@263.net,  

yjliu@nudt.edu.cn 

Abstract. To overcome the drawbacks in the P2P storage clouds previously 
proposed, this paper designs a new P2P storage cloud, in which the erasure 
coding is performed on the dedicated computing nodes, rather than storage 
nodes. Through experiments, we find that the coding performance of the 
existing CRS codes has become the bottleneck of the new P2P storage cloud. 
Thus, we preliminarily optimize the CRS code, and confirm that the hard drive 
I/O performance in the computing node has caused the bottleneck in CRS 
coding. Therefore, we propose two buffer-based I/O minimization CRS codes 
and conduct a performance evaluation. The experimental results show that, on 
average, the preliminarily optimized CRS codes improve by 43.13%, and the 
coding performance of the two buffer-based I/O minimization CRS codes reach 
202.282 and 275.297 MB/s, respectively, thereby meeting the performance 
requirements of erasure coding in the P2P storage cloud.  

Keywords: erasure code, cloud storage, P2P, optimizing. 

1 Introduction 

With the same availability, disk utilization gained using erasure code can be higher 
than replication [9]. Thus, many storage clouds are transitioning from replication to 
erasure codes [5, 6, 8]. 

In the previously proposed P2P storage clouds, including Wuala [15, 16, 5], 
HYDRAstor [3], Tahoe-LAFS [4], etc., erasure coding is performed on the storage 
nodes, which also function as computing nodes. But they have some drawbacks. In 
Wuala and Tahoe-LAFS, erasure coding on the storage nodes occupies the user’s 
computing resources. Moreover, they add the users into the DHT, which also occupy 
the user’s idle hard disk space and bandwidth. Since they scale up relying on the 
increasing number of users, they are applied to online backup, similar to Dropbox 
[17], but not to data centers. In HYDRAstor, which presents saleable secondary 
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storage solutions aimed at data centers, a storage node has a very high configuration 
[3], which increases the cost of scaling up in number. In addition, Wuala, Tahoe-
LAFS, and HYDRAstor typically use a smaller fragment in the erasure coding, e.g., 
64 KB in HYDRAstor, which result in more maintenance overhead. 

To overcome the drawbacks, in this paper, we design a new P2P storage cloud  
(Fig. 1), in which the erasure coding is performed on the dedicated computing nodes. The 
new P2P storage cloud consists of a back-end and a front-end. The front-end includes the 
portal, whereas the back-end includes a cluster of computing nodes and a grid of storage 
nodes built around a Distributed Hash Table (DHT). The computing nodes in the cluster 
have so high configuration that they have to fulfill most of the computing functions in the 
cloud, such as erasure coding/decoding, encryption/decryption, integrity verification, 
access control, and compression/decompression. The storage nodes have only two 
functions to fulfill: data storage and reconstruction. As a result, storage nodes have lower 
configuration, such as servers with low power processors, e.g., Atom CPU, which can 
scale up in number with much lower cost. As shown in Fig. 1, only the system’s storage 
nodes are added to the DHT storage network and not those of the users. So the cloud 
does not occupy the users’ hard disk space and bandwidth. In addition, the cloud uses 
larger fixed-size fragments, e.g., 1 MB, which greatly decreases the maintenance 
overhead. 

The P2P storage cloud is not only applied to online backup, but also data centers. 
We take its online backup service as an example to illustrate the workflow as follows: 
via PC, mobile phone or tablet PC, users store files through the portal. When 
uploading files, first, the portal splits the user’s file into fixed-size blocks. Second, 
according to the principle of load balance, the block is sent to the idle computing node 
in the cluster of computing nodes for erasure coding. Finally, the generated data and 
coding fragments are distributed to the storage nodes in the DHT storage network. 
When downloading a file, the computing nodes obtain sufficient fragments from the 
DHT storage network, restore the original file, and return it to the user. Similar to 
HYDRAstor [3], Disp [2], the P2P storage cloud also provides user-selected choices 
of failure resiliency.  

However, in the P2P storage cloud, erasure coding performance may become the 
bottleneck. Therefore, achieving high-performance erasure coding in the P2P storage 
cloud is of great significance for our study. The goal of this paper is to study if the 
erasure coding performance can meet the needs of the P2P storage cloud, and if not, 
how to optimize the erasure code to maximize its coding performance.  

The remainder of this paper is organized as follows. Section 2 poses the problem in 
this paper. Section 3 introduces the preliminary optimization to the existing  
CRS coding and proposes two buffer-based I/O minimization CRS codes. The 
performance evaluation is conducted in Section 4. Section 5 discusses a blueprint for 
future work. 
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Fig. 1. P2P storage cloud architecture 

2 Problem Statement 

2.1 Experiment Setup 

The machine for testing has an Intel i5 Core 2 4-thread processor running at 2.9 GHz, 
4 GB RAM, and a 5400 RPM Serial ATA drive with an 8 MB buffer. It runs Ubuntu 
Linux, version 10.04. 

The P2P storage cloud in our study provides user-selected choices of failure 
resiliency. And only the Reed-Solomon code is defined for any value of k and m. For 
theses reasons, we choose CRS for this paper’s erasure code, which could perform 
much better than Vandermonde Reed-Solomon [13]. 

To meet the needs of the user’s resilient fault-tolerance on the basis of the tradeoff 
between disk utilization and availability, in this paper, we set the number of data 
fragments，i.e., k = 5, and set the number of coding fragments, i.e., m ∈｛2, 5｝. We 
take a large file (200 MB) and divide it into 40 data blocks with a size of 5 MB each, 
which are selected as the inputs of the experiment. After the data block is erasure 
coded, the size of each data and coding fragment generated is 1 MB. For this study, 
we choose the latest 1.2 version of the Jerasure Library [11] due to its best coding 
performance in several open-source libraries [1]. 

2.2 Performance of the Existing CRS Code 

Based on the CRS code in the Jerasure [11] Library, the existing CRS coding 
performance is evaluated. The results indicate that the encoding performance of CRS 
codes in a variety of k and m is only 32.803 MB/S on average (Table 1). 
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Table 1. Existing coding performance of CRS code in the Jerasure Library 

k m w Performance (MB/S) 
5 2 3 41.902 
5 3 3 33.434 
5 4 4 29.922 
5 5 4 25.954 

2.3 Problem 

Through experiments, we find that the existing CRS encoding performance is very 
low and has become the bottleneck. This implies that for the P2P storage cloud to 
achieve a higher throughput, it has to deploy much more computing nodes for erasure 
coding, thus increasing overall costs. Thus, this paper attempts to solve the problem 
of optimizing the CRS coding to maximize coding performance of the computing 
nodes and meet the P2P storage cloud’s need for erasure coding performance. 

Decoding optimization is similar to the process of encoding and is closely related 
to the specific storage mechanism of the DHT storage network. This work 
concentrates on the optimization of CRS encoding and leaves the decoding for future 
work. 

3 Optimization 

3.1 Preliminary Optimization 

Based on the existing CRS code, we conduct two preliminary optimizations. 

• We use multi-threaded technique to generate the coding fragments in parallel.  
• According to the results presented in [10, 12], we choose the optimal distribution 

matrix and write them into the code as constants, thereby reducing the running time 
of encoding. 

3.2 Buffer-Based I/O Minimization CRS 

3.2.1   Bottleneck in the CRS 
Given that the P2P storage cloud demands the performance of CRS coding to reach 
200 MB/s or higher, we calculate the write rates of a hard disk corresponding to the 
various code rates. When the coding performance achieves 200 MB/s, the hard disk 
write rate must reach at least 280 MB/S (Table 2). In fact, the ordinary hard disk write 
rate is far below that rate [7]. Thus, we can conclude that the I/O performance of hard 
disks cause the bottleneck of CRS coding.  
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Table 2. Hard disk write rate when CRS coding performance reaches 200 MB/S 

k m Write Rate of Data Fr. Write Rate of Coding Fr. Sum 
5 2 200 80 280 
5 3 200 120 320 
5 4 200 160 360 
5 5 200 200 400 

3.2.2   Buffer-Based I/O Minimization CRS Code 
Through the combination of experiments and theoretical analysis, we find that the I/O 
performance of a hard disk causes the bottleneck of erasure coding. Therefore, to 
improve coding performance, the data and coding fragments generated by the CRS 
code must be stored in the buffer of the memory (partly or in whole), rather than 
written to the disk, before the fragments are distributed and stored in the storage nodes. 
On basis of this idea, we design two buffer-based I/O minimization CRS codes, which 
are depicted in Figure 2. 

 

Fig. 2. Buffer-based I/O minimization CRS codes 

Due to the space constraint, we briefly describe the two algorithms shown in 
Figure 2. In the first algorithm, the computing nodes receive the data block with the 
parameters k and m from the portal and save it to disk. After CRS coding, the 
computing nodes save the data fragments in the buffer, but save the coding fragments 
to disk. Finally, after the coding fragments are read from the hard disk and the data 
fragments are read directly from the buffer, all the fragments are sent to the storage  
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nodes. In the second algorithm, the computing nodes receive the data block from the 
portal and save it to disk. After CRS coding, the computing nodes keep the data and 
coding fragments in the buffer. Finally, the data and coding fragments are sent 
directly to the storage nodes. 

4 Performance Evaluation 

In this section, we use the same experiment setup as Section 3.1 to evaluate the CRS 
optimized preliminarily and buffer-based I/O minimization CRS codes. 

4.1 Experiment on Preliminary CRS Optimization 

We evaluate the preliminarily optimized CRS code. The experiment results are shown 
in Table 3. 

Table 3. Coding performance of CRS code optimization 

k m w   xor Performance (MB/S) 
5 2 3    47 63.211 
5 3 3    72 49.913 
5 4 4    127 43.337 
5 5 4    166 31.348 

The average coding performance in a variety of k and m is 46.952 MB/S (Table 3). 
In contrast to the results in Table 1, we obtain an average of 43.13% performance 
improvement.  

4.2 Experiments on Buffer-Based I/O Minimization CRS Codes 

We conduct two simulation experiments to evaluate the buffer-based I/O minimization 
CRS codes. In the first experiment, the coding fragments are saved in the hard disk, but 
the data fragments are saved in the buffer. The experiment results are shown in Table 4. 
The coding performance is significantly improved for various values of k, m and w, with 
an average performance of 202.282 MB/s. 

Table 4. Coding performance of Simulation Experiment 1 

k m w  xor Performance (MB/S) 
5 2 3    47 259.067 
5 3 3    72 194.175 
5 4 4    127 252.844 
5 5 4    166 103.040 
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In the second experiment, the data and coding fragments are all kept in the buffer 
before they are distributed to the DHT storage network. The experimental results are 
shown in Table 5. Compared with the first experiment, the results show that coding 
performance has been greatly enhanced, reaching an average of 275.297 MB/s.  

Table 5. Coding performance of Simulation Experiment 2 

k m w  xor Performance (MB/S) 
5 2 3    47 269.179 
5 3 3    72 211.416 
5 4 4    127 346.620 
5 5 4    166 273.973 

The experimental results show that buffer-based I/O minimization CRS codes have 
much higher performance than the existing CRS code and meet the P2P storage 
cloud’s needs for coding performance, thus verifying the hypothesis that the I/O 
performance of a hard disk causes the bottleneck in CRS coding. 

5 Future Work 

Future works include: first, a detailed implementation of the prototype P2P storage cloud 
and a comparison of the implementation complexities and encoding performances of our 
proposed CRS codes; and second, the optimization of the CRS decoding. 
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Abstract. This paper presents how we applied a smartphone for aerial
localization. We have developed a fully functional aerial localization sys-
tem HAWK and reported preliminary results in a related paper. In this
paper, we focus on the technical details of using a smartphone Nokia
N900 as a wireless sniffer on a mini helicopter and comparing the perfor-
mance of three localization approaches for wireless device localization.
The flight is controlled by a software controller on a laptop. The flight
route can be specified in two ways: manually setting waypoints on Google
map and automatically generating waypoints based on Moore space fill-
ing curve. The smartphone based sniffer captures the wireless traffic dur-
ing flight and transmits the traffic dump files through a 3G network to
a locator once the surveillance flight is finished. We applied three differ-
ent approaches, maximum signal strength approach, centroid approach
and Quasi-Newton method, for the locator on the laptop to calculate the
position of the target device and compared the localization accuracy of
these three localization approaches. Surprisingly, the simplest approach,
maximum signal strength approach (which uses the location where the
maximum signal strength is sensed as the target’s location) has similar
localization accuracy compared with the other two. We also provided an
indoor localization approach locating the target in a recorded video.

1 Introduction

Wireless localization techniques have enjoyed great success and pervasive de-
ployment. In a wireless localization scene, there are three participants: target,
positioning infrastructure and third party. Any of these three participants can
calculate the location of the target. Based on who calculates the location of the
target, we can classify wireless localization technologies into three categories:
self positioning, infrastructure positioning and third party localization. In self
positioning, the target interacts with the positioning infrastructure such as the
GPS constellation and calculates its own location. In infrastructure positioning,
the infrastructure such as the cellular towers can sense the signal of an active
phone and use trilateration to locate the target phone. This paper is interested
in the third type of localization technique, third party localization.

In a third party localization, a third party, not the target or infrastructure,
can sense the signal of the target and locate the target without the help of
the positioning infrastructure and target. Third party localization has broad
applications including public safety, cyber forensics, and network management.

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 386–397, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Aerial Localization with Smartphone 387

For example, if travelers equipped with smartphones are lost in a forest and we
want to locate them, cellular towers may not exist over there for the localiza-
tion. In this scenario, we may send a mini helicopter, which is a third party,
to locate the travelers via locating their smartphone through its wireless signal.
For example, we can either turn on the smartphone’s WiFi access point mode
or develop an app for the localization purpose.

We have developed a fully functional aerial localization system HAWK, a
mini-helicopter based aerial wireless kit, and reported preliminary results on
localization in a related paper [18]. In this paper, we focus on the technical details
of using a smartphone Nokia N900 as a wireless sniffer on a mini helicopter and
comparing the performance of three localization approaches for wireless device
localization. The contribution of this paper can be summarized as follows:

– After reporting preliminary results of HAWK in [18], we conducted intense
development and analysis. The flight is controlled by a software controller
on a laptop. The flight route can be specified in two ways: manually setting
waypoints on Google map and automatically generating waypoints based
on Moore space filling curve (Moore curve). The smartphone based sniffer
captures the wireless traffic during flight and transmits the traffic dump files
through a 3G network to a locator once the surveillance flight is finished. A
video demo can be found at http://www.youtube.com/watch?v=ju86xnHb
Eq0.

– We applied three different approaches, maximum signal strength approach,
centroid approach and Quasi-Newton Method, for the locator on the laptop
to calculate the position of the target device and compared the localization
accuracy of these three localization approaches. Surprisingly, the simplest
approach, maximum signal strength approach (which uses the location where
the maximum signal strength is sensed as the target’s location) has similar
localization accuracy compared with the other two. An indoor localization
approach is also presented, which uses the video captured by the sniffer to
locate the target.

The rest of this paper is organized as follows: In Section 2, we introduce the
system structure of aerial localization with smartphone. Section 3 shows three
different approaches that are applied to analyze the experiments results. In Sec-
tion 4, we discuss a video-based indoor localization approach. We present exper-
imental evaluation of this system in Section 5. Section 6 discusses related work.
The conclusion of this paper is in Section 7.

2 System

In this section, we first introduce the structure and basic idea of our aerial local-
ization system, and then investigate a few challenging issues of this localization
system. At last, we present our solutions to these issues.

http://www.youtube.com/watch?v=ju86xnHbEq0
http://www.youtube.com/watch?v=ju86xnHbEq0
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2.1 Overview of HAWK

Figure 1 exhibits the system architecture of the aerial localization with a smart-
phone. There are four main components in this system: helicopter, wireless snif-
fer, controller and locator.

Fig. 1. Architecture of HAWK

(i) Helicopter. We use a mini helicopter Draganflyer X6 [15] to carry a wire-
less sniffer to do the aerial surveillance and localization. X6 can log its GPS
coordinates during flight and transfer these GPS data to the locator. X6 can be
controlled by both handheld controller and software controller.

(ii) Wireless Sniffer. We convert a smartphone Nokia N900 [7] to a wireless
sniffer. This sniffer is attached to the mini helicopter and captures wireless traffic
during a flight. The information collected by the sniffer will be transmitted to a
locator through the 3G network.

(iii) Software Controller. The software controller runs on a Lenovo W500
laptop to autonomously maneuver the helicopter’s movement while flying. The
software controller is able to draw helicopter’s flight route in real time, and show
all the wireless devices sniffed by N900 after the flight.

(iv) Locator. After receiving sniffer’s dump files, a software locator on the
laptop will analyze the data and determine the location of the target.

2.2 Basic Idea

The basic idea of this aerial localization system is using a mini helicopter at-
tached with a smartphone Nokia N900, which works as a wireless sniffer, to
identify the location of a target wireless device. The helicopter, with the sniffer,
performs the aerial surveillance over a given area while the sniffer is collecting
wireless traffic such as RSSI (received signal strength indication) time series and
coordinate information. When the surveillance is finished, all the collected infor-
mation is transmitted to the locator. Then, these data are analyzed to calculate
the target device’s position.

The surveillance flight route is derived through two ways: waypoints that are
generated from Moore curve and waypoints that are set from Google map as
shown in Figure 2. The Moore curve approach has been discussed in [18]. The
locator can draw the flight route in real time, since helicopter can log its GPS
coordinates which will be transmitted to the locator simultaneously. Figure 3
shows the flight route when the helicopter is doing the surveillance according to
a predefined level 2 Moore curve flight route.
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Fig. 2. Set Points on Google Map Fig. 3. Flight Route in Real Time

2.3 Issues and Solutions

The aerial localization system has several issues that need to be addressed in
this paper:

(i) What are the primary functions of the software controller? How to visualize
the process of aerial surveillance and localization, and localization result?

(ii) Which kind of sniffer should be selected for our system to capture the
wireless traffic? Since the helicopter has a payload limitation, the sniffer’s weight
should be considered.

(iii) How does the locator obtain the logfiles from sniffer in real time? How to
find the location of target device based on these logfiles?

2.4 Functions of Software Controller

The software controller is developed in C# language, and uses a USB telemetry
transceiver to communicate with the helicopter. It first sets the surveillance route
for the helicopter by directly setting waypoints on Google map, or calculating
a list of waypoints based on Moore Curve. Then, the helicopter with sniffer is
maneuvered to fly to these waypoints sequentially to do the surveillance. [18] has
discussed in details with regarding to how to control the helicopter to achieve
the waypoints function. Since the helicopter can log its GPS coordinates and
transmit them to software controller, we can draw the flight route on Google
map in real time. After the surveillance, the target’s location is calculated and
is also able to be displayed on Google map.

To monitor the process of surveillance, we can also use N900’s video streaming
capacity. N900 is equipped with a 5.0 MP rear camera with Carl Zeiss Tessar
lens and a 0.3 MP front camera. The native N900 camera application can record
very decent videos and store them on its 32 GB eMMC flash. For real time
video streaming, we can use bambuser [2], Qik [8], Skype and many others.
We conducted experiments with these application installed on N900 to stream
real time video via the 3G network, and noticed that the real time video had
a severe delay of up to tens of seconds because of the 3G network. Therefore,
video streaming can be used for supporting surveillance, but cannot be used for
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maneuvering the helicopter to avoid obstacles in a general purpose. For the later
purpose, video streaming via WiFi works well. However, since our N900 WiFi
card is used for monitoring WiFi traffic, it cannot be used for video streaming.

2.5 Smartphone Nokia N900 as Wireless Sniffer

In this paper, we use a smartphone as a wireless sniffer. We choose N900 be-
cause its weight is below the payload limit of the helicopter and it can be easily
converted to a wireless sniffer. Most phone on market including iPhone and An-
droid phones do not have the appropriate driver to support the necessary wireless
monitor mode for full-scale sniffing.

To convert N900 into a wireless sniffer, we need to update its kernel to
the latest version and install several softwares: rootsh, Enhanced Linux kernel,
network-tools, and Kismet. Prior to the installation, we need to add the maemo
development repository into the source list [4] by using the following commands:
Menu → More → App.Manager → Application Manager → Application cata-
logues → New. Then, a window showing as Figure 4 pops up as below, and we
fill the blanks and click “Save”.

Fig. 4. Add Maemo Development Repository

Followings are the steps to install these softwares:

1. In the “Application Manager”, click “Download”, then type “rootsh” and
“install”. This helps us to gain a root shell.

2. The enhanced Linux kernel “kernel-power” refers to enhanced Linux ker-
nel for power users [5], which is needed by Kismet [6]. Kernel power includes
the necessary WiFi driver with monitor mode support. We install kernel-power
through the Application Manager too.

3. Install wireless-tools and Kismet: First open a X Terminal, and then input
commands “sudo gainroot” and “apt-get install wireless-tools kismet”.
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Now N900 is ready to run Kismet and work as a sniffer to collect wireless traffic.
In order to let Kismet capture the wireless packets, the wireless card should work
under monitor mode. Thus, we use the following commands to set the wireless
card before running Kismet:

– ifconfig wlan0 down.
– iwconfig wlan0 mode monitor.
– ifconfig wlan0 up.

2.6 Downloading Logfiles and Locating the Target Device

To use the locator to derive the target device’s location, we need to transmit
the logfiles from sniffer to locator right after the aerial surveillance. Because the
wireless card is under monitor mode when Kismet is working, we could not get
these logfiles. To resolve the issue, we use 3G network to download the logfiles
from sniffer to locator. However, the 3G network does not provide a public IP
address to N900 and the locator can not connect to N900 directly. Therefore,
we use reverse SSH, which relies on a public server (which has a public static
IP address) that both N900 and locator can reach. N900 connects to the public
server, waiting for the locator to connect. The locator connects to the public
server, which in turn forwards that connection to N900.

[10] introduces how to set the reverse SSH in detail. There are two basic parts,
on N900 and on locator.

On N900: To connect to the common server, we do the following:

1. Creating a script named as: reverse ssh.sh, under the directory /usr/
share/.

2. Setting the content of reverse ssh.sh as ssh −Nf −R 2210 : localhost : 22
root@server ip > /var/log/reverse ssh.log;.

3. Modifying the privilege of reverse ssh.sh with the command: chmod 777
reverse ssh.sh.

4. Running this script as ./reverse ssh.sh to connect to the server.

There is one more issue worth a brief mention here. That is, a password is
required each time to connect to the server through N900. This can be resolved
by SSH keys and ssh-agent which allow us to type in a passphrase only once on
N900 [11].

On Locator: After a connection between N900 and server is established, we
can use locator to connect to server then to N900. To establish this connection,
use ssh and run the command:

ssh -p 2210 root@localhos

Now the locator can download logfiles directly from N900.
After the locator obtains the logfiles, it searches these files and calculates the

location of the target device. Details of these approaches used for calculation
will be discussed in section 3. Figure 5 shows the flow chart of transferring data
and locating process.
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Fig. 5. Flow Chart of Transferring Data and Locating Process

3 Localization Approaches

In this section, we will introduce three different approaches that are used to
calculate the location of a target device based on the logfiles collected by wireless
sniffer. We also discuss advantage and disadvantage of the three approaches. In
these localization approaches, we assume that the MAC address of the target
device is known.

3.1 Maximum Signal Strength Approach

Kismet has the capability to log GPS coordinate where the wireless sniffer senses
the maximum RSSI of each wireless device, and then saves this kind of infor-
mation into .nettxt file automatically. Our first approach is to simply find the
GPS coordinate where the sniffer receives the first maximum RSSI of the target
device from .nettxt file, and use this coordinate as the target device’s location.
This approach is simple and easy to be implemented.

3.2 Centroid Approach

To improve the accuracy, we use the centroid localization approach. That is, we
search and select all GPS positions where the strongest RSSIs are sensed. Then,
we use the average value of these GPS positions as the target location. Among
the logfiles generated from Kismet, there is a .gpsxml file which logs a mapping
between the GPS coordinates and sensed RSSIs. Thus, we can derive the useful
data from this logfile. Algorithm 1 shows the basic steps of how to calculate the
location of target device based on the centroid approach. Even this approach
needs a little bit more calculation than the first approach, it is more accurate.

3.3 Quasi-Newton Method

In practice, the distance between wireless sniffer and target device can be derived
from RSSI values using Formulas (1) and (2). Thus, our third approach is to
calculate the target device directly from the distances and RSSIs.

pi = P − 10× r × log di +R, (1)

di =
√
(Dg)2 + (alti − alt)2, (2)
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Algorithm 1. Centroid Approach for Localization

Require: Logfiles .gpsxml and .nettxt from sniffer
1: Set P to denote RSSI
2: Set list(x) and list(y)
3: Set t-mac as target’s MAC address
4: Find the strongest RSSI from .nettxt file where the MACaddress = t-mac
5: Set P = strongest RSSI
6: Select all the GPS coordinates, including latitudes and longitudes, from .gpsxml

file where MACaddress = t-mac and RSSI = P
7: Add the latitudes to x
8: Add the longitudes to y
9: Set the target’s coordinate as (average(x), average(y))

where pi is the RSSI that sniffer gets at GPS location (lati, loni, alti). We can
get these four parameters and their relationship from the logfiles. P is the RSSI
sensed one meter away from the target device. r is the path loss exponent that
captures the rate of RSSI attenuation in the vicinity of target device. (lat, lon,
alt) is the location of target device, and we assume the height for target device is
0 (alt = 0). R is a random variable that functions to feature the RSSI variation
due to multi-path effects, asymmetries in the physical environment and other
imperfections in the model itself. Dg is the great circle distance between the
target device and sniffer, please refer to [14], the formula used to calculate the
great circle distance.

In Formulas (1) and (2), there are four unknown parameters: P , r, lat and
lon. Thus, we select four different pairs of pi and (lati, loni, alti) to form four
nonlinear algebraic equations.

To solve these equations, we can use a matlab function “fsolve”, based on
quasi-Newton method [9], to solve sets of nonlinear algebraic equations. However,
to use fsolve to solve the nonlinear algebraic equations, we need to supply a
routine to evaluate the function vector. Different routines will result in these
functions with different solutions.

4 Discussion

The localization approaches in Section 3 are all designed for outdoor environ-
ment. In this section, we will introduce an indoor video localization ap-
proach for aerial localization. Our mini helicopter can fly indoors although
it is not safe to do this. For a safe indoor flight, we may adopt Ar Drone [1],
which has a protection hulk preventing damage caused by collision. For example,
Reed et al. [21] have developed an Ar Drone based wireless toolkit SkyNET as
a 3G-enabled mobile attack drone and stealth botmaster. SkyNET can be used
for indoor localization.

The challenge of the indoor environment is that we do not have a flight co-
ordinate system like GPS used outdoor. We design a video based localization
approach considering two facts: N900 can record videos and store them on its 32
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GB eMMC flash, and tcpdump can collect traffic which includes RSSI time series
of wireless devices. Therefore, we can try to find the image from the video at
the time when N900 sensed the strongest RSSI of the target. The target should
be around the scene and location displayed in this image.

To implement this approach, we need to synchronize video recording and
traffic collecting. Since N900’s camera application is a GUI program, we cannot
use a script to start the video recording and log the starting time. The video
file access time from the linux file system is too rough. To address this issue, we
adopt G-Streamer [3] for N900 and use this tool to start the video recording from
the command line and log the starting time with a precision of microsecond.

Algorithm 2 introduces how we do the video-based localization. We have im-
plemented this video-based localization and are able to play the video within
our software controller and fast forward the video to the right scene. The video
is played with the panel displaying the RSSI time series in Figure 2.

Algorithm 2. Video-based Localization

1: Start the video recording by G-Streamer and tcpdump on N900, and log their
starting time.

2: Start the indoor surveillance, and save the video and traffic on N900.
3: Transfer the saved video, saved traffic collection, and their starting time to locator.
4: Find the time when N900 senses the strongest RSSI from the target.
5: Find the image, which corresponds to the strongest RSSI, according to the saved

video file, starting time of the video and the time when N900 senses the strongest
RSSI from the target.

6: Locate the target device based on the image found in Step 5.

5 Evaluation

In this section, an introduction on how to setup the experiments is presented, fol-
lowed by a discussion of the experiments results based on three different locating
approaches in Section 3.

5.1 Experiment Setup

We conducted real-world field experiments to evaluate the localization capability
of our aerial localization system with smartphone. We generated 3 sets of Moore
curve over the campus track field as surveillance routes: level 1, level 2 and level
3 Moore curves, and another route around the track field for warwalking. The
flight route is the same as [18].

In the first experiment, we configured 12 smartphones as access points (APs)
and uniformly distributed them on the track field. We launched Kismet on Nokia
N900 and attached N900 to the helicopter to derive location logs of these 12
smartphones. Kismet was configured to hop among all the channels with the hop
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velocity of 3 channels/second and total number of channels is 11. The software
controller on a Lenovo W500 laptop steered the flight along the three routes to
locate these APs. The warwalking experiment emulated the scene where people
cannot access dead ends, such as building roofs (the field in the experiment).

In the second experiment, all 12 APs were set to one common channel, and
Kismet was configured to sniff on this single channel.

5.2 Localization Results by Three Approaches

After we got the logfiles from sniffer, we used the maximum signal strength
approach in Section 3.1 to analyze both experiments. That is, we selected the
GPS location where the wireless sniffer received the strongest signal strength as
the target device’s position.

We applied the centroid approach in Section 3.2 to the second experiment.
We used the Algorithm 1 in Section 3.2 to find the locations of target devices.

To evaluate the Quasi-Newton method in Section 3.3, we selected the four
pairs of data, including signal strength and GPS location. Then we constructed
four different equations and used matlab function “fsolve” to locate the target
device. The initial value for 1 meter signal strength was −5, the path loss ex-
ponent was 4, and the target device’s position was the location where we got
from the second approach in Section 3.2. Figure 6 shows the localization re-

Fig. 6. Localization Error via Kismet

sults of these three approaches. This figure shows that the outcomes of both
experiments are similar to the first approach. The performance of the centroid
approach is slightly better. The Quasi-Newton method is the least desirable as
shown in Figure 6. When solving the equations with “fsolve” function, we notice
that the routine value of this function can significantly affect the localization re-
sult. We leave the theory of choosing the routine value and selecting appropriate
RSSI samples for better localization accuracy as our future work.



396 Z. Liu et al.

6 Related Work

There has been considerable amount of work on device positioning in WiFi and
sensor networks. Due to space limitation, we only review most related and recent
work. The most related work to this paper is W.A.S.P [13] and SkyNET [21].
W.A.S.P uses a mini airplane for wireless surveillance and attacks. However, the
mini airplane has to fly at a relatively high speed in order to float in the air.
We have proved in [18] that W.A.S.P is not appropriate for accurate wireless
localization. SketNET is designed as an aerial botmaster to exploit weak wireless
devices and form a botnet. It uses Ar Drone [1] to carry a single board computer
(SBC) equipped with wireless adapters for this purpose. The SBC is attached
to the top of the Ar Drone since Ar Drone has its sonar ranger finder at the
bottom. This design is not appropriate for wireless localization since the body
of Ar Drone will disturb the received signal.

In [19], [20], the authors proposed SensorFly, an aerial sensor network, where
very small helicopter can self-locate itself using anchor nodes. The authors in
[17] utilized biologically inspired rules of group behavior (flocking) to enable a
group of UAVs to control its own motion. This project aimed at building an
indoor flocking system using small co-axial rotor helicopters. Each of the swarm
members is fitted with an onboard computer and a miniature wireless video
camera, so that they can gather multiple views in a single pass and analyze
them. Another project SensorFlock [16] utilizes a group of micro aerial vehicles
(MAVs) for atmospheric sensing. This system requires human interaction in flight
control and path planning, and it supports wireless communication networking
between MAVs. In [22] the authors present 3DLoc which is a ground based
system for locating an 802.11-compliant mobile device in a three dimensional
space. However, the portability and flexibility of the system is very limited and
it cannot search targets in high buildings.

7 Conclusion

This paper presented an infrastructure free and highly portable system for aerial
localization of wireless device. Our system HAWK is a mini helicopter attached
with a smartphone - Nokia N900. We developed a software controller to control
the helicopter for automatical takeoff and flying. The flight route can be either
specified on Google map or automatically generated from a space filling curve.
We converted the smartphone into the wireless sniffer to capture wireless traffic
and applied three different approaches to evaluate the performance of our sys-
tem and compared their performance. Surprisingly, the simplest approach based
maximum signal strength has similar localization accuracy compared with the
other two. Measurement noise and environmental noise play their roles in this
observation.

Our future work includes a theoretical analysis of localization accuracy from
different approaches. The practical experience of the quasi-Newton method raises
many questions, e.g., how to choose the routine values and improve the local-
ization accuracy. We also plan to use the smartphone to control the helicopter’s
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movement and implement a fully autonomous surveillance tool. The challenge is
we have to connect N900 to the helicopter with a serial cable and find/implement
the right driver. Recall that we have implemented automatic takeoff and flying
for HAWK. For automatical landing, the helicopter Clearly, GPS cannot provide
a precise altitude measurement. We plan to equip N900 with a sonar. The SRF08
Ultra sonic range finder [12] serves this purpose well.
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Abstract. Sensor networks have been widely applied in harsh environ-
ment monitoring. Fire monitoring is one of the extensive applications.
But existing fire monitoring systems based on sensor networks fall into
two problems. First, since sensing ability of sensor nodes is limited, the
fire alarm may be delay or even fail to report. Next, because of the fire’s
uncertainty, it is difficult to accurately determine whether the fire break
out or not. This paper proposes a new framework of fire monitoring sys-
tem based on sensor networks to conquer the above two problems. The
system consists of data collection mechanism adopting improved time
series prediction algorithm (for short TSDC) and fire detection mech-
anism using neural network model. Experiment results show that our
fire monitoring system can recognize the flaming fire nearly 100%, and
fire warning delay can be controlled within 30s. The slow smoldering
fire recognition rate can be controlled within 80%, alarm delay can be
controlled within 1 minute.

1 Introduction

Traditional fire monitoring system adopts wire and the alarm information is
transmitted to center with cable. In particular scenario such as old protection
building, the deployment of wired fire monitoring system will influence aesthetics
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and function in a sense. There is no wiring requirement of fire monitoring system
in WSN. The convenient installation can reduce building destruction greatly.
That is a good way for fire protection of old buildings. Due to self-organization
of WSN, detection system can construct network in a short time. Therefore,
WSN can be applied in fire detection.

Due to sensing limitation of low-power and low-cost wireless sensor node,
sensing delay occurs when get environment information such as temperature. The
temperature sensing component adopted in this paper is Sensirion SHT11 digital
temperature/humidity sensor. We measure heat source of 70 degree centigrade in
experiment. It costs 1minute for the ascending of temperature sensing from25 to 70
degree centigrade. The sensing delay is the main reason for fire alarm delay. Fire is
indeterminate so that fire parameter is different when fire occurs in different place,
different type of fire and at different time. It is hard to judge whether fire occurs in
determined algorithm. Traditional methods based on threshold produce high false
positive and false negative. We mainly focus on these two problem in system.

Time series prediction algorithm is a sort of data statistical algorithm. The
algorithm summarizes a series of discrete data, extracts the trend function of
these data, and takes proper variable into the function to estimate correspond-
ing value. We adopt time series prediction algorithm to process data which is
collected in a certain time in sensor node, and obtain the trend function of envi-
ronment parameter. Environment parameter in future time t will be forecasted
when time variable is taken into the trend function. Therefore, the sensing delay
of sensor node can be reduced.

Neutral network algorithm is a multiple data fusion learning algorithm. The
neutral network model adapted for certain environment can be computed by
training environment data samples. System with multiple data fusion neutral
network algorithm detects whether fire occurs.The current fire occurring prob-
ability can be obtained when input parameters are taken into trained neutral
network. Compared with system initialized threshold, the accuracy of fire alarms
by using neutral network algorithm is greater than the threshold.

The rest of this paper is organized as follows: Section 2 introduces related
work. Section 3 presents architecture of fire monitoring system and the design
of main module in system. Section 4 describes TSDC algorithm and neutral
network algorithm. Experiment and analysis are introduced in Section 5. We
conclude the whole paper in Section 6.

2 Related Work

Traditional fire detection system adopts wire. Alarm information is transmitted
to center with cable. Usually the components need to be connected by wiring.
The installation always takes long time, even wrecks the building structure. The
hardware circuitries can easily aging, and the false positive will be arise. The
number of circuitries increases as the number of sensors increases. The imple-
mentation of fire protection in WSN can effectively prevent from the problems.
Due to the low cost in price and the ability of adapting harsh environment, fire
protection in WSN attracts widespread research.
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Most researches in fire monitoring system based onWSNs focus on how to save
energy of network nodes [1-4], and to extend lifetime of node.WangChunlei[1] pro-
posed topology structure based on clustering to organize nodes in network. Nodes
are divided into several clusters. Cluster coordinates other nodes, aggregates and
forwards data to sink. Other nodes in cluster only need to monitor. Hence, the
lifetime can be extended. Moreover, in order to balance energy in network, These
papers use cluster electing algorithm for guaranteing the network running longer.

Multi-parameter methods on threshold are proposed in fire identification [5-8].
After collectingdata inparticular environment,Thesepapers summarize a groupof
thresholds for fire identification. Compared with the traditional monitoring meth-
ods based on single parameter, the effect of fire detection meliorates. However, the
threshold is hard to determine due to indetermination of fire. The method might
be interfered by outer environment, and incurs false positive and false negative.

In order to reduce the rate of fire alarm false positive and false negative, neural
network algorithm is applied in researches[9-15]. The simulate experiments show
that neural network is effective for fire detection.

But all those researches do not consider that the sensing ability of wireless
node is weak. Sensing delay will inevitably result in the delay of the fire alarm. So
that if we deploy wireless sensor fire protection systems in museums, laboratories
or offices which demand real time of fire alarm, we should reduce the sensing
delay of nodes, and get real-time fire warning.

The TSDC algorithm proposed in this paper can solve node sensing delay
problem. And system adopts neutral network as fire detection metric, improving
the accuracy of fire alarm.

3 System Architecture

In this section, we describe the fire monitoring system architecture. Real-time fire
monitoring system based on wireless sensor network consists of a large number of
low-cost and low-power sensor nodes, a sink node and monitoring host computer,
as shown in Fig.1. Sensor nodes are distributed in themonitoring environment and
responsible for data collection, processing and transmission. In our system, nodes
process the sensing data by using time series trend algorithm and the data are sent
to the sink is a set of parameters describing the trend of the detection values.

Fig. 1. Fire monitoring system architecture
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Processing sensing data is divided into two parts, as shown in Fig.2. Firstly, in
the sensor part, nodes collects data in a period of time, extracting the trend func-
tion. Then in the host computer part, system predicts the current values of the
actual environment by using the trend function, and computers the probability
of fire at this moment.

Fig. 2. Data processing model

In the sensor node part, in order to reduce the delay time of fire alarm due to
the sense ability limited of wireless nodes, we propose a new node data collection
method using time series prediction TSDC algorithm, processing the sense infor-
mation, instead of using traditional method which nodes just send the sensing
information to sink, we use TSDC algorithm processing the temperature and
humidity data sensed by nodes in a period of time, extracting the trend function
which there is just one time variable t in this function. Then nodes send the
parameters of trend function to sink.

In the host computer part, on receiving data sent by nodes, client generates pre-
dictive function using time series trend parameters.According to different need, we
set different time changing rate t′ as the variable of prediction function. For exam-
ple, if the fire monitoring system is set up in non-smoking area of a office building,
the time variable t′ set to be a fast change rate. If the system is deployed in the wild,
in contrast with immediate fire alarm, we need a high success rate of fire alarm, the
change rate of the time variable t′ should be closed to the actual nodes sampling
interval. Systemwill get the prediction values of current temperature and humidity
values in themonitoring area by taking the time variable t′ into prediction function.

Finally, taking the prediction values of temperature and humidity and the
actual light value into the trained neural network model to calculate the proba-
bility of occurrence of fire. If the probability value is greater than the threshold,
system alerts.

4 Algorithms Design

In this section, we present the TSDC Algorithm and neural network model
used in system. In our system, each node collects temperature, humidity and
light sensing components. Sensing delay occurs on the temperature and hu-
midity sensing. So we proposed a new prediction algorithm TSDC to process
the temperature and humidity values sensed by nodes, reducing the sense delay.
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Taking temperature sense for example, we will describe the TSDC algorithm
in section 4.1. Because of the fire’s an uncertainty feature, different locations,
different types of combustion would affect the performance of fire. it is difficult to
properly determine whether fire broking out or not. We propose a intelligent fire
detection mechanism based on neural network model in fire monitoring system.
We will describe the fire detection mechanism in section 4.2.

4.1 TSDC Algorithm Design

Nodes collect temperature value every Γ time units. If using the traditional
method, fire monitoring system only gets the sensing temperature values. But
the temperature sense component in telosb would take some time to sense tem-
perature from normal temperature to real values of the heat source. In order to
reduce the sensing delay, node processes a set of temperature values v1 . . . vi . . . vn
by using time serial algorithm[16-19], extracting the temperature trend function.
Then node sends the parameters of trend function to sink. System will predict
the real values of heat resource by using prediction function.

There are two part in the time series trend function created by TSDC algo-
rithm. The first part is trend component describing the trend of the sense values
changing. The other part is a zero-mean weakly stationary time series model[16],
indicating the trend function error. We assume that node reads temperature vt
at time t, F (t) is time series trend function which denotes the real value vt,
m(t) is the trend component, X(t) is a weakly stationary time series model. As
a result, we model the time series trend function as follows:

F(t) = m(t) +X(t) (1)

TSDC algorithm is divided into three steps:(1)Create time series trend model by
sensor nodes. (2)Predict values in the host computer part. (3)Update the time
series prediction model by sensor nodes.

The first step is creating time series trend model by sensor nodes: We assume
that each node reads temperature every Γ time units, and denotes the history
of these values as v1 . . . vi . . . vn, which satisfy the time serial trend function
F (t) = m(t) + X(t), where m(t) is the trend component, X(t) is a weakly
stationary time series model.

In our system, in order to speed up the rate of creating the trend function,
reduce the node computing complexity, we consider a linear trend component
m(t) = a+ b · t , where a and b are real constants. We use least squares method
to compute a and b, as shown in equation 2:∑n

t=1
(a+ b · t− vt)

2
= min (2)

where vt is the temperature value sensed by node.
The trend component can reflect the changing rate of values sensed by nodes

in the period of detection times. But in order to improve the accuracy of the
predicting time serial trend function F (t), we add a error component using sta-
tionary sliding time series model, X(t) = α1X(t− 1) + · · ·+ αnX(t− n).
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we create a serial time model where the sliding window is 3 and the standard
deviation is b(ω), as shown in equation 3:{

X(t) = αX(t− 1) + βX(t− 2) + γX(t− 3)

X(t) = v
t
−m(t)

(3)

where α, β, γ are real constants. Since X(t) is stationary, then α + β + γ < 1.
Note that function b(ω) represents the standard deviation of the white noise,
and as a result it provides a measurement of the quality of our prediction model.

The predicting function we want to create is P (t) , as shown in equation 4:

P(t) = m(t)+α ·(v
t−1

−m(t−1))+β ·(v
t−2

−m(t−2))+γ ·(v
t−3

−m(t−3))+b(ω)
(4)

where m(t) is the trend function, α, β, γ are real constants of time serial model,
b(ω) is the standard deviation.

Then we need to compute the real constants α, β, γ. We assume a queue Dv

containing the difference of each sense values v1 . . . vi . . . vn with from its trend
values m(i), that is xi = vi −m(i) , for each xi, xi ∈ Dv. Node uses the data
contained in Dv to compute the coefficients α, β, γ by applying least-squares re-

gression, and it computes the standard deviation b(ω), b(ω) = (
∑n

i=1 (ei−e)2
n )−1/2,

where ei = F (i) − vi,1 < i < n, e is the mean of e1, e2, . . . , en . Finally, nodes
keep the series trend function model coefficients a, b, α, β, γ, b(ω) that uniquely
identify the model, and transmit them to sink.

Algorithm 1. Create time series trend model

Input: Sample time t, value vt, total number of samples n
Output: time series trend model parameters a, b, α, β, γ, b(ω)
1: event CreatModel()
2: while i < n do
3: collects data vi (t < n) every Γ time units
4: i++
5: Calculate the parameters a, b by using equation 2
6: Calculate the parameters α, β, γ by using equation 3
7: Calculate error b(ω)
8: Send the time series trend model parameters to sink

The second step of TSDC algorithm is predicting data. we describe how to pre-
dict nodes monitoring values and reduce the node sense delay by using the pre-
dicting model coefficients a, b, α, β, γ, b(ω) in the host computer part. When sink
receives information from nodes, host computer reconstructs predicting function
P (t) by using the returning predicting model coefficients, as shown in equation
3.The change rate of time variable t in equation 3 is the same with node’s sam-
pling interval. In order to reduce the node sensing delay, we set variable t to be
a fast change rate t′ , where t′= t+Δt or t′ = κt . Then taking the time variable
t′ into function P (t), predict the sense values.
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(a) 50 degree heat source detected (b) 55 degree heat source detected

Fig. 3. Delay of temperature sensing test

Our fire monitoring system mainly focus on the timeliness fire alarm, so we
set variable t to be a fast change rate t′ , where t′= 1.2 · t. Firstly, we test this
time serial prediction model by using single node monitoring 50 degree and 55
degree centigrade heat source, as shown in Fig.3(a) and Fig.3(b).

In Fig.3(a) and Fig.3(b), the red curve(line 2) represents monitoring values
by using traditional method, the green curve(line 1) represents monitoring val-
ues by using time serial prediction method. As shown in these figures, it takes
60s and 80s to sense the heat source from 30 degree centigrade to 50 and 55
degree centigrade respectively with traditional method. But if using time serial
prediction method, it can reduce the delay to 18s and 20s respectively. In this
experiment, node is close to the heat source, in order to react to the changing of
temperature within the shortest time. But in the real environment monitoring,
the distance between fire and nodes is uncertain. If using traditional method,
the monitoring delay would be more longer than experiments above. Therefore,
TSDC algorithm would be meaningful in practical application.

The third step of TSDC algorithm is update the time series prediction model.
System predicts the temperature values by using the prediction function P (t),
but the time serial trend model is not stable. When temperature trend changed,
the model should be changed. Nodes that sensed the changing would update the
time serial trend model and send the new model parameters to sink. In order to
improve the predicting accuracy and reduce the failure probability of fire alarm,
system also should send a query to network ensuring that the prediction model
is valid and credible.

After sending the time serial trend model to sink, each node keeps the model
parameters, and collects data vt (t>n) every Γ time units. With these new
collecting data, node creates new trend model function. Then comparing the
parameter b′ of trend component in new model with the parameter b kept in
node, if |b′ − b| < τ , where τ is threshold set by system, it demonstrates that the
time serial trend model working in system is still available. Otherwise, node sends
new time serial trend model to sink, and sink updates its prediction function.
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Algorithm 2. Predict values

Input: time variable t, sample value vi, total number of samples n, threshold φ, u
Output: The prediction value P (t) at time t
1: while sink doesn’t receive new model parameters do
2: Compute the value m(t) of trend model at time t, m(t) = a+ b · t
3: Calculate the prediction value P (t) at time t by using equation 3-6
4: if up = 0 then
5: Call the event function query() in random manner
6: else
7: Call the event function query()
8: i++

9: Event Query()
10: Cink sends a query to nodes and gets the actual monitoring value v′ at time t′

11: if |v′ − P (t′)| > φ then
12: up++
13: else
14: up−−
15: if up > u then
16: Cink assign a task to node, and the node update time series trend model

In order to guarantee the difference between prediction value and real sensed
value within a certain range, we use the real monitoring values feedback the sys-
tem prediction model. Comparing the real monitoring value vt with the predic-
tion value P (t′) which computed in node, where t′ = t ·1.2. If the system collects
u consecutive monitoring values, all of the values can make |vt − P (t)| ≥ φ, and
u is threshold set by system, it demonstrates that the time serial trend model
working in system is not available. The node will create new model and send to
sink.

4.2 Fire Detection Based on Neural Network Model

Three parameters of temperature, humidity and light intension are adopted to
detect fire in our fire monitoring system. Because the fire’s uncertainty feature,
we propose fire detection mechanism using neural network algorithm. The fire
occurring probability can be computed when the three parameters are taken
into trained neutral network as input. The output of neural network algorithm
is the probability p of fire. Comparing with system initialized threshold θ, system
alarms when pis greater than the threshold.

Telosb node is sensitive to light intension changing, so system uses the true
monitoring light values as one of the input of neural network model. And using
the prediction temperature and humidity values which computed by using time
serial prediction function as the other two inputs. In the system, we use three-
layer feed forward neural network model. There are three neurons in the input
layer, and real light values, prediction temperature and humidity values are the
input respectively. There are three neurons in the hidden layer and one neuron
in output layer, and the output value is the probability of the fire.
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Algorithm 3. Update time series prediction model

Input: Sample time t, value vi, model parameters a, b, α, β, γ, b(ω) threshold φ, u, τ
Output: New time series model parameters a′, b′, α′, β′, γ′, b′(ω)
1: Compute the value m(t) of trend model at time t, m(t) = a+ b · t
2: Calculate the prediction value P (t) at time t by using equation 3-6
3: if |v′ − P (t)| > φ then
4: up++
5: else
6: up−−
7: if up > u then
8: Call event CreateModel()
9: up = 0
10: t++
11: i++
12: if i = n then
13: Calculate new time series trend model parameters a′, b′, α′, β′, γ′, b′(ω)
14: i = 0
15: if |b′ − b| > τ then
16: Send new model parameters to sink

Before system working, we need to collect some samples which represent the
condition of normal environment and under-fire environment, then train the neu-
ral network model by using neural network learning algorithm[14,15]. Finally, we
will get the parameters of neural network model, including the weight matrices
ωih between input layer and hidden layer, threshold matrices bh of hidden layer,
the weight matrices ωho between hidden layer and output layer, and thresh-
old matrices bo of output layer. Taking the neural network model parameters
into system, the fire monitoring system can work. When a set of data including
light, temperature and humidity are taken into the model, system will get the
probability p of fire under this condition by using equation 5.

p = f(
3∑

h=1

who · f(
3∑
i=1

wihxi − bh)− bo) (5)

where f(x) = 1/(1 + e−x).
If p is greater than the preset alarm threshold, system alerts. If users require

a higher accuracy of the fire alarm, the threshold should be set close to 1. If
users require a immediate warning of fire, the threshold should be reduced.

5 Experiments

In this section, we present experiments results and analyse of our algorithms.We
will test the TSDC algorithm, and the comprehensive performance of the system.
Firstly, we compare TSDC algorithm with traditional method by using single
nodes sensing heat source, and then test fire monitoring system performance
including timeliness and accuracy of fire alarm by burning different materials.
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5.1 System Platform Setup

System uses telosb node as monitoring node. There are temperature\humidity
sense component called Sensirion SHT11, and light sense component called
Hamamatsu S10871 in a single node. The client platform is developed based
on java and TinyOS platform. We test the performance of system using burning
material including wood, lighter, alcohol and cigarettes.

The characteristic of wood fuel is that temperature, humidity and light values
will change obviously.The lighter fuel duration is shorter. Temperature and Light
intension change greatly when alcohol burns. However, alcohol volatilizes greatly
while it burns, so the changing of humidity is not obvious. The feature of burning
cigarette is temperature, humidity and light values changing gentle. Finally, we
Statistics the delay and accuracy of fire alarm according to different types of fire
monitoring experiments.

Before the system works, we need to collect some samples which represent
the condition of normal environment and under-fire environment, and train the
neural network model by using neural network learning algorithm.

5.2 Experimental Results

Firstly, we use single nodes sensing heat source to test TSDC algorithm compar-
ing with traditional method. The heat source is hot water which the temperature
changed from 100 degree centigrade to 30 degree centigrade. We count the times
that node sense temperature from 30 degree centigrade to different degree centi-
grade including 80,70,60,50,40,30 degree centigrade as shown in figure 4.

Fig. 4. Comparison of heat source monitoring time

In Fig.4, it demonstrates that the temperature sensing delay can be reduced
obviously. It only takes 30s to sense temperature from 30 degree centigrade to
80 degree.
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Table 1. Fire Detection Result

Material number of samples average alarm delay(s) Recognition rate

wood 20 28 100%
lighter 20 24 90%
alcohol 20 21 100%
cigarettes 20 53 80%

Then by using mood, lighter, alcohol and cigarettes as fire materials respec-
tively, we conduct 80 groups of experiments. The distance between fire and node
is 15CM. The statistical of alarm delay and recognition rate of fire are shown in
table 1.

Experiments demonstrate that our new fire monitoring system can recognize
blaming fire(temperature, light intensity change greatly when the fire breaks
out) nearly 100% and the alarm relay can be controlled in 30 seconds. The low
smoldering fire can be detected in 1 minutes, and recognition rate of smoldering
fire can be controlled in 80%. The fire that performs obviously, but last shortly
can be detected in 30 seconds, recognition rate can be controlled in 90%.

The client interface consists of two parts. One part displays nodes distribution
map. The other part displays the curves that describe the values of each node
monitoring. When there is fire occurring in the monitoring area, system alerts,
and the node closed to the fire will be marked red.

System can predict the monitoring values by using time serial prediction
model, and Display diagram to user on client, rather than query to node on-
line. When fire disappeared, system stop alarming, and nodes will create new
time serial prediction model, and send new model to sink. Fig.5(a) shows the
alarm plot of wooden fire source, and Fig.5(b) is alarm lifted plot.

(a) alcohol fire alarm (b) fire alarm lifted

Fig. 5. An example of alcohol fire monitoring

6 Conclusions

This paper proposes a new framework of fire monitoring system based on sen-
sor networks in of sensor data collection mechanism uses time series predic-
tion TSDC algorithm and fire detection mechanism using neural network model.
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TSDC algorithm can greatly reduce the temperature and humidity sensing delay
caused by node sensing ability limited. Neural network is a intelligent decision
algorithm. Probability that fire occurs under current condition can be obtained
by computing fusion of temperature, humidity and light intension. Experiment
results show that the fire monitoring system can recognize the flaming fire nearly
100%, and warning delay can be controlled in the 30s. The slow smoldering fire
recognition rate can be controlled in 80%, warning delay can be controlled in
1min.
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Abstract. When a disaster occurs, we need a routing plan to evacuate all the peo-
ple in the affected area as soon as possible. For this purpose, we can model the
transportation network as a graph of nodes and edges with occupancy on nodes
and capacity and travel time on edges, where nodes represent places such as cities
and edges represent roads. Given a transportation network graph, we can compute
routes to evacuate all the people in the dangerous area by selecting paths from the
source nodes (the nodes of which residents need to be evacuated) to the destina-
tion nodes (the nodes where the evacuees can be transported to). With capacity
and travel time constraints on the roads (or edges), calculation of the evacuation
time on the graph requires the use of time-expanded graphs. The use of time-
expanded graphs, which are merely duplications of the given graph flagged with
discrete time stamps, explodes the time and space complexities of the calculation
of evacuation times. This drawback results in low scalability, especially when
the evacuation time or the number of evacuees is relatively big compared to the
size of the graph, such as the number of nodes, edges, and paths. In this paper,
we present a scalable algorithm, SYNChronized FLOw Evacuation(SyncFloE),
to plan the evacuation routes based on synchronized flows. The novel concept of
synchronized flows replaces the use of time-expanded graphs and provides higher
scalability in terms of the evacuation time or the number of evacuees. SyncFloE
has computation time that only depends on the number of source nodes and the
size of the graph itself, such as the number of nodes, edges, and paths. The com-
putational results that support our claim are presented and discussed.

1 Introduction

With recently increasing occurrence of disasters such as hurricanes, tsunamis, earth-
quakes, and nuclear meltdowns all over the globe, the more importance is put on the
efficient and effective operation of evacuation process. When such a disaster happens,
the people who stay in the area that can be affected by the disaster (this area is will be
different depending on the types of the disasters) need to move to safer places (often
times shelters). Since there can be a lot of people that need to be evacuated, without
the help of well-established evacuation routes it will be a very time-consuming and in-
effective evacuation. Depending on the types of the disasters, the time that we have to
compute such evacuation routes and at the same time the time that the last evacuees
are evacuated, called evacuation time, can vary. Nonetheless, regardless of the type of
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disasters, the algorithm must be scalable so that reasonable amount of time could be
used to compute the evacuation routes and the evacuation time could be minimized.

The computation of the evacuation routes and evacuation time is based on the ab-
straction of the transportation network as a graph of nodes and edges with occupancy
on nodes and capacity and travel time on edges, where nodes represent places such
as cities and edges represent roads. Given a transportation network graph, we can
compute routes to evacuate all the people in the dangerous area by selecting paths
from the source nodes to the destination nodes. In this paper, we present our scal-
able algorithm, SYNChronized FLOw Evacuation (SyncFloE), which can compute the
evacuation time without the help of time- expanded graphs. There are algorithms to
compute the evacuation time in literature, but they are not scalable due to the fact that
either they are based on time-expanded graphs or their computations repeat over time.
SyncFloE uses the novel concept of Synchronized Flow to replace the use of the time-
expanded graphs and/or the repetitions over time. A synchronized flow is the flow of
evacuees from the source node(s) to destination node(s) that can have the same evac-
uation time by redistributing the evacuees over the paths along the flow from either
the same source node or different source nodes. To ensure the computation of accurate
evacuation times, we need to introduce Virtual Evacuees into the synchronized flows.
Virtual evacuees are the evacuees that do not actually exist and they are added to the
synchronized flow just to make the synchronized flow have the same evacuation time
for all the paths.

Our contribution in this work is three-fold: firstly, our algorithm provides a new ef-
ficient way to compute the evacuation time and plan the evacuation routes. SyncFloE
can compute the evacuation time extremely quickly so it can be directly used in real
evacuation situation. This real-time calculation with the latest information about the
roads and the cities (or places) will ensure always the most accurate evacuation routes.
Secondly, our algorithm can be used in the computation of contraflow-based evacuation
routes. In one of our previous work, we presented algorithms for the computation of
contraflow-based evacuation routes and one of them is using the evacuation routes in
its computation of contraflows. This algorithm inherits the scalability from evacuation
routing algorithms and the existing evacuation routing algorithms cannot make it scal-
able. In addition, we are planning to extend SyncFloE to design another efficient and
effective contraflow-based evacuation routing algorithm. Thirdly, the novel concept of
synchronized flows will make a very powerful tool in the network flow study. In case
of single packet routing, only the information of the edge such as the travel time or the
capacity is required in the routing. However when we consider multiple packet routing,
there’s more than just the edge information in the routing computation and the syn-
chronized flows (or time-expanded graphs as an old way) will play the key role in the
routing.

The rest of this paper is as follows: Section 2 will define the problem of evacuation
routing and discuss briefly the existing algorithms. In section 3, the novel concept of
synchronized flows are explained and discussed. The algorithm SyncFloE is introduced
in section 4 and explained. The computation results are presented and discussed in
section 5 and section 6 concludes this paper.
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2 Related Work

Given a transportation network graph of nodes and edges with occupancy on nodes and
capacity and travel time on edges, where nodes represent places such as cities and edges
represent roads, the evacuation routing problem is to find the routes, in other words a
set of paths, for evacuation so that the time the last evacuees arrive the destination,
called the evacuation time, become minimum. The evacuation routing problem and the
traditional network routing problem are two different problems in the following reason:
the traditional network routing problem considers the routing for single packet and so
each edge will be used at most once for the packet and hence the attributes of the edges
are enough for the routing computation. However the evacuation routing problem has
multiple packets and an edge can be used more than once over time and hence the
attributes of the edges are not enough for the computation. One way or another, we
need to take care of this time-related attributes and the easiest way is to use the time-
expanded graphs which are the duplications of the same graph tagged with discrete
time-stamps with proper inter-links between them. Or one can record the usage logs for
each edge and the logs become bigger as the evacuation time grows. This difference
makes the use of traditional routing algorithms for evacuation routing impractical.

There isn’t much work toward the evacuation routing in literature. Capacity Con-
strained Routing Planner (CCRP) [7–9] and its improvement CCRP++ [11] are reported
in literature. CCRP is simply repeated operations of Dijkstra’ shortest path algorithm in
time-expanded graphs. The algorithm finds the shortest path that is available at current
time repeatedly and if it cannot find a path, it increases the current time and continues
finding the shortest paths until there is no more evacuees. Since CCRP is based on the
time-expanded graphs, 1) it is not scalable, and 2) even worse its running time will also
depend on how many duplications the time-expanded graphs have. It is not easy to have
a tight estimation of the evacuation time (this number is the number of the duplica-
tions) before actually running the algorithm, and this is a kind of dilemma. CCRP++
was proposed as an improvement to CCRP and CCRP++ has much shorter running time
than CCRP by reducing the number of shortest path findings. The algorithm uses the
maximum capacity of each shortest path found and keeps the usage logs for each edge
so that later when the same path is found, it can start from the earliest available time.
Anyway CCRP++ also uses the time attributes and its computational complexity is not
free from the inherent dependency to the evacuation time. As discussed in section 5,
as the evacuation time increases, more precisely as the number of paths that are used
grows, the running time becomes extremely higher. Even for a graph with 100 nodes
and roughly 300 edges, it takes impractically long time.

We proposed our algorithm Quickiest Path Evacuation Routing (QPER) in [10]. The
quickest path is the path that gives the minimum evacuation time when combined with
the existing paths by redistributing evacuees. QPER is using quickest paths instead of
shortest paths and hence the number of paths that are used in the evacuation is much
smaller in QPER than CCRP++ and the running time of QPER is more scalable than
CCRP++. QPER is finding the evacuation routes for a single source node and this result
became the motivation of this work, synchronized flows.

Slightly different focuses have been put on works in [1, 3, 4]. In [1], the authors
discussed the problem of lane-based routing to minimize the traffic delay. The main
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effort of the proposed work is focused on the minimization of the crossing conflicts at
the intersections of the roads. In this work, they considered maximum flow (which will
give the maximum constant rate of evacuation flow) to solve the problem and hence
it may not lead to an evacuation routing with minimum evacuation time. The quick-
est transshipment problem in [3] is the problem of minimizing the number of paths
to complete the transshipment with demands that exceeds the capacity of the network
capacity. By only minimizing the number of paths, we may not be able to get the mini-
mum evacuation time, so this problem cannot be applied to our problem. [4] presents an
extensive survey of the mathematical modelling of evacuation problems with different
goals under different network configurations.

3 Synchronized Flows

In this section, we explain the synchronized flow that is the basis of the proposed
algorithm.
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Fig. 1. Multiple paths in a synchronized flow

Let’s begin with the simplest case when a source node has more than one paths as
in figure 1 (a). In this case, we can freely redistribute the evacuees from one path to
another to make the evacuation times of the two paths equal as in figure 2 (a). The
combined evacuation time (CET) [10] is computed as follows:

CET =
n+ C1 · T1 + C2 · T2

C1 + C2
− 1 (1)

where n is the number of evacuees in the source node, C and T represent capacity
and travel time of each path and the evacuation time of the source node is �CET �.
This free redistribution of evacuees is possible at any time as long as the source node
still has remaining evacuees and this separates the two cases in figure 1. In (b), the
paths from different source nodes cannot have freely redistributed evacuees. In addition,
the redistribution of evacuees and the resulting equalized evacuation time distinguish
the evacuation routing from the traditional network routing. Figure 2 shows the arrival
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Fig. 2. Arrival Graph

graphs that represent the flows of evacuees that arrive the destination nodes and the joint
node of the two paths if there’s any.

Now let’s consider the multiple paths from different source nodes as in figure 1 (b).
In this case, unfortunately we cannot directly apply the CET calculation to equalize
the evacuation times, instead we have two evacuation times. In this figure, the black
colored node j is the joint node between two paths in different synchronized flows and
s1 has path p1 and s2 has path p2. p1 has capacity of C1 and travel time of T1 and the
travel time on p1 from s1 to j is t11 and the travel time from j to t1 is t12. We can
observe that the grey-shaded are in the arrival graph (figure 2 (b)) is wasted and if we
could move some of the rightmost evacuees from s1 in the upper box to this grey area,
we would reduce the evacuation time of s1. In fact, we need to look at the thick lines
which shows the ending time of each path to get the same evacuation time, we call such
ending time as synchronized ending time (SET). After the end time of the leftmost box
(representing arrival at the joint node) until SET2, we can put evacuees and still get the
two evacuation times equal. Note that when we move the evacuees from s1 to s2, then
SET1 will also change and so does SET2. As a result of this redistribution, we get figure
(c) and we get CET less than ET1 (Evacuation Time of s1) and we can say those two
paths to have synchronized flow. Still the grey-shaded area exists in (c) and this means
that we need to put virtual evacuees into synchronize flows on those two paths.

The concept of virtual evacuees is the key point in synchronizing flows on the paths
from the different source nodes. Next we discuss the six cases of synchronizing flows,
two for the paths from the same source and four for the paths from different sources.
Before we begin, let’s define some notations.

– For a node n, n.id means the id of n, n.Occ means the occupancy (or the number
of people staying) of n, n.pSF means the list of SF (Synchronized Flow) that pass
through n, and n.pSF (FId) means the SF in n.pSF with the flow id of FId.

– For a path p, p.Cp means the capacity of the path p, p.TT means the travel time of
the path p;
p.Src means the origin node of the path p and p.Dst means arrival node.

– For a synchronized flow SF , SF.CpSum means the sum of capacities of paths in
SF , SF.CpTTSum means the sum of products of capacity and travel time;
SF.Srcs is the list of source nodes that evacuates along SF , SF.FId is the flow
id of SF ;
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SF.EV is the number of evacuees on SF , SF.V E is the number of virtual evac-
uees, and SF.ET is the evacuation time of SF .
n.pSF (FId) maintainsminΔT ,minC,maxΔT , andmaxC that are used to cal-
culate SETs.
For a node n in a path p, we maintain minΔT/maxΔT and minC/maxC to be
the minimum/maximum value of T − t among the paths in n.pSF with maximum
capacity and its corresponding capacity among all the paths on the synchronized
flow with flow id of FId that pass through n, where T is p.TT and t is the travel
time on p from p.Src to n;
n.pSF (FId) has SET of n.pSF (FId).ET −n.pSF (FId).maxΔT if FId is the
flow id of p and n.pSF (FId).ET − n.pSF (FId).minΔT otherwise.

– S means the set of source nodes and T means the set of destination nodes of the
evacuation.

– ΔN means the number of evacuees that need to be moved from one path to another,
V irtEvac means the number of virtual evacuees.
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Fig. 3. Arrival graphs for cases 3 ∼ 6

Let’s say p is the path that is newly added to the graph.

Case 1: If p.Src does not have any synchronized flow yet and p.Dst ∈ T , we
can simply make the path to have a new synchronized flow SF such that SF.FId :=

p.Src.id, SF.CpSum := p.Cp, SF.CpTTSum := p.TT , SF.EV = p.Src.Occ, SF.ET =

(SF.EV + SF.CpTTSum)/SF.CpSum− 1, and SF.Srcs := {p.Src}. There is no ΔN
nor V irtEvac.

Case 2: If p.Src has the synchronized flow SF , we can add p into SF such that
SF.CpSum := SF.CpSum + p.Cp, SF.CpTTSum := SF.CpTTSum + p.Cp · p.TT ,
SF.ET = (SF.EV +SF.V E+SF.CpTTSum)/SF.CpSum−1, and SF.Srcs := SF.Srcs

∪{p.Src}. There is no ΔN nor V irtEvac.

Case 3 (subcase of case 1): if p has a joint node j which has a synchronized flow
SFold, then V irtEvac can be calculated as follows:
jSFN = j.PSF (SF.FId), jSFO = j.PSF (SFold.F Id),

CN = p.Cp, CO = min(jSFO .minC,CN ),

ΔET = SF.ET − jSFO .ET,
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ΔSET = ΔET − (jSFN .maxT − jSFO .minT ),

ΔN1 =
CN · CO

CN + CO
·ΔET, ΔN2 = CO · (ΔET −ΔSET ),

CSO = SFold.CpSum.

V irtEvac =

{
CSO · ΔN1

CO
−ΔN1, if ΔN1 ≥ CN ·ΔSET,

CSO · (ΔSET − ΔN2
CN

+ ΔN2
CO

)−ΔN2, o.w.

Case 4 (subcase of case 2): if p.Dst ∈ T and p has a joint node j which has a
synchronized flow SFold, then V irtEvac can be calculated as follows:
CN = SF.CpSum.

V irtEvac =

{
CSO · ΔN1

CO
−ΔN1, if ΔN1 ≥ CN ·ΔSET,

CSO · (ΔSET − ΔN2
CN

+ ΔN2
CO

)−ΔN2, o.w.

The undefined variables are defined in the same way as case 3.

Case 5: If p.Dst = j /∈ T and p.Src does not have a synchronized flow yet and j
has another synchronized flow SFold, then V irtEvac can be calculated as follows:
ΔSET = p.TT − (jSFO .ET − jSFO .minT ).

V irtEvac =

{
CSO · p.Src.Occ− p.Src.Occ, if ΔSET ≤ 0,
(CSO +ΔSET ) · p.Src.Occ− p.Src.Occ, o.w.

The undefined variables are defined in the same way as case 4.

Case 6 (subcase of case 2): If p.Dst = j /∈ T and p.Src has a synchronized flow
SF and j has another synchronized flow SFold, then V irtEvac can be calculated as
follows:
ΔSET = p.TT − (jSFO .ET − jSFO .minT ),

ΔN2 = CN ·CO
CN+CO

· (ΔETΔSET ).

V irtEvac =

{
CSO · ΔN1

CO
−ΔN1, if ΔSET ≤ 0,

CSO · (ΔSET + ΔN2
CO

)−ΔN2, o.w.

The undefined variables are defined in the same way as case 4 or 3.

The proof of the correctness of the above formula is omitted due to the space limitation.
However it is derived from the observation that the redistribution of evacuees is possible
only when the evacuees are available. The condition in cases 3 ∼ 6 basically means that
the SET of the old synchronized flow at the joint node is greater than the SET of the new
synchronized flow so that the redistribution can happen right after the old synchronized
flow ends passing by the joint node. Otherwise we need to put a pause time before
redistributing the evacuees as in figure 3 case 3 or 4.

4 Synchronized Flow Evacuation (SyncFloE)

Figure 6 shows our novel algorithm SyncFloE. As we can see from the description,
computation time of SyncFloE will depend on the number of shortest paths with up-
dated available capacities of edges and it does not depend on any other factor such as
the number of evacuees, capacities of the edges (and hence the capacities of the paths),
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Initialization
1: S:= the set of source nodes, PS:= the set of poorest source nodes, T := the set of destina-

tions.
2: preEvactime := curEvacTime := ∞.

Iteration1 while a shortest path p from a node s ∈ PS to a node t ∈ T is found using available
capacities of edges:
1: if (p.TT > preEvacTime)
2: PS := PS \ {s}.
3: else
4: (preEvactime, curEvacTime) = manipulate(p, S, PS, T , preEvacTime, curEvacTime).

Iteration2 while a shortest path p from a node s ∈ PS to a node t /∈ T is found:
1: (preEvactime, curEvacTime) = manipulate(p, S, PS, T , preEvacTime, CurEvacTime).

Fig. 4. SyncFloE

and so on. This independence gives our algorithm dramatically improved scalability and
we believe that this is a lower bound for the computational complexity of evacuation
routing.

Adding a path p into a synchronized flow SF involves updating SF.CpTTSum,
SF.CpSum, SF.EV , SF.V E, and SF.ET . In addition, tracking all the nodes in p,
the synchronized flows passing the node n will be updated; if the flow is not already
included in n.pSF , then include SF into n.pSF , add p.Src into SF.Srcs, update
minΔT , minC, maxΔT , maxC properly as discussed in section 3. The removal of
p from SF is almost reverse activity of the addition; rolls back the minΔT , minC,
maxΔT , maxC, removes SF from n.pSF if it was included by the path addition, re-
moves p.Src from SF.Srcs if it was included by the path addition, and finally restores
SF.CpSum, SF.CpTTSum, SF.EV , SF.V E, SF.ET .

Merging two synchronized flows (SFN into SFO) involves adding SFN .CpSum,
SFN .EV , SFN .V E, and SFN .CpTTSum to SFO.CpSum, SFO.EV , SFO.V E,
and SFO.CpTTSum and adding SFN .Srcs into SFO.Srcs. Split of a synchronized
flow into two flows is almost reverse activity of merging; rolls back the two synchro-
nized flows to the ones before the merging, and removes p.Src from SFN .Srcs if it
was included by the merging.

After adding/removing a path into a synchronized flow or merging/splitting two syn-
chronized flows, we calculate the evacuation time of the whole graph by calculating
the evacuation time of each synchronized flow and updating evacuation time of the
source nodes that belong to the synchronized flow. Then curEvacTime becomes the
maximum evacuation time calculated and preEvacTime is the evacuation time of the
previous calculation. The curEvacTime and preEvacTime updated after the calculation
of evacuation time are used to determine whether or not to roll back the changes that
we introduced into the graph. When rolling back the changes, the source node of the
path will be removed from the poorest source node to give a chance to the other poorest
source nodes. If the poorest source node list becomes empty or there are no more paths,
the algorithm terminates.
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1: if p.Dst ∈ T ,
2: if p.Src has a synchronized flow SFnew, // case 2
3: add p into SFnew.
4: if (curEvacTime > preEvacTime), remove p from SFnew , and PS = PS \ {p.Src}.
5: else if p has a joint node with another synchronized flow SFold, // case 4
6: calculate VirtualEvac using Case 4, add VirtEvac to SFold, and merge SFnew into

SFold.
7: if (curEvacTime > preEvacTime), remove VirtEvac from SFold, and split SFnew from

SFold, and PS = PS \ {p.Src}.
8: else, // case 1
9: add p into a new synchronized flow SFp.Src.id.

10: if p has a joint node with another synchronized flow SFold, // case 3
11: calculate VirtEvac using Case 3, add VirtEvac to SFold, and merge SFs.id into SFold.
12: if (curEvacTime > preEvacTime), remove VirtEvac from SFold, and split SFp.Src.id

from SFold, and PS = PS \ {p.Src}.
13: else
14: if s has a synchronized flow SFnew , // case 2
15: add p into SFnew.
16: if (curEvacTime > preEvacTime), remove p from SFnew , and PS = PS \ {p.Src}.
17: else if p has a joint node with another synchronized flow SFold, // case 6
18: calculate VirtEvac using Case 6, add VirtEvac to SFold, and merge SFnew into SFold.
19: if (curEvacTime > preEvacTime), remove VirtEvac from SFold, and split SFnew from

SFold, and PS = PS \ {p.Src}.
20: else, // case 5
21: calculate VirtEvac using Case 5, add VirtEvac to SFold, and add p into SFold

22: if (curEvacTime > preEvacTime), remove VirtEvac from SFold, and remove p from
SFold, and PS = PS \ {p.Src}.

Fig. 5. Manipulate(p, S, PS, T , preEvacTime, curEvacTime)

SyncFloE repeatedly calls manipulate function (figure 5) which will have activities
such as addition (or removal) of a path into a synchronized flow and merge (or split)
of two synchronized flows. The computational complexity of manipulate function is
bounded by the computational complexity of those activities that are bounded by the
number of node because in all activities, we simply traverse the nodes at most once.

In this paper we haven’t included the construction of evacuation routes but it can be
obtained by storing additional information such as paths, when the path is used, etc.
With the additional information we can easily reconstruct the paths and the flows that
depict the evacuation routes.

5 Computational Results

We implemented two algorithms, CCRP++ and SyncFloE. For comparisons, we ran-
domly generated n nodes in a n × n area with random occupancy for each node, with
the value of n in {100, 200, 300, 400, 500, 1000, 5000, 10000}. The number of the
source nodes, ms, and the destination nodes, mt, are randomly determined between 1
and 10 and between 1 and 5, respectively. Then the point of the disaster is randomly
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generated and the ms nodes that are closest to the disaster point are marked as source
nodes and themt nodes farthest from the disaster point are marked as destination nodes.
For each source node, randomly pick edges to generate at least one path. Up to 1.5 ∼
3 times n edges are generated randomly. Each edge is assigned random capacity in be-
tween 1 and 5 and travel time proportional to the distance between two endpoint nodes.
And we ran each transportation network setting 10 times to get the average results. For
the computation we used gcc and g++ as compilers on a Linux machine with dual 2.33
GHz dual core CPU’s and 4GB of RAM.

Table 1. CCRP++ VS SyncFloE

Capacity CCRP++ SyncFloE
Range Evac. Time Comp. Time Evac. Time Comp. Time
1 ∼ 5 8787 12498.6 9105 0.02

10 ∼ 50 5719 21.21 6527 0.02
100 ∼ 500 5656 0.4 6216 0.02

Evacuation Time of SyncFloE Computation Time of SyncFloE

Fig. 6. Computational results of SyncFloE

CCRP++ was not run for all network settings, in fact for most settings CCRP++
took too long time, so we are just presenting one interesting results that explains why
CCRP++ is not scalable. We ran CCRP++ for a rather small sized network with 500
nodes (including 7 source nodes and 4 destination nodes) and 829 edges. To evacuate
19856 evacuees from the 7 source nodes to 4 destination nodes took 12498.6 seconds
while SyncFloE took 0.02 seconds. However when we multiplied each edge’s capacity
by ten so that CCRP++ finds less paths, it took 21.21 seconds while SyncFloE took
0.02 seconds. When we multiplied the edge capacities by ten again, CCRP++ took 0.4
seconds and SyncFloE still runs in 0.02 seconds. For this network setting, the compu-
tation time has increased by at least 50 times with the decrease of the edge capacity; 50
times from 100 to 10, and 500 times from 10 to 1. The evacuation time of CCRP++ was
slightly better than that of SyncFloE and we think it might be the result of inaccurate
update of synchronized flows that pass through each node and careful investigation in
this direction is one of our future works. The evacuation time and computation time
comparison of two algorithms is given in table 1.
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Table 2. Evacuation Time and Computation Time by SyncFloE

run index n Evac. Comp. n Evac. Comp. n Evac. Comp. n Evac. Comp.
1 100 887 0.01+ 200 2785 0.01+ 300 3037 0.01 400 8648 0.02
2 100 1354 0.01+ 200 4498 0.01+ 300 1420 0.01+ 400 10911 0.01+

3 100 3069 0.01+ 200 4185 0.01+ 300 3659 0.01 400 15792 0.01+

4 100 1674 0.01+ 200 7310 0.01+ 300 5695 0.01 400 3858 0.01
5 100 1901 0.01+ 200 2681 0.01+ 300 8951 0.01+ 400 2482 0.02
6 100 7988 0.01+ 200 5930 0.01+ 300 11213 0.01+ 400 5159 0.01
7 100 1775 0.01+ 200 2618 0.01+ 300 15340 0.01+ 400 6530 0.01
8 100 11861 0.01+ 200 4364 0.01+ 300 4936 0.01+ 400 8964 0.01
9 100 987 0.01+ 200 12413 0.01+ 300 4044 0.01+ 400 13808 0.03

10 100 1697 0.01+ 200 5114 0.01+ 300 6223 0.01 400 7206 0.02

1 500 9105 0.02 1000 7861 0.11 5000 118409 1.15 10000 136811 7.63
2 500 7431 0.02 1000 11520 0.12 5000 107008 1.51 10000 157855 7.79
3 500 7865 0.04 1000 11665 0.1 5000 86369 1.15 10000 145413 5.18
4 500 8541 0.01 1000 12399 0.11 5000 64732 1.72 10000 148794 8.61
5 500 11536 0.01 1000 13540 0.01 5000 50052 1.72 10000 137801 4.28
6 500 10387 0.02 1000 13299 0.1 5000 90902 2.22 10000 107904 8.15
7 500 2688 0.02 1000 10651 0.14 5000 67160 2.17 10000 137496 7.66
8 500 3680 0.01 1000 10025 0.12 5000 117433 2.62 10000 120094 7.69
9 500 7950 0.02 1000 20953 0.07 5000 86681 1.63 10000 137625 5.57

10 500 8028 0.03 1000 14223 0.02 5000 74652 0.93 10000 136771 7.86
+ the running time was shorter than 0.01 seconds.

The results of SyncFloE is given in table 2 and the average values over 10 runs
were plotted on the graphs in figure 6). The computation time of SyncFloE for smaller
sized networks with up to 1000 nodes was extremely short as less than one second. The
increase rate of computation time up to 1000 nodes is negligible but it starts to grow
from more than 1000 nodes by at most 20 times; less than 20 times from 1000 to 5000
and four times from 5000 to 10000. This increase of computation time at large-scale
networks is inevitable since with more edges, we can expect to have more paths and
as a result the algorithm will run longer. This result confirms that the computational
complexity of our algorithm depends on the number of paths.

The evacuation time also increases in a similar pattern as the computation time and
this is because as the number of nodes grows, the graph will have more edges and
longer paths. In fact, when the number of nodes was increased by ten times from 1000,
the evacuation time became roughly ten times bigger. However when the number of
nodes is small as 500 or less, the number of evacuees will play more important role in
determining the evacuation time and hence we don’t observe the similar increase pattern
for the evacuation time.

6 Conclusions

In this paper, we proposed a truly scalable algorithm for evacuation routing that is not
affected by factors outside of the graph itself such as the number of evacuees and the
capacity of the paths used. The existing algorithms in literature, CCRP and CCRP++
were not scalable in most cases due to their dependency on the timed information such
as in time-expanded graphs or in repeated computations of the same path over time. The
virtual evacuees were added to the synchronized flows to equalize the evacuation times
of different paths. This process gets rid of the dependency on the timed information by
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allowing paths from different source nodes to be grouped as a synchronized flow. We
strongly believe that our novel concept of synchronized flow will play a very important
role in the evacuation routing in the future.

Our future works include the careful revision on the implementation of SyncFloE
and the more thorough study on the synchronized flows and the design of contraflow
evacuation routing based on the synchronized flows. We expect to improve the perfor-
mance in terms of the evacuation time by carefully revising the implementation espe-
cially regarding correct logging of synchronized flows on the nodes, correct roll backs
of changes, and more careful calculation of the virtual evacuees.
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Abstract. In this paper, we investigate the impact of group multicast on the ca-
pacity of large-scale random wireless networks. n nodes are randomly distributed
in the networks, among which ns nodes are selected as sources and nd des-
tined nodes are chosen for each. Specifically, we consider two different scenar-
ios, i.e., (1) regular distribution scenario, and (2) random distribution scenario.
The upper bound capacity of group multicast is derived for the network. Further-
more, we propose the corresponding capacity-achieving communication schemes
to achieve the upper bound. Moreover, our study is the first attempt to understand
how group multicast may impact on large scale network capacity from a theoret-
ical perspective.

1 Introduction

Since the seminal work by Kumar et al. [1], which showed that the optimal unicast per-
node capacity is O(1/

√
n), the fundamental capacity research about wireless ad hoc

networks has drawn tremendous interest, such as [11], [16] and [18]. Later on, Gross-
glauser and Tse [2] proposed a 2-hop relaying algorithm in which nodes are allowed
to move, and they demonstrated that Θ(1) capacity per source-destination is achiev-
able but packets have to endure a larger delay of Ω(n). Since then, how to improve the
network performance, in terms of the capacity and delay, has become a critical issue.

The analysis on how to improve the network performance has arised in recent years.
Some works [3], [4], [5], [6], [7] investigated the improvement by introducing different
kinds of mobility into the networks. Other works attempt to improve capacity by in-
troducing base stations as infrastructure support [8], [9], [10]. Besides, there has been
impressive recent works on the characterization of delay and capacity tradeoff in wire-
less ad hoc networks [12], [17].

However, all the above researches relay on the unicast traffic pattern. As the demand
of information sharing increases rapidly, multicast traffic which genenalized both the
unicast and broadcast traffic are proposed. Multicast capacity for large-scale wireless
ad hoc network was first analyzed in [13]. It shows that when the number of destination
nodes k = O (n/ logn), the per-node multicast capacity is Θ( 1√

n log n
W√
k
); when k =

Ω (n/ logn), the per-node capacity is Θ (W/n), which is equivalent to the broadcast
case. The result also implies that the per-node capacity decreases to zero as n goes to
infinity. This means static ad hoc network is not scalable under unicast, multicast and

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 423–437, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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broadcast traffic model. Wang et al. [14] generalized the result to anycast traffic pattern
and Mao et al. [15] studied multicast networks with infrastructure support.

While unicast and multicast traffic pattern have been extensively studied in previous
work, group multicast is still a relatively new concept and under active research. Group
multicast refers to a traffic pattern in which data is delivered from a source to multi-
ple destinations originazed in a multicast group, which differs from multicast in that its
destinations are located in a more centralized area. Recently, many new applications ap-
peared such as Introstate Television (TV), Stadium TV that impose stringent broadband
services on group multicast.

In this paper, we have studied the theoretical group multicast capacity of wireless
ad hoc networks. More precisely, we consider a wireless ad hoc network that consists
of n nodes, among which ns nodes are selected as sources and nd destination nodes
are chosen for each. Thus, ns multicast sessions are formed. Furthermore, we assume
that there are a set of n1−d multicast groups A = {A1, A2, . . . , An1−d}. We study two
kinds of common transmission scenarios, i.e., regular distribution scenario and random
distribution scenario. The first type represents that n1−d groups are regularly distributed
in the network and each group covers the whole cell without intersections. While in the
latter pattern these groups are randomly distributed in the network, there will inevitably
be interferences due to the intersections between groups.

Our main contributions can be summarized as follows:

– Under the regular distribution scenario with group multicast, the capacity is
Θ( 1√

ns ) when s+ d ≤ 1, and min{Θ( 1√
ns ), Θ(

1
ns+d−1 )} when s+ d > 1. While

under the random distribution scenario, the capacity of wireless ad hoc network
stays the same.

– To our best knowledge, this paper is the first work that characterizes the impact of
group multicast on network capacity from a theoretical perspective.

The rest of this paper is organized as follows. In Section II, we describe the wireless
network model. In Section III and IV, we investigate the capacity of regular distribution
and random distribution group multicast respectively, and we give the aggregated ca-
pacity of the wireless network and analyze the results. Finally, we conclude our paper
in Section V.

2 Wireless Network Model

2.1 Network Architecture

We employ the extended network model. We assume that there is a set V =
{V1, V2, · · · , Vn} of n normal wireless nodes uniformly deployed in a square region
with side length

√
n. All the wireless nodes have the same transmission power, and

hence have the same transmission range r.
We further assume that there are a set of n1−d multicast groups A =

{A1, A2, · · · , An1−d}. We first study the regularly distributed networks, as shown in
Figure 1, to avoid the interference among the groups. For regularly distributed net-
works, n1−d groups divide the network region into n1−d disjoint cells. Each group
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covers the whole cell and has nd nodes in the group. Later on we will discuss the
random-distributed situation. Note that when these groups are randomly distributed in
the network, there will inevitably be interferences due to the intersections between the
groups, making it difficult to schedule the model.

Wireless Node

1 dn
A

1A 2A 3A

1( 1,2, , )diA i n Non-interference Group Distribution

n

n

Fig. 1. Network model

2.2 Multicast Traffic Pattern

Among the n wireless nodes, a total of ns source nodes are randomly selected, and
each source node chooses a distinct group which has nd destination nodes as a multicast
session. Note that a particular group may be included by different multicast sessions as
destination.

2.3 Interference Model

We employ the traditional protocol model in [1] as the interference model. All nodes
employ a common range r for all their transmissions. When node Vi transmits to a node
Vj , this transmission is successfully received by Vj if

1) The distance between Vi and Vj is no more than r, i.e.,

|Vi − Vj | ≤ r.

2) For every other node Vk simultaneously transmitting,

|Vk − Vj | ≥ (1 +Δ)r.

The quantity Δ > 0 is a guard zone specified by the protocol to prevent a neighboring
node from transmitting at the same time.
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Phase 1 trasmission Phase 2 trasmission

1 dn
A

1A 2A 3A

Fig. 2. Transmission mode

2.4 Definition of Capacity

Throughput: λi bits/sec that can be transmitted by source node Vi to its chosen nd

destination nodes on average is called the per-node throughput. The sum of per-node
throughput over all the nodes,Λ (n) = λ1+λ2+ · · ·+λns , is defined as the throughput
of the network.

Feasible Throughput: A multicast rate vector λ = (λ1, λ2, · · · , λn) bits/sec is fea-
sible if there is a spatial and temporal scheme for scheduling transmissions such
that every node Vi can send λi bits/sec on average to its destinations. An aggre-
gated multicast throughput Λ (n) bits/sec is feasible if there is a feasible rate vector
λ = (λ1, λ2, · · · , λn).
Capacity of The Network: The per-node throughput capacity is of order O (f(n))
bits/sec if there is a deterministic constant c < +∞ such that

lim inf
n→∞

Pr (λ (n) = cf (n) is feasible) < 1

and is of order Θ (f (n)) bits/sec if there are deterministic constants c > 0 and c <
c′ < +∞ such that

lim
n→∞

Pr (λ (n) = cf (n) is feasible) = 1

lim inf
n→∞

Pr (λ (n) = c′f (n) is feasible) < 1

3 Capacity of Regular Distribution Group Multicast

Any group Ai will be chosen by a certain source node as a destination with the prob-
ability p = nd−1. Let Ni be the number of times when the group Ai is chosen as a
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destination, then clearlyNi follows the binomial distribution with parameters ns and p.
Easily we can derive

Pr(Ni = k) =

(
ns

k

)
pk(1− p)n

s−k,

and the expected value ofNi isE[Ni] = nsp = ns+d−1. Thus we will employ different
approaches to investigate the network capacity, according to the various circumstances
of s+ d.

We can randomly choose only one node inside a group as the destination node,
thus the destination nodes are less than or included in the original group nodes.
We define the procedure that source nodes transmit packets to destination nodes as
phase one transmission, then we will calculate the network capacity, which is sim-
ilar to the unicast capacity. When the number of destination nodes increases, just like
original situation, network performance will be inevitably worse compared to phase
one. We define the process that packets are transmitted from the destination node to the
whole group as phase two transmission, and we will study capacity of phase two
transmission which is similar to the broadcast capacity. We can easily know that the
network capacity is upper-bounded both by the per-flow unicast capacity and the per-
flow broadcast capacity. Thus, combining the two phases, we can get the upper bound
of wireless network capacity. See Figure 2 for illustration.

3.1 When s + d < 1

The expected value of Ni diminishes to zero as the number of nodes is increased. Since
the number of nodes goes to infinity while the product nsp remains fixed, the binomial
distribution converges towards the Poisson distribution. Therefore the Poisson distribu-
tion with parameter λ = nsp = nc can be used as an approximation to the binomial
distribution here.

Capacity of Phase One Transmission. Taking consideration of the source-destination
pairs, there are totally ns source nodes transmitting packets to their destinations. Ac-
cording to Kumar et al. [1], we can get the capacity of phase one transmission as

λ1 (n) = O(
1√
ns

).

Capacity of Phase Two Transmission. We will take the similar approach in [19],
[20], which is similar to the well-known maximum-flow and minimum-cut theorem.
Considering a time interval T which is large enough, since each node can send data at
λ (n), the total amount of packets to be delivered between all source-destination pairs
during T is cP kλ (n)T , where k is the number of simultaneous transmission pairs
and positive constant 1/cP is the average number of bits per packet. Besides, the total
wireless channel bandwidth is fixed to W bits per second, then the total number of
packets the wireless network can provide is cpWT . We can derive

cP kλ (n)T ≤ cpWT,
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and thus the capacity of the wireless network is

λ (n) = O(
W

k
).

To determine the maximum flow, k, we derive the following lemma.

Lemma 1. The number of times when any group is selected as a destination is at most
constant when s+ d < 1.

Proof. Let K be a positive integer. As Ni follows the Poisson distribution with param-
eter λ = nsp = nc, then we can have

Pr(Ni ≥ K) =
∑
k≥K

e−λ
λk

k!

≤
∑
k≥K

e−λλk

≤ e−λλK

1− λ
,

Pr(max
i
Ni ≥ K) ≤

∑
i

Pr(Ni ≥ K)

≤ ne−λλK

1− λ
.

Since c = s + d − 1 < 0, λ = nc goes to zero when the number of nodes n goes to
infinity. Then we can derive

lim
n→∞

Pr(max
i
Ni ≥ K) ≤ lim

n→∞

ncK+1e−λ

1− λ
= 0

as long as cK + 1 < 0. We choose K = 1 + [ 1
1−s−d ].

Based on Lemma 1, we can easily get the capacity

λ2 (n) = O(
W

K
) = O(1).

Since the network capacity is upper-bounded both by the per-flow unicast capacity and
the per-flow broadcast capacity, combining phase one transmission and phase two trans-
mission, we can derive the capacity of regular distribution scenario as

λ (n) = O(min{Θ( 1√
ns

), Θ(1)})

= O(
1√
ns

).

Next, we will show that the bound is achievable. To achieve this goal, we design a
scheduling scheme that satisfies the following two propositions.
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1. For each source node Vi, we randomly and independently select a group Ai as its
destination, then packets are transmitted, through ad hoc mode, from Vi to any node
Vi,d in the groupAi.

2. Vi,d transmits the packets to all other nodes in the groupAi.

To meet the first proposition, we follow the schedule of Franceschetti et al. [21], adopt-
ing percolation theory in routing.

To meet the second proposition, we employ flooding algorithm. Flooding, where
packets from a source node is delivered to all other nodes, has extensive applicabil-
ity in ad hoc wireless networks. The traditional flooding scheme generates excessive
packet retransmissions, resource contention, and collisions since every node forwards
the packet at least once. Recently, several flooding schemes have been proposed to avoid
these problems. Kim et al. [22] proposed PriorityForwarding, for efficient and fast
flooding operations in wireless ad hoc networks. They demonstrated that with priority
checking, the host closest to the coverage perimeter of a flooding packet would forward
the packet immediately without delay. Obviously, the schedule can achieve the bound,
and we have

Theorem 1. The capacity of regular distribution group multicast isΘ( 1√
ns ), when s+

d < 1.

Proof. As stated above, we design a scheduling scheme which ensures the transmis-
sions of all nodes by a time-division multi-access (TDMA) manner such that all nodes
will be able to transmit at least once in every time

√
ns+K slots, thus the capacity can

achieve

λ (n) = Ω(
1√

ns +K
)

= Ω(
1√
ns

).

3.2 When s + d > 1

Since the expected value of Ni goes to infinity when the number of nodes increases,
the methods above is not applicable anymore. Previously each group will receive infor-
mation from K source nodes at most, while when s + d > 1 each group has to receive
packets from more than constant source nodes, then the packets will be broadcast in
the group. If we select a representative node similar to the previous case, it is difficult
to understand the topology of the network and devise effective routing scheme since
the representative node will be chosen as a destination node for many times, which is
similar to the convergecast traffic pattern.

Thus we modify the transmission mode. As shown in Figure 3, we choose ns+d−1

nodes in each group as representatives. Firstly packets are transmitted from each source
node to any representative node in a randomly selected group, and then representative
nodes employ a celluar TDMA transmission scheme, broadcasting the packets to all
other nodes in the group.
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Phase 1 trasmission Phase 2 trasmission

1 dn
A

1A 2A 3A

Fig. 3. Transmission mode when s+ d > 1

Capacity of Phase One Transmission. There are totally ns source nodes transmitting
packets to their destinations and the transmission mode is the same as that of Kumar et
al. [1], thus the capacity of phase one transmission is

λ1 (n) = O(
1√
ns

).

Capacity of Phase Two Transmission. From the above derivation we have E[Ni] =
nsp = ns+d−1, which means that every group will be chosen as a destination ns+d−1

times on average. In other words, k = ns+d−1, it follows,

λ2 (n) = O(
W

ns+d−1
)

= O(
1

ns+d−1
).

Combining phase one transmission and phase two transmission, we can derive the upper
bound of the capacity of regular distribution scenario as

λ (n) = O(min{Θ( 1√
ns

), Θ(
1

ns+d−1
)}).

Using similar scheduling scheme as described previously, we can achieve the following
theorem.

Theorem 2. The capacity of regular distribution group multicast is
min{Θ( 1√

ns ), Θ(
1

ns+d−1 )}, when s+ d > 1, which is shown in Figure 4.
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Proof. We choose ns+d−1 nodes in each group as representatives. Firstly packets are
transmitted from each source node to any representative node in a randomly selected
group through ad hoc mode adopting percolation theory in routing, and then represen-
tative nodes employ the flooding scheme, broadcasting the packets to all other nodes in
the group. This can be accomplished by adopting a TDMA scheme so that the time-slot
is further divided into sub packet time-slots, and each node can be scheduled to transmit
at least once in every

√
ns + ns+d−1 time-slots, thus the capacity can achieve

λ (n) = Ω(
1√

ns + ns+d−1
)

= Ω(min{Θ( 1√
ns

), Θ(
1

ns+d−1
)}).

d

s0

1

1 2
1( )
sn

1
1( )s dn

Fig. 4. Capacity of regular distribution group multicast when s+ d > 1

3.3 when s + d = 1

Since E[Ni] = nsp = ns+d−1 = 1, clearly Ni follows the Poisson distribution with
parameters λ = 1 as the number of nodes goes to infinity. Thus we can get that the
number of times when any group is appointed as a destination is at most logns.

Similarly, we have

λ(n) = min{Θ( 1√
ns

), Θ(
1

log ns
)}

= Θ(
1√
ns

).

4 Capacity of Random Distribution Group Multicast

In this section, we discuss the bounds for random group distribution wireless networks.
As shown in Figure 5, when these groups are randomly distributed in the network, there
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will inevitably be interferences due to the intersections between the groups, making it
difficult to schedule the model. Unlike previous analysis, we mainly discuss the random
scenario capacity from the perspective of destination nodes.

Any node Vi in the network will be selected by a certain source node as its destination
node with the probability p = nd−1. Let Ni be the number of times when the node Vi
is chosen as a destination node, then clearly Ni follows the binomial distribution with
parameters ns and p. Easily we can derive

Pr(Ni = k) =

(
ns

k

)
pk(1− p)n

s−k,

and the expected value of Ni is E[Ni] = nsp = ns+d−1. Similarly according to the
various circumstances of s+ d, we will employ different approaches to investigate the
network capacity.

Phase 1 trasmission Phase 2 trasmission

1 dn
A

1A 2A

Fig. 5. Transmission mode when groups are randomly distributed

4.1 When s + d < 1

As the number of nodes goes to infinity while the product nsp remains fixed, the bi-
nomial distribution converges towards the Poisson distribution. Therefore the Poisson
distribution with parameter λ = nsp = nc can be used as an approximation to the
binomial distribution here. Consequently, we can derive the following lemma.

Lemma 2. The number of times when any node is appointed as a destination node
under random distribution scenario is also at most constant when s+ d < 1.
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Proof. Let K be a positive integer. Using the same technique described previously, we
can have

Pr(Ni ≥ K) =
∑
k≥K

e−λ
λk

k!

≤
∑
k≥K

e−λλk

≤ e−λλK

1− λ
,

Pr(max
i
Ni ≥ K) ≤

∑
i

Pr(Ni ≥ K)

≤ ne−λλK

1− λ
,

lim
n→∞

Pr(max
i
Ni ≥ K) ≤ lim

n→∞

ncK+1e−λ

1− nc
= 0

as long as cK + 1 < 0. We choose K = 1 + [ 1
1−s−d ].

Based on Lemma 2, we have

λ (n) = O(min{Θ( 1√
ns

), Θ(
W

[ 1
1−s−d ] + 1

)})

= O(
1√
ns

).

Similarly, we design the following schedule to achieve the capacity bound.

1. Each source node transmits packets, through ad hoc mode, to a destination node
Vi,d in a randomly selected group.

2. Vi,d transmits the packets to all other nodes in the group.

We follow the schedule of Franceschetti et al. [21], adopting percolation theory in rout-
ing, in order to meet the first requirement.

To meet the second requirement, we employ flooding algorithm. We should design
the process such that every node acts as both a transmitter and a receiver, and each
node tries to transmit packages to every one of its neighbors except the source node. In
addition, the frequency that a node is transmitting should be the same as the frequency
that it is receiving. Obviously, the bound can be achieved through the schedule, and we
have,

Theorem 3. The capacity of random-distribution group multicast isΘ( 1√
ns ), when s+

d < 1.

Proof. The proof is similar to that of Theorem 1, which employs the TDMA scheme.
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4.2 When s + d > 1

Note that this situation is quite different from previous analysis. According to the previ-
ous derivation, we need to know the maximum times that each group can be chosen as
destination. However, for randomly distributed networks, different groups may intersect
and a node maybe in multiple groups. Hence, we will investigate the problem from the
perspective of destination nodes instead of groups.

Let’s recall some results from the appendix of Vasudevan et al. [23], as shown in
Lemma 3.

Phase 1 trasmission Phase 2 trasmission

1 dn
A

1A 2A

Fig. 6. Transmission mode when groups are randomly distributed and s+ d > 1

Lemma 3. Let X be a Poisson random variable with parameter λ.

1. If x > λ, then Pr(X ≥ x) ≤ e−λ(eλ)x/xx.
2. If x < λ, then Pr(X ≤ x) ≤ e−λ(eλ)x/xx.

Performing some algebraic manipulations, we obtain

Lemma 4. The number of times when any node is appointed as a destination node
under random distribution scenario is at most 2ns+d−1 when s+ d > 1.

Proof. As Ni follows the Poisson distribution with parameter λ = nsp = ns+d−1, then
we can have

Pr(Ni ≥ 2λ) ≤ e−λ(
e

2
)2λ

= (
√
e)−2λ(

e

2
)2λ

= (

√
e

2
)2λ,
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Pr(max
i
Ni ≥ 2λ) ≤

∑
i

Pr(Ni ≥ 2λ)

≤ n(

√
e

2
)2λ.

Since
√
e
2 < 1, λ = ns+d−1 goes to infinity when the number of nodes n increases,

then we have

lim
n→∞

Pr(max
i
Ni ≥ 2λ) ≤ lim

n→∞
n(

√
e

2
)2n

s+d−1

= 0.

From the above derivation we have k = 2λ = 2ns+d−1, it follows,

λ (n) = O(min{Θ( 1√
ns

), Θ(
W

2ns+d−1
)})

= O(min{Θ( 1√
ns

), Θ(
1

ns+d−1
)}).

Using the same schedule described previously, we can then prove that the bound can be
achieved, and that the capacity of the random distribution scenario is

λ(n) = Ω(
1√

ns + 2ns+d−1
) = Ω(min{Θ( 1√

ns
), Θ(

1

ns+d−1
)}).

With the above discussion, we can prove the following Theorem.

Theorem 4. The capacity of random-distribution group multicast is
min{Θ( 1√

ns ), Θ(
1

ns+d−1 )}, when s+ d > 1.

Proof. The proof is similar to that of Theorem 2, and the capacity is displayed in
Figure 4.

4.3 When s + d = 1

This is identical to the situation when s+d = 1 under regular distribution scenario, and
we need to establish the maximum flow of the network.

Lemma 5. The number of times when any node is appointed as a destination node
under random distribution scenario is at most log n when s+ d = 1.

Proof. When s + d = 1, Ni follows the Poisson distribution with parameter λ =
ns+d−1 = 1,

Pr(Ni ≥ logn) ≤ e−1(
e

logn
)log n

≤ e−1(
1

e2
)log n

=
1

en2
,
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Pr(max
i
Ni ≥ logn) ≤

∑
i

Pr(Ni ≥ logn)

≤ 1

en
.

When the number of nodes n goes to infinity , we have

lim
n→∞

Pr(max
i
Ni ≥ logn) ≤ lim

n→∞

1

en
= 0.

Thus, we have

λ(n) = min{Θ( 1√
ns

), Θ(
1

log ns
)}

= Θ(
1√
ns

).

5 Conclusion

We have studied the theoretical group multicast capacity of wireless ad hoc network. In
particular, we have investigated wireless networks using both regular distribution and
random distribution models. Our results can well unify the previous multicast results in
wireless ad hoc networks. What’s more, our study is the first attempt to understand how
group multicast may impact on network capacity from a theoretical perspective.

We are also interested in how to improve the throughput capacity of wireless ad
hoc network by adopting multiple groups as destinations and using physical model. Al-
though group multicast provides gain in certain wireless ad hoc network, an interesting
question is what is the impact of combining group multicast and social network. And
this question is also important in realistic cellular network.
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Abstract. This paper studies the information exchange problem in
single-hop multi-channel radio networks, which is to disseminate k mes-
sages stored in k arbitrary nodes to the entire network (with n nodes)
with the fewest timeslots. By using Θ(

√
n) channels, the previous best

result [9] showed that this problem can be solved in Θ(k) time slots with
high probability even if k is unknown and no bounds on k are given. Un-
der the same assumptions but by using Θ(n) channels, this paper presents
a novel randomized distributed algorithm called Detect-and-Drop that
can solve the information exchange problem in O(log k log log k) time
slots with high probability. Thus by allowing using more channels, our
proposed algorithm contributes an exponential improvement in running
time compared to that in [9]. The simulation results corroborate the
analysis result.

Keywords: information exchange, single hop, multiple channels, ran-
domized algorithm, distributed algorithm.

1 Introduction

Recent advances in wireless technology have made multi-radio multi-channel
wireless networks possible practically [13]. Compared with using only one single
channel, by using multiple channels, can we improve the performance of vari-
ous common communication primitives such as broadcast [3] and information
exchange [9,6]? The information exchange problem is to disseminate k messages
stored in k arbitrary nodes to the entire network (with n nodes) with the fewest
timeslots, which is also known as the multiple-message broadcasting problem [11]
or the many-to-all communication problem [2]. The information exchange prob-
lem generalizes two well-known problems—broadcast (k = 1) and gossip (k =
n). In this paper we restrict ourselves to single-hop networks, where each node
in the network can communicate directly with every other node. The informa-
tion exchange problem in single-hop networks may also take the form of the
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k-selection problem [4,14] or the contention resolution problem [18] where each
of the k contenders has to exclusivly access a shared communication channel at
least once.

To our best knowledge, the first study on the information exchange problem
under multiple channels is due to Holzer, Pignolet, Smula and Wattenhofer [9].
In their paper, by using Θ(

√
n) channels, the authors showed that the problem

can be solved in O(k) time slots with high probability even if k is unknown and
no bounds on k are given. Since their paper restricts that each node can only
receive one piece of information in each time slot, an obvious lower bound for the
information exchange is Ω(k). Thus their proposed algorithm is asymptotically
optimal. However, since each node can be equipped with multiple radios [13], the
node can actually receive multiple messages simultaneously on multiple channels.
Bearing this in mind, this paper seeks to find if there are efficient distributed
algorithms that can solve the information exchange problem in o(k) time slots.
Our proposed algorithm answers this question affirmatively.

2 Our Contribution

In this paper, we present a randomized distributed algorithm which can complete
the information exchange in O(log k log log k) time slots with probability at least
1 − 1/kc for some constant c > 0 where k is the number of nodes that hold
a message.1 Our algorithm does not assume any information on the number of
nodes n or the number of messages k. Although our algorithm uses more channels
(Θ(n)) than that (Θ(

√
n)) in [9], we can exponentially reduce the time needed

for accomplishing the information exchange.

3 Related Work

The information exchange problem and its variants have been extensively studied
in the past decades, both for single-hop networks [18,4,14,5,9,17] and multi-hop
networks [11,12,8]. By taking advantage of the collision detection ability [16]
(which distinguishes between background noise and collision), Martel [15] pre-
sented a randomized adaptive protocol for the information exchange problem
that works in O(k + logn) time in expectation. As argued by Kowalski in [14],
this protocol can be improved to O(k+ log logn) in expectation using Willard’s
expected O(log logn) selection protocol [17]. Without assuming the collision de-
tection ability, Fernández Anta, Mosteiro, and Muñoz [5] proposed the Exp
BackOn/BackOff algorithm which can solve the information exchange prob-
lem in O(k) timeslots with high probability. Also without the collision detection
ability, Yu et al. gave a randomized distributed algorithm for the dynamic ver-
sion of the information exchange problem, where the messages may arrive in an
adversarial pattern, in O(k + log2 n) time slots with high probability.

1 Throughout the paper, log means log2.
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For multiple channels, to our best knowledge, the only efficient distributed
algorithms for the information exchange problem in single-hop networks was
proposed by Holzer, Pignolet, Smula and Wattenhofer in [9]. This paper gave
both randomized and deterministic distributed algorithms. For the information
exchange problem in multi-hop networks, there are no known efficient distributed
algorithms that take advantage of multiple channels. For more references on the
distributed algorithms for the information exchange problem in single-hop radio
networks, please refer to [5,18,9].

The rest of the paper is organized as follows. Section 4 describes the
network model and defines the the problem. Then a simple algorithm
called Multi-Channel BackOn/BackOff which is adapted from the Exp
BackOn/BackOff algorithm will be presented in Section 5. Our main algo-
rithm Detect-and-Drop is given and analyzed in Section 6 and Section 7,
respectively. The empirical evaluation result is given in Section 8 and we con-
clude the paper with some open problems in Section 9.

4 Model and Problem Definition

We consider a single-hop radio network consisting of n nodes and multiple chan-
nels. It is assumed that there are 4n available channels (later we will see that our
algorithm can solve the problem with Θ(n) channels). Without loss of generality,
these channels are numbered by 1, 2, . . . , 4n.

Initially, k (1 ≤ k ≤ n) different messages are assigned to k arbitrary nodes,
one message per node. The information exchange problem is to deliver the k
messages to all nodes in the shortest time.

It is assumed that nodes have no any prior information about n or k, nor
any estimates of these parameters. The only prior knowledge given to nodes is
the linear relation between the number of channels and the number of nodes.
So when a node selects a channel, it may actually select an unavailable channel
and it will never know whether this channel is valid or not. Time is slotted into
synchronous time slots. At the beginning of each time slot, a node can choose a
channel and send a message via it. A message can be received if and only if there
is exactly one node transmitting on a channel. If multiple nodes transmit on a
channel simultaneously, a collision occurs and none of these transmissions can
be correctly received. We assume that nodes are primitive and have no ability
to detect collisions. At the end of the time slot, all nodes receive the successful
broadcasts on multiple channels. This assumption is practical, since each node
can be equipped with multiple radios [13]. It is also assumed that the sender
can get feedback information from the channel on whether its transmission is
successful.

5 Multi-Channel BackOn/BackOff Algorithm

In this section, we present a variant of the Exp BackOn/BackOff algorithm
in [5] which can complete the information exchange in O(log2 k) time with high
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probability. In the algorithm, nodes have two states: ACTIVE and IDLE. Nodes
that have a message to transmit are in state ACTIVE initially. In the main
algorithm (Algorithm 2), by estimating on the number of active nodes which
increases exponentially, active nodes iteratively run a subroutine as described
in Algorithm 1 trying to transmit their messages. In Algorithm 1, active nodes
adopt a balls-into-bins strategy to achieve the appropriate transmission proba-
bilities. An active node will set its state as IDLE after successfully transmitting
its message.

Algorithm 1. Back-Off SubRoutine (DROP (w))

Require: w > 0
1: while w ≥ 1 do
2: Broadcast on channel i (1 ≤ i ≤ w) with probability 1/w.
3: if Broadcast Success then
4: Set IDLE
5: end if
6: w ← w · (1− δ)
7: end while

Algorithm 2. Multi-Channel BackOn/BackOff

1: for i = {1, 2, . . .} do
2: Run: DROP (2i)
3: end for

Using an analysis for the algorithm similar to that for the single channel case
in [5], if w satisfies k ≤ w ≤ 2n, all active nodes have successfully transmit-
ted their messages after executing subroutines DROP (w) and DROP (2w) for
O(log k) time slots with high probability. We present the following result without
giving the detailed proof.

Lemma 1. For constant 0 < δ < 1/e, with probability at least 1−1/kc for some
constant c > 0, the information exchange can be completed in O(logw) time slots
after w satisfies k ≤ w ≤ 2n.

Since before w satisfies the condition k ≤ w ≤ 2n, in each iteration, it takes
O(log k) time to execute the subroutine described in Algorithm 1. Then based
on Lemma 1, the following theorem can be obtained.

Theorem 1. For constant 0 < δ < 1/e, Multi-Channel BackOn/BackOff
can complete the information exchange process in O(log2 k) time slots with prob-
ability at least 1− 1/kc for some constant c > 0.
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6 Detect-and-Drop Algorithm

In this section, based on the subroutine DROP given in Algorithm 1, we present
a faster randomized distributed algorithm which can complete the information
exchange in O(log k log log k) time with high probability. As shown in Algo-
rithm 5, by doubly exponentially increasing the estimates on the value of k,
active nodes iteratively execute the subroutine LDD given in Algorithm 4. The
subroutine LDD consists of two parts. First, active nodes execute the subrou-
tine DETECT given in Algorithm 3 to get all possible estimates of k. Then for
each obtained possible estimate, active nodes try to transmit their messages by
calling the subroutine DROP as described in Algorithm 1 twice. Next we will
describe the algorithm in more details.

With the estimate s, in the execution of the subroutine DETECT (s), active
nodes broadcast on log s channels and set the transmission probabilities on these
channels exponentially. In each round during the execution of the subroutine
DETECT (s), if on some channel i, the number of successful broadcasts exceeds
log s, 2i will be seen as a possible estimate of k. If the input s ≥ k, there is a
channel i satisfying k ≤ 2i < 2k. In the analysis, we will show that with high
probability, there will be at least log s successful broadcasts on channel i after
6 log s rounds. Thus the proper estimate of k will be included in the output set
ResultSet. Furthermore, we will also show that when s ≤ k2, there are at most
2 log log k channels on which more than log s successful broadcasts occur. This
will ensure that the time complexity of our information exchange algorithm is
at most O(log k log log k).

For each possible value 2i obtained after executing the subroutine DETECT ,
all active nodes will try to transmit their messages by calling subroutines
DROP (2i) and DROP (2i+1). As discussed above, when s ≥ k, with high prob-
ability, an estimate 2j which locates in the interval [k, 2k) is output by the
subroutine DETECT . By Lemma 1, all active nodes can successfully broadcast
their messages after executing the subroutines DROP (2j) and DROP (2j+1) for
O(log k) time slots.

Furthermore, in order to get an s as the input of DETECT (s) in Algorithm 5
such that s ≥ k, s is doubly exponentially increased instead of the traditional
exponential increase. To guarantee the correctness and efficiency of the algo-
rithm, we will show that an estimate of k in the interval [k, k2] is needed. The
doubly exponential increase on one hand accelerates the estimation process; on
the other hand, it ensures that there must be an estimate s in the interval [k, k2].

Algorithm 3. Detect SubRoutine (DETECT (s))

Require: s > 0
1: for j = 1 to 6 log s do
2: Broadcast on channel i (1 ≤ i ≤ log s) with probability 1/2i.
3: Count the number of messages received on each channel
4: end for
5: return ResultSet = {i| more than log s messages received on channel i}
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Algorithm 4. A Loop of Detect-and-Drop (LDD(s))

Require: s > 0
1: Run: DETECT (s), Get ResultSet
2: for all i ∈ ResultSet do
3: Run: DROP (2i)
4: Run: DROP (2i+1)
5: end for

Algorithm 5. Detect-and-Drop

1: for i = {1, 2, . . .} do

2: Run: LDD(22
i

)
3: end for

7 Analysis

In this section, we analyse the correctness and efficiency of our information
exchange algorithm. Specifically, we show that with probability 1− 1

kc for some
constant c > 0, the information exchange can be completed in O(log k log log k)
time. Before starting the proof for the main theorem, some commonly used
inequalities are in order.

Lemma 2. If 0 < p ≤ 1/2, then (14 )
1/p ≤ 1− p ≤ (1e )

1/p.

Lemma 3. If n is a sufficiently large natural number,
√
2πnen logn−n ≤ n! ≤

(
√
2πn+

√
π/50n)en log n−n.

By computing the differential, the following lemma can be easily proved.

Lemma 4. If 1/2 ≤ x ≤ 1, then 1/4 ≤ x/4x ≤ 1/3. If x > 0, then f(x) = x/ex

is monotonically increasing on (0, 1) and monotonically decreasing on (1,+∞).

Lemma 5. For sufficiently large k, the following statements hold with probabil-
ity at least 1− 1/kc for some constant c > 0.

(i) If s ≥ k, there exists i ∈ ResultSet such that k ≤ 2i < 2k.
(ii) If k ≤ s ≤ k2, the ResultSet returned by the subroutine DETECT (s)

satisfies: |ResultSet| ≤ 2 log log k.

Proof. (i) Next we prove that if channel i satisfies k ≤ 2i < 2k, with large
probability, at least log s broadcasts succeed in a total of 6 log s broadcasts. Each
node’s transmitting probability on this channel is p = 1/2i. So the probability
that only one node transmits (and it can succeed) is:

Ponce = kp(1− p)k−1 ≥ kp(1/4)kp ≥ 1/4 (1)
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The first inequality is by Lemma 2. So the probability that less than log s broad-
casts succeeding is:

Pfail ≤ log s ·
(
6 log s

log s

)
(1− Ponce)

5 log s (2)

We have the following inequality by using Lemma 3.(
6 log s

log s

)
≤ s5 ln 5−4 ln 4+0.01 (3)

Thus, Pfail ≤ log s/s ≤ 1/k
1
2 for large enough k.

(ii) Suppose that i is the required value in (i). We show that with high
probability, for any channel j, 1 ≤ j ≤ i − log log k or i + log log k ≤ j ≤ log s,
j /∈ ResultSet.

If 1 ≤ j ≤ i− log log k, the transmission probability of a node on j is p ≥ log k
2k .

In one round, the probability that a successful broadcast occurs is

Ponce = kp(1− p)k−1 ≤ 2kp(
1

e
)kp ≤ log k(

1

e
)log k/2 ≤ log k

k3/4
(4)

And the probability that at least one successful broadcast occurs on these
log log k channels in 6 log s rounds is

Pfail ≤ 6 log s · log log k · Ponce ≤
6 log s log k log log k

k3/4
(5)

which is small enough to guarantee that on channel 1, 2, . . . , i − log log k, no
successful transmission occurs with probability 1−1/kc for some constant c > 0.

If i + log log k ≤ j ≤ log s, the transmission probability of a node on j is
p ≤ 1

k log k ; similarly,

Ponce ≤
2

log k
(1/e)1/ log k ≤ 2/ log k (6)

The probability that more than log s successful transmissions occur on j is

Pfail ≤ 5 log s ·
(
6 log s

log s

)
(2/ log k)log s (7)

Notice that k ≤ s ≤ k2, so we get that for sufficiently large k,

Pfail ≤ 10 logk · (60/ log k)log k ≤ 1/k3 (8)

Thus, for each channel j ≥ i + log log k, the probability that channel j is in-
cluded in ResultSet is at most 1/k3. Since there are at most log s ≤ 2 log k such
channels, the probability that none of these channels is included in ResultSet is
at least 1− 1

k2 .
Combining everything together, we have shown that the size of ResultSet is

not larger than 2 log log k with probability 1− 1
kc for some constant c > 0. ��
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Lemma 6. For large enough k, the following statements hold with probability
at least 1− 1/kc for some constant c > 0.

(i)If s ≥ k, LDD(s) completes the information exchange.
(ii) If s ≤ k2, LDD(s) takes O(log s log log k) time slots.

Proof. (i) Obviously, all nodes get the same ResultSet. So they run DROP ()
at the same time. By Lemma 5, there is an i in ResultSet satisfying k ≤ 2i <
2k ≤ 2n. Then by Lemma 5, LDD(s) completes the information exchange.

(ii) In the subroutine LDD(s), DETECT (s) takes O(log s) time. Further-
more, by Lemma 5, |ResultSet| ≤ 2 log log k. And each DROP subroutine takes
at most O(log s) time. All together, the total time for executing LDD(s) is
O(log s log log k). ��

Theorem 2. For large enough k, with probability larger than 1− 1/kc for some
constant c > 0, Detect-and-Drop completes the information exchange in
O(log k log log k) time.

Proof. Assume s′ = 22
j

is the largest number satisfying s′ ≤ k. Then 22
j+1

=
s′2 ≤ k2. So there exists an integer i that satisfies k ≤ 22

i ≤ k2. By Lemma 6,
the total running time is

log log k∑
i=1

O(log(22
i

) log log k) ∈ O(log k log log k) (9)

which completes the proof. ��

Indeed, for any known constant c > 0, Detect-and-Drop can solve the infor-
mation exchange problem with cn channels in O(log k log log k) time. Here we
use the case with n channels as an example. All nodes can split one round in the
original Detect-and-Drop into four rounds. If a node broadcasts on Channel
4k + j in the lth round in the original algorithm, it broadcasts on Channel k in
the 4l+ jth round now. The new algorithm takes four times that of the original
time. Then we can get the following result

Corollary 1. If the number of the channels |C| is known as a function of n
and |C| = f(n) ∈ Θ(n), then Detect-and-Drop can complete the information
exchange in O(log k log log k) time.

8 Simulation

In this section, we report our simulation of the originalExp BackOn/BackOff
algorithm [5], the Multi-Channel BackOn/BackOff algorithm and the
Detect-and-Drop algorithm. The simulation measures the average number
(10 trials for each experiment) of time slots that the algorithms take un-
til they complete the information exchange, for different values of k (k =

104, 104
1
3 , 104

2
3 , 105, 105

1
3 , . . .). The constant is chosen to be δ = 0.366. We set
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n = k and provide 2n and 4n available channels, respectively. We modify the
detecting times in Algorithm 3 from 6 log s to 4 log s because this is actually
enough to get a correct ResultSet in practice while not affecting the time com-
plexity. No failure cases occur in all these simulations, which verifies that the
success probabilities of these algorithms are all indeed very high.
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Fig. 1. Number of time slots to solve the information exchange problem

Fig. 1 and Table 1 show the result of the simulation. Table 2 reveals the
hidden constant of Detect-and-Drop calculated by the ratio of time slots to
the value of log k log log k.

The simulation result speaks for the huge advantage of utilizing multi-
channel technique. Among the five scenarios that have been simulated, the Exp
BackOn/BackOff algorithm which uses only one channel takes the largest
number of time slots, as shown in Table 1. For example, when k = 10000,
it takes 71125 time slots to complete the information exchange with Exp
BackOn/BackOff while our Detect-and-Drop algorithm only needs 82
time slots. Moreover, overall speaking, the algorithms that use 2n channels use
more time slots than those that use 4n channels, as shown in Fig. 1.

Our Detect-and-Drop algorithm performs much faster than the Multi-
Channel BackOn/BackOff algorithm in the simulation, as shown in Fig.
1, which verifies that our main algorithm Detect-and-Drop can greatly re-
duce the time complexity. In addition, the larger the k value, the more the
number of reduced time slots. Finally, the running time of Detect-and-Drop
increases slowly after k ≥ 105, while the running time of Multi-Channel
BackOn/BackOff increases rather rapidly.
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As shown in Fig. 1, when k ∈ {1042
3 , 105}, there is a jump in the running

time of Detect-and-Drop. This is because for k ≥ 105, Algorithm 5 needs
one more execution round of Algorithm 4. With the same execution rounds of
Algorithm 4, the running time grows slowly when k gets larger. (The running
time is almost the same for 105 ≤ k ≤ 108, as shown in Table 1.)

Table 1. Number of time slots to solve the information exchange problem

k 104 104
1
3 104

2
3 105 105

1
3 105

2
3 106

Exp BackOn/BackOff (single channel) 71125 1.56e+5 3.24e+5 6.58e+5 1.35e+6 2.74e+6 5.61e+6
Multi-Channel

BackOn/BackOff (2n channels) 262 304 350 396 448 501 556
Detect-and-Drop (2n channels) 164 186 172 416 420 384 430

Multi-Channel
BackOn/BackOff (4n channels) 131 152 175 198 224 251 279
Detect-and-Drop (4n channels) 82 93 86 208 210 192 215

k 106
1
3 106

2
3 107 107

1
3 107

2
3 108

Exp BackOn/BackOff (single channel) 1.13e+7 2.27e+7 7.93e+7 1.68e+8 3.37e+8 7.74e+9
Multi-Channel

BackOn/BackOff (2n channels) 618 686 804 876 950 1030
Detect-and-Drop (2n channels) 434 442 436 450 444 448

Multi-Channel
BackOn/BackOff (4n channels) 309 343 402 438 475 515
Detect-and-Drop (4n channels) 217 221 218 225 222 224

Table 2. Hiding Constant of Detect-and-Drop: time slots/ log k log log k

k 104 104
1
3 104

2
3 105 105

1
3 105

2
3 106

Hiding Constant 1.65 1.68 1.41 3.09 2.86 2.41 2.50

k 106
1
3 106

2
3 107 107

1
3 107

2
3 108

Hiding Constant 2.35 2.24 2.07 2.01 1.87 1.78

Table 2 shows that the hidden constant is quite small and keeps dwindling
after k ≤ 105. This is because Algorithm 3 has time complexity O(log k) with a
large constant coefficient, which is dominated by the time complexity of Algo-
rithm 5 (O(log k log log k)) which has a relatively small constant coefficient.

9 Conclusion

In this work, for the information exchange problem in single-hop multi-channel
radio networks, we have proposed a novel randomized distributed algorithm
called Detect-and-Drop. This algorithm uses Θ(n) channels and can solve the
information exchange problem in O(log k log log k) time slots with high proba-
bility. Our algorithm does not need any knowledge on the number of nodes n
in the network and the number of messages k. Compared with the state-of-the-
art algorithm in [9] which can solve the same problem in Θ(k) time slots using
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Θ(
√
n) channels, our algorithm contributes an exponential improvment. There

are many interesting and meaningful future work topics that are related: (1) By
using multi-radio multi-channels, it would be interesting to see if we can use o(n)
channels (sublinear number of channels in terms of the number of nodes n) to
solve the information exchange problem in o(k) time slots (sublinear number of
channels in terms of the number of messages k); (2) similar to the work in [18]
which considers adversarial (arbitrary) arrival patterns of the messages, it is still
open whether our result also holds for this dynamic version of the information
exchange problem; (3) it is meaningful to extend our work to other scenarios,
such as the simple multiple-access channels where the channel cannot provide
any feedback information to the sender and the multi-hop networks; (4) it is still
open to design a deterministic distributed algorithm that can solve the infor-
mation exchange problem in sublinear time complexity under multiple-channels;
(5) it will be worthwhile to see if we can apply our technique to many other
related problems, such as the wake-up problem [10], the broadcast problem [1],
the local broadcasting problem [19], etc.
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Abstract. In this paper, we study the problem of join query in MANET and 
propose a new type of join query called Single-join Query Based on Caching 
(SQBC). This problem is proved to be a NP-hard problem and we present two 
polynomial approximate greedy algorithms (SOCA and MOCA) to solve the 
single-join query and multi-join query respectively. Both of these algorithms 
can ensure the low energy consumption. Moreover, MOCA can reduce the re-
sponse time of query processing and minimize the energy consumption by con-
sidering the overhead of join query. Theoretical analysis and experimental re-
sults show that the algorithms proposed in this paper can effectively reduce the 
energy consumption, prolong the survival period of the network and enhance 
query efficiency. 

1 Introduction 

With the development of wireless communications and embedded technology, mobile 
ad hoc networks (MANET) are widely used in both military and civilian areas. 
MANET is generally organized by nodes with wireless communicating and compu-
ting ability. In many applications of MANET, the query processing techniques of data 
is necessary because nodes always forward and share the data. However, the characte-
ristics of MANET including limited bandwidth, energy supply and self-configuration 
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propose challenge for the query processing technology. To conserve energy, the idea 
of cache is widely applied in MANET [1-4]. For the data that be queried frequently, if 
it can be cached in the intermediate nodes, the communication payload from interme-
diate nodes to source nodes and consumed energy can be reduced efficiently by stor-
ing the required data on intermediate nodes once the query incurs. Although cache 
scheme can reduce the overhead of transmitted data and query delay, data cache may 
not be sufficient to support joins query in MANET for following reasons: i) as the 
randomness of the data generation in MANET, the relations to be connected are dis-
tributed in large number of nodes so that it is difficult to connect these relations in 
low communication overhead. ii) Compared to common query processing, joins query 
is more complex. Meanwhile, the energy consumption of communication is much 
more than that of computations in MANET. Thus, it is important to design a data 
caching mechanism adapts to join query and minimize data traffic in MANET.  

We first give the definition of single join query problem based on the cache and 
prove it to be a NP-complete problem. Then we propose a polynomial approximate 
algorithm called Sola (Single-join based on caching) which uses greedy strategy to try 
to minimize the energy consumption of completing the single-join query. Basing on 
Sola, a two-phase multi-join query method using cache is proposed and called Moca 
(Multi-join basing on cache). Moca uses dynamic programming to create optimal 
order of processing for multi-join query and divides the multi-join query into many 
sub queries. After that, the order will be sent to each query node which utilize Soca 
algorithm to execute single-join query. The Moca algorithm not only can improve the 
parallelism of query and reduce the latency, but also can minimize the communication 
cost and save energy efficiently. Theoretical analysis and experimental results indi-
cates that Moca can make full use of the energy of nodes and fulfill the task of for-
warding data well, reduce the response time of query and prolong the lifetime of the 
network efficiently at same time.  

2 Related Work 

Most applications of wireless networks are related with the data management opera-
tions[1] while a solution to maintain cache is proposed in [2] and [3] indicates that the 
technology of cache can be used widely. Zhou et al proposed a mechanism in which 
the characters and time of sensing are stored into the nodes that have sensed the target 
first[4]. Then the full track of the target can be computed basing on the consistency of 
time and track once the query appears and any node of the track can be found. Due to 
the important position of joins query, the joins query is gaining growing concern by 
researchers. In [5], a two-phase query optimization method is presented, which opti-
mizes a query with two phases. The method takes the result of size of connection as 
price to get the optimal joint order so as to minimize the data transmitting. According 
to the order, a connection tree is built and divided into many sub queries which 
are sent to data node for query. The drawback of this method is that the compu-
ting complexity of creating tree is too high. Zhu et al proposed approaches the per-
pendicular approach (PA) in [6], the approach is able to efficiently incorporate joins 
with spatial constraints. In [7], the authors present SENS-Join, a general-purpose join 
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method for sensor networks. All values of common attributes in the two connective 
relations are collected at first in this method. Then a filter is created to filtering  
the data that is not in the result set and broadcasted to the nodes in the network. Once 
the node receives the filter, the node sends the required tuples by using this filter. The 
shortcoming of this method is that it costs too much energy to create the filter. 

3 Cache Based Single-Join Query Processing 

3.1 Network Model 

We assume that the nodes in MANET are uniform distributed in a planar area and the 
energy consumption of computing by the node of the network is negligible because 
that the transmitting of data costs most of the energy while the energy cost of compu-
tation at local disk is very low. For any two nodes i and j in the network, assume that 
they can communicate with each other, thus a link is existing between them. Mean-
while, suppose that the model[8] of energy consumption when node i and j are com-
municating is as follow: 

 costij=α+βdij
n (1) 

α and β are constant, dij is the physical distance between node i and node j, n 
represents the attenuation factor of path (2≤n≤4), costij stands for the energy con-
sumption of sending a unit data from node i to node j. 

For the network studied in this paper, following assumption is made: (1) the posi-
tion of each node is known; (2) each node know the data cached in other nodes, in-
cluding information about database and table; (3) the nodes of the network is classi-
fied into three categories including query nodes, cache nodes and common nodes in 
which query nodes are the nodes send queries and responsible for sending query mes-
sage and getting the query results, cache nodes are nodes caching some data queried 
frequently to improve the query efficiency and common nodes are in charge of col-
lecting and forwarding the data; (4) each node caches entire data items of one corres-
ponding relation. 

3.2 Problems Definition 

In a connective network with N nodes, each node generates sensing data belong to 
some relations irregularly. The main study of this paper is to join these data items. 
However, due to the limit of energy of nodes in the network, how to design an effec-
tive processing method having low energy consumption affects the lifetime of the 
network and the response time of query more. As single-join is the basis of multi-join, 
the single-join query problem is studied at first. Then, basing on the network model 
proposed, a formal definition is given in this paper. 

Considering the network shown in Figure 1, the square nodes represent the query 
nodes, the circle nodes are cache nodes, and the ellipse nodes stands for common 
nodes. The table near the query nodes represents the relations stored in these nodes, 
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such as, the node A caches the relation R1 and B caches the relationR2. The table 
around the cache nodes stands for the relations and data items cached in these nodes. 
For example, in Figure 1, the node 1 caches the data items of relations R1 and R2.  

For a query of R1 R2 sent from node A, the key problem is how to transmit the 
data so as to complete the query with a minimum cost of energy. The result of con-
nection needs to be sent back to node A. Thus it is a good option to take the data 
items in relation R2 back to A. For a node A, many choices can be selected to collect 
all the data items in relation R2. For example, it is allowed to collect all the data at 
node B or at node 1 and node 2(all the data in relation R2 is also caching in cache 
node 1 and node 2). However, the longer the distance between nodes is, the higher the 
energy consumption in the network is, just like the equation 1 shows. Thus, choosing 
different way of collecting data will bring different energy consumption. 

 

Fig. 1. Topology of networks 

All in all, for a query R1 R2 sent form node A, the main purpose of this query is 
to make a connection operation to all the data items in relation R2 with the minimum 
cost of energy. 

Definition 1: Single-join Query Based on Caching (SQBC). Suppose that the relation to 
be connected is R. When there are some nodes which cache parts of data item of relation 
R, then the problem of which several cache nodes is selected and their data is transmit-
ted to the query node that executes connecting operation on condition that the energy 
consumption is low is called SQBC. The former definition of SQBC is as follows. All 
the data items of the relation R to be connected is given and denoted as Z, the set of 
relation R of all cache nodes is represented by C, and the set of data items cached is 
Data(C). Let Data(C) = {Data(Ci)| Data(Ci) is the data item cached in node Ci}, Z =∪S
∈C Data(S). Thus, the problem of SQBC is to search for a Q ⊆ C, satisfying:  

1. Z =∪S∈Q Data(S). 
2. Q is the set of nodes with the minimum cost of join query. The cost of join query is 

that the energy consumption of forwarding the caching data of all nodes in Q to the 
query node. 
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Theory 1: The problem of SQBC is a NP-complete problem.  

Proof: If a verifiable solution of SQBC is given, then the solution can be validated 
whether it is correct or not in polynomial time, so the problem of SQBC is proved to 
be a NP problem. 

We reduce a problem of set cover which is a NP-complete problem into the prob-
lem of SQBC. The formal definition of set covering problem is as follows: a finite set 
X is given and the set family of it is F, and X =∪S∈F S, the main goal is to get a T 
⊆ F and T satisfies:  

1. X=∪S∈T S; 
2. T is the minimum set family satisfied with condition 1, namely |T| is smallest. 

From the formal definition of SQBC and set covering, we conclude that the problem 
of set covering can be reduced to problem of SQB. The detailed reducing method is as 
follows: Z reduces to the goal set X in the problem of set covering, Data(C) reduces to 
the set family F of problem of set covering and Q also can reduce to set family C of 
problem of set covering. In problem of SQBC, the solution set Q is the set of nodes 
that satisfies the condition and make the cost of join query to be the smallest. In other 
words, if a set is added into the solution set Q, then the cost of energy will be in-
creased. However, the solution family set of the problem of set covering should be the 
smallest set family satisfying the condition, namely that the cost increases by 1 once a 
set is added into set family T. Thereby, the problem of set covering is a special exam-
ple of SQBC. That is to say, the problem of set covering can reduce to the problem of 
SQBC. To sum up, the problem of SQBC is a NP-complete problem. 

3.3 Cache Based Single Join Query Algorithm 

As the problem of SQBC is a NP-complete problem, it costs large amount of energy 
for finding an optimal solution of the problem of SQBC in environment of resource 
limited MANET. Therefore, to utilize the energy efficiently and prolong the lifetime 
of the network, we give a polynomial approximate algorithm Soca for problem of 
SQBC. The algorithm can solve the problem of single-join and further reduce the 
energy consumption in the networks. 

The algorithm Soca uses a greedy strategy, and the base idea of it is as follow: Set 
U is denoted as the set of the data items that is not be collected in Z. The node Ci that 
makes the intersection of Data(Ci) and set U be maximum can be chose in a greedy 
way. Except for Ci, the query node r which stores all the data items of relation R also 
stores the data items related with Data(Ci)∩U. Thus, the energy consumption in the 
network can be reduced when choosing a node close to query node for forwarding the 
data items about Data(Ci)∩U. If r is closer to query node q, then q sends query mes-
sages to r directly. The messages include the name of relation which is to be con-
nected and the set of data items needs to be forwarded by r and so on. When r rece-
ives messages from q, the Data(Ci)∩U is transmitted to q. If q is closer to Ci, then q 
sends query message to Ci and Ci sends the data items Data(Ci)∩U to q. The proceed-
ing above is repeated until Data(Q) = Z. 
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For a single query shown in Figure 1, the proceeding of algorithm Soca is as fol-
lows: The query node A collects the data items (2, 3) and (3, 1) from the cache node 2 
at first, then collects data item (2, 2) from cache node 1, and finally make a join oper-
ation at A. In algorithm Soca, for cache node Ci, the energy cost of data transmitting is 
the multiply of the energy per unit data and the data volume, namely Eiq= costiq·Di. 
The definition of costiq is shown in formula 1 and it is denoted as the energy con-
sumed while sending unit data to the query node from Ci, namely the data Da-
ta(Ci)∩U sent at statement 4. Let Emax to be the maximum cost of energy in all cache 
nodes, that is to say, Emax = max { Eiq | i∈Q}. 

Theory 2: The algorithm Soca is a polynomial p(n)-approximate algorithm of SQBC 
in which p(n)= Emax·ln( |Z| + 1). 

Proof: Assume that Q* is the optimal solution of problem of SQBC and the overhead 
of energy consumption of Q* is EQ*. 

Let Ci to be the i-th cache node selected by algorithm Soca, when Ci sends data Di 
to the query node q, the energy consumption of Q is increased by Eiq. If the Eiq of 
choosing Ci is evenly assigned to all the data items which Ci collects at the first time, 
then the formal definition of energy consumption that each data item is sent to the 
query node can be given. 

For "z∈Z, let Ez to be the overhead assigning to z. If z is collected by Ci firstly, 

then                      (2) 

Di is the first forwarded set of data items after the node Ci is selected by cache node i, 
thus 

Di=Data(Ci)-(Data(C1)∪Data(C2)∪…∪Data(Ci-1) ). 

So, the cost of the solution Q given by algorithm Soca is EQ = ∑ ∈ ∑ ∈  
and EQ is uniformly distributed in all the data items of Z. Because Q* is also a solu-
tion of SQBC, Q* also has all data items include in Z. Therefore,  ∑ ∈ ∑ ∑ ∈∈                  (3) 

For "Cj∈Q and i = 1, 2, …, |Q|, let uj = |Data(Cj)-(Data(C1)∪Data(C2)∪…∪Data(Ci) )|, 

that is to say, after nodes C1，C2，…，Ci are selected and assume that Ci is selected 
before Cj, node Cj caches the total number of data items that are not collected. There-
by, u0 = Data(Cj), ui-1 ≥ ui, and ui-1-ui is the total number of first collected data items 
because that the node Ci in Data(Cj) is selected. 

Let k = min{ w | uw = 0}, namely all data items cached in node Ci are transmitted 
successfully after C1，C2,…,Ck are selected. Thus,  ∑ ∈ ∑                  (4) 
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Di is the set of data items after the i-th cache node is chose and the selection of Ci is to 
maximum the data that is not collected, thus Di ≥ ui-1, thereby according to (4),  

 ∑ ∈ ∑ ∑   

= ∑ ∑ ∑ ∑   

= ∑ ∑ ∑   

= ∑   

= | | | |   

= ln | | 1 .                                                                                                        

In the proceeding of derivation above, H(·) represents the harmonic series by 
which the equation of the sixth step is satisfied. According to the property of 
harmonic series H(n) ≤ ln(n+1), the last inequality is satisfied. Therefore, theory 1 
is proved completely. 

4 Multi-join Query Algorithm 

Multi-join query is a common query that relate to large amount of communication and 
data which is difficult to be collected in MANET. Therefore, basing on Soca, we pro-
pose a multi-joins query method with cache that adapt to MANET. 

4.1 Query Optimization Algorithm 

For a query node, although the relation sets required to be connected is known, the 
connection order which affects the overhead of query directly between the relations 
cannot be determined. The result of connection will be collected to the query node. 
Therefore we consider the distance between nodes as a metric to measure the cost of 
connection and create order of connection. For example, Relations R1, R2, …, Rn are 
stored in query nodes q1, q2,…,qn respectively and d12≤d13≤…≤d1n is a condition at the 
same time in which d12 represents the distance between query node q1 and q2. Assume 
that the user is sending the multi-join query with relations R1, R2, …, Rn. Then the 
order of connection is R1 R2 … Rn. 

For a multi-join query, not only the order of connection can affect the overhead of 
the query, but also the order of execution may cause different cost of query. For ex-
ample, If the multi-join R1 R2 R3 is sent by a user, the overhead of executing query 
(R1 R2) R3 and R1 (R2 R3) is different because of the different overhead between 
single join R1 R2andR2 R3. Thus, the different executing order of multi-join query 
will cause different overhead of query and affect the lifetime of networks and energy 
consumption. In order to definite the overhead of query well, we denote R1~n as the 
result of R1 R2 … Rn, and Cost(R1~n) is representing the minimize cost of 
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R1 R2 … Rn. When executing R1~n, if there is disconnect at relation Rk so that the 
Cost(R1~n) becomes the minimum value, the cost of executing the former k relations 
must be the minimum cost of executing R1~k. Otherwise, there is another order of 
execution that make the cost of R1~k smaller. Substituting it to query R1 R2 … Rn, 
a cost smaller than Cost(R1~n) is got, which is contradiction with definition. Therefore, 
the Cost(R1~n) has the character of optimal substructure. We propose a dynamic pro-
gramming algorithm called Qop(Query Optimization) to determine the optimal order 
of multi-join query so as to make the cost of query to be minimum and further reduce 
the energy consumption in the network. The Qop algorithm gives the recursive defini-
tion of Cost(R1~n) at first and then create the recursive equation according to the cha-
racter of optimal substructure of minimum cost so as to minimize the overhead of 
query. The base idea of Qop is as follows: the Cost(Ri~i) is only related to one rela-
tion, thus Cost(Ri~i) = 0. Because of the character of optimal substructure of minimum 
cost, we can infer that Cost(Ri~j) = Cost(Ri~k) + Cost(Rk+1~j) +Δ(Ri~k  Rk+1~j), in 
which Δ(Ri~k  Rk+1~j) is the cost of Ri~k  Rk+1~j that can be solved according to the 
Soca proposed in part 3. Only if the minimum value of k satisfying the equation can 
be recursive found in section [i，j], the order having the smallest cost of Cost(Ri~i) 
can be determined. In Qop, the dynamic programming selects energy consumption as 
the cost. Thus, the cost must be the smallest when using the order derived from the 
algorithm. In other word, the executing order of join query is optimized by Qop in 
order to get an executing scheme of costing the minimum energy. 

4.2 Cache Based Multi-join Query Algorithm 

When the order of multi-join query is determined, the query node sends the query 
message to the cache nodes to get the required data. However, if all messages are sent 
by this query node, the delay of query processing may be increased so that the energy 
of the nodes around the query node cost too fast and it lead to the breakdown of the 
network. To avoid the situation stated above taking place, a query tree is created bas-
ing on the set of query nodes and the result of Qop. Meanwhile, each query node ex-
ecutes the join query in parallel so as to solve the problem that the energy of the nodes 
around the query node cost too fast and reduce the delay. 

Assume that the node sending the multi-join query is the main query node. A com-
plete relation is cached in each query node, so for a multi-query with n relations, n 
nodes are used for caching the relations. To better determine the plan of query, n 
query nodes are utilized to create a query tree basing on the optimal executing order 
computed by Qop. Each leaf node in the tree is made up with query nodes while in-
termediate nodes store the results of relations connection and the root node is the 
main query node. 

When the tree of query is built up completely, the main query node sends the query 
message to the other query nodes. Once the message is received at the query nodes, 
the query nodes execute their query plan in parallel according to the position in the 
query tree and cache the intermediate results into the nodes around the main query 
node to minimize the data transmitting in the network. The proceeding that each node 
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executes the plan of query is as follow: Each node judges whether its brother node is a 
leaf node, if it is, then compares the distance from the node to the main query node 
with the distance from its brother node to the main query node and selects the node 
closer to main query node as the node which caches the intermediate results and run 
Soca algorithm for executing single-join operation and then replaces the parent node 
of it. The proceeding will be executed recursively basing on the results of Qop till all 
the joins accomplished. Finally, the result is sent back to the main query node. 

Based on the idea above, the algorithm Moca is given in this chapter. Assumed that 
T1，T2，…，Tn are the nodes with cache relations and Tk is the main query node. 
Moca creates multi-join in accordance with the distance between T1, T2, …, Tn and Tk 
at first step. Then Qop is executed in order to get the optimal order of connection and 
create the tree of query. Each query node Ti makes single-join with its brother node on 
the basis of the position in query tree. For each single join operation, to reduce the 
cost of transmission, the node closer to main query node is chose as the cache node of 
intermediate result. Each node executes its query task in parallel and the results will 
be sent to Tk.  

5 Performance Evaluation 

Assume that the distribution of nodes is uniform in MANET and the topology using 
in our experiment is grid shape for simplicity although the proposed method in this 
paper can adapt to any topology of different distributions. The following assumption 
is made in the experiment: the structure of the nodes used is the same; the initial ener-
gy is 100000; the communication range of nodes is 1; each query node stores 100 
records of corresponding relations because of the limited storage space of nodes; the 
energy consumption of sending and receiving a packet is 2 and 1 respectively.  

5.1 Variation of the Connecting Relations 

In this section, the impacts of the variation of the total number of connecting relations 
which is denoted as NR to the performance of networks are studied.The variation of 
average energy consumption of different mechanisms with the increasing of NR is 
shown in Figure 2. The average energy consumption is increasing when the NR in-
creases because that the more connecting relations involved, the more transmitting 
packets are transmitted and the cost of communication is, thereby the more energy 
consumption of each connection is. Meanwhile, the energy consumption of Moca is 
smallest due to that Moca uses the technology of caching and computes the optimal 
order of executing according to the price of energy consumption so as to ensure the 
cost of energy is minimum. In MOP, the technology of caching is not used and the 
order of execution obtained is the same as Moca, but the energy consumption is more 
than Moca while less than TPO and SENS. The energy consumption of SENS is more 
because that it costs too much energy in the step of creating the filter. 
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Fig. 2. NR vs. Average Cost of Energy Fig. 3. NR vs. Lifetime of Networks 

Figure 3 shows the variation of lifetime of networks of different mechanisms with 
the increasing of NR. With the increasing of NR, the lifetime of the network is decreas-
ing gradually. This is because that the more the connecting relations involved, the 
more the energy consumption of the networks is and thereby the shorter the lifetime 
of networks is. In Figure 3, the cost of energy of Moca is smallest, thus the lifetime of 
it is longest. TPO gets the order of executing on the basis of the price which is the 
result of connection. Although the flows of communication are reduced, it cannot 
ensure the energy consumption be smallest. Therefore, the lifetime of networks of 
TPO is shortest. 

5.2 Variation of Network Size 

The impact of network size to the performance of network is studied in this section. 
The result of experiment is in Figure 4. The horizontal axis represents the network 
size, namely the length of a grid. For example, 10 in horizontal axis represents that 
the size of the grid in the grid topology is 10×10. Figure 4 shows that the average 
energy consumption is increasing with the increasing of network size. This is because 
that the distance between any two query nodes is increased as the network size be-
comes larger so that the cost of communication of connecting operation is increased, 
thereby the average energy consumption is increasing. As shown in figure, compared 
with TPO and SENS, the increasing trend of Moca and MOP is slow. This is due to 
that the distance between the cache node and the query node will be increased with 
the increasing of network size because that the cache node is selected randomly.  

In Figure 5, the influence of average hops is studied. When the network size  
increases, the average hops of each packet transmitted is increased. This is due to  
that with the increasing of network size, the distance between query nodes becomes 
longer so that the total number of times of forwarding each packet is increasing and 
thereby the average hops increases. As shown in Figure 5, the average hops of for-
warding each packet in Moca is the least while the average hops in TPO is the most 
due to that TPO choose the size of connecting result as price and is not considering 
the length of the path of forwarding each packet but only for reducing the communi-
cation traffic. 
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Fig. 5. Network Size vs. Average Hop 

5.3 Variation of Total Number of Nodes 

In this section, the performance of the network of Moca with variation of total number 
of nodes is studied. pc is denoted as the percentage of the total number of cache nodes 
to the total number of all nodes. Figure 6 shows the variation of the average hop with 
the changes of the total number of nodes when NR =2, 4, 6, 8. The horizontal axis 
represents the percentage of cache nodes. In Figure 6, the average hop is decreasing 
when the total number of nodes is increasing due to that the larger the total number of 
cache nodes is, the shorter the distance between the cache node and the query node is, 
the short the distance of the packets transmitted to query nodes is, and thereby the less 
the average hop is. As shown in Figure 6, when NR =2, the average hop is less than 
that when NR =8.  
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Fig. 6. The total number of cache nodes vs. 
Average Hop 

Fig. 7. The total number of cache nodes vs. 
Network Lifetime 

Figure 7 displays the impacts of the total number of cache nodes to the lifetime of 
the network. As shown in this figure, the larger the total number of cache nodes is, the 
less the forwarding times of the packet and energy consumption is, and the longer the 
lifetime of the network is. This is because that the situation in which the cache nodes 
are distributed randomly so that although the cache nodes store many records while 
they are far from the query node exists and consume too much energy. When NR =4, 
6, 8, the lifetime of the network changes slowly due to that the operation of multi-join 
consumes much energy. 
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To sum up, the performance of Moca is better than others because Moca uses the 
technology of caching and dynamic programming strategy. MOP does not use the 
technology of caching, but its order of executing is optimal, thus the performance of 
MOP is also good. The performance of SENS is bad due to that the energy consump-
tion of creating filter is too much. Because TPO only considers the communication 
traffic and ignores the energy consumption, it is worst of all the mechanisms tested. 

6 Conclusion 

We propose a new type of single join cashed based query for MANET in this paper 
and we prove that this problem is a NP-complete problem. In order to conserve ener-
gy, a polynomial approximate algorithm Soca is proposed which uses a greedy strate-
gy. Based on Soca, a two-phase multi-connection query algorithm (Moca) is proposed 
which exploits a cache mechanism. Moca first uses dynamic programming to get the 
optimal executing order of multi-join in order to minimum the energy consumption. 
Then it builds a query tree in which nodes execute the query plan in parallel according 
to their positions in this tree after receiving query messages. Finally the query results 
are sent to the main query node. Experimental results show that Soca and Moca can 
efficiently reduce the energy consumption, prolong the lifetime of networks and im-
prove the query efficiency. 
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Abstract. An Opportunistic Network (Oppnet) is an enhanced evolu-
tion of Mobile ad hoc network, where at any given time a route be-
tween source and destination does not exist, yet messages are routed
opportunistically via intermediate contacts. We implemented two types
of Oppnet deployments, an Open Oppnet and a Selective Oppnet, and
analyzed both deployments by studying three Complex Network Proper-
ties, namely Average Shortest Distance, Degree Distribution, and Clus-
tering Coefficients. In order to study the robustness of an Oppnet against
network attacks, we examined Wormhole attack. According to the sim-
ulation results, severity of a Wormhole depends on the nodes location,
trajectory and its neighboring nodes. When a worm tunnel was estab-
lished between a popular node and an aloof node, it caused a noticeable
impact on Average Shortest Distance. While in other cases Oppnet re-
mained robust. We also observed that security in a Selective Oppnet is
comparatively better than an Open Oppnet.

Keywords: opportunistic network, security, complex network.

1 Introduction

In an era of pervasive mobile computing with portable devices becoming more
and more sophisticated, one might wonder if we can utilize the processing power
and mobility of these devices into forming a self sustained, collaborative net-
work. By leveraging the wireless capability and ubiquity of mobile devices we
can form a temporal network that does not depend on any fixed infrastructure
rather the nodes themselves take responsibility for creating and maintaining a
network. The concept of Mobile ad hoc network has received a lot of attention
in the recent years. An opportunistic network, also referred as Oppnet, is one of
the challenging evolutions of Mobile ad hoc networks. The nodes in an oppnet
move in different direction with random speed. When two or more nodes are
within each others transmission range, they have an opportunity to establish a
communication link and exchange data packets. A node in an Oppnet can be
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a wireless or a wired device capable of wireless communication, example: smart
phones, tablets, laptops or Wi-Fi enabled desktops. Given the plethora of such
sophisticated mobile devices, an Oppnet can be almost deployed in any setting.

We categorize Oppnet deployment based on the criteria used to establish a
communication link. First, a connection establishment strategy based solely on
nodes being within each others transmission range can be categorized as an Open
Oppnet deployment. This criterion can be deemed as a prerequisite for all Opp-
net deployments. Second, in a more selective and well-informed type of Oppnet
deployment, the decision to establish a communication link will also depend on
certain degree of intelligence among those nodes, we categorize this deployment
as a Selective Oppnet. The intelligence criteria can be based on all/any of the
following parameters: nodes processing power, its memory capacity, trustwor-
thiness based on past performance, presence of security software, compatibility,
degree distribution, willingness to participate, delivery probability [17], [18], and
battery life. In this research work we associate those parameters to a node with
a rank. A third variation in Oppnet deployment discussed in [16], is where set of
pre-defined nodes, called seed nodes, form a larger network by extending invita-
tions to other nodes. A node that gets invited by a seed node to join the Oppnet,
called helper node, may be given the privilege to invite other neighboring nodes.
By granting helper nodes privilege to invite other nodes, a seed Oppnet grows
into a larger Oppnet.

A prominent characteristic of an opportunistic network is that at any given
point of time an end to end connection between a source node and a destina-
tion node may not always exist [18], [20]. This makes it even more challenging
than Mobile ad hoc networks. Routes between source and destination node are
established on the fly with the help of other intermittent nodes. Since the com-
munication is based entirely on opportunistic contacts between nodes that are
mobile with limited power supply, connections are intermittent and connection-
disconnection is very common [6], this renders their communication pattern un-
predictable [12]. Maintaining inter-contact time, which is the amount of time
pair of nodes stays connected, and the amount of data that can be transferred
during that interval of time become inevitable, especially for evaluating and pre-
dicting a nodes delivery probability. Data packets from source to destination can
be broadcasted or transported via store and forward technique, where interme-
diate nodes (temporarily) store data packets until they find their next (suitable)
opportunistic contact to forward packets in an attempt to deliver to the des-
tination node. In any case nodes should have ample memory to hold messages
from other nodes. While memory capabilities are merely an issue these days,
maintaining data authenticity and integrity is challenging. Granted that there
have been high-tech advancements in the advent of portable devices and smart
phones, but still one must not forget that these devices posses limited and varied
hardware and software resources [8].

Due to the sporadic nature of nodes in Oppnet, traditional authentication
methods applicable in the presence of an infrastructure become seemingly diffi-
cult for deployment [3], [7], [8]. Any network is susceptible to be attacked by a
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malicious user. An Open Oppnet deployment is more likely to attract the atten-
tion of malicious nodes because nodes lack the knowledge about the authenticity
of their neighbors [8]. Malicious behavior can be controlled to some extent by us-
ing the Selective Oppnet deployments because nodes form a link rationally after
evaluating each others rank. Given that ranks are formulated using factors, like
trustworthiness, reliability, reputation and even presence of an antivirus and an-
timalware software, our postulate that Selective Oppnet deployments are robust
is justified.

An attacker in an opportunistic network can masquerade as a legitimate node
and launch a Man In The Middle attack, since a message travels via a series of
nodes, any intermediate node can read and modify the contents of the message
and pass it to its neighbors and the destination node. The nodes in an Oppnet
follow a store and forward method for sending messages, thus a Denial of service
attack can be exploited by flooding the network with junk messages and thereby
exhausting a nodes memory to store any more legitimate message. Wormhole,
Blackhole, and Byzantine are other types of network exploit that can be launched
by adversaries in an Oppnet.

Privacy is a big concern in an opportunistic network because nodes carry every
other nodes information. Since the nodes forward packets based on opportunis-
tic contacts they inadvertently expose their location information. Some level of
privacy can be preserved if the Selective Oppnet deployment is used because in
this type of Oppnet deployment a node will share a message with other nodes
only if their ranks are compatible. A comprehensive study on privacy issue in
Oppnet is presented by authors in [15].

In this research work we try to comprehend, using graph theory, the character-
istics of an Oppnet. If we represent an Oppnet as a graph, nodes will correspond
to vertices and communication links will correspond to edges. We categorize three
different Oppnet deployment strategies and implement two of those strategies,
namely Open Oppnet and Selective Oppnet. Nodes average shortest distance,
degree distribution and clustering coefficients are the three complex network
property measures we compute for both deployments under benevolent scenario.
We also analyze the impact of nodes transmission range and density.

To grasp the security challenges in an opportunistic network we introduce the
wormhole attack on both Oppnet deployments. After initiating the wormhole
attack, we observe the changes in their complex network properties. Once we
have all the data for Oppnet under benevolent and malevolent scenarios, we
focus on the impact caused by wormhole by further investigating the nodes that
were involved in the attack. Our aim is also to find if parameters like nodes
location, trajectory or neighbors have any impact on the severity of the attack.
Also, by comparing the two Oppnet deployments under malevolent scenarios,
we try to find if the severity of an attack can be alleviated by shifting from an
Open Oppnet deployment to a Selective Oppnet deployment. Our experimental
results show that Selective Oppnet deployment is more robust against wormhole
attack. Our findings can be used as an aid for designing a security measure for
an Oppnet.
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In Section 2 we review related work. In Section 3 we talk at length about
our simulation environment, complex network properties and security impact of
wormhole on Oppnet. Then in Section 4 we present our experimental results and
observations and finally conclude with scope for future work.

2 Related Work

The advancements in the eternal research topic of Mobile ad hoc network have
evolved the very interesting and challenging concept of Opportunistic networks.
Given the ubiquity and sophistication of mobile devices these days, it is logical
to imagine a collaborative network that does not rely on any fixed infrastructure
and rather takes advantage of the omnipresence of these devices. Though the
concept and working principle of an Oppnet is intriguing, a number of realistic
applications have been deployed and tested in the past. A survey on some of
those appealing applications has been conducted in [18], followed by authors
proposing a taxonomy of routing technique in an Oppnet by classifying presence
or absence of some form of infrastructure.

Due to the unique characteristic of decentralization in Oppnet, the security
measures available for traditional networks like centralized public key distri-
bution authorities, or certification authorities cannot be applied directly to an
Oppnet [8, 3, 7]. Though access control and cryptography provide security as-
surance, it is important to note that nodes participating in an Oppnet may have
limited processing power and battery life. So we have to be wary before putting
any additional burden on a node to ensure it doesnt create any overhead that
might ultimately cause a node to shut down.

Many existing security protocols in MANET cannot be applied directly to
an Oppnet; in order to bolster this postulate we take Packet Leashes [11], as
an example. Hu et al [11], proposed a mechanism called Packet Leashes that is
capable of detecting and defending against wormhole attacks in a MANET. A
wormhole attack is initiated by establishing an out of band connection between
two distant nodes, which are otherwise not within each others transmission range
[4]. A packet leash is tailored to restrict the maximum distance travelled by a
packet. The authors define a geographical leash that ensures the senders and
receivers of a packet are within certain distance, while a temporal leash restricts
the distance travelled by enforcing certain upper bound on the packets lifetime.
Imposing a maximum transmission distance or expiration time on a packet is
impractical in an Oppnet because nodes are scattered and rely on opportunis-
tic contacts to store and forward a message. Also, the underlying assumption
that the packets sending and receiving delay are negligible contradicts with the
principle of delay tolerance in an Oppnet.

The concept of oppnet is influenced from the study of delay tolerant network,
also known as disruption tolerant network [18]. Burgess et al. [3] evaluate the
performance of a disruption tolerant network in terms of its robustness under
different attack scenarios by measuring their successful packet delivery rate. Four
types of attacks are formulated, namely, dropping all packets, flooding, routing
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information falsification, and ack counterfeiting. Dropping of packets can be con-
ceived as man in the middle attack, where an intermediate adversary drops all
packets affecting the network performance. Presence of redundant paths from
source to destination can alleviate this problem. Redundancy of messages also
provides data integrity in the event a message is altered in the transit [16]. Flood-
ing can be apprehended as an attempt to cause a denial of service. Each node
stores the messages it receives from its neighbors in an attempt to forward it to-
wards the destination node but will soon use up all its memory, thereby left with
none to receive legitimate message. A wormhole can be considered a type of rout-
ing information falsification attack. Wormhole can also be considered a type of
collaborative attack [21], where, either all or at least one of the nodes involved in
the worm tunnel is an adversary. Details about wormhole are presented in Section
3.3. Ack counterfeiting is launched by propagating falsified acknowledgements
by an adversary, indicating that a packet has reached its destination and all the
intermediate nodes can delete that packet to clear their buffers. This causes in-
termediate victims to not receive the data packets in transit and thereby cutting
a route to destination. Authors in [3] observe that even a powerful attack does
not cause any severe effect on Delay Tolerant Networks and replication-based
routing protocols provide robustness against these attacks even in the absence
of authentication. On the contrary authors in [7], show that attacks modeled in
a certain way, bolstered with certain mobility patterns and network properties
can cause devastating effects in spite of using replication-based routing proto-
cols. Our experimental results conform to [7] when we analyze the robustness of
Oppnet under Wormhole attack.

3 Implementation

In this research work we implement both Open and Selective Oppnet deploy-
ments. Communication link in either deployment can be either unidirectional,
bidirectional or a combination of both. The goals of an Oppnet can help in decid-
ing the type of communication required. If nodes in an Oppnet are only required
to disseminate information without having to provide any feedback to one other,
then a unidirectional link will be sufficient. But say nodes in an Oppnet are col-
laboratively working towards solving a complex problem that requires nodes to
provide feedback to one another then establishing a bidirectional link is essential.
However, in this research we always assume a bidirectional link between any two
connected pair of nodes. A general flow chart for analyzing Oppnet is presented
in Figure 1.

In our research, we run the BonnMotion simulator to generate nodes mobil-
ity traces using Random Way Point model. The output consists of three data
values for each node: a time instant t, x and y coordinates. Through the course
of simulation, nodes relocate to different locations (referred as waypoints). The
time instants associated with each x and y values indicate that a node, at that
time instant, reached a waypoint. Since the output of BonnMotion only con-
sists of nodes location at different time instants, we calculate their intermediate
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Fig. 1. Flow chart for analyzing Oppnet

locations (trajectory) to capture more refined information for each node. We
define a delta time dt to find the intermediate locations for each dt. Next we
calculate the Euclidean distance between each node to every other node. Each
node is assigned a transmission range which can be same or different for all
nodes. For the sake of simplicity we assume all nodes to have the same trans-
mission range. If the Euclidean distance between a node pair is less or equal to
the nodes transmission range then a connection link could be established. This
connection establishment scheme is suitable for the Open Oppnet deployment
and serves as a primitive requirement for Selective Oppnet deployment. Once we
have constructed the connectivity(adjacency) matrix for each node, we find the
nodes one-hop neighbors (used in the measurement of nodes degree), multi-hop
neighbors, average shortest distance and clustering coefficient. This process is
repeated for each delta time dt.

3.1 Establishing Connection

Once we have computed the intermediate location information for each node,
we can construct the connectivity (adjacency) matrix by computing distance
between nodes. In both deployment cases we have to determine if nodes are
within each others transmission range. In order to do that we calculate the
Euclidean distance between every node for each dt time instant from 0 to T.
The equation to calculate the Euclidean distance between a node i and node j
is given by:

Distance(ni, nj) =
√
(xi − xj)2 + (yi − yj)2 (1)

Once the Euclidean distance between node ni and node nj is calculated, we
check if the distance between them is less than or equal to nis transmission
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range and if it is then they are within each others communication range and
capable of establishing a link. In an Open Oppnet Deployment If (Distance(ni,
nj) ¡= Transmission Range[ni]) then ConnectionMatrix [tl][ni][nj] = 1, otherwise
ConnectionMatrix [tl][ni][nj ] = 0.

In the Selective Oppnet deployment, each node is assigned a rank between
[Rmin, Rmax]. The ranks can be assigned by the node itself or by a central au-
thority. If nodes are given the privilege to evaluate themselves and assign their
own rank, then they might tend to overestimate their capabilities and assign a
higher rank which might lead to a selfish behavior. On the contrary a central
rank granting authority can accurately evaluate a nodes capability and assign
it a rank in all fairness. This concept can be further extended to a dynami-
cally evolving ranking system, where a nodes rank can evolve based on its past
performance and reputation. In our work, we randomize the process of assign-
ing ranks to nodes and once a rank is assigned to a node, it remains static
throughout the course of simulation. Once the ranks are assigned, we define an
acceptable threshold for nodes to decide if they can form a communication link.
Going back to our previous example for nodes ni and nj , If (Distance(ni, nj) ≤
TransmissionRange[ni]) and |Rank[ni] − Rank[nj]| ≤ Threshold then Con-
nectionMatrix [tl][ni][nj ] = 1, otherwise ConnectionMatrix [tl][ni][nj ] = 0.

3.2 Complex Network Properties

The study of complex network has received a lot of attention and is currently
being studied across many fields of science [23, 2]. Many systems can be de-
scribed by models of complex networks, which are structures consisting of nodes
connected by links [22]. Complex network properties deal with network topo-
logical features to reveal and depict statistical properties of a complex network.
Three concepts that play an important role in the literature of complex network
properties are average shortest distance, degree distribution, and clustering co-
efficient.

3.3 Wormhole

A wormhole attack is launched by creating an out of band connection, also called
a worm tunnel, between nodes which are otherwise not within each others trans-
mission range [4]. The out of band communication can be established either via
an Ethernet link or using a long range directional antenna. The nodes partici-
pating in the formation of worm tunnel could either be adversaries or could be
compromised nodes or combination of both. The scope of this research does not
cover the intentions of a node. Once a worm tunnel is established between two
distant out of range nodes, say ni and nj , they will tunnel packets between them.
After receiving those packets they will disseminate them among their neighbors.
When nis neighbors receive packets from nj or nj ′s neighbors, they will assume
that nj and its neighbors are only few hops away from ni. This will have an
impact on routing, average shortest distance, degree distribution and clustering
coefficient. To give an example, say an arbitrary neighbor (np) of ni takes five
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hops to reach nj , now because of the wormhole (worm tunnel) np will only take
two hops to reach nj.

We implement a wormhole between a pair of nodes by forcefully establishing
a connection between them for the entire course of simulation. We then reiterate
this attack to cover different worm tunnel combinations between a node and
every other node in the network. We then observe the difference in nodes average
shortest distance, degree distribution and clustering coefficient.

4 Experimental Results

In this Section we examine, using graphs, complex network properties for Open
and Selective Oppnet deployments. After analyzing graphs for both deployments
under benevolent behavior, we implement the wormhole attack to observe and
record the changes in complex network properties under malevolent scenario.
The input parameters required for running BonnMotion are simulation time in
seconds, total area in square meters, number of nodes, nodes transmission range
in meters, maximum speed in m/s and maximum pause time in seconds.

4.1 Open Oppnet Deployment

All our simulations last for 500 seconds. In order to observe the impact of nodes
density and nodes transmission range on complex network properties, we choose
a simulation area from 500 m by 500 m, 1000 m by 1000 m or 2000 m by
2000 m, with number of nodes ranging from 100 to 850 in increments of 50 and
nodes transmission range varying from 25 m to 250 m in increments of 25, the
maximum speed for a node is set to 30 m/s, and the maximum pause time is set
to 5 seconds.

Open Oppnet under Benevolent Scenario. Figure 2 shows the average
shortest distance of nodes in an Open Oppnet with transmission range varying
from 25 m to 250 m. From Figure 2 we can conclude that with higher trans-
mission range, the nodes average shortest distance decreases and this is because
with higher transmission range nodes can reach each other in fewer hops. When
the transmission range is as low as 25 m, the average shortest distance is close
to 0 because nodes have very low connectivity and the network is almost discon-
nected.

From Figure 2(b) we can see that with a high node density the average shortest
distance of nodes decreases, this is because if we have large number of nodes in
a smaller (simulation) area then nodes can connect to neighboring nodes in very
few numbers of hops. Density of nodes is calculated as the number of nodes
divided by the simulation area.

Figure 3(a) shows the impact of nodes transmission range on clustering coef-
ficient. Higher transmission range means more nodes are capable of forming a
link with their neighbors and thereby form more triangles. As the numbers of
triangles amplify in comparison to triples the clustering coefficient also develops.
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Fig. 3. Clustering Coefficient

Figure 3(b) shows the effect of nodes density on clustering coefficient. When
we have a high volume of nodes in a small (simulation) area, they tend to be
closely connected to one another, thereby achieving a high clustering coefficient.

Figure 4(a) shows the impact of node’s transmission range on degree distribu-
tion. With the increase in transmission range nodes degree increases, meaning
nodes have more one-hop neighbors; and also their degree distribution is well
proportional.
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From Figure 4(b), we observe that with low density, nodes have a smaller
degree value and their distribution function P(k) is high. On the contrary, with
high node density the nodes degree is high and its degree distribution is well
proportional.

Figure 5(a) shows the average shortest distance, degree, and clustering coeffi-
cient for 500 nodes in a 1000 m by 1000 m simulation area with a transmission
range of 50m. The maximum speed and maximum pause time remain unaltered
as 30 m/s and 5 seconds respectively. We choose this setting as base case to
study the behavior of both Oppnet deployments under benevolent and malev-
olent conditions. The spatial arrangement of nodes in this setting is halfway
between being scarcely populated and densely populated.

Open Oppnet under Malevolent Scenario. creating a worm tunnel (physi-
cal connection) between pair of nodes. We then analyze and compare the complex
network properties between benevolent and malevolent scenarios. Considering
the base case, we initiate the attack by creating a worm tunnel between Node 0
and Node 1, and perform the comparison analysis. We then repeat this process
with different worm tunnel combinations, such as between Node 0 - Node 2, 3
499, one at a time. Once we have all the results we cross examine them to find
nodes that were most impacted by this attack.

After identifying those nodes, we further investigated to see if we can find any
patterns. We analyzed nodes location, trajectory and their neighborhood and
found two interesting patterns that even apply in social aspects of our lives. The
first pattern suggested that, when one node has a short trajectory and is located
far away from the densely populated region, we call it an aloof node, forms a
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Fig. 5. Open Oppnet deployment (1000 m x 1000 m Area, 500 Nodes, 50 m Transmis-
sion Range)

worm tunnel with another node which has a longer trajectory amidst the densely
populated region, we call it a popular node, then that will cause a noticeable
difference in average shortest distance for that aloof node, as compared to the
impact by other tunnel combinations. Now in the social context if an aloof person
befriends a popular person then that aloof person can meet a lot of new people
through this popular person. The second pattern suggested that when an aloof
node, having aloof neighbors, forms an out of band connection with a popular
node then this results in a noticeable difference in the average shortest distance
for the aloof node and its aloof neighbors. This is because the aloof neighbors can
reach the popular node in two hops. Figure 6(a) shows the impact of wormhole
attack on average shortest distance, degree and clustering coefficient when the
worm tunnel is established between Node 0 and Node 40. The top most part of
Figure 6(a) shows the change in the average shortest distance measure for an
Open Oppnet under malevolent scenario. A negative value indicates an increase
in a measure after an attack and a positive value indicates a decrease in value.
So as we can see after forming a worm tunnel between Node 0 and Node 40,
Node 40s average shortest distance increased. We can also see that this tunnel
had a minor impact on other nodes in the network.

From Figure 5(b), we can see that Node 40 has a very small trajectory and
is located very far from the center as compared to Node 0 which has a longer
trajectory and is much closer to the center. So by establishing a worm tunnel
with Node 0, Node 40 is able to reach many other nodes and that increases its
average shortest distance measure.

The middle portion in the Figure 6(a) shows increase in degree for Node 0
and Node 40. This is because there is a physical connection, or tunnel, between
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them. This connection does not affect the degree measure for other nodes in the
network. The bottom portion of Figure 6(a) shows decrease in the clustering
coefficient for Node 40 and this is because of the new edge formed between Node
40 and Node 0. Figure 6(b), shows the impact of wormhole when a tunnel is
formed between Node 0 and Node 391. From Figure 5(b), we can see that Node
391 is an aloof node and has two other aloof neighbors, Node 84 and 469. When
a worm tunnel is created between Node 0 and Node 391, the average shortest
distance measure increases for Node 391, 84 and 469. This is because Nodes 84
and 469 can reach Node 0 in two hops. Figure 6(b) also shows the increase in
degree and decrease in clustering coefficient for Node 391.
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Fig. 6. Difference in Average Shortest Distance, Degree, and Clustering Coefficient for
Open Oppnet deployment under Wormhole (1000 m x 1000 m Area, 500 Nodes, 50 m
Transmission Range)

4.2 Selective Oppnet Deployment

We choose the same base case scenario setting for Selective Oppnet deployment
as we did for Open Oppnet. Here, we randomly assign a rank to all nodes between
[Rmin, Rmax] and set the threshold as Rmin. Meaning if a node x has a rank
Rx and another node y, which is in xs transmission range, has a rank Ry and if
|(Rx − Ry)| ≤ Rmin then nodes x and y can form a communication link.

Selective Oppnet under Benevolent Scenario. Figure 7 shows the average
shortest distance, degree, and clustering coefficient for the Selective Oppnet de-
ployment with a threshold of Rmin. By selecting a small threshold we see that
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the complex network properties have values much lower than that of an Open
Oppnet deployment and this is because the criteria to form a communication is
more stringent. If we increase the threshold to Rmax then the Selective Oppnet
will behave like an Open Oppnet. By comparing Figure 8 and Figure 7 we can see
a decrease in nodes average shortest distance, degree and clustering coefficient
under benevolent scenarios.
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Fig. 7. Average Shortest Distance, Degree, and Clustering Coefficient for Selective
Oppnet deployment (1000m x 1000m Area, 500 Nodes, 50m Transmission Range, Rmin
Threshold)

Selective Oppnet under Malevolent Scenario. Figure 8(a) and 8(b) shows
the complex network properties when a worm tunnel is created between Node
0 40 (aloof node) and Node 0 391 (aloof neighbors) respectively. We observe
similar result patterns in both Selective Oppnet deployment and Open Oppnet
deployment. The difference lies in the extent of impact caused by the wormhole
on either deployment. Selective Oppnet deployment has comparatively lower im-
pact as compared to an Open Oppnet deployment because of the stringent com-
munication establishment criteria. Even though Selective Oppnets have lower
measures as compared to Open Oppnets under benevolent scenarios yet they
(Selective Oppnets) are comparatively more robust than Open Oppnets under
malevolent scenarios.
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Fig. 8. Difference in Average Shortest Distance, Degree, and Clustering Coefficient for
Selective Oppnet deployment under Wormhole (1000m x 1000m Area, 500 Nodes, 50m
Transmission Range, Rmin Threshold)

5 Observations

In this research we computed three important complex network properties,
namely average shortest distance, degree distribution, and clustering coefficient
for Open Oppnet and Selective Oppnet deployments. In an Open Oppnet, nodes
form a communication link every time they are within each others transmission
range, whereas in a Selective Oppnet the decision to establish a communica-
tion link is not only restricted to nodes being within range but also depends
on evaluating a nodes rank. These measures were calculated under benevolent
and malevolent scenarios. In a benevolent scenario, all the nodes in the network
behave in a normal and predictable manner. However in a malevolent scenario,
there are few nodes exhibiting malicious intent. In order to study the complex
network properties of an Oppnet under malevolent scenario, we introduce worm-
hole attack.

We observed some very interesting results and patterns. First, we observed
the impact of transmission range and overall node density in an Open Oppnet
deployment. Figures 2, 4, and 6 displays the impact of transmission range on
complex network properties. As our graphs indicate, increase in transmission
range decreases the average shortest distance, increases the cluster coefficient
and degree value. This is because with higher transmission range, more number
of nodes falls within each others communication range and hence more nodes can
connect with each other. Figures 3, 5, and 7 show the impact overall node density
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have on complex network properties. Our graphs indicate, with higher node
density, the average shortest distance decreases, the cluster coefficient and degree
increase. This is because with higher density, nodes have many neighboring nodes
that they can connect with.

Second, we observe the difference between Open Oppnet and Selective Oppnet
deployment. We choose a standard simulation setting to evaluate the complex
network properties for both Open and Selective Oppnet. We choose a relatively
small threshold (Rmin) for the nodes rank compatibility in the Selective deploy-
ment. By comparing Figures 8 and 12 we observe a decrease in the complex
network properties for the Selective Oppnet. This is due to the fact that the
criterion to form a communication link in a Selective Oppnet is much stricter.
Selecting a small threshold (Rmin) makes the communication criteria stringent;
on the contrary, under a larger threshold (Rmax) the Selective Oppnet behaves
like an Open Oppnet.

Next, we observed the effects of wormhole on both deployments, and for that
purpose we created different worm tunnel combinations. Our third observation
was that both Oppnet deployments are mostly robust against wormhole attack.
However in certain cases the impact was noticeable. We observed that the impact
on average shortest distance was severe when the node at one end of the worm
tunnel is a popular node and the node at the other end is an aloof node (Figures
9 and 13). A popular node is a term we use to define a node which maintains a
high degree by mobilizing around densely populated areas, thereby making new
connections. On the contrary an aloof node maintains a distance from rest of the
nodes in the network and its motion is restricted to a limited area. From Figure
11, Node 0 is a popular node and Node 40 is an aloof node.

Our fourth observation is that when an aloof node has aloof neighbors and
only one of them forms a worm tunnel with the popular node, the impact of
average shortest distance affects the aloof node and its neighbors (Figures 10
and 14). This is because the neighbors are only two hops away from reaching the
larger audience. From Figure 11, Nodes 391, 84 and 469 are aloof neighboring
nodes. We also observed that the impacts were similar, irrespective of which aloof
neighbor connected to the popular node, which leads to a possible collaborative
attack.

In terms of degree and clustering coefficient, our fifth observation, the effects
are mainly noticeable for nodes that are directly involved in the attack, meaning,
nodes that are at either end of the worm tunnel. This can be used to pinpoint
the pair of nodes involved in the worm tunnel. Finally, we observe the impact of
wormhole on a Selective Oppnet deployment is much less as compare to an Open
Oppnet. This is because of nodes capability to make an intelligent judgment in
forming a communication link with its neighbors.

6 Conclusions

In this research work, we have laid a good foundation about Oppnet deployments
and their inherent security issues. In this work we only explore, in detail, one
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attack scenario, that is the wormhole attack. However we would like to explore
more attack scenarios to test if we could use complex network properties for
detecting those attacks. Though our attack detection is based on offline obser-
vations, we could still use those observations in real time, for example observing
activity of an aloof node or keeping an eye on popular nodes. In the Selective
deployment we introduced the concept of assigning ranks to nodes based on
various factors that will help nodes in making a more informed decision while
forming a communication link with its neighbors. We would also like to propose
an efficient way to compute a nodes rank by keeping into consideration various
factors, like nodes processing power, memory capacity, trustworthiness, repu-
tation, battery life and especially but not restricted to inter contact time and
bandwidth because these metrics can produce a decorous metrics for computing
delivery probability.
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Abstract. With the rapid growth of wireless networks and the increasing de-
mand for wireless services, there will be an acute shortage of spectrum re-
sources in the near future. A promising solution is to use the cognitive radio 
technology to arm the mesh nodes with opportunistic spectrum access capabili-
ty, which leads to a more flexible access to spectral resources. In this paper, we 
investigate the joint interface assignment and channel allocation problem in 
cognitive radio mesh network. In order to ensure the QoS quality for each call, 
we propose a novel nested optimization technique based on genetic algorithm to 
find the optimal resource allocation. Extensive simulation results show that the 
proposed algorithm converges fast and approaches the global optimal solution 
efficiently. 

Keywords: Channel allocation, interface assignment, cognitive radio, wireless 
mesh network. 

1 Introduction 

Wireless mesh networks (WMNs) usually consist of mesh routers and mesh clients, 
where mesh routers form the network backbone and provide access for mesh clients 
[1]. With the increasing number of users and a growing demand for better Quality of 
Service (QoS), the limited spectrum resources have become a serious obstacle to ob-
tain high-performance data services in WMNs [2]. Moreover, traditional fixed spec-
trum assignment model makes this problem much worse. Fortunately, the emergence 
and development of the cognitive radio (CR) technology has provided a novel solu-
tion for next generation wireless communications. With its spectrum sensing, learning 
and adaptation capabilities, CR is able to address the heart of the problem associated 
with spectrum scarcity and interoperability, and it is considered as the radio platform 
for WMNs [3]. However, affected by the openness of the wireless frequency spectrum 
and the characteristics of WMN, it is of great importance to fairly and efficiently allo-
cate the limited network resources to all users.  

Recently, several channel allocation algorithms have been proposed for cognitive 
radio networks. In order to maximize the effective bandwidth of the whole network, a 
color-aware channel allocation algorithm is presented in [4]. By making channel as-
signments amends for the small changes locally in the network, a distributed channel 
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allocation algorithm via local bargaining is proposed in [5]. By integrating the spec-
trum resources into a sub-channel spectrum pool, a dynamic spectrum allocation algo-
rithm is presented in [5]. A channel allocation algorithm based on dynamic game 
theory is investigated in [6], in which cognitive users can repeatedly adjust their stra-
tegic to achieve equilibrium. However, the practical flow demands on each link are 
not considered in the above resource allocation mechanisms, which may cause the 
traffic flow on the link exceeds its effective capacity when there are many end-to-end 
routing flows. This naturally leads to network congestion and cannot ensure the QoS 
level for each routing call. Recently, there has been some research on the cross-layer 
optimization to improve network performance. The authors in [7] investigated how to 
satisfy the flow demands and proposed an optimized mechanism of routing and chan-
nel allocation. However, there is a lack of routing optimization, and the routing algo-
rithm is only used to identify flow requirements of each link. The authors in [8] 
present linear mixed integer programming (MILP)-based optimal algorithm to achieve 
a good tradeoff between fairness and throughput. By considering the dynamic va-
riables of the spectrum availability, the authors in [9] present the robust performance 
for each link and proposed an optimal route selection mechanism. 

In this paper, we mainly focus on the problem of channel assignment which can sa-
tisfy the QoS level of all routing flows. The rest of the paper is organized as follows. 
Section 3 presents the network model and describes the congestion avoidance prob-
lem. In Section 4, a nested optimization architecture based on genetic algorithm (GA) 
is proposed to find the optimal solution. Section 5 gives the simulation results for our 
algorithms, and Section 6 concludes our paper. 

2 Network Model 

There are M primary and N cognitive users randomly distributed in X×Y region. As-
sume that each node is equipped with I intelligent wireless interfaces, each of which 
can select its communication power intelligently, and the transmission grade Q is 
totally quantized into n levels. There exist k non-interfering channels C=[c1,c2,…,ck] 
used for data transmission and one common control channel used for all signal mes-
sage interaction. The entire cognitive WMN can be represented as directed graph 
G={P,S,E}, where { | 1 }iP p i M= ≤ ≤  is the set of primary users, { |1 }iS s i N= ≤ ≤ is 

the set of cognitive users, and { |1 , }ijE e i j N= ≤ ≤  is the virtual directed edge set when 

each cognitive user adopts the maximum communication power.  
When the transmitter node i adopts the transmit power ( )S

ijP e , s∈Q, the receiving 

power ( )R
ijP e  of the receiving terminal node j can be calculated as, 

( ) ( ) ( )R S
ij ij ijp e p e d e γ−= ⋅                               (1) 

where γ is the path loss factor, and d(eij) is the distance between node i and j. 
Only when ( ) ( )S

ij ijp e d e γ α−⋅ ≥ , it can be defined as a success transmission, where 

α  is the receiving power threshold. Apparently, the maximum transmission distance 

Ti(p(eij)
S) with transmit power ( )S

ijP e  is, 
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1

( )
( ( ) )

S
ijS

i ij
P e

T P e
γ

α
 =  
 

                                 (2) 

Assume the interference range Ii(p(eij)
S) is η ( 1η ≥ ) times of the transmission range,  

( )( ) ( ( ) )S S
i ij i ijI P e T P eη= ⋅                                    (3) 

Define m
ijx  as the link channel allocation variable to express the allocation of the link 

eij on channel m, where m
ijx =1 denotes that eij is assigned to the channel m, otherwise 

m
ijx =0. Since concurrent link transmission may easily cause the disorder of arriving 

packages, to guarantee the consistency of the routing packet, only one channel can be 
assigned to each directed link, namely, 

1
1

C m
ijm

x
=

≤                                (4) 

Define m
iy  indicates the channel allocation of the node i. If 1m

iy = , it denotes that 

the node i has the link eij or eji assigned to channel m. If 0m
iy = , it means that none of 

the links belonging to i is assigned to channel m,  

1, , , 1  , 1
 

0,

∃ ∈ ∈ = ∈ =
= 


m m
m ij ij ji ji
i

j N e E x or e E x
y

otherwise
                          (5) 

The number of the channels used simultaneously by node i is limited by the number 
of interfaces, namely, 

1

C m
im

y I
=

≤                                        (6) 

For any two edges euv and eij, if node i or j is within interference range of u or v, we 
say that euv and eij are mutually potential interfered, and vice versa. When and only 
when the two potential interfered links euv and eij are assigned the same channel m, the 
edge euv and eij are defined as mutually interfered links. When eij selects the commu-
nication channel m and communication power qk, the effective capacity of eij is de-
fined as, 

2
( )

( )
( , ) log 1

1 |

R
ij

N
ij

m
mij

ij k
ij k

P e

P e

x H
U m q

N m q

⋅
= +

+
（ ）

（ , ）|
                           (7) 

where Hm is the bandwidth of the channel m, ( )R
ijP e  is the receiving power of the 

receiving node, ( )N
ijP e  is the noise power, and Nij(m,qk) is the set of the interfere 

links when the channel m and power level qk is chosen. The denominator of Eq. (7) 
reflects the fact that all the links which interfere with each other cannot be active si-
multaneously. This no-interference policy leads to link capacity reduction which is 
captured by the scaling factor 1 (1 )ij kN m q+ （ , ） .  
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Define sdγ  as the end-to-end call requirement from node s to d. Let , ,
sd
i j ma  express 

whether the flow sdγ  passes through link eij. If , , , k

sd
i j m qa =1, it means that flow sdγ  

passes the link eij using channel m and power qk. Otherwise, , , , k

sd
i j m qa =0. For any call 

with demand requirement sdγ , all the nodes in the network should satisfy the flow 
conservation law. Here, we import the concept of net flow that the routing require-
ment sdγ  passes the node j. Note that the net flow is equal to the difference between 

the outgoing flow and the incoming flow. Namely, for s, d, m∈N, we have, 

, , , ,
i , 1 , 1

, ,

, ,

0, .

k k

ij ji

sd

C C
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Let ,
,

km q
i jλ  denote the aggregate route that all the requirements pass through the link eij 

in the network over channel m and communication power level qk, namely, 

,
, , , ,

,

k

k

m q sd sd
i j i j m q

s d N

aλ γ
∈

= ⋅                                 (9) 

In order to avoid network congestion, the aggregate traffic on link eij cannot be more 
than its effective capacity ( , )ij kU m q , so, 

,
, ( , )km q

ij ki j U m qλ ≤                                   (10) 

Let ijδ  be the difference between the efficient capacity ( , )ij kU m q  and the actual 

carrying load ,
,

km q
i jλ ,  

,
,( , ) km q

ij ij k i jU m qδ λ= −                                 (11) 

As ijδ  tends to 0, the corresponding logical link eij tends to congestion. Let minδ  be 

the congestion avoidance parameter of the network, which is defined as the minimum 
difference of ijδ  across all links that exist in the topology graph after channel alloca-

tion and power control, 

min min
i j

ij
e E

δ δ
∈

=                                   (12) 

Note that minδ  represents the most congested logical link in the topology graph. In 
order to maximum call acceptance, we need to increase the congestion avoidance 
parameter of the network minδ  as much as possible. 
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3 Nested Optimization 

Interface assignment, channel allocation and congestion avoidance are interdependent 
sub-problems. However, all these sub-problems are NP-hard, and the integration of 
them for joint optimization further increases the process complexity. Genetic algo-
rithms (GAs) are recognized to be well qualified to tackle large scale NP-hard prob-
lems [10]. In this paper, a nested optimization framework based on GA is proposed. 

3.1 GA-Based Channel Allocation 

To the problem of joint interface assignment and channel allocation in WMN, since the 
problem space corresponds to cognitive users selecting channel and communication 
power level for its wireless interfaces, a node based chromosome coding mechanism is 
designed. Each individual is represented as a two vector strings { , }i ia q . Here, 

,1 , ,{ , , , , }i i i j i ka a a a=    represents the set of channels to which the nodes are cur-

rently assigned, and satisfies, 

,

1      

0
i j

if node i selects channel j
a

otherwise
=




                        (13) 

Let ,1 , ,{ , , , , }i i i j i kq q q q=    represent the communication power level that the node 

selects in each channel,  

min max
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Note that the coding scheme discussed above also includes the mapping relationship 
between the channel and interface. Here, the channels are sequentially bounded to 
wireless interfaces of cognitive users. If j is the mth selected channel in chromosome, 
1 m I≤ ≤ , it is used as the mth interface, and its communication power level is set to 
qj. In channel selection initialization, to ensure none of the nodes uses more than I 
channels simultaneously, each node randomly sets I bit of its channel vector to 1. And 
then, the power level qij is set as qij=rand(qmin,qmax) when aij=1, otherwise qij=0.  

Each time after individual coding in the population, we can get a network topology 
graph and calculate effective capacity for each link according to the channel and pow-
er level allocation. Then we need to evaluate the fitness of each individual by using 
GA based route scheduling mechanism. Here, the individual fitness is the maximum 
congestion avoidance ratio with current resource allocation.  

 

Fig. 1. The inversion variation based mutation method 
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Genetic evolution operations mainly include selection, recombination, mutation, 
and replacement. We use the roulette wheel selection method, where the chosen prob-
ability is proportional to the individual fitness-evaluation function. The recombination 
operator used in this paper is the single-point crossover. The mutation operator works 
by randomly making some minor changes in the chromosomes of the current popula-
tion. In our algorithm, the mutation is conducted in an inversion variation based  
method. A part of the chromosome are randomly chosen and then inserted into the 
original location with the anti-sequenced new sub-chromosome, as shown in Fig. 1. 

Only when the child's fitness is larger than its parent's, the parents are replaced by 
their children in the next generation. Since the duplicate individuals can constitute the 
same individuals gradually, the duplicate individual is kept only once in the new pop-
ulation and the deleted individuals are replaced by new generated ones randomly. 

3.2 GA Based Routing Scheduling 

Influenced by the routing scheduling order, it is necessary to work out the optimal 
routing scheduling order. However, searching the optimal routing schedule is also 
NP-hard. For this reason, we further present a GA based routing scheduling algo-
rithm. The scheduling order is directly mapped to the solution structure. For example, 
in a network with 6 routing calls, an individual of the schedule is (r5, r1, r4, r2, r3, r6), 
which means call r5 is served first, and r6 last. The improved sequential crossover 
method is introduced to recombine two individuals in the current generation. At first, 
two mating regions from its parent individual are selected randomly. Then these mat-
ing regions are swapped and added up in front of its parents. By deleting the same 
link number in the mating region, the offspring individuals can be obtained after  
recombination. With this crossover method, even if two parents are identical, new 
individuals can still be produced, which can maintain the population diversity. Since 
the generated individual after recombination has a similar structure as the channel 
allocation, the same mutation and replacement strategies are used to ensure the supe-
riority of offspring individuals. As to the session in ordered routing set, the problem 
of finding optimal route with maximum congestion avoidance is equivalent to search-
ing the widest bandwidth routing path. Thus the Dijkstra’s routing algorithm is intro-
duced, and we only need to replace the hop-count criteria with the effective band-
width. 

4 Simulation Results 

There are 50 mesh routers randomly deployed in 1000×800 target area. The maximum 
transmission power is set as 20dBm and the transmission power levels Q is set as 16. 
In hence, the maximum transmission and interference distances are 250m and 500m 
respectively, and the path loss index γ  is set as 4. Assume there are 9 available or-
thogonal channels, and each node has 3 radio interfaces. For simplicity, the maximum 
bandwidth of each channel is set to 54 Mbps. In order to ensure that SNR reaches 
10dB  when communication is successful, the noise power is set as PN=-85.9dBm. 
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There are 20 communication sessions generated with random source, destination 
and equal traffic demands of 0.5Mbps. Table 1 specifies an instance for these 10 ses-
sions in the network. The crossover probability and mutation probability is set to 0.95 
and 0.05. Fig. 2 shows the network congestion avoidance degree with different genet-
ic generations. Observing the results from the beginning to 200th generation, it is clear 
to see that the congestion avoidance rate directs toward the global optimal solution. 
After 180th generation, no better solutions can be found, which shows that our  
algorithm can converge to the optimal solution rapidly. We also can find the nested 
algorithm with routing sequence scheduling achieves a better solution than the one 
without scheduling, which testifies that the performance is highly influenced by the 
routing scheduling order. In other words, optimized orders can further improve per-
formance of the algorithm. 

Table 1. Information of the 20 sessions 

Session ID Source Destination Session ID Source Destination 
1 24 8 11 1 8 
2 5 18 12 2 16 
3 13 9 13 3 10 
4 30 19 14 4 11 
5 16 10 15 30 1 
6 7 23 16 6 2 
7 27 29 17 21 3 
8 28 21 18 27 4 
9 17 25 19 1 9 

10 6 20 20 14 2 
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Fig. 2. Congestion avoidance ratio in different generations 

We further test our algorithm in different numbers of channels and routing ses-
sions. Fig. 3 shows the network congestion avoidance degree with different genetic 
generations. It is clear to see that more routing flows result lower congestion avoid-
ance, and more channels lead to much higher congestion avoidance as expected. Al-
though the objective value is a non-decreasing function of number of channels, when 
the number of channels becomes sufficiently large, further increasing the number of 
channels will not enhance the objective value greatly.  
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Fig. 3. Comparison of congestion avoidance in different conditions 

5 Conclusion and Future Work 

In this paper, we investigated the challenging problem of joint interface assignment 
and channel allocation for cognitive WMNs. This problem is difficult due to its large 
design space and the coupling relationship between resource management and upper 
layers. We proposed an efficient nested optimization framework based on genetic 
algorithm to solve this problem. Simulation results show that our algorithm can 
achieve the maximum network congestion avoidance very quickly. 
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Abstract. In this paper, we introduce a new concept, Physical-Social
Location (PSL), and propose MPSL, a mobile phone-based system to
verify users’ self-report location claims for mobile social network service
(MSNS). Unlike instant discrete location points, PSLs are geographic
regions obtained over longer timescales and center around regularly vis-
ited locations of social significance, e.g., workplaces or neighborhoods.
PSL verification can prevent the user from reporting fake locations, e.g.
GPS coordinate, trajectory or geographic profile, to location-sensitive
applications as well as aid online credibility in MSNS. In our MPSL sys-
tem, a user’s location claim is proved by a set of selective co-located
people serving as ”witnesses”. It is composed of two parts, i.e., proof
generation and verification. The former leverages a certain number of
co-located people to generate co-location certificates as location proofs
during their physical encounters via Bluetooth. An efficient verification
scheme is proposed to make our system accurate and adaptive. Besides,
incentive are taken into account to keep our distributed system applica-
ble. We have implemented the MPSL system using real-world Nokia N82
phones. Our experimental results show that our mobile phone based sys-
tem can achieve high verification accuracy and good privacy protection.

1 Introduction

As mobile phone, such as smartphones and PDAs, are becoming prevalent,
Location-related Mobile Social Network Services(MSNS), e.g. Foursquare [15],
Yelp [11], Google Latitude [10] and EveryTrial [13], are playing an increasingly
important role in people’s life. Foursquare provides a location-based social net-
working platform through which users can ”check in ” at places that are visiting
and learn their friends location. Yelp allows users to post and read reviews
about places. Online Social Network Services also take advantages of location

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 488–499, 2012.
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information, e.g., geographic profile to provide various services, like friend recom-
mendation. All these services require user to report their current or long term
location information, e.g., GPS coordinates, Trajectory or Geography Profile.
Often, users can obtain rewards or benefit from being at a given location. For
example, Foursquare has the user who checks in the most often at a location
become the ”mayor” of the location. In turn, the owner of the location (e.g., a
mall) might offer a reward to this user (e.g., a coupon). Besides, Online Social
Services often offer exclusive recommendation services or reviews based on users’
geographic profile or previous visited places. Thus spammer and attacker may
report a fake location to convince other users that he presented at some places
to obtain benefits. So people do have the incentive to lie about their locations
in these location-sensitive services.

Unfortunately, current mobile social network services are based on user’s self-
reported location claims, which make them are easily being cheated. Although
most mobile users have devices capable of discovering their locations, they lack a
mechanism to prove their current of past locations to applications and services.
For instant, Foursquare is using GPS (and other un-reported measures) to ver-
ify a user’s manually entered location [12]. Users can manipulate Smartphone’s
GPS-based location reporting mechanism by install malicious application [14].
Although cellular service provider have tracking services that can help verify mo-
bile users’ location in real time, the accuracy is not good enough and the location
history cannot be verified. In addition, user’s geographic profiles are completely
based on their own typing. To solve this problem, several systems have recently
been proposed [3,5,19]. However, they cannot support various location informa-
tion requirements and lack feasibility. For example, [3] proposed a solution that
is suitable for third-party attestation, but relies on the 802.11 access-point in-
frastructure, which cannot be easily deployed. [19] described a Bluetooth based
distributed location proof methods, but it requires user’s obtrusive operation
and have no incentive mechanism.

In this paper, we firstly define physical-social location (PSL) as the geographic
region that is frequently visited by people over a fairly long period of time with
social significance to support MSNS. We then propose a mobile phone-based PSL
verification system, called MPSL, which makes use of mobile phones to verify
one’s claimed PSL based on his (repeated) physical presence at that location,
or disprove due to lack of such evidence. The core idea of our system is that
certain people may serve as “witnesses” for one person to prove his physical
presence at a PSL. The encounters with the people who frequent a locale are
strong evidence that one has visited that very place. In summary, we claim the
following contributions:

1. We have introduced a novel concept of Physical-Social Location, or PSL,
and proposed a mobile phone-based PSL verfication system called MPSL.

2. We have proposed a new PSL verification protocol. This protocol makes use
of human mobility regularity and encounter-based location proof exchange
mechanism. It is light-weight, fast and accurate.
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3. We have designed and implemented MPSL using real world Nokia N82
phones. Experimental results show that our MPSL system can achieve good
verification accuracy.

The remainder of this paper is organized as follows. We present related work in
Section 2. Section 3 illustrates the details of MPSL location proof generation and
verification. Section 4 introduces the prototype system architecture and imple-
mentation. Section 5 presents the evaluation results of our system performance.
Section 6 concludes the whole paper.

2 Related Work

The location based services [10,15,16] proliferate with hundreds of thousands
of users in recent years. The effectiveness of these services rely on correctly
reported user locations. However, some users might intentionally falsify their
location information for their own sake. To prevent these malicious behavior,
several creative approaches have been proposed to verify user-reported location
information.Infrastructure dependent active location verification schemes infras-
tructure to issue and verify a dedicated location proof for nearby users[3][5].
This kind of approaches are certainly effective to verify a given location, but
still have some drawbacks, such as scalability, cost and privacy issues. Another
kind of infrastructure dependent approach works passively, i.e., techniques use
APs to broadcast a token, only devices that are close to the AP will see this
token and can automatically save it as a location proof [8]. This kind of ap-
proaches have similar issues as the approaches in the previous category. Besides,
Broadcast-based approaches lack a strong binding between the location proof
and the user identity, so proofs can be easily given away and used for malicious
purposes.

Infrastructure independent approaches enable users to verify their random
encounters at certain location via short-range communication channel and sens-
ing based applications [2] designs a novel encounter based trust for mobile social
service. It aims to provide an efficient missed-connections service using mobile de-
vices without relying on trusted coordinating servers. Authors in [20] proposed
a system that uses “integrity regions” for authentication through presence in
wireless network, where “Integrity regions” are based on the verification of en-
tity proximity through time-of-arrival ranging techniques. However, the above
two approaches can not guarantee the collected proofs are really useful for loca-
tion verification, because their collection process follows a random, purposeless
way. Zhu et al. proposed a privacy-preserving location update system, i.e., AP-
PLAUS, in [19]. Users exchange location proofs with Bluetooth in close range
and update the proof to a central server with periodically changed pseudonyms.
But it is lack of incentive as peer-to-peer mechanism and only supports instant
location point. Our work overcomes these weaknesses as well as proposes a novel
verification scheme by analyzing the proofs reported by multiple witnesses, which
is resistant to perjury and other malicious attacks.
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3 Mobile Physical Social Location

In this section, we present our system overview and workflow. Then we describe
the detailed procedure, including location proof generation and verification.

3.1 System Overview and Workflow

MPSL is a location proof provided by a set of people, the ’witnesses’, to verify
that a person is physically present at a geographic region. We make use of
smartphones to enable automatic ’witness’ generation from ‘appropriate’ people
we meet. There are two assumptions in our design one is each user has a uniquely
public key mapped to his identity [3]; the other is collected location sensing data
are trusted [8] [9].The workflow contains two parts: location proof generation
and location proof verification. A concrete working example is as follows. Initially,
each user prepares a PSL set L based on her daily trace. When user ua encounters
another user ub at location c, her MPSL system will help her judge whether ub
is a “good” witness to provide location proof. If ub is approved as a “good”
witness, then ua’s MPSL system will automatically send out a request for ub’s
location proof of c. Upon receiving ua’s request, ub generates a location proof
at runtime and encrypts it using his secret key. Then, ub sends this location
proof to ua, and he also uploads the location proof to MPSL server for later use.
In a similar manner, ua collects location proofs from other users at location c.
Some time later, ua is required by an online social networking service to indicate
her presence in location c, so ua hands in all the collected location proofs at
c to MPSL server. Based on ua’s submitted location proof and corresponding
witnesses’ submission, MPSL server can make a judgement on the authenticity
of ua’s location proof of c.

3.2 Location Proof Generation

We follow a two-phase procedure to generate location proofs. In the first phase,
we use a clustering method to help each user prepare a “witnessing” zone L.
In the second phase, each user generates a runtime location proof based on his
current locale l ∈ L and other user’s request.

To be a qualified witness for requested locales, a user needs to visit them
frequently enough. [6] shows that people devote most of their time to a few loca-
tions visited with diminished regularity. Based on this fact, each user will have a
few frequently visited places. We term these locales a user’s witnessing zone, and
represent it with location point sets L.To generate each user’s witnessing zone,
we use clustering algorithms in data mining to aggregate the user-collected GPS
data. Consider that user’s GPS data has large size, irregular pattern and noises,
we select DBSCAN [7] as our clustering clustering algorithm. We summarize the
detailed algorithm in Algorithm 1.
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Algorithm 1. Location Set Initial-
ization
1: Input: raw GPS data set S
2: Output: location set L
3:
4: Parameters:
5: Maximum radius of the neighbourhood: ε

6: Minimum number of points within ε:
MinPts

7:
8: Initialization of L:
9: ClusterID = 1
10: for each unclustered data di in GPS data

set S
11: mark di as clustered;
12: N = getNeighbors(di, ε);
13: if sizeof(N)< MinPts
14: mark di as NOISE;
15: else
16: ClusterID = ClusterID+1;
17: ExpandCluster(di, N , ClusterID, ε,

MinPts)
18: end if
19: end for
20:
21: ExpandCluster(di, N , ClusterID, ε,

MinPts):
22: add di to the cluster numbered by Clus-

terID;
23: for each data dj in N
24: if dj is unvisitedww
25: mark dj as visited;
26: M = getNeighbors(dj, ε);
27: if sizeof(M ≥ MinPts)
28: N = N

⋃
M;

29: if dj is not in any cluster
30: add dj to the cluster numbered by

ClusterID

Algorithm 2. Location Proof Gen-
eration for User ua
1: Proof Generation:
2: ua finds the closest location cluster la for

current location c
3: Search nearby users and mark them as set
U

4: for each user ui in set U
5: publish closest location cluster li for

current location c
6: end for
7:
8: ua retrieve each li and store it in set S
9: for each li in set S
10: if c �∈ la ∪ li
11: break;
12: else if la ∩ li �= Ø
13: generate shared key Ka,i;
14: request location proof lpa,i from ui;
15: end if
16: end for
17:
18: for each user ui in set S
19: if ui receives a request for location

proof from ua

20: generate encrypted location proof
lpa,i;

21: publish lpa,i;
22: end if
23: end for
24:
25: lpa,i retrieved as one entry of ua’s loca-

tion proof for la
26: if location c �∈ la
27: add c to la;
28: recalculate la’s radius rg and center

(xcm, ycm)
29: end if

In the second phase, user can issue a runtime location proof based on his
current locale l ∈ L and the nearby user’s ID. The detailed procedure is shown
in Algorithm 2.Suppose a user ua meets user ub and other users at locale c.
Initially, ua has to find the closest cluster la to c in her location set L. The test
conditions for generating a shared key has some practical meaning as shown in
Figure 2. A straightforward test condition could be c ∈ la ∩ lb. However, our
experiment results show that the probability of generating a shared key in la∩ lb
is fairly low. In this light, we use the combination of two test conditions. The
condition c ∈ la ∪ lb tests whether the current location c is a frequently visited
place for ua and ub. The condition la ∩ lb �= Ø tests whether ua and ub have
similarity in their visited places based on their mobility pattern. Note that we
may generate a shared key in (lb − la ∩ lb) which is useless to prove ua in la,
as is the position shown by the six point star in Figure 2. To counteract this
negative effect, we can ask ua to collect multiple keys from other users. We
enable this operation by calculating the Euclidean distance between c and each
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cluster’s center, then choose the minimum value. Here, the center (xcm, ycm) of
each cluster in location set L is determined as:

xcm =

n∑
i=1

xi/n, ycm =

n∑
i=1

yi/n, (1)

where (xi, yi) are the x and y coordinates of the ith location collected in the
cluster, n is the number of location recorded in the cluster. Then ua publishes
la for ub and other users to retrieve (line 4–6). After this step, ua retrieves ub’s
closest cluster lb to locale c. Then, ua checks whether to generate a location
proof for ub (line 9–16). ua first tests the condition c ∈ la ∪ lb is satisfied. If
not, no location proof will be generated. Otherwise, ua further tests whether the
condition la ∩ lb �= Ø is satisfied. If not, he will stop generating location proof.
Otherwise, he will generates a shared key Ka,b and issues a location proof based
on request for ub and other users to retrieve (line 18–23). To test the condition
c ∈ la ∪ lb, we define the radius rg of a cluster centered at (xcm, ycm) as:

rg =

√√√√ 1

n

n∑
i=1

((xi − xcm)2 + (yi − ycm)2). (2)

Then, we check whether rlag is less than the Euclidean distance between c and

(xlacm, ylacm). Using formula (2), we can also test the condition la ∩ lb �= Ø by
checking whether the distance between two cluster centers is no greater than
the sum of rlag and rlbg . After ua publishes the location proof, ub will retrieve
and stores it as one entry of his location proof (line 25). After certain time, ub
collects all location proofs from other users, then he encrypts the whole location
proofs with his private key and uploads to the server (line 26–29).

3.3 Location Proof Verification

Here we provide the detailed process of verification. Suppose user ua uploads a
location proof for proving his past presence in location la. Upon receiving ua’s
location proof, the server first decrypts the information by ua’s public key to
check whether the requestor is ua. Then it decrypts each proof entry in the
location proof and check whether the receipt is ua. After this step, the server
gets a set of shared keys K = {k1, k2, . . . , km} which are generated by ua and
m different users U = {u1, u2, . . . , um} in la.If a user A wants to verify a PSL,
he will send to the server a request containing the keys exchanged with appro-
priate witnesses. The server will check these keys to see whether they are in the
witnesses’ profile and decide whether the user’s claim is true or not.If the key
exchange only happens in la, the server can verify A’s location proof using only
one key. However, key exchange may happen outside of la, as was expounded in
the previous section. So there is a probability for the server to make a wrong
decision based on one key (Fig. 1a). We address this problem by increasing the
number of keys, the probability of making decision becomes larger, as is shown
in (Fig. 1b).



494 X. Ni et al.

Fig. 1. Multiple Keys for PSL Verification Fig. 2. Effective Zones for Location Proof

Then, the server randomly selects τ keys from K to verify. Since each shared
key ki has a co-owner, the server will query the location proof uploaded by the
co-owner to check whether he also has key ki. If all τ keys pass the check, the
server will accept ua’s location proof for la.To accurately estimate the result of
location proof verification, the server needs to learn the value of τ for each user.
For a preset accuracy threshold T of the server, the value of τ indicates the
minimum number of shared keys that are randomly selected from key set K to
ensure that the server has at least T accuracy to correctly verify ua’s location
proof for la. Formally, suppose each shared key ki has probability Pi to prove
ua’s presence in la, then, τ is the minimum value of k which satisfies the following
formula:

P [1−
k∏
i=1

(1 − Pi) ≥ T ]
w.h.p−→ 1, (3)

where 1 ≤ k ≤ m.
In order to calculate τ , we need to decide the value of Pi. Formally, Pi is equal

to the probability that ua and ui collocated at least once in la, given that ua and
ui successfully encounter n times in a given period. If we use pi to express the
probability that a single encounter happens within la, then Pi can be formalized
as:

Pi = 1− (1− pi)
n = 1− (1− pa,b)

n = 1− (1− |{s|s ∈ la}|
|{s|s ∈ la ∪ lb}|

)n (4)

n is observed encounters between two users. Using formulas (3)–(4) and sample
location proofs from each user, we can train the value of τ .

4 Implementation

We have implemented a prototype of the MPSL system, including the client
application and server module, as show in Figure 3. We implement our client
side system with the Sun Java Wireless Toolkit on Nokia N82 smartphones, us-
ing JSR-82 and JSR-179. The size of the MIDlet application JAR file is about
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Fig. 3. Mobile-Physical-Social Location System Architecture

127KB. For the server side, we implement our verification scheme in Java. The
prototype server uses Java Servlet and JSP. The location profile can be uploaded
through web page and the main function of the server is to do the verifica-
tion based on different trust threshold. Our system explores the Bluetooth SDP
structure to publish location proofs by using the techniques introduced in [17]
to publish parameters and exchange keys.

5 Evaluation

In this section, we will present our experiments details and the evaluation results.

5.1 Methodology and Experiments Setup

We evaluate our system’s accuracy and efficiency. Accuracy indicates how ac-
curate our server can prove that a person really showed up in a given place by
randomly verifying τ shared keys from a user-uploaded location proof. We focus
on the true positive rate and false positive rate of our location proof verification
scheme with different values of τ . Recall that in real cases, a location proof can
be approved if

1−
m∏
i=1

(1− Pi) ≥ T. (5)

is satisfied. While our verification scheme predicts a user’s location proof can be
approved if randomly selected τ keys pass its verification. Given a test location
proof set, we define true positive to be a location proof that satisfies formula(5)
and passes server verification. Thus, the true positive rate is the ratio of the
number of true positives to the number of location proofs satisfying formula (5).

Efficiency indicates how soon our client needs to collect enough location proofs
to accurately verify user-claimed location information. We compare the average
number of τ that satisfies formula (3) in our location proof generation scheme
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with those numbers in other two näıve schemes:random-encounter based and
encounter-frequency based,one randomly chooses keys and the other chooses
keys whichi have high encounter frequency. Here, we assume that the time to
verify a location proof is proportional to the average number of τ . Thus, the
overall efficiency of our location proof generation is measured by comparing our
τ with those of the other two schemes’ by changing trust thresholds T to different
values.The number of shared keys m included in a user-uploaded location proof
is set up to 10. We also set up the trust threshold T for verification from 80.0%
to 99.9%. We also need to calculate Pi for each shared key i, where Pi is decided
by pa,b and n. Since pa,b is decided by the number of points in la and lb (recall
formula(5)), we use real GPS data trace to generate location clusters in L and
count the number of points in each cluster.

Table 1. GPS Localization Time

Location Min(s) Max(s) Average(s)
1 10.35 39.73 20.96
2 12.37 39.45 22.11
3 14.21 34.39 22.19
4 8.75 22.87 14.46
5 9.76 25.93 20.61
6 8.65 30.62 19.45
7 10.91 31.27 20.90
8 16.99 76.97 42.46
9 16.75 31.80 24.11
10 13.08 34.76 21.96

Overall 8.65 76.97 22.92

Table 2. Bluetooth Communication Time

# of phones Min(s) Max(s) Average(s)
2 13.506 18.350 15.487
3 13.794 18.944 15.655
4 14.444 27.957 20.305
5 15.059 42.720 26.724
6 16.122 58.113 28.033

Overall 13.506 18.350 21.180

In our experiment, we use 10 mobile phones (1 iPhone 3G, 2 iPhone 4Gs, 2
Android G1s, 2 Nokia 6650s, and 3 Nokia N82s) to collect the GPS data trace
from 10 people over 2 weeks. The interval between two consecutive GPS data
collection is 5 minutes. The collected trace data is about 30.5M. We record the
number of successful encounters over a given time period. We did 10 sets of
experiment to measure the GPS localization time tg (Table 1) and Bluetooth
communication time tb (Table 2) of our system. On average, tg is 22.92 seconds,
and tb is 21.18 seconds. Thus, the average total time is 44.1 seconds. GPS lo-
calization time mainly depends on GPS sensor searching satellite time. It takes
a long time if user locates in indoors environment, but A-GPS [18], using cellu-
lar network information can reduce the time. According to the research in [1],
there are more 60% encounters greater than 1 minutes, which implies that the
successful ratio of our system will be above 60%.

5.2 Accuracy

To test the overall accuracy of our location proof verification, we randomly select
1000 to 5000 location proofs with each containing 10 shared keys. We calculate
1−

∏m
i=1(1−Pi) for each location proof to test whether it satisfies formula(6) or

not. For those satisfying formula(6), we treat them as the actual “Yes” case, and
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Fig. 5. Analysis of MPSL’s efficiency

the rest of location proofs are treated as the actual “No” case.Next, we vary τ
from 1 to 10. For a given τ , we randomly select τ keys in a given location proof to
check whether it can pass server’s verification. For those passing the verification,
we treat them as the predicted “Yes” case, and the rest of location proofs are
treated as the predicted “No” case.With the test results, we can calculate the
true positive rate and false positive rate as defined previously. Based on those
rates for each τ , we obtain a Receiver Operating Characteristic (ROC) curve as
Figure 4.

We observe that false positive rate increases as τ becomes larger. Intuitively,
this result implies that we should get a relatively small τ rather than a larger
one. After repeating the experiment 10 times on another 9 sets of location proofs
(1000 in each), we find that the curve shape doesn’t change too much. This fact
implies that given a trust threshold T for the server, our verification method
can independently decide the best value of τ without concerning the probability
variation in different location proofs.

5.3 Efficiency

To test the efficiency of our location proof generation method, we generate 100
sets of location proofs. In each location proof, each shared key is generated by
constraining pa,b > 50% and n = 10 in formula (4).To compare the performance,
we design two other methods for generating location proof. The first method is
random-encounter based. With this method, a shared key is randomly generated
at a certain time when two users encounter. In our experiments, we also generate
100 sets of such location proofs. In each location proof, there is no constraints
on how each shared key is generated. The second method is encounter frequency
based. With this method, a shared key is generated only after two users encounter
enough times. In our experiments, we generate 100 sets of such location proofs.
In each location proof, each shared key is generated by constraining n = 10,
while no constraints is put on pa,b.By changing the value of accuracy threshold
T from 80.0% to 99.9%, we obtain the performance comparison of three location
proof generation methods as shown in Figure 6. From this figure, we observe
that when T becomes high enough (such as 85%), the value of τ in our method
is the smallest among three. In other words, our method outperforms the other
two methods with less computational costs.
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Fig. 6. (a) Efficiency comparison when Tserver=99.9%. (b) Efficiency comparison when
Tserver=95.0%.(c) Efficiency comparison when Tserver=85.0%. (d) Efficiency compar-
ison when Tserver=80.0%.

To examine the reason behind the fact we notice on the figure, we draw the
curve for function P = f(p) = 1 − (1 − p)n, which is the prototype of Pi’s
definition. From Figure 5, we can see f(p) becomes larger as p becomes larger
and n becomes larger. On average, the random-encounter based method has
smaller p and n than our method. While the encounter-frequency based method
has the same n as ours, but its p is smaller than ours. Overall, our method would
have a relative high Pis among three methods.

6 Conclusion

In this paper, we introduced a new concept of Physical-Social Location (PSL).
PSLs are long-term and frequently visited spots, which are normally related to
one’s identity. We also presented a mobile phone-based PSL verification proto-
col together with a sytem, called MPSL. In MPSL, a location proof uses ap-
propriate people as “witnesses” to provide reliable evidence for an individual’s
physical presence. With enough number of such proofs, the PSL can be verified
with accuracy. We have implemented the system and evaluated its performance
on smartphones. Our experiments results show that MPSL is an accurate and
efficient system to provide PSL verification.
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Location Proof via Passive RFID Tags�

Harry Gao, Robert Michael Lewis, and Qun Li

The College of William and Mary

Abstract. With the surge in location-aware applications and prevalence
of RFID tags comes a demand for providing location proof service with
minimal cost. We introduce two protocols that provide secure and accu-
rate location proof service using passive RFID tags. Both protocols are
lightweight, adaptive and cost-effective. The first protocol assumes the
connection of a user to the remote server. The second protocol does not
require real time interactions with the server. Instead, it uses the self-
reported time of local RFID reader (such as a cell phone), which may
be biased. The user can upload the information to the server later to
obtain the location proof. The paper presents a solution to derive users’
actual time of presence in the absence of a reliable clock, assuming an
arbitrarily large number of falsified data points from malicious users.

1 Introduction

Location proof service, which seeks to provide a means for clients to show that
they are present at a particular place at a particular time, has been generated
lots of interest from both companies and academia [9]. Social applications such
as Foursquare, Yelp, Gowalla and Google Latitude are just some of the recent
burst of location-aware services.

These applications seek to take advantage of users’ location information to
provide unique and personalized resources and services. Other classic examples
of location proof service include location-based access control, bad player identi-
fication, creating alibi etc. It is standard to assume some preexisting certification
authority (CA) [18], which would be referred to as the “server” in this paper.

In this paper we present a location proof protocol that is designed to be adapt-
able to different situations with respect to real-life needs. Benefits of the protocol
we discuss include the possibility of replacing some of the more complicated and
expensive systems in place today, providing location-based security measures,
and deploying location proof services to applications previously economically
prohibitive.

Passive RFID tags are distributed to where we wish to provide location proof
service, so that the users can automatically scan these tags when they are
present. Successful access to the tags indicates that the user is at the location.
The key challenge is that accurate timekeeping is a necessity for location proof
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0747108, and CSUMS grant DMS 0703532.
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service; however, a smart tag, unlike a more advanced computing devices, does
not have the energy required to keep its own reliable clock. If we overcome this
obstacle by assuming the proximity of a server or other powerful computational
devices, such systems would not be qualitatively simpler or cheaper than existing
technologies.

We present two protocols that utilize passive RFID tags to provide location
proof service. The first one requires real-time server interaction, which can pro-
vide precise time of presence, and only require one remote central server. The
second protocol does not require real-time server interaction, but would lose
some precision due to the lack of a reliable clock. The latter is academically and
practically interesting because real-time server interaction may be impossible for
certain applications. For instance, if we wish to provide location proof service
to subway systems in metropolitan areas, it is often the case that cell phones
have little or no signal when underground. While cell phones can communicate
with local RFID tags, interacting with servers become impossible in this situa-
tion. The offline server protocol broadens the field of potential applications while
reduces the cost.

Both protocols require little or no user interaction, and can be fully auto-
mated. The design is a good fit for most situations location proof service may be
required, such as established public locations, including shopping centers, public
transportation, parking garages, offices, restaurants, hospitals etc. Our design
can provide the service at a much lower cost than contemporary measures, and
can help extend location proof service into sectors previously prohibited due to
economic and technical concerns.

The paper first introduces two straightforward protocols for providing location
proof service with and without the need for real-time communication with the
server. Then we introduce an algorithm to support the offline protocol and to
increase the quality of service. Due to the page limit, we have omitted the more
advanced algorithms and evaluation.

2 Related Work

Considerable work has been done in the field of location proof service, primar-
ily based on the use of sensors, computers, or other similar advanced hardware
[9,11,12]. While these approaches provide a cheaper and easier means of loca-
tion proof than conventional camera-based methods, the cost of deployment and
maintenance is still substantial. The design we present uses RFID technology,
which is significantly cheaper than other electronic devices, to achieve the same
end. Unlike GPS-based or mote-based solutions, there is not a need to replace
batteries, and the costs of initial deployment and hardware are significantly
lower.

As noted previously, the low computational and storage capacities of RFID
tags compared with sensors and computers pose a challenge. Previous work such
as [3,4,8] provide important insight into designing systems and protocols that in-
crease the reliability of the location proof service and reduce a malicious party’s
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means to obtain location proof falsely. However, previous work tends to bypass
the issue of the absence of a reliable clock by assuming the sole malicious user
could not collude with others in a multi-pronged attack, or by real-time inter-
action with more sophisticated hardware. Without an intelligent design that
derives the actual time from local information, the protocols must rely on exter-
nal trusted sources such as an online server to provide the certified time. Other
related work includes [14,10,13,15,7,16,5,17,1,6].

3 Problem Formulation

The overall goal is to provide location proof service using passive RFID tags.
We assume the passive RFID tags can only perform simple hash functions and
arithmetic calculations, and is unable to perform public encryption/decryption.
We make the following assumptions about the situation in which we wish to
deploy a location proof service:

1. The service is used frequently and by many users.
2. In the absence of truly malicious users, minor inexactness in the time of visit

is acceptable.
3. There exists the possibility of truly malicious users who attempt to fool or

disrupt the system. Assumptions concerning malicious users are discussed in
Section 3.1.

3.1 Adversary Model

For the online protocol, we have an accurate clock and the malicious parties are
unable to manipulate the clock to their advantage.

For the offline protocol, in the absence of malicious users, we can still deter-
mine times of presence correctly within the fluctuation range of users’ clocks. At
the same time, we must also be able to deal with the wickedness of malicious
parties.

We assume that a malicious party has two primary goals: falsely obtaining
location proof, and/or disrupting the service by making the solution wrongly
record the time of presence for other users. To achieve the first goal, the malicious
party may either falsely report the time at which he is present at the particular
location, or report a time t at which he is not present. For example, if the
malefactor Mallory attempts to demonstrate falsely that he is present at the
opening ceremony of the Olympics, he can try to either show up in the Olympic
stadium before or after the ceremony and obtain a location proof with a false
timestamp, or simply not show up at the Olympic stadium while attempting to
appear to have been present.

The malicious party is expected to have the following capabilities:

1. They can insert an arbitrarily large number of timestamps in order to con-
taminate the data stream, either to invalidate legitimate users’ claims or
corroborate malicious users’ claims.
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2. They can perfectly coordinate all malicious users’ actions towards a common
goal.

3. They can eavesdrop on legitimate users’ communications.

Of the three, the first is by far most disruptive. It means that it is within the
malicious party’s power to submit as many timestamps as is physically feasible.
Consequently, in dealing with a malicious party we must assume that in given
pool of timestamps, a majority of them could be potentially malicious. While
it is reasonable to argue that in certain situations the malicious party would
not have enough access to dominate the data set, making an assumption on the
upper bound of malicious data is difficult and unreasonable for other situations.

We have also identified two foremost weaknesses in the adversary:

1. Because of the computational intensity required to crack even short secret
values via brute force and the secret values built into the RFID tags are
known to the central server only, it is reasonable to assume that the malicious
party cannot compromise these values. Thus, we will assume the security of
timestamps reported by RFID tags to the server (as well as the security of
the server itself).

2. In light of the preceding observation, the delivery of the falsified data re-
quires the physical presence of malefactors in the proximity of an RFID tag.
Marshalling a large number of malicious users in one physical location to
deliver systematically falsified data would require a significant level of con-
spiracy and organization. For this reason it is reasonable to assume that the
majority of users who report data are honest, and that there is some a priori
upper bound on the number of malicious users present in a given span of
time.

In the offline protocol, the countermeasures against a malicious party is based
on a consensus of unique users, not of timestamps. This approach is based on
the observation that there is no reasonable bound on the number of false time
stamps, while there is a reasonable (or, at least, parameterizable) bound on the
number of malicious users.

4 The Protocol

There are two protocols proposed for two different situations. The first one ul-
tilizes a server (one can communicate with it using cellular communication, for
instance), while the other requires no real time interaction from any devices
other than the passive RFID tags. The latter might be necessary for specific
applications where cellular signal is unaccessible or undesirable.

4.1 Symbols and Notations

Both the online and offline protocols will use the following symbols.
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Reader R
Server S

time, adjusted time t, t̂
random number challenge r
Tag’s unique name Tid
Secret values known to Tid and S Sid

X encrypted by name’s private key {X}name

4.2 Online Protocol

The section describes a protocol that assumes the availability of a remote server
to provide real time information that aid the local tags in providing the location
proof service. The following protocol is designed to serve location proof, with
one remote online server.

R to S : Location Proof Service Request
S : creates a new session for R; generates r;

records r,t
S to R : r, t
R to Tid : r
Tid : computes h(r, Sid)
Tid to R : h(r, Sid), Tid
R to S : h(r, Sid), Tid, {Tid}R
S : verifies h(r,Sid); create the location proof:

{Tid, {Tid}R, t}Server ; end session
S to R : {Tid, {Tid}R, t}Server

Pre-distribution
Arbitrarily many RFID tags can be distributed for the purpose of providing

location proof. Each should have a unique ID and secret value, and all such
ID-value pairs should be known to the server and no one else.

Communication from Reader to Server
A hello message indicating the reader’s desire to obtain a location proof. The

server will create a new session for this particular user, create a random
challenge r, and records the time t at which the request was received.

Communication from Server to Reader
Server sends the time of presence t and the random challenge r to the reader.

The notification of time t is entirely for the reader’s convenience and has no
impact on the integrity of the protocol.

Communication from Reader to Tag
The reader can then forward the challenge r to the tag. The tag uses the value

r in computing a value v = h(r, Sid), where h is a one way hash function.
The server can later compute the value in the same way to verify that the
reader is present at the tag’s location.
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Communication from Tag and Reader
The tag sends the computed hash value to the reader. The tag also sends its

own identification.

Communication from Reader to Server
The reader forwards both pieces of information (v = h(r, Sid) and Tid) to the

server. The reader also signs and sends Tid, which allows the server to verify
the user’s identification. The reader does not need to send the time t because
his session should still be active, so the server is aware of the value of t.
The server verifies the correctness of the hash value by carrying out the same
calculation v = h(r, Sid), and if the result matches the value uploaded, the
server can provide location proof to the reader.

Communication from Server to Reader
The server calculates the location proof {{Tid}R, t}Server, which encompasses

four essential elements: the location, the person, the time of presence, the
authenticator, in that order. The server can then terminate the session.

Note that all sessions should have a timeout threshold, and the location proof
request is automatically denied if the protocol is not executed in full within
the allocated time. This timeout threshold should not be too large, because an
honest user with a reasonable connection would not require much time at all to
complete the entire protocol. The protocol only proves that the user is present
at the location some time while the location proof session is live, thus a large
timeout threshold lowers the resolution of the protocol. For example, a user could
take advantage of a large time out threshold by initializing the protocol prior to
arrival at the desired location, then carry out the rest of the protocol later when
he is actually present at the location to obtain a location proof with misleading
time of presence.

4.3 Offline Protocol

The section describes a protocol that does not rely on real-time server interaction
with the user. The server can be contacted at some time after users’ provide
timestamps to the RFID tag to provide the users to with their location proof.

The protocol contains two major components. The first component is exclu-
sively between the reader and the tags, carried out locally in real time. The
second component can be carried out at a later time, and is exclusively between
the reader and the server. In the first part the reader sends the time to the tag
and the tag stamps the time submitted, and provides the reader with all the
information it needs upload to the server later. In the second part, the reader
uploads all relevant information to the server for verification, and the server pro-
cesses the information by comparing it with all the other location proof service
requests. The server will consolidate the information from all the users to deter-
mine the accuracy of the readers’ claims, finally infer the actual time of presence
from the data available. The location proof is then sent back to the reader.
The steps of the protocol are as follows:
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Pre-distribution
Arbitrarily many RFID tags can be distributed for the purpose of providing

location proof. Each should have a unique ID and secret value, and all such
ID-value pairs should be known to the server and no one else.

Communication from Reader to Tag
Because the tag has no other way of obtaining the time, the hello message

from R to Tid should contain the current time t. The tag computes the
encrypted value v using the time t, counter n (i.e., the sequence number of
the timestamp), and secret value Sid:

v = h(t, n, Sid). (1)

The tag then increments its internal counter.

Communication from Tag to Reader
The tag then sends v, n, and its ID back to the reader.

The reader-tag interaction is summarized below:

R to Tid : t
Tid computes : v=h(t,n,Sid), n++
Tid to R : v,n,Tid

The user can hold on to the information provided by the tag (v, n, Tid ) without
any time-sensitive need to upload any information to the server. However, when
the user is ready to obtain the location proof, he can carry out the following:

1. initiate a challenge-response nonce N to verify his ID.
2. Upload N , v, n, Tid, t, and the public key to the server.

Upon receiving the location proof service request and all the aforementioned ma-
terial, the server verifies the following information before providing the location
proof to the user:

1. Verify that no user is using multiple pairs of keys. A user database is queried
to make sure the user is not using multiple public-private key pairs. Multiple
submissions from the same user should be grouped together as such when
calculating t̂.

2. Verify the tag’s identication. Carry out the same operation as the tag did in
Eq. (1), and verify that the result matches the value v provided.

3. Determine the time. After checking the validity of the data point, the server
should add it to the time-verification algorithm (described in detail in the
following section) to calculate t̂, the adjusted time.

Once the server obtains all three pieces of information, it can provide the location
proof by
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location proof = {{(Tid), t̂}R}}S (2)

which summarily embeds the who, where and when.
Lastly, the server sends to the user the above location proof, t̂ and the Tid,

where the latter two serve as an readable description of the content of the location
proof.

R and S : exchange a challenge-response
: nonce N to verify R’s ID

R to S : v, n, Tid, PKR, t
S verifies : v == h(t, n, Sid)
S calculates : t̂
S to R : {(Tid), t̂}R}S

4.4 Discussion

The protocols defend against many malicious attacks, and ensures that no per-
sonal or crucial information is passed back and forth when the reader commu-
nicates with the tags; therefore, an eavesdropper cannot hope to capture the
radio signal and harvest users’ private information. There is also little set-up,
and clients can be added and removed from the system seamlessly. A malicious
party cannot hope to obtain a location proof without being physically present
at the location.

The online protocol needs to address denial of service attacks where a mali-
cious user repeatedly request for a new session to be opened, hence exhausting
system resources and hinder the server’s capacity to aid good users. The effec-
tiveness of this attack is limited by the timeout threshold of the session.

The offline protocol has one key difference from the online protocol: the tags
receive the unreliable time of presence t from the reader, which cannot be fully
trusted. Therefore the offline protocol relies heavily on the time-verification
scheme from central processing and consolidation of data points.

A malicious user can report falsely the time of presence, hoping to obtain a
location proof with a timestamp different from when he is actually there. He may
also report a large number of data points to support his false claims and distort
others time of presence. This translates to server’s responsibility to sort out a
large number of data points. In other words, malicious users can deliberately
submit a false time t to achieve their goals outlined in the adversary model
section, but behave otherwise the same as a good user to avoid detection. If a
user is allowed to use multiple pairs of keys without the server’s knowledge, a
malicious user could create an unbounded number of phantom users and skew
the t̂ calculation, which is based on the consensus of users.

The goal of checking the uniqueness of the users is to recognize all data from
one user belongs to exactly one user, but it would not allow the server to pinpoint
the identity. In other words, the server is interested only in finding out how many
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users it is servicing, not who. This protects the users’ privacy while allowing the
server to correctly root out malicious inputs.

To protect users’ privacy, we can segregate the tag-dispensing service from
the server consolidate service. This way, the server may be aware, for example,
that a particular, anonymous user travelled from point A to point B before
turning to point A, it has no way of knowing exactly where points A and B
are. Furthermore, all data are collected anonymously, because the server only
verifies the users’ uniqueness by checking the validity of the signature against
a database, but the server is unable to obtain the identities or any sensitive
personal information of the users. The privacy of the users is at risk only if the
multiple service providers (database, consolidation service and tag-dispensing
service) collude together.

5 Dealing with False Timestamps

We next turn to the problem of dealing with false timestamps, particularly those
introduced into the data stream by a malicious party. Because the protocol
does not make any assumptions on the delay between time of presence and the
submission time, attacks such as delayed attack would have no effect on the
protocol’s accuracy. In general, we wish to derive from our collected data a
monotonically non-decreasing series of adjusted timestamps t̂1 ≤ t̂2 ≤ · · · ≤ t̂n
that best describes the behavior of the data. From the index numbers the local
tags embed in each data point we know the chronological order the data points
should be in. However, there is no guarantee that the time reported at those
data points are correct, or even if they are monotonically non-decreasing. If
there are timestamps that are out-of-order, the central server must resolve the
conflict. This means we must derive a series of adjusted timestamps, subject
to the monotonicity constraint, that best resemble the data points reported
in individual location proof service requests. In the following, we present our
solution to this problem.

Our first step is to consider the problem of finding a monotonically
non-decreasing series that minimizes an �p-norm mismatch with the observed
timestamps. This solution treats all timestamps equally and attempts to find
a monotonic time series that best resembles the given timestamps. This mono-
tonicity constraint makes this approach an instance of isotonic regression.

The three measures of mismatch that we consider are the �1, �2, and �∞ norms,
since these leads to easily solved optimization problems. The �1 fit is the least
sensitive to outliers, while the �∞ fit is the most sensitive, and �2 is in-between.
Thus, sporadic malicious timestamps with incorrect values affect the solution of
the �1 and �2 fits less than the �∞ fit.

The �1 fit is the problem of finding a solution t = (t̂1, . . . , t̂n) of the following
convex program:

minimize
t

n∑
i=1

∣∣ t̂i − ti
∣∣

subject to t̂1 ≤ t̂2 ≤ · · · ≤ t̂n.

(3)
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This problem can be transformed into the following linear program:

minimize
s,t

n∑
i=1

si

subject to t1 ≤ t2 ≤ · · · ≤ tn,
−si ≤ ti − di ≤ si, i = 1, . . . , n.

(4)

The advantage of the linear programming formulation (4) is that linear programs
can be solved very efficiently. A drawback of (4) is that there may be nonunique
solutions.

The �2 fit seeks a solution of the following convex quadratic program:

minimize
t

n∑
i=1

∣∣ t̂i − ti
∣∣2

subject to t̂1 ≤ t̂2 ≤ · · · ≤ t̂n.

(5)

While this problem can be solved by standard quadratic techniques, there also
exist specialized O(n) algorithms for its solution (see [2] for an overview). Solu-
tions of this problem are unique.

Finally, �∞ fit entails the solution of

minimize
t

max
i=1,...,n

∣∣ t̂i − ti
∣∣

subject to t̂1 ≤ t̂2 ≤ · · · ≤ t̂n.
(6)

Like the �1 fit, this problem can be transformed into a linear program:

minimize
s,t

s

subject to t1 ≤ t2 ≤ · · · ≤ tn,
−s ≤ ti − di ≤ s, i = 1, . . . , n.

(7)

As with the �1 fit, that there may be nonunique solutions to (7).
Unfortunately, straightforward isotonic regression is easily thwarted by a ma-

licious party. We do not assume a bound on how many bad timestamps the
malicious party can inject into the data pool, and there is no restriction on how
far from the actual time the malicious data can be. As a consequence, it is not
hard to see that the malicious party can take advantage of the situation by
flooding the data stream with false timestamps with systematic errors (i.e., the
false timestamps are all in the future or all in the past relative to the truth).
With a large number of false timestamps, the malicious party can manipulate
the results of any of the isotonic regression fits just described, and even a small
proportion of false timestamps can cause mischief.

This point is illustrated in Fig. 1. The vertical axis denotes normalized time in
the range 0 to 1. In these simulations, malicious (but self-consistent) timestamps
have been introduced that are out of sync with legitimate timestamps. The
results of isotonic regression for the �1, �2, and �∞ norms are indicated by the
black line. We have designed more advanced approaches to resolve the problem,
but they are omitted in this paper due to the page limit.



510 H. Gao, R.M. Lewis, and Q. Li

0 10 20 30 40 50 60 70 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sequence number

N
o
rm

a
li
ze

d
ti

m
e

 

 

�1 fit
�2 fit
�∞ fit

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sequence number

N
o
rm

a
li
ze

d
ti

m
e

 

 

�1 fit
�2 fit
�∞ fit

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sequence number

N
o
rm

a
li
ze

d
ti

m
e

 

 

�1 fit
�2 fit
�∞ fit

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sequence number

N
o
rm

a
li
ze

d
ti

m
e

 

 

�1 fit
�2 fit
�∞ fit

Fig. 1. The red squares are false timestamps, the blue circles are true timestamps, and
the lines indicate the result of isotonic regression in the �1, �2, and �∞ norms. The four
figures are for the following four cases separately: up-left (75 true, 5 false), up-right
(75 true, 25 false), bottom-left (50 true, 50 false), bottom-right (25 true, 75 false).

6 Conclusions

Through two protocols and an approach to correct for incorrect user inputs, we
have shown the feasibility of providing location proof service using RFID tags.
While economical, the simplicity of the hardware imposes serious challenges to
the central processing unit which is responsible for consolidating and verifying
data from local tags.
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Abstract. A multiple order complementary code set with zero correlation win-
dow (ZCW) is presented in this paper. Construction method of the complemen-
tary code is inspired by that of Loose Synchronous (LS) code used in LAS-
CDMA system. The complementary code is of order 4 and can provide twice 
number of code as the conventional LS code at the same ZCW. Therefore, the 
new code set will enlarge the capacity of a synchronous CDMA system. The 
construction method of the new code set and the proof of its relative properties 
are also presented in this paper. 

Keywords: Zero Correlation Window (ZCW), Multiple Order Complementary 
Code Set, Loose Synchronous (LS) code. 

1 Introduction 

It is well known that the capacity of a CDMA system is tightly related to its access 
code design. If the aperiodic cross-correlation function (CCF) of an access code set is 
zero for any relative time shift and its aperiodic auto-correlation function (ACF) is 
zero for any relative time shift except for the origin, such access code set is ideal or 
perfect for a CDMA system. Consequently this CDMA system can obtain the highest 
capacity. Therefore, capacity of CDMA system can be mainly determined by the ACF 
and CCF of the access code [1]. However, Welch [3] found that there is no such ideal 
access code set. When there is a significant difference from distances between differ-
ent mobile terminals and the base station, MAI caused by unsatisfactory CCF can 
bring about near-far effect in the environment of multiple path propagation, which 
makes the system capacity greatly reduce, and even makes the system not work [2]. 
What’s more, imperfect ACF will result in inter-symbol interference (ISI). Subse-
quently Golay put forward the concept of “complementary series” [4]. Each Golay 
code consists of two sequences, and there exist only two Golay codes with ideal ACF 
and CCF as the result of cancellation between the two sequences. In 1971, Schweitzer 
put forward “Generalized Complementary Code Set” [9]. Each code in the set consists 

of 2mN =  sequences ( 1m =  is just the Golay complementary code) and there 
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exist such 2mN =  access codes with ideal ACF and CCF. This code set is called 
complete complementary code of order N. Then D B Li constructed a complementary 
code set with zero correlation window [5] which called Loose Synchronous (LS) 
code, i.e. its CCF is zero within a certain relative time shift and its ACF is also zero 
within this relative time shift except on the origin. This kind of complementary code 
set can be regarded as a natural extent ion of Golay complementary code, and it in-
creases the number of available complementary codes due to the relaxation of perfect 
ACF and CCF constraint (Golay complementary code only provide two access code). 
LS code set is utilized in the LAS-CDMA (Large Area Synchronous CDMA) system.  

In this paper, a new complementary code of order 4 with ZCW is constructed and 
the construction method is inspired by that of LS code [6-8]. The motivation of this 
paper is to increase the number of complete complementary code of order N. Analysis 
and simulation results show that the new code set can double the number of comple-
mentary code of order 4 under the condition of the same ZCW compared with LS 
code. Therefore the new code set will increase the system capacity as well as elimi-
nate most of the MAI and ISI within the ZCW.  

This paper is organized as follows: Section II outlines the definition of complemen-
tary code set and gives two examples. In section III, it is demonstrated how the new 
code set is constructed. Simulation results are listed in section IV. Section V con-
cludes the paper. 

2 Introduction to Complete Complementary Code Set of  
Order N 

K: Code number of a code set 

{ }1 2 KU ,U , ,U : A code set consisted of K codes. 

N: The number of sequences of each code in { }1 2 KU ,U , ,U . 

M: The length of each sequence of each code of { }1 2 KU ,U , ,U . In this paper M 

is a power of 2, that is 2nM=  . n is an arbitrary positive integer. 

iU , kU : The ith  code of { }1 2 KU ,U , ,U and the jth  code of 

{ }1 2 KU ,U , ,U  respectively. 

iU , kU : The negative iU  and the negative kU  respectively. 
i
jU : The jth  sequence of the ith  code of { }1 2 KU ,U , ,U . 

i
j ,mu : The mth  element of sequence i

jU . 

τ : Relative time shift 

Then{ }1 2 NU ,U , ,U can be expressed as  
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Where *
,

k
j mu τ−  is the complex conjugate of ,

k
j mu τ− . The aperiodic auto-correlation 

function (ACF) is substituting i
jU  for k

jU . 

Definition 1: A code set in form of (1) with K N= is called “a complete complemen-
tary code set of order N”. If ACF of arbitrary code and CCF between arbitrary two 
codes satisfy the following equations: 

 ( ) 0, 0iU
R τ τ= ∀ ≠ , 1 2i , , ,N∀ =                          (4) 

 ( ),
0i k

j jU U
R τ = , { }1 2i k , , ,N∀ ≠ ∈                          (5) 

Here, the order N denotes the number of sequences in one code. 

Definition 2: If ( ),w
0argmin i k

j jU U
R

τ
ττ ≠ ∃ =    and ( ) ( ) 0i k

j jU U
R Rτ τ= =  , 0τ∀ ≠

， wτ τ≤  ,we define iU and kU as a pair of ZCW complementary codes of order 

N with wτ . 

wτ  is called an one-side ZCW. 
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3 Construction Method of a ZCW Complementary Code Set of 
Order 4 

L :  The sequence length of initial codes of nA ,here 4L = . 
nA ：A ZCW complementary code set of order 4 with 12nM L−= . 
n
iA ：The ith  code of nA . 

1nC ： The LS code set of order 2 with 2nM = ,which is 

{ }2 2 2 2
1 2 3 4, , ,C C C C when 2n = . 

1n
iC :  The ith code of 1nC . 

2nC ： The LS code set of order 2 with 2nM = ,which is 

{ }2 2 2 2
4 3 2 1, , ,C C C C when 2n = . 

2n
iC :  The ith  code of 2nC . 

3.1 Construction Method 

Each sequence of a ZCW complementary code set of order 4 still has the length of 

2n
, but each code contains 4 sequences.  

Step1: The initial codes of the ZCW complementary code set of order 4 are 

{ }1 1 1 1 1
1 2 3 4A A , A , A A= ， . Each code has four sequences. The first two sequences of 

1
iA  are the two sequences of 2

iC , which denotes the ith  code in 2C .The last two 

sequences of 1
iA  are the two sequences of 2

5 iC − , which denotes the ( )5 i th−  code 

in 2C .That is ( )1 2 2
5i i iA C , C − , 1 2 3 4i , , ,=  when 1n = . 

( )
( )
( )
( )

1 2 2
1 1 4

1 2 2
2 2 31

1 2 2
3 3 2

1 2 2
4 4 1

A C C

A C C
A

A C C

A C C



= 




，

，

，

，
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( )
( )
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1 1 1 2 2 1 1 2 2

1 1 2 1 2 2 1 2 1
2 1 1 2 2 1 1 2 2

1 2 1 2 1 1 2 1 2
3 1 1 2 2 1 1 2 2

1 2 1 2 1 1 2 1 2
4 1 1 2 2 1 1 2 2

A U U U U U U U U
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Step2:  

For arbitrary 2n ≥ , every four codes of 
nA  can be generated by the four kinds of 

concatenation mentioned in definition 4 of every two codes of 1nA − . Similar to the 

step 2 in section 2.2 the concrete rule is 
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1 1
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1 1
4 2 2 1 2
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4 1 2 2 1

1 1
4 2 2 1

n n n
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n n n
i i i

n n n
i i i

A A A

A A A

A A A

A A A

− −
− −

− −
− −

− −
− −

− −
−

=

=

=

=
， 1, 2, ,i Q=  ，Q  is quarter the code numbers of nA . 

With the method iAα can be expressed as  

 
( )1 1 11 , 2 , 1, 2, , 2n n n n

i i iA C C i+ + += 
        

(6)
 

What is more, 1n
iC  and 2n

iC  are LS codes with the same property about ZCW.  

3.2 General Properties 

Property 3: Suppose that code A  and code B  are a pair of ideal complementary 

codes of order 4 with sequence length of M. Then the cascading code AB  and AB  

are a pair of ideal complementary codes as well as BA  and BA . The cascading code 
AB  and BA  are a pair of ZCW complementary codes of order 4 with 

w Mτ =  as 

well as AB  and BA、 AB  and BA、 AB  and BA. 

Proof：Applying (2), the ACF of AB  can be calculated. 

( ) ( ) ( ) ( ) ( ), 0, 0AB A B A B AR R R M R R Mτ τ τ τ τ τ= + − + + + = ∀ ≠
 

It is easy to prove that the ACF of BA、 AB  and BA  are the same value. 

Applying (4), the CCF between AB  and AB  can be calculated 

( ) ( ) ( ) ( ) ( )
( ) ( )

,, , ,

0

A B AAB AB B B A B

A B

R R R M R R M

R R

τ τ τ τ τ

τ τ

= + − + + +

= − =
 

Similarly, the CCF between AB  and AB  can be calculated 

( ) ( ) ( ) ( ) ( ), , , 0,AB BA A B B B A AR R R M R R M Mτ τ τ τ τ τ= + − + + + = <
 

The CCF between other codes can be calculated in the same way, and it is easy to 
prove this property. 

Property 4: If { }, , ,A B C D  is a complete complementary code set of order 4, arbi-

trary code in cascading code set { }, , ,AB AB BA BA  and arbitrary code in cascading 

code set { }, , ,CD CD DC DC  are a pair of ideal complementary codes of order 4. 

The CCF is always zero for any τ  relative time shift. 
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Proof: Just calculate the CCF between AB and CD as an example 

( ) ( ) ( ) ( ) ( ), , , , ,AB CD A C B C B D A CR R R M R R Mτ τ τ τ τ= + − + + +
 

Because code set { }, , ,A B C D  is a complete complementary code set of order 4, 

applying (7) , we can easily get the following result: 

( ) ( ) ( ) ( ), , , , 0A C B C B D A CR R M R R Mτ τ τ τ= − = = + =  

That is 

( ), 0AB CDR τ =
 

As the proof in Property 3 has proved 

( ) ( ) 0, 0AB CDR Rτ τ τ= = ∀ ≠
 

So AB  and CD  are a pair of complete complementary codes of order 4. The prop-
erty between other codes can be proved in the same way. 

Property 5: n∀ , there are 12nK +=  codes in nA  with 12nM L−=  . Among these 
codes , code subset  

( ) ( ) ( ) ( ){ }1 2 1 2
n n n n n n

i ki i k kA ,A , ,A ,A ,A , ,Aγ γγ γ γ γ γ γ γ γ− − − − − − − −  21 2 2n logi , , , γ−= 
，

22 2 2n, ,γ = 
，

2 2 12 1 2n log n logk , ,γ γ− − += +   of 2γ  codes is a ZCW complemen-

tary code set of order 4 with 22n log
w Lγτ −= . 

4 Simulation 

Taking 3n =  for example，there are totally 
12 16nK += =  codes generated by 

the method of section 3.1 with each sequence which has the length of 16 . A part of 
simulation results are given as follows: 
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As is shown in Figure 1, the ACF of code 
3
1A  is ideal. In fact any code in the code 

set has ideal ACF. 

When 2γ = ， code subset is { }3 3 3 3
2 1 2 2 1 2i i k kA ,A , A , A− − ， 1 2 3 4i , , ,= ，

5 6 7 8k , , ,= . The sub code set consists of arbitrary two codes in this code set which 

has an one-side ZCW of 16. Figure 4 shows the CCF between 
3
1A  and 

3
9A , which is 

in the code subset with 1i = ， 5k = . 
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5 Conclusion 

In this paper, a method of constructing a ZCW complementary code set of order 4 has 
been proposed. The new constructed code set has more number of codes than the 
traditional LS code with the same one-side ZCW. At the same time, the use of the 
new code set can do favor to reduce most of the MAI and ISI, and increase the capaci-
ty of the communication system. 
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Abstract. Wireless sensor network plays an important role in informa-
tion collection and data gathering in cyber-physical systems. We study
real-time data aggregation problem for wireless sensor networks that use
CSMA/CA MAC layer protocols. The problem is, for a given sink, a set
of sensor nodes and a delay bound, to maximize the average transmis-
sion success probability of all sensor nodes within the delay bound. In
CSMA/CA protocols, the success probability and the expected transmis-
sion delay are highly sensitive to node interference, and the node inter-
ference is often very high in the large scale cyber-physical systems. We
divide the system time into time-frames with fixed size and schedule the
transmission of nodes into time-frames. The size of time-frame is much
larger than the time-slot in pure TDMA protocols. The transmissions of
all child nodes under the same parent are scheduled in the same time-
frame and they compete the channel access in CSMA/CA fashion. In this
system model, the construction of data aggregation trees becomes very
important in maximizing the success probability of data collection. We
solve the joint routing and scheduling problem by first constructing an
aggregation tree that minimizes the node interference. Then, we propose
an efficient greedy scheduling method to assign time-frames to sensor
nodes. Extensive simulations have been done and the results show that
our proposed method can improve the success probability significantly.

Keywords: Data aggregation tree, real-time, wireless sensor networks,
cyber-physical systems.

1 Introduction

Wireless sensor network is a major component in cyber-physical systems and
it plays an important role in information collection and data gathering in the
systems. Data aggregation is a common method for collecting data in wireless
sensor networks. Many applications of sensor networks require real-time data
collection. That is, a data packet must arrive at the sink node within a spec-
ified delay bound. However, almost all the products of sensor nodes available
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on the market conform with IEEE 802.15.4 or IEEE 802.11 standard and use
CSMA/CA-based protocols. The CSMA/CA protocols are notorious for guar-
anteeing real-time data transmissions. On one hand, if we want to guarantee
the success probability of data transmission, we have to leave sufficient time for
each node to sense the channel and retry in CSMA/CA model and the real-time
requirement can hardly be met; on the other hand, if we want to guarantee the
delay-bound for data collection, nodes may not be able to successfully transmit
the data out within a delay-bound due to signal interference or collision.

In this paper, we study the real-time data aggregation problem for wireless
sensor networks that use CSMA/CA MAC layer protocols. Our aim is to maxi-
mize the average success probability of data transmission of all sensor nodes for a
given delay-bound. We divide the system time into fixed size time-frames. We let
all child nodes under the same parent compete the channel access in CSMA/CA
fashion in the same time-frame and try to schedule the transmissions of par-
ent nodes in different time-frames to avoid collision. This is the combination of
CSMA and TDMA models. But, the size of time-frame used in our method is
much larger than the time-slot in pure TDMA protocols, which does not need
stringent clock synchronization among the sensor nodes.

The success probability of data transmission in CSMA/CA model is highly
sensitive to the level of interference [1,2]. In our method, the interference of a
node comes from two sources: a) the transmissions of sibling nodes, because all
child nodes under the same parent are scheduled in the same time-frame; b) the
transmissions of nodes under other parents but are scheduled in the same time-
frame. This is because we have limited time-frames within a delay-bound and
there are concurrent transmissions scheduled in the same time-frame. Therefore,
the overall success probability of data transmission heavily depends on the struc-
ture of the data aggregation tree and the transmission schedule in time-frames. In
this paper we study the joint optimization issue of data aggregation routing and
transmission scheduling. We first propose an algorithm for data aggregation tree
construction, which minimizes the overall interference of all sensor nodes. Then,
we propose an efficient greedy scheduling algorithm to assign transmissions of
nodes into time-frames such that the interference among concurrent transmis-
sions is minimized. Extensive simulations have been done and the results show
that our proposed method can improve the success probability significantly.

The rest of the paper is organized as follows. The related work is reviewed
in Section 2. The problem is formulated in Section 3. Our proposed solution is
presented in Section 4. The simulation is reported in Section 5 and the conclusion
is drawn in Section 6.

2 Related Work

In wireless sensor networks, CSMA/CA-based MAC layer protocols are widely
used due to their simplicity. Lu et. al presented a real-time communication archi-
tecture based on IEEE 802.11 protocols for large-scale sensor networks [3]. It uses
heuristic information to prioritize the packets, but it does not give performance
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analysis. Zhang et al. investigated the problem of maximizing information col-
lection under a delay bound constraint for CSMA/CA-based protocols in sensor
networks [1]. They proposed an optimal algorithm and a distributed algorithm
to allocate the maximal allowable transmission delay at each sensor node.

TDMA-based protocols are regarded as an ideal technology for real-time ap-
plications. Li et al. studied the time complexity, message complexity, and energy
complexity of data collection, algebraic data aggregation, and data selection
in wireless sensor networks [4]. Although TDMA-based protocols are good for
real-time applications, they are not suitable to be employed in low-cost sensor
nodes, because the requirement of tight synchronization is too expensive to be
met in low-cost sensor networks in practice. We proposed a hybrid method of
CSMA/CA and TDMA for the real-time data aggregation in wireless sensor
networks [2].

There are many works on the construction of routing trees [5,6]. Ghosh et
al. investigated throughput-delay tradeoff for fast data collection in sensor net-
works. They designed an (α, β) -bicriteria approximation algorithm to produce
a bounded-degree minimum-radius spanning tree, with the radius of the tree at
most β times the minimum possible radius for a given degree bound Δ∗, and the
degree of any node at most Δ∗ + α, where α and β are positive constants [5].
However, the property of low-degree does not necessarily imply low interference.

3 System Model and Problem Formulation

We are given a sensor network G = (V,E), where V consists of N sensor nodes
v1, v2, . . . , vN and one sink v0. There is an edge (vi, vj) ∈ E if and only if vi and
vj are within the communication range of each other. We consider the real-time
data aggregation. Suppose the end-to-end delay bound for a data aggregation
query is Δ. That is, the data from any sensor node should reach the sink within
a delay of Δ. A data aggregation tree T is a tree rooted from the sink node
v0 and containing all nodes in V . For data aggregation, a non-leaf node in the
tree must wait for data packets from all its child nodes before it aggregates
them together with its own data and forwards the aggregated data to its parent
node. We assume data packets sent by all nodes have the same size due to data
aggregation. The traffic is assumed to be saturated that a sensor node always
has one packet to send.

We adopt protocol interference model in this paper. That is, node vi is said
to be interfered by node vj if vi is within the interference range of vj . Let Ii
denote the set of nodes that vi is interfered by (including vi itself), and I(vi)
denote the number of nodes in this set. We call I(vi) the node interference of
vi. The success probability ps(vi) for node vi to transmit a packet to its parent
depends on the interference I(vi) and the maximal allowed transmission time
for vi, denoted by δ(vi). Thus, the success probability ps(vi) can be calculated
by a function f with the variables I(vi) and δ(vi) as in equ. (1). The details of
the calculation can be found in [1,7].
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ps(vi) = f(I(vi), δ(vi)). (1)

In CSMA/CA protocols, it is not possible to 100% guarantee a success transmis-
sion for a node, given the node interference and the maximal allowed transmis-
sion time. With a real-time constraint, there are some nodes whose data packets
cannot get through. What we can do is to maximize the success probability of
transmissions. With high success probability of data transmission, the sink node
can receive data from more nodes. Therefore, our objective is to maximize the
average success probability of all sensor nodes:

p̄s = 1/N
∑N

i=1
ps(vi). (2)

By achieving the above goal, the information collected at the sink can be maxi-
mized.

In our method, we divide the system time into time-frames with fixed size τ
and let all nodes under the same parent to transmit in the same time-frame in
CSMA/CA fashion. Note the size of time-frame used here is much larger than
the size of time-slot in pure TDMA models. For a node vi ∈ V \ {v0}, let p(vi)
denote the parent node of vi, and t(vi) is the time-frame scheduled to vi for data
transmission, 1 ≤ t(vi) ≤ L = �Δ/τ�. For each parent node, all its child nodes
use CSMA/CA protocols compete for transmission within the same time-frame,
which is:

∀vi, vj ∈ V \ {v0} and p(vi) = p(vj) : t(vi) = t(vj). (3)

Since a parent node cannot transmit data until it receives all of data packets
from its child nodes, this time sequence constraint requires that any vi ∈ V \{v0}
should always be assigned with a time-frame earlier than p(vi), which is:

∀vi ∈ V \ {v0} : t(vi) < t(p(vi)). (4)

As the nodes that transmit in the different time-frames do not interfere with
each other, the interference of node vi only comes from the nodes transmitting
in the same time-frame, that is:

I(vi) =
∣∣∣{v′|v′ ∈ Ii and t(v

′) = t(vi)}
∣∣∣. (5)

Given the size of time-frame τ for node vi to transmit a data packet to its parent,
the success probability ps(vi) can be maximized when I(vi) is minimized [1,7].
Thus, we convert the original objective of maximizing equ. (2) to minimizing the
average interference of all nodes, which is:

Ī(v) = 1/N
∑N

i=1
I(vi). (6)

The problem of our concern can be formally stated as follows. Given a set of
sensor nodes, one sink and a number of time-frames, the problem is how to
construct a data aggregation tree and assign time-frames to sensor nodes, such
that the average node interference defined in equ. (6) is minimized. Since the
scheduling problem alone is already NP-hard [2], our joint routing and scheduling
is also NP-hard.
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4 Our Proposed Solution

The real-time data aggregation problem we study aims at maximizing the av-
erage transmission success probability of all sensor nodes. This a complicated
problem, because aggregation tree construction and time-frame assignment are
interdependent with each other. To construct the aggregation tree and route
traffic for the maximum success probability, we need to know the interference
of each node; however, the interference of nodes cannot be determined before
time-frame assignment is known. Our solution breaks this interdependent cycle
by first constructing a data aggregation tree that minimizes the average node
interference assuming the use of a simple scheduling method. Then, we propose
a greedy scheduling to assign the time-frames to sensor nodes. Before going to
the details of the proposed algorithm, we start with analyzing the relationship
between the data aggregation tree and the maximum k-cut problem.

4.1 Relationship between Data Aggregation Tree and Maximum
k-Cut

We consider a special case of our problem where a simple scheduling method is
used. We first give the definitions of node height and tree height. Let h(vi) be
the height of node vi in the aggregation tree T , which is:

h(vi) =

{
0 if vi = v0
h(p(vi)) + 1 otherwise

.

The height of tree T is the maximum node height in T :

h(T ) = maxvi∈T {h(vi)}.

The simple scheduling method (SS) assigns the time-frame to a sensor node based
on its hop distance to the sink along the aggregation tree. The child nodes of the
sink are assigned with the last time-frame (time-frame L). The nodes that are
two hops away from the sink are assigned with time-frame L− 1. This operation
goes on until all the leaf nodes having their time-frames assigned. Specifically,
node vi is assigned with time-frame L+1−h(vi). It is clear that SS satisfies the
constraints in (3) and (4).

Since SS assigns the same time-frame to the nodes with the same height,
we use Hl to denote the set of nodes with the height l, which are scheduled to
transmit data during time-frame L+1− l. We also define H0 = {v0}. Notice that
HL−h(T ), . . . , HL are empty. A more efficient scheduling method is proposed in
section 4.4. Let I(Hl) be the total interference of the nodes in Hl. The average
node interference of equ. (6) for the special case can be rewritten as:

ĪSS(v) = 1/N
∑L

l=1
I(Hl), (7)

because interference only occurs among the nodes that are scheduled for trans-
mission in the same time-frame.
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We will prove that problem of minimizing the average node interference ĪSS(v)
defined in equ. (7) is a constrained maximum k-cut problem. We introduce the
interference graph GI(VI , EI) as follows. The vertex set VI is the set of sensor
nodes {v1, v2, . . . , vN}. For a pair of vertices vi and vj in VI , there is an edge
(vi, vj) ∈ EI if and only if vi and vj interfere with each other. For any subset
S ⊆ VI , let GI(S) denote the induced subgraph of GI(VI , EI) whose vertex-set
is S and EI(S) its edge-set.

Given the set of sensor nodes, the concerned special case of our problem
is then transformed into that of partitioning the node set VI into disjoint set
H1, . . . , HL, such that the average node interference in equ. (7) is minimized,
while for any set Hl, 1 ≤ Hl ≤ L, the nodes in Hl can be covered by the nodes
in Hl−1, which is:

∀vi ∈ Hl, 1 ≤ l ≤ L : ∃vj ∈ Hl−1, (vi, vj) ∈ E. (8)

This node cover constraint guarantees that the data packet transmitted by any
node in Hl can be received by at least one node in Hl−1. We now see the rela-
tionship between this minimizing ĪSS(v) and the maximum k-cut problem.

Definition 1. For a graph G(V,E) and a partitioning of V into k disjoint sets
V1, . . . , Vk, a k-cut is a subset of E consisting of edges whose two endpoints are
in two different sets Vi and Vj, i �= j. The weight of a k-cut is the number of
edges in the cut. The maximum k-cut problem is to find a partitioning of V that
produces the maximum k-cut.

Theorem 1. Given a set of nodes {v1, v2, . . . , vN}, a partitioning of the set of
nodes into disjoint sets H1, . . . , HL, is the optimal solution to the problem of
minimizing ĪSS(v) if and only if it is the optimal solution to the maximum k-cut
problem in GI(VI , EI) with k = L, while the node cover constraint specified in
(8) is satisfied.

Proof. Since minimizing ĪSS(v) is transformed into the problem of partitioning
V into L subsets such that equ. (7) is minimized, we need to prove the finding a
partitioning of VI which minimizes equ. (7) is equivalent to finding the optimal
solution to the maximum k-cut problem in GI(VI , EI) with k = L, subject to
the node cover constraint (8).

Consider H1, . . . , HL as a partitioning of VI , subject to the constraint (8). Let
w(H1, . . . , HL) denote the weight of k-cut and |EI | the total number of all edges
in EI . From the definition of a k-cut, we have:

w(H1, . . . , HL) = |EI | −
∑L

l=1
|EI(Hl)|. (9)

From equ. (7), it yields:

|E(Hl)| = 1/2 ·
∑

vi∈Hl

I(vi)

= 1/2 · I(H(l)).
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Then equ. (9) is turned into:

w(H1, . . . , HL) = |EI | − 1/2 ·
∑L

l=1
I(Hl)

= |EI | − 1/2 ·
∑N

i=1
I(vi)

= |EI | −N/2 · ĪSS(v). (10)

Therefore, minimizing ĪSS(v) in G(V,E) is equivalent to maximizing the con-
strained weight k-cut in GI(VI , EI) with k = L, subject to the node cover
constraint (8). ��
We construct the data aggregation tree in two major steps. The first step is to
partition the network into layers of tree nodes such that the average interference
of all layers is minimized. The second step is to select parent nodes for all nodes in
the layers. The two steps are explained in the following subsections respectively.

4.2 Partition Network into Tree Layers

We transform the problem of minimizing average node interference for SS to the
constrained maximum k-cut problem, which is NP-complete [8]. The best known
approximation algorithm was proposed in [9] that could produce a k-cut whose
weight is at least 1/(1 − 1/k + 2 ln k/k2) times of the weight of the maximum
k-cut. However, this method is based on solving a semidefinite programming
relaxation, leading to a high complexity. In the following, we present an efficient
heuristic algorithm.

Our algorithm is a generalization of a local search method for solving the
maximum cut problem where k = 2 [10]. The algorithm first generates a valid
partitioning of VI into L disjoint set H1, . . . , HL. A valid partitioning is the one
that satisfies the node cover constraint (8). Then, for any vi ∈ VI , vi is moved
from partition Hl to Hl′ if the weight of the k-cut is strictly increasing and
the move is valid in terms of preserving the node cover constraint. This move
operation is repeated until no further improvement can be made.

When we move a node vi ∈ VI from Hl to Hl′ , we need to check the validity
of a partitioning (i.e., whether the node cover constraint (8) is preserved or not).
The move is not valid if 1) Hl+1 cannot be covered by Hl \ {vi}; or 2) Hl′ ∪{vi}
cannot be covered by Hl′−1. We assume the number of time-frames available is
always larger than or equal to h(T ), i.e., L ≥ h(T ).

We use the breadth-first search (BFS) tree for the initial valid partition of
VI . Given the BFS tree TB, it assigns the nodes with the height h(TB) to
HL−h(TB)+1. These are the leaf nodes in TB that are the furthest away from
the sink. Then, the nodes with height h(TB) − 1 are allocated to HL−h(TB)+2.
Repeat this process until the nodes are the child nodes of the sink. The initial
empty sets Hh(TB)+1, . . . , HL will be gradually filled up as the algorithm moves
nodes to them to increase the weight of k-cut. The details of the algorithm to
partition network into tree layers (PNTL) are in Algorithm 1.
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Algorithm 1. Partition Network into Tree Layers (PNTL)

Input: GI = (VI , EI) and k(= L)
Output: H1, . . . , HL

Begin
Generate an initial valid partitioning of VI : H1, . . . ,HL that satisfies constraint (8).
Repeat
For any node vi ∈ Hl

For any node set Hl′ and vi /∈ Hl′

Move vi to Hl′ if
(I) The weight of k-cut is strictly increased; and
(II) The move is valid in terms of preserving node cover constraint.

End-For
End-For

Until no such a move of any vi that increases the weight of k-cut.
End

4.3 Parent Selection in Tree Construction

After the first step, we obtain a set of partitions H1, . . . , HL. It divides the
sensor nodes into different layers according to their distance with the sink and
guarantees that the data packet transmitted by a node in the lower layer can
be received by at least one node in the next higher layer. But it does not assign
parent for nodes. It is important to select the right parent for a node, because
different parent selection may lead to different performance if considering the
general case of our problem.

Now, we need to select a parent for each node. The parent selection is done
in a top-down fashion. For the nodes in H1, all of them have the sink as their
parent. For the nodes in the sets Hl, 2 ≤ l ≤ L, parent assignment is done in two
steps. In the first step, some nodes in Hl are connected to the tree (having their
parents assigned). These nodes can be covered by solely one node in Hl−1. In the
second step, for the rest of unconnected nodes in Hl that have multiple parent
candidates, we always assign them parents to minimize the node interference
(and the potential node interference) on the tree constructed so far. For node
vi ∈ Hl and vi’s parent candidate vj ∈ Hl−1, the in-tree nodes (those having
their parent assigned) that are within the interference area of vi can be classified
into three categories if vi is connected to vj :

– the nodes that are interfered with vi, denoted by VC(vi, vj). These nodes
have the same parent vj as vi.

– the nodes that are not interfered with vi. These nodes cannot transmit data
at the same time with vi, whose parents are either the ancestors of vj or the
descendants of vj .

– the rest of nodes that are possibly interfered with vi, denoted by VPC(vi, vj).
The interference caused by these nodes can be decided only when the time-
frame is assigned.

For all parent candidates of vi, we connect vi to the parent that leads to the min-
imum node interference |VC(vi, vj)|; if there is a tie, the one with the minimum
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potential node interference |VPC(vi, vj)| is selected. The details of algorithm for
parent selection (PS) are in Algorithm 2.

Algorithm 2. Parent Selection (PS)

Input: H1, . . . ,HL

Output: T
Begin

Each node in H1 is assigned with v0 as their parent node.
For 2 ≤ l ≤ L
Assign parents for the nodes in Hl that are covered by only one node in Hl−1.
For each of the unassigned nodes vi in Hl

Compute |VC(vi, vj)| and |VPC(vi, vj)| for each parent candidate vj .
Select the parent for vi that leads to the least node interference
(and the potential node interference).

End-For
End-For

End

4.4 Greedy Scheduling Algorithm for Time-Frame Assignment

Given the aggregation tree T , we propose a more efficient greedy scheduling
algorithm (GS) than SS to assign time-frames to the sensor nodes. GS works in
the bottom-top fashion along T . We first introduce some notations. For a parent
node vj ∈ V , we use tc(vj) to denote the time-frame assigns to the child nodes
of vj . For a parent node vj whose child nodes have not been assigned with a
time-frame, ec(vj) denotes the earliest eligible time-frame for the child nodes of
vj to transmit data packets to vj , and lc(vj) is the latest eligible time-frame. The
initialization of ec(vj) and lc(vj) is discussed later. Let U be the set of parent
nodes whose child nodes are ready to be assigned with a time-frame, and M the
set of nodes that are assigned with time-frames so far. Following the definition
of ĪSS(v) in equ. (7) under SS, we define the average node interference for set
M under the GS scheduling in equ. (11).

The basic idea of GS is as follows. Set U is initialized to contain only the
parents whose child nodes are all leaf nodes. Each time, for all parents in U ,
find the node and the time-frame for its child nodes that minimizes ĪGS(v) in
equ. (11). Suppose the chosen node is v∗ and the time assigned to its child
nodes is tc(v∗), tc(v∗) ∈ [sc(v∗), lc(v∗)]. Then v∗ is removed from U . Its parent
node p(v∗) will be added to U when p(v∗) has no more child node in U . This
operation is repeated until U becomes empty, where all nodes in the network are
now assigned with time-frames.

ĪGS(v) = 1/|M |
∑

vi∈M

∣∣∣{v′|v′ ∈ Ii and t(v
′) = t(vi)}

∣∣∣. (11)

Now, we look at the initialization of ec(vj) and lc(vj) for all parent nodes vj ∈ V .
The latest eligible time-frame for the child nodes of vj , i.e., lc(vj), depends on
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h(vj). Starting from the top of the tree, for a parent node vj with height 0 (sink
v0), i.e., h(v0) = 0, lc(v0) = L. For a parent node vj with height 1, lc(vj) = L−1.
We keep on this operation to assign values to lc(vj) for all parent nodes vj in the
top-down fashion along the tree. The values of lc(vj) for all parent nodes do not
change during the execution of the algorithm. The earliest eligible time-frame
for the child nodes of vj , i.e., ec(vj), is determined starting from the parent of
leaf nodes all the way up to the root of the tree. The initialization of ec(vj) is:

ec(vj) =

{
1 if all child nodes of vj are leaf nodes
maxp(vi)=vj{tc(vi)}+ 1 otherwise

.

Due to space limitation, the details of algorithm GS are omitted.

5 Simulations

The purpose of the simulations is to evaluate the performance of our proposed
algorithm under various parameter settings. We examine four combinations of
data aggregation trees and scheduling methods, namely BFST+SS, BFST+GS,
PNTL+SS and PS+GS.

In the simulation setting, 100 sensor nodes are randomly distributed in a
1000×1000m2 square region. The sink node is located in the center of the region.
The packet size is fixed as 128 bytes. In the MAC layer, the size of contention
window is fixed as 32 [1]. We vary the delay bound from 50ms to 150ms. We set
the transmission range and interference range to 150m and 300m for all nodes,
respectively. All the results reported in the following are averaged over 100 runs.

For each combination of data aggregation tree and scheduling method, it has
a pair of parameters (hmax, L). The parameter hmax is the maximum allowed
height of the aggregation tree and L is the number of available time-frames. We
have hmin ≤ h(T ) ≤ hmax ≤ L, where hmin is equal to the height of the BFS tree.
Given the delay bound Δ, a larger L means the more number of time-frames are
available, but each time-frame has a smaller size.

We first evaluate the average success probability by fixing L = hmin. Fig. 1(a)
shows the average transmission probability of sensor nodes versus delay bound
for different algorithms. From Fig. 1(a), we can make the following observations:
1) The average success probability increases as the delay bound increases. This
trend is more significant when the delay bound is tight. 2) As the delay bound
reaches a certain value, the curves of PNTL+SS and PS+GS become flat, be-
cause each sensor node has already had sufficient time to compete with other
sensor nodes for transmission and their success probability is close to 1. 3) The
maximum k-cut based algorithms PNTL+SS and PS+GS perform much better
than the BFS tree based algorithms BFST+SS and BFST+GS. 4) When the
aggregation tree is not good, scheduling method has great impact on the result,
because BFST+GS is much better than BFST+SS. However, if the aggregation
tree is well formed, it leaves little optimization space for scheduling.

We then evaluate the average success probability by fixing L = hmin + 2
in Fig. 1(b). We can find the top four curves are the maximum k-cut based
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Fig. 1. The average success probability versus delay bound (a) L = hmin (b) L =
hmin + 2

algorithms, and they show great superiority to BFST+GS. Although the top
four curves stay very close, we can still see PNTL+SS(hmin + 2, hmin + 2) per-
forms between PS+GS(hmin, hmin + 2) and PS+GS(hmin + 1, hmin + 2), and
PS+GS(hmin+2, hmin+2) is the best one. It indicates that our tree construction
method can distribute the node interference into different time-frames effectively.

Since we convert the original objective of maximizing the average success
probability to minimizing the average interference of all nodes, we show the
average node interference for different algorithms under varying parameters in
Fig. 2. We can see from Fig. 2 that minimizing the average node interference is
confirmed to be consistent with maximizing the average success probability (for
a given size of time-frame). For example, the comparison of the average success
probability in Fig. 1(a) is validated by bar (1), (2), (5) and (6) in Fig. 2.
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Fig. 2. The average node interference of different algorithms with varying parameters
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6 Conclusion

We have studied real-time data aggregation problem for wireless sensor net-
works that use CSMA/CA MAC layer protocols in cyber-physical systems. Our
goal is to maximize the average transmission success probability of all sensor
nodes. We divided the system time into time-frames with fixed size and sched-
uled the transmission of each senor into time-frames. The transmissions of all
child nodes under the same parent are scheduled in the same time-frame and
they compete the channel access in CSMA/CA fashion. In this system model,
the construction of data aggregation trees becomes very important. We first pro-
posed an algorithm for data aggregation tree construction, which minimizes the
overall interference of all sensor nodes. Then, we proposed an efficient greedy
scheduling algorithm to assign transmissions of nodes into time-frames. Exten-
sive simulations have been done and the results show that our proposed method
can improve the success probability significantly.
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Abstract. Clone attack detection is envisioned as a promising problem
in distributed networking environments, e.g., wireless sensor networks,
mobile ad hoc networks [5,2,9,3,7,1,8,4] . In this paper, we analyze the
performance of Time domain based detection (TDD) and Space domain
based detection (SDD) [6] of clone attacks in mobile ad hoc networks
in terms of detection ratio and time. The study shows that TDD and
SDD utilizes network resource efficiently and achieves great scalability
and robust detection performance compared with existing schemes. In
particular, the storage overhead of sensors is independent of the network
size, and is evenly distributed across the network. Moreover, it only takes
limited communication overhead to verify the validity of any node. In
addition to the analysis, we also propose simulation study for clone attack
detection. According to our proved theorems, TDD and SDD enable users
to detect clones in an efficient and effective manner in the network.

1 Introduction

So far, various clone attack detection methods have been proposed for sensor
networks and mobile ad hoc networks. In centralized detection methods, every
node’s information is periodically collected by the base station in order to de-
tect clone nodes. In distributed detection methods, clones nodes are detected by
witness nodes in the network. In localized detection methods, clone nodes are
detected by its neighbors. The performance of these methods has been studied
[5,2,9,3,7,1] in static networks. But few of them target the performance of these
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methods in mobile environments. In this paper, we study existing clone detec-
tion methods that are designed for mobile ad hoc networks, TDD, and SDD,
and compare them with XED [8]. Our major contributions are summarized as
follows.

– We analyze the performance of TDD and SDD on storage and communica-
tion overhead. The results indicate the fairness of TDD and SDD on storage
and communication, therefore no storage hot spots will be generated. In ad-
dition, the storage consumption at each sensor is independent of the network
size, thereby TDD and SDD scales well to large networks.

– We theoretically study the communication overhead for a user to detect clone
nodes. The study shows that the overhead of SDD is comparable with the
light communication overhead of XED, and the overhead of TDD is relative
low compared with existing distributed and centralized schemes.

– We also propose extensive simulation study to verify the effectiveness and
efficiency in clone nodes detection in terms of detection accuracy, detection
time, scalability, etc. Our results indicates that TDD and SDD outperforms
existing localized detection schemes XED in various aspects.

The rest of the paper is organized as follows. First we briefly overview the TDD
and SDD schemes in Section 2. We then conduct theoretical performance anal-
ysis on storage and communication overheads in Sections 3. We then study
their performance and simulation results are reported in Section 4. The paper
is concluded in Section 5.

2 Overview of TDD and SDD

In this section, we briefly overview the basic concept of time domain based
detection (TDD) and space domain based detection (SDD) of clone attacks.

We consider a mobile ad hoc network comprised of N nodes, with each having
the minimum and maximum communication ranges of Rmin and Rmax, respec-
tively. We assume that the clocks of all nodes are loosely synchronized and every
node is able to obtain its location information and verify the locations of its
neighbors. We also assume that each node stores a public location generation
function Hloc and a public time generation function Htime.

Each node u has a unique one-way hash chain. Whenever two nodes u and v
meet each other, they issue a challenge from their one-way hash chain to each
other and exchange the following authenticated messages:

Messageu→v : (u||v||tu||locu||chui ||Sigu),

Messagev→u : (v||u||tv||locv||chvj ||Sigv),
where t and loc represent the time and the location at which they meet each
other, chui (chvj ) represents u’s (v’s) challenge whose index is the smallest among
all unissued challenges in u’s (v’s) challenge chain, and Sigu (Sigv) is the signa-
ture signed by u (v) with u’s (v’s) public key for Messageu→v (Messagev→u).
These information will be kept by v(u) in a fixed time duration 2D.
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The basic idea of TDD is sketched as follows: At each time interval Tk−1

of duration T , v computes a time t ∈ Tk−1 for each node u in the network
using the time generation function Htime taking the identity u, the challenge
chTNk , and Tk−1 as inputs. If u and v did meet each other at a time interval
t ± Δ, where Δ is a system-defined parameter, v reports the information that
it has obtained from u during t ± Δ to the location Hloc(u, t). Otherwise v
stops its reporting procedure on u. At the location Hloc(u, t), the node closest
to Hloc(u, t) is responsible for receiving these reports and launching a check
on them. Messages from different reporters should have consistent location and
challenge claims on u. Any violation would signal clone attack on identity u.

The basic idea of SDD is sketched as follows:

– SDD-LC: Local Check
When two nodes v and u meet each other, they exchange information. After
v receives from u Messageu→v : (u||v||tui ||locui ||chuik ||Sig

u
i ), v first verifies

the authenticity of this message by the public key of u. If the message fails
to pass the authenticity check, v reports an external attack on u (namely
the message is faked). Otherwise, v records this message in its table, and
check whether the newly received information of u is consistent with the
information it has recorded for u in its table. If Messageu→v violates any
history records of u1, there must be a node replication attack on identity u.

– SDD-LWC: Local Witness Check
Given a node u and its replica ur, u and ur inevitably generate informa-
tion contradicting with each other in the network. This information may be
recorded by the witness nodes of u and ur during the information exchange.
Once the witness nodes meet each other and exchange their recorded in-
formation about identity u, they may find the contradictory information
breaking the violation rules defined in [6]. Thus the node replication attack
on identity u can be detected.

3 Storage and Communication Overheads Analysis

Due to the simple structure, TDD and SDD have several well-defined properties
that lead to promising performance. The following theorems provide the analysis.

Lemma 1. Let λ denote the number of nodes a node u meets in unit time, the
storage overhead of TDD at each node is O(λT )

Proof. Given a node u, it is easily seen that at each time interval t, the node
stores the messages exchanged from the nodes it meets. Therefore the storage
overhead is O(λT ) �

Lemma 2. Let λ denote the number of nodes a node u meets in unit time, the
message overhead of TDD at each node during each time interval is O(2λδ

√
N)

1 the violation is defined in [6]
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Proof. Given a node u, the number of nodes it reports during each time inter-
val is 2λδ, Therefore the message overhead incurred by each node during each
interval is 2λδ

√
N �

Lemma 3. Let λ denote the number of nodes a node u meets in unit time, the
storage overhead of SDD at each node is O(2λD)

Proof. Given a node u, it is easily seen that the node stores the messages ex-
changed from the nodes it meets and keeps these messages for 2D time duration.
Therefore the storage overhead is O(2λD). �

Lemma 4. Let λ denote the number of nodes a node u meets in unit time, the
message overhead of SDD at each node in unit time is O(λ)

Proof. Given a node u, it is easily seen that the number of nodes it exchanges
messages with in unit time is λ. �

4 Performance Evaluation

In this section, we evaluation the detection performance of TDD and SDD, and
compare them with XED [8], a localized clone attack detection scheme.

Our simulation study is conducted based on MATLAB. In the simulation
settings, we randomly deploy N = 1000 nodes randomly moving in an area of
100 × 100 area. The number of clone nodes is selected in [10, 50]. The commu-
nication radius is set between [2, 5]. All simulation results are averaged over 100
runs.

Fig. 1 provides the comparison results of TDD, SDD, and XED in terms of the
time cost to detect all clone nodes given communication radius equals to 5.0. In
the figure, we can see that TDD takes the least time to detect all replicas since
it launches detection procedure every time interval in a distributed manner. For
localized detection, SDD outperforms XED due to its effective design of one-way
hash chain.

Fig. 2 provides the comparison results of TDD and SDD in terms of the time
cost to detect all clone nodes at different communication radii. In the figure,
we can see that TDD takes the least time to detect all replicas than SDD at
the same communication radius due to the difference of their detection manner
(distributed/localized).

Fig. 3 and Fig. 4 show the detection time of TDD and SDD at various commu-
nication radii. In the two figures, we can see that the larger the communication
radius, the less the detection time, the more the clone nodes, the longer the
detection time.

Fig. 5 and Fig. 6 provides the comparison results of XED with TDD/SDD
in terms of detection ratio when TDD/SDD detects all clone nodes at different
communication radii. In the figures, we can see that both TDD and SDD out-
performs XED. The larger the communication radius, the better the detection
ratio, the more the clone nodes, the smaller the detection ratio.



536 D. Wang et al.

Fig. 1. Time cost to detect all clone nodes given communication radius equals to 5.0

Fig. 2. Time cost to detect all clone nodes at various communication radii
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Fig. 3. Detection Time of TDD at various communication radii

Fig. 4. Detection Time of TDD at various communication radii
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Fig. 5. Detection ratio of XED when TDD detects all clones

Fig. 6. Detection ratio of XED when SDD detects all clones
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5 Conclusion

Previous node replication detection schemes depend primarily on a stationary
network model. To address these fundamental limitations, we provide a study
of clone detection methods in MANETs. Specifically, we analyze three schemes,
XED, TDD, and SDD. Our analysis studies their overhead, detection accuracy
and detection time. Results indicate that in distributed detection schemes, TDD
could achieve the best detection accuracy and least detection time at the cost
of communication overhead. In localized detection scheme, SDD achieves much
better detection accuracy and least detection time than that of XED, but in-
curs more storage overhead. Both TDD and SDD could provide a robust de-
tection accuracy disregarding node collusion and the number/distribution of
replicas/compromised nodes.
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Abstract. Enterprises today are dealing with the challenges involved in
enabling secure and remote access for mobile device users. People often
bring their personal mobile devices into works and use them to access
corporate resources, and also store their private information on personal
mobile devices. This has prompted investigation of new security poli-
cies and techniques. Authentication is the first gate for protecting access
to personal mobile devices or access remote resources through personal
mobile devices. Conventional authentication does not require user re-
authentication for continuous usage of the devices. And attackers can
target at a post-authentication session. In this paper, we study the ac-
tive authentication for personal mobile devices and propose a biometrics
based active authentication system. The proposed system is secure, effec-
tive and user-friendly. Our experimental results also show the feasibility
of the proposed system.

Keywords: User authentication, biometrics, active authentication, mo-
bile devices.

1 Introduction

The emergence of personal mobile devices (e.g., smart phones, PDA, tablet PCs)
has changed people’s way of working, studying and entertaining. And people are
using their personal mobile devices to access remote resources, e.g., e-banking,
working documents, and more and more sensitive and private information are
stored in personal mobile devices, e.g., contacts, calendars. The popularity of
personal mobile devices and the criticality of information they are dealing with
prompt investigation and development of new security policies and technologies.
User authentication is the first gate for protecting access to personal mobile
devices or access to resources through personal devices [11]. Current authentica-
tion system does not make differentiation between the initial log-in user and the
intruder as long as the session remains active, and typical systems incorporate
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no mechanisms to verify that the user originally authenticated is the user still
in control of the personal mobile devices. Thus, unauthorized individuals can
improperly obtain access to the personal mobile devices if a user leaves an open
session.

The active authentication system (AAS) is proposed to address this problem
by developing ways to continuously sample credentials from a user to
validate the user’s identity. Besides the requirements of conventional authentica-
tion, there are several additional requirements for the continuous authentication,
e.g., non-intrusive [13]. The continuous authentication should be transparent to
users and do not cause additional burdens. According to the non-intrusiveness,
username/password is not suitable for continuous authentication since it is not
feasible to require users to input a password periodically, e.g., every second.
A promising direction emerging from this effort is biometrics [12]. Biometrics
binds users to their biological traits. Some commonly used biometrics are iris,
face, fingerprint, etc. A typical biometric authentication system includes two
stages: registration and verification. For registration, the authentication system
samples user biometrics (e.g., iris image), pre-processes biometric data (e.g., re-
move noise, segment interested biometric part), extracts biometric features and
generates a biometric template to quantitatively represent the biometrics. The
biometric template is stored in the system database. For any future verification,
the user biometrics is sampled again, and through the same processes a query
template is generated and matched against the stored template for authentica-
tion. Biometrics is suitable for the AAS, since biometrics is both intrinsically
linked with users and (for some of them) is non-intrusively collectable. However,
there are several obstacles of applying biometrics in the AAS for personal mobile
devices:

– Data Input: biometrics acquisition is a fuzzy process, and due to this rea-
son biometric samples from the same person are not exact matchable. A
matching mechanism for biometric authentication or biometrics based ac-
tive authentication is needed.

– System/Credential security and user privacy: while existing works focus on
the performance (authentication accuracy and detection accuracy of intru-
sion), they ignore one important aspect of active authentication, that is,
security of the system and and user privacy. It is possible that authentica-
tion credentials be replaced or lost, which can cause system security risks.
Also it is possible that the user credential sent from user (client) to the au-
thentication server be intercepted and later replayed. User credentials (e.g.,
biometrics) may directly link to user personal information. Lost of users’
credentials may infringe user privacy.

In this paper, we identify the possible attack model for active authentication
and propose a biometrics based active authentication system. The proposed sys-
tem can be used in personal mobile device for effective user authentication.
The following of the paper is organized as follows. Section 2 reviews the related
works. Section 3 proposes the new biometrics active authentication system and
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also presents security analysis. Section 4 shows our experimental results and
proves the feasibility of the proposed system. Section 5 concludes the paper and
proposes our future work.

2 Related Work

Conventional user authentication on personal mobile devices (e.g., mobile
phones) provides only a one-time authentication upon switch-on; and top five
vendors of mobile phones do not have automatic locking as default setup [12].
According to [12], users are willing to see that biometrics becomes an option
used for authentication.

Biometrics based active authentication has been studied in the application of
protecting PCs and workstations. Niinuma et. al. proposed using soft biometrics
(user face color, clothing color at log-in time) and hard biometrics (face eigen-
features) for active authentication [9]. The system registered a user template
at password log-in, thus if the password is stolen the system will always think
the impostor is the legitimate user. The system only uses soft biometrics for
continuous authentication. Users can dress similar clothes (e.g., uniforms) and
have similar face color. Physiological biometrics has been used a lot in active
authentication [13,8,16,3]. Sim et. al. proposed to use face and fingerprint for
authentication [13]. They use holistic score fusion to integrate face and finger-
print observations over time. However, the system requires training. There are
efforts using behavior biometrics (e.g., keystrokes, mouse movement) for active
authentication [7,4,2]. Monrose et. al. proposed to use keystroke dynamics for
active authentication [7]. They collected timing information (e.g., duration and
latency) through training and found those keys and key combinations that are
used often by the user and typed in a stable way. There are many challenges in
using keystrokes for active authentication. First, users are using their devices on
free text, thus finding those stable “features” is difficult. Second, the way user
using their devices can be highly dynamic and easily affected by their mood,
health situations, etc. Finally, training can be a burden to users.

From the review of related work, it is observed even though these active
authentication researches are proposed to enhance the security of the system,
the usage of the technique itself may introduce some security and privacy issues.
The credentials used in the techniques (i.e., biometrics) may cause risks, and it
may involve more user-privacy leakage.

3 Proposed Biometrics Based Active Authentication
System

In this section, we first present the authentication model and identify potential
attacks of such a model, and then propose a biometrics based active authen-
tication system. Through our security analysis, the proposed system is secure
against these attacks.
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3.1 Attack Model

The distributed authentication model (Fig. 1) consists of personal mobile de-
vices (e.g., PDA, smart phones) and an authentication server. The authentica-
tion server periodically receives biometric samples of the user who is using the
device and authenticates if he/she is legitimate or not. Since the user biometrics
will be collected and calculated continuously on user’s devices and transmitted
through the networks to be verified on the server side, the network attacks such
as eavesdropping attack and replay attack need to be considered and addressed.
Different from one-time authentication, the attacker can accumulate a larger
amount of evidences towards user biometrics by using the common network at-
tacks if a vulnerability in the network has been exploited.

Fig. 1. The system model

We also consider the server database can be compromised such that attackers
obtain user credentials and further try to derive user biometrics from compro-
mised credentials. It is also possible that adversaries acquire physical access to
the devices, such as a co-worker or a family member attempting to access the
device, or a stranger who steals the device and tries to get the information on
the device.

3.2 Biometrics Based Active Authentication Model

The proposed biometrics based active authentication system (Fig. 2) contains
three stages: registration, verification and continuous authentication. Initially,
the system samples the user biometrics and generates a BioCapsule (BC) which
is stored in the system database. During log-in (verification), the user is sam-
pled again and the derived BC is compared with the stored BC. If the log-in
verification is successful, the session is open. And during the open session, the
user biometrics is sampled periodically and the derived BCs are sent to the
authentication server for continuous authentication.

In this system, we propose to use BC for authentication. The BC concept
was first proposed in [14]. The BC in [14] was based on the difference of the
user biometrics and that of a so-called reference subject (RS). After that, we
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Fig. 2. The biometrics based active authentication system model

proposed a fusion based BC generation, which extracts user-intrinsic key and
RS-intrinsic key from user and RS biometrics respectively and fuses the key-
transformed biometrics to get a BC [15]. For the active authentication system,
we use fusion based BC generation, which has many desired secure features such
that the user biometrics is secure against a lost BC (and with a lost RS).

The proposed active authentication system works as follows:

– Registration: The user device is installed a long-term RS which is shared
with the server. The system samples user biometrics, fuses user biometrics
and the long-term RS biometrics. The derived long-time BC is stored in the
server. By sharing a seed RS, the user device and the server implicitly agree
upon a set of short-term RSs RS1, RS2, · · · , RSn. Generating the short-term
RSs utilizes a one-way hash chain such that given RSi it is not feasible to
derive RSi+1.

– Log-in (verification): The device samples user’s biometrics, along with the
long-term RS generates the long-term BC. The long-term BC is fused with
a one-time short-term RS to generate a one-time BC, e.g., BC1, which is
sent to the server. The server uses the long-term BC it stores and the agreed
short-term RS1 to generate the one-time BC

′
1. BC1 and BC

′
1 are matched

for log-in authentication.
– Continuous authentication: Periodically the device samples user’s biometrics,

generates the long-term BC and then a one-time BCi through fusion of the
long-term BC with a short-term RSi. And the server matches BCi against
one-time BC

′
i generated through fusion of the long-term BC stored in its

database and the short-term RSi. If the authentication fails, the device is
locked out.

3.3 Security Analysis

The proposed active authentication system is secure against attacks raised in
subsection 3.1, which is analyzed as follows.
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– Security against eavesdropping: thanks to the secure feature of our BC mech-
anism that given BC the user biometrics is hard to obtain. From the one-time
BC

′
i , attackers can not obtain long-term BC and user biometrics. Thus, the

system will be secure against eavesdropping.
– Security against replay: for each authentication request, the authentication

credential (i.e., one-time BC) is generated from long-term BC and a changing
RS. Thus, the old one-time BCs are not matchable against new ones, thus
replay attack is not feasible.

– Security against information accumulation: the one-time BCs are generated
using various RSs, and it is like one-time key. Accumulation of one-time BCs
will not help to recover long-term BC or user biometrics.

– Security against long-term BC lost: the long-term BC is generated by a
fusion of the long-term RS and user biometrics, and the proposed fusion is
secure such that in face of a compromised fusion result (i.e., long-term BC),
user biometrics is not revealed [15].

– Security against device lost: from the device, attackers can obtain long-term
RS and short-term RSs, but no user biometrics. Even attackers obtain BCs
(e.g., long-term BC or one-time BCs), the fusion is designed to be secure
against lost of both RSs and BCs, thus the user biometrics will not be com-
promised.

4 Experimental Results

We evaluate the performance of the system by testing the authentication accu-
racy of the one-time BC. We used the iris as a test case. Iris is considered to
be the most reliable biometrics [5], and mobile devices equipped with particular
cameras can capture iris images effectively. The experiment was simulated us-
ing the ICE database which is provided by National Institute of Standards and
Technology for the Iris Challenge Evaluation (ICE) 2005 [1]. The ICE database

Fig. 3. ICE sample images
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Fig. 4. RS images

contains 2953 images in which 1,426 images from the right eye from 132 sub-
jects, and 1,527 images from the left eye from 132 subjects (Fig. 3). We used the
right set images for test. We chose one iris image from ICE as our long-term RS
(Fig. 4 (a)) and one iris image from UBIRIS [10] as the RS seed (Fig. 4 (b)) to
generate a set of short-term RSs.

Fig. 5. FAR v.s. GAR

We constructed a one-time BC for each image from the ICE database. We used
circle-based edge detection for biometrics preprocessing, and for BC generation,
we used the BC proposed in [15] in which 1D Log-Gabor is used as a bandpass
filter for feature extraction [6]. We fused the user biometrics (from ICE) with
the long-term RS (Fig. 4 (a)) to generate a long-term BC and further fused the
long-term BC with a short-term RS to generate a one-time BC. The ROC curve
for one-time BC matching is shown in Fig. 5, which gives the false acceptance
rate (FAR) v.s. genuine acceptance rate (GAR). To generate each ROC curve
for a set of BCs, we cross-matched the BCs, got the matching scores of BCs
from same user and that of BCs from different users, and dynamically changed
the authentication accept threshold to count the GAR (FAR). Fig. 6 gives the
inter-class and intra-class distribution. The EER (i.e., equal error rate when
FAR equals to FRR) of the system is 0.011, and the authentication accuracy
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Fig. 6. Inter-class and intra-class distribution

is around 99%. These results indicate that the one-time BC mechanism is good
for identity-bearing. Moreover, instead of using a same short-term RS (as the
experiment setting), each one-time BC generation actually is using a changing
(different) short-term RS, which will gives a higher BC accuracy and better
system performance. Due to the identity bearing of the one-time BC and desired
security features, the iris based BC can be used as identity credentials for secure
authentication.

It is evident that due to biometric identity-bearing, the solid design criteria of
BC, and the introduction of one-time BCs, the proposed biometrics based active
authentication is practical, effective and secure.

5 Conclusion

In this research, we proposed a secure and practical biometrics based active
authentication system. The proposed system considers potential attacks in dis-
tributed mobile devices - server authentication model and design effective mech-
anisms to defeat them. Our experimental results on the key component of the
system (i.e., one-time BC) show the feasibility of the system. The proposed sys-
tem has many desired features: 1) the system is secure and able to defeat various
attacks; 2) the security of the user biometrics is guaranteed and the user pri-
vacy is preserved; 3) experimental results prove the feasibility of the proposed
approach; 4) it supports “one-click sign on” across multiple systems by using a
distinct RS on each system; and 5) the system does not require user training,
and is both easy to use and transparent to end-users since they are not required
to remember a password. We will continue to work on this research and extend
our existing work. We will implement the proposed approach in a real system
and test its performance (e.g., computational cost).
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Abstract. Energy efficiency and mobility robustness are two of the
main performance metrics to be addressed when designing any rout-
ing protocol for underwater sensor network (UWSN). Energy efficiency
leads to a prolonged network life time, while mobility robustness ensures
high and stable delivery ratio. Most of the routing strategies designed
for UWSN require a full knowledge of the three dimensional location of
nodes. In this paper, we introduce an energy efficient routing schema
that does not require any location information, and achieves high packet
delivery ratio for both static and mobile scenarios in sparse or dense
networks. In our routing strategy, nodes assign themselves to concen-
tric layers. A node to layer assignment is determined by signal power of
a received interest packet broadcast by sink nodes. Routing paths are
determined on the fly, and a forwarder is chosen based on its layer num-
ber and residual energy. Nodes are assumed to be able to adjust their
transmission power to a finite set of values. Low power level is most
likely selected by nodes when the network is dense, whereas a higher
power level is selected when the network is sparse or when nodes at lay-
ers closer to the sink has more residual energy. Simulation results shows
that our routing protocol achieves a high delivery ratio and a low energy
consumption while reducing the delay when compared with other routing
strategies for both sparse and dense networks.

1 Introduction

Underwater Sensor Networks (UWSN) can be used for monitoring, navigation,
surveillance and tracking applications in various environmental, industrial and
military domains [1,2]. Recent years has witnessed a tremendous increase of
interest in such applications. This motivates more research for an efficient de-
ployment strategies and protocol stack design of UWSN. In this paper we are
concerned with the design of routing protocols. However, the intrinsic condition
of underwater environment raises many challenges for the design of an efficient
and reliable routing protocol.

Acoustic communication technology is used for communication at the phys-
ical layer of UWSN. However, acoustic waves suffer from limited bandwidth,
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c© Springer-Verlag Berlin Heidelberg 2012



550 M. Al-Bzoor et al.

high attenuation, and long propagation delays [3]. Similar to terrestrial sensor
nodes, underwater sensor nodes are battery operated and hence energy efficiency
poses another challenging design factor. Furthermore, UWSN nodes suffer from
voluntary and involuntary movement that causes an unpredictable mobility in
the network. This further raises the challenges to an efficient data transfer from
source nodes to sink nodes in underwater environment. To cater for those chal-
lenges, we propose a multihop routing protocol to reduce power consumption
and ensure a high delivery ratio. In Our routing routing strategy, nodes needs
only to know to which layer they belong according to the power level of an in-
terest packet sent by sink nodes. We use adaptive power control to send at high
power level to ensure connectivity between nodes when the nodes gets sparse
due to mobility and at low power level when the network is dense and static. We
use concentric layering of nodes where forwarders are selected from layers closer
to sink. Furthermore, using the concentric layering ensures the packets are flying
towards the sink nodes using shortest end to end paths.

By using adaptive power control over concentric layered network architecture,
our work achieves a good balance among multiple performance metrics. Our
routing protocol switches between shorter links to reduce energy consumption
and longer links to maintain a high delivery ratio for sparse or dense network in
a static or mobile mode.

This paper is organized as follows. In section 2, we summarize the related
work. In section 3, we describe our routing technique, review the underwater
acoustic channel and analyze energy and delay performance metrics. In section
4, we present and discuss the simulation results. Finally in section 5, we conclude
this work and discuss future work.

2 Related Works

A large number of routing techniques have been proposed for terrestrial ad hoc
networks. However, due to the characteristics of underwater environment, most
of these techniques are not suitable for UWSN [4]. Only few distinctive routing
algorithms were designed specifically for underwater networks, most of which
are categorized under geographic routing protocols [5,6].

Vector Based Forwarding (VBF) [7] is a trajectory based routing protocol for
UWSN. VBF forms a virtual pipe between a source and a destination. The pipe
width and the density of nodes in the pipe determine the successful delivery of
data. Potential forwarders hold the packet based on a desirableness factor. This
factor is large for a forwarder closer to the vector formed by source to destination
pair. Unlike our proposed schema, VBF assumes that nodes have full knowledge
of their locations and nodes have fixed transmission range.

Focused Beam Forwarding (FBR) [8] assumes each node is capable of knowing
its three dimensional location, senders has full knowledge of the sink location and
is capable of sending at a finite set of power levels. In FBR, a sender sends a route
request packet with the first lowest power level and waits for route reply packet
from all potential nodes within a cone of a specified angel. If no forwarder replies,



Adaptive Power Controlled Routing for Underwater Sensor Networks 551

the sender resends at higher power level. If no node replies within maximum
power level, the sender starts shifting its cone left and right of the main cone. Like
FBR we use multiple power levels to establish routes dynamically. In addition
to assuming full dimensional location information, which itself a challenge left
to be solved, FBR assumes sink location is fixed which reduces the flexibility of
the network. FBR also does not specify the criteria for selecting the forwarder
node which might cause unbalanced energy consumption.

In Depth Based Routing (DBR) [6] only depth information is required. Sender
nodes broadcast a message with header information about its depth relative to
the sink node. A receiving node forwards the message if its depth is less than
the sender’s depth. The process is repeated until data packet reaches one of
the sink nodes. Depth threshold is the major design parameter that affects the
performance of DBR drastically. DBR has only a greedy mode, which alone is
not able to achieve high delivery ratio in sparse areas. DBR has a good delivery
ratio in dense networks, but forwarding the data packets in a broadcast fashion
can decrease the performance of the network by increasing energy consumption
and prolonging end to end delay due to retransmission.

Path Unaware Layered Routing Protocol (PULRP) [9] uses a layering archi-
tecture that is formed around the sink. Sink node builds the first layer using a
probing energy of a certain threshold. One node in each layer is selected to send
a probing energy to form the next layer. The way the layers are assumed to be
formed is not clear and nothing is being said about how a node is selected to send
the probing energy. Routing is then determined in a greedy fashion to choose
nodes from next layers. Our routing differs from PULRP by the approach we use
to assign nodes to layers, selecting the forwarding nodes, adaptively controlling
power level for packet transmission, and supporting multisink architecture.

3 Adaptive Power Controlled Routing Protocol (APCR)

In this section we start by describing the protocol design, and then we show a
mathematical representation of the major design metrics that affects the protocol
operation.

3.1 Protocol Design

We assume Q nodes are deployed randomly on a three dimensional topology of
volume V . Nodes can tune their power level p1, p2, ..pN per packet transmission,
where N is the number of power levels used. Our routing strategy consists of two
phases, layer assignment phase and data transmission phase. During layer assign-
ment phase, nodes are assigned to M layers each of width l. Packet forwarding
or delivery is determined per packet in the transmission phase.

Layer Assignment Phase: Surface sinks are equipped with acoustic modem
of higher power capabilities than underwater sensor nodes and could reach dis-
tances up to few kilometers in range. For example using a WHOI Modem, a
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(a) A source node S at layer L5, uses
its range r1 associated with lowest power
level to find a forwarder at layer L4

(b) Intersection between two spheres of
radius R and r respectively, volume of
intersection is shown by the shaded area

Fig. 1. Layering Architecture and Volume of Intersection

distance of up to 5 kilometers can be reached under highest power level [10]. All
nodes are initially assigned a default layer id equal to maximum layer id. If we
set number of layers to 6, then all nodes are assigned to layer id L6 initially. After
setting the network, the layer assignment phase starts by surface sink sending
an interest packet at its lowest power level. Each interest packet carries a layer
id number based on the power level used. For example, and interest packet sent
at minimum power level, will have a layer Id of L1. Nodes receiving the interest
packet will compare their current layer id by the layer id carried by the interest
packet and will set their layer id to the lower of the two. Repeatedly, surface
sinks send with the next power level, each time incrementing the layer id number
in the interest packet. Accordingly, nodes compare the layer id in the received
packet by their assigned id and choose the least of them. The layering phase is
repeated at spaced intervals depending on the degree of mobility and packet de-
livery ratio. Fig. 1a shows the layering architecture that is formed in our routing
strategy with 5 layers that corresponds to the power level of sink node’s interest
packets.

Communication Phase: In the layer assignment phase, nodes assign them-
selves to layers according to signal power of an interest packet received from a
sink node. When the layers are first formed all nodes will set their transmission
power to the highest level. When a node wants to send data to the sink, it will
send a forwarder discovery packet. Neighbors receiving this packet and who are
at layers closer to the sink will reply with (layer id, residual energy, node id).
Sender will then reduce its transmission power to the range that covers the clos-
est neighbor replied. Fig. 1a shows a source node S, using its lowest range, tries
to find a forwarder in the intersection of the sphere formed by its range radius
r1 and the sphere formed by the radius of layer L4.
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During network operation, nodes send at the assigned minimum transmission
power. Nodes keep track of their forwarded packets. Acknowledgment is being
sent when a data packet is received by a forwarder or by sink nodes. The acknowl-
edgment packet carries information about the forwarder layer id and its residual
energy. If the sender does not get acknowledgment, or if the residual energy of
the forwarder is low, then the sender tries to find a forwarder using the next
power level. To summarize, nodes adaptively increase or decrease their trans-
mission power according to information received during packet transmission, if
no neighbor is found, power is increased, if forwarders are found at multiple
layers then the power is decreased to cover only the layer closest to the sender’s
layer. For maximizing the delivery ratio in the mobile case scenario, a forwarder
discovery message is sent for each packet transmission that increases the delay
for each packet by the round trip time of the control packet. However, we will
show in section 4 this does not pose a considerable delay increase. To overcome
the possible interference, we reduce number of exchanged control packets by se-
lectively sending forwarder discovery message only when acknowledgments are
not received.

3.2 Power Level, Energy Consumption and End to End Delays in
APCR

Acoustic Power and Electrical Power: The electrical power Pt(l) in watt
of an acoustic modem depends solely on the transducer efficiency and the power
level P (l) covering a distance l. The transducer is responsible for converting
electrical power to acoustic power. Since no transducer is 100% efficient, the
transducer efficiency η considerably affect the generated acoustic power. The
relationship between electrical power and acoustic power needed to cover a dis-
tance l is defined by

10log(ηPt(l)) = 170.8− 10logP (l) +DI . (1)

Where 170.8 is a conversion factor between electric power and power level and
DI is the directivity index of the antenna. The power level is estimated using the
signal level S(l) over the frequency bandwidth B3(l) such that P (l) =

´
B3(l)

S(l).

In our work we adopted the design of acoustic physical layer as in [3] for calcu-
lating signal level S(l), attenuation A(l, f) and noise N(f). For a signal to noise
ratio required to be greater than a specified threshold SNR0at the receiver side
with a narrow-band bandwidth B3(l), the power level is approximated by

P (l) ≈ SNR0B3(l)
N(f)

A−1(l, f)
. (2)

It can be clearly noted that, power is decreased by decreasing the distances, so
we conclude that using shorter distances would surely reduce the power level
needed, although the propagation delay will be slightly longer.
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Energy Consumption and Path Delays: Assuming a transmission rate B,
a data packet length L, speed of sound c and a transmission range ri, . The
energy consumed and the delay per hop for each data packet is approximated as
in [11].

EhopD(ri) =
(Pr + Pt(ri))L

B
, ΔhopD(ri) =

L

B
+
ri
c
. (3)

Delay and energy are strictly related to actual distance traveled by the acoustic
signal from sender to a receiver. However we are interested in finding an approx-
imation of these values and hence we are assuming that receivers are located at
the maximum distance covered by each range ri. In addition to the data packet in
APCR, a sender may send a forwarder discovery packet. A number of neighbors
n(ri) covered by range ri replies back for the sender to establish its potential
forwarder list. Assuming the exchanged control packet length is Lc, the delay
and energy consumed is approximated by

EhopC(ri) =
2n(ri)LcPr + (1 + n(ri))LcPt(ri)

B
, ΔhopC(ri) = 2(

Lc
B

+
ri
c
) . (4)

Forwarder discovery messages are sent depending on the network scenario. For
a static network this is done once before sending the first data packet and later
when the forwarders in the current forwarder list consume their energy. For a
highly mobile network, this is done more frequently when acknowledgments are
not received. We add a condition ch for hop h such that

ch =

{
1 , Discovery packet sent for hop h

0 , Otherwise
. (5)

The per hop h total delay and total energy consumed using range ri are

Eh = EhopD(ri) + chEhopC(ri), Δh = Δ(ri) + chΔhopC(ri) . (6)

For k number of hops, the total energy consumed per data packet and the total
per path delay are

Epath =

k∑
h=1

Eh, Δpath =

k∑
hop=1

Δh . (7)

In APCR number of hops k depends on number of layersM , transmission range
ri, and Layer Width l.

Case 1. ch = 0, When the network is static, a forwarder discovery message is
not needed for each data packet. We assume the sender is located at the border
of the furthest layer so the maximum number of hops is k ≈ Ml

r1
. If each sender

and forwarder on the path from source to sink find a potential forwarder at its
lowest transmission power and its range r1then the total energy consumed and
the end to end delay are
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Epath =
Ml

r1
EhopD(r1), Δpath =

Ml

r1
ΔhopD(r1) . (8)

If nodes along the forwarding path used their maximum range Nr1, then number
of hops is k ≈ Ml

Nr0
, the per hop range is ri = Nr1 for all hops and the per path

end to end delay and energy are

Epath =
Ml

Nr1
EhopD(Nr1), Δpath = k =

Ml

Nr1
ΔhopD(r1) . (9)

Case 2. ch = 1, When the network is highly dynamic, sender and forwarders will
send forwarder discovery packet for each data packet. If each finds forwarder at
lowest power level with a corresponding ranger1 then

Epath =
Ml

r1
(EhopD(r1) + EhopC(r1)), Δpath =

Ml

r1
(ΔhopD(r1) +ΔhopC(r1)) .

(10)
If a sender finds next hop forwarder at its maximum transmission power, then
number of hops is k ≈ Ml

Nr1
but number of discovery packets and replies will be

proportional to number of power levels N such that

Epath =
Ml

Nr1
(EhopD(Nr1) +

N∑
j=1

EhopC(j r1)) . (11)

Δpath =
Ml

Nr1
(ΔhopD(Nr1) +

N∑
j=1

ΔhopC(j r1)) . (12)

To evaluate equations 8,9,10,11 and 12, we need to find number of neighboring
nodes involved in the exchange of discovery packet for each power range used.

Relationship between Range and Number of Forwarding Nodes: In
APCR, Q nodes are uniformly distributed in the network of volume V , node
density ρ is defined as ρ = Q

V . We need to find an approximate value of possible
forwarding nodes n(ri) for each node using power range level ri. For a node
at layer i, n(ri) represents number of nodes residing in volume of intersection
vi between the node range ri and the layer i − 1 . So that n(ri) = ρ vi. The
normalized intersection volume v can be obtained by solving the sphere-sphere
Intersection equation. To find the volume of intersection between two spheres of
radius r and R respectively and the distance between the two spheres centers is
d, we use equation 13 [12].

v =
π

12d
(r +R− d)2(d2 + 2dr − 3r2 + 2dR+ 6rR − 3R2) . (13)

To find the volume occupied by the intersection of the communication spheres
of a node at layer i a layer i− 1, we set the radius of layer i− 1 as R = (i− 1)l,
where l is the layer width as defined earlier. Let’s assume the sender is at the
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outer border of its layer i then the distance between the node and the sink is
d = R = i l. In order for a sender to find a potential forwarder at lower layers,
the minimum communication range should be selected so that it exceeds the
layer width l by a distance z, so we set r = l + z. Increasing z will result in an
increase of the volume of intersection represented by shaded area in Fig. 1b. This
will increase the probability of finding forwarder nodes at the given transmission
range r. Applying these parameters in equation 13 and reducing we get

v(i,l,z) = πz2( (1− 1

i
) l+ (

2

3
− 1

i
) z − z2

4i l
) . (14)

The probability of finding a neighbor in the volume of intersection v assuming a
uniform distribution of nodes is P(n=1) = 1 − e−ρv(i,l,z) . We assume a low node
density ρ, hence for a small z associated with lowest power level, the probability
of finding one neighbor in the intersection area is very small, while this value is
much higher when we use the maximum range. We will leave the investigation
for the effect of varying z for a future work. For a network with node density
of 0.1× 10−6 per cubic meter, a sender at 1200m away from sink node, number
of layers M = 6, layer width l = 200, number of ranges N = 3 and minimum
range r1 = 250m. The probability of finding a neighbor for r1 is small, so we
assume that only one neighbor is present at the minimum range. For ranges 500
and 750 the probability is almost 1 and we approximate number of neighbors as
n(ri) = ρv(i,l,z), evaluated to 8 nodes for r2 = 500 and 48 nodes for r3 = 750. For
calculating power consumption for each power level used, we fixed the frequency
at 14 kHz, the corresponding bandwidth at 17.72 kHz, the target signal to noise
ratio SNR0 at 20dB, and the attenuation unit normalizing factor A0 at 30dB.
We used 90mWatt for Pr regardless of the distance, Pt(250) is 1.3watt, Pt(500)
is 2.15watt and Pt(750) is 4.41watt. The data packet size is set to 64byte and the
control packet is set to 4bytes with a transmission rate of 10kbps. Approximates
of per path end to end delay in seconds (s) and energy consumption in joule
(j) are found by applying the above values in equations 8,9,10,11 and 12. For
c = 0 ;Epath(250) = 0.37 j, Epath(750) = 0.46 j, Δpath(250) = 1.09 s, and
Δpath(750) = 1.11 s. For c = 1 ;Epath(250) = 0.40 j, Epath(750) = 2.05 j
,Δpath(250) = 2.80 s, and Δpath(750) = 5.13 s. Exchanging control packets to
find a forwarder for each packet transmission c = 1 is favorable for maintaining
high delivery ratio. However our analytical results show the cost of using per
packet forwarder discovery on energy and delays, therefore we limit the frequency
of forwarder discovery packets to cater to the network robustness and hence
sacrifice a slight reduction in delivery ratio as will be shown next.

4 Performance Evaluations

To evaluate our work, we conducted extensive simulations of the proposed rout-
ing strategy. We used Aqua-Sim, an ns2 based simulator for underwater sensor
networks [13]. We modified the design of Aqua-Sim so that we can set per packet
transmission power and range.
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4.1 Simulation Settings

In all simulation scenarios, nodes are uniformly distributed in a 1km×1km×1km
three dimensional topology. Surface sinks are deployed at the topology surface.
We allow each node to set its transmission power to cover ranges 250m, 500m,
and 750m respectively. The distance from the furthest node to the sink node at
the center of the surface area is 1.224 km using Pythagorean Theorem, hence we
set number of layers to be 6 layers. For DBR we fixed the transmission range at
250m. For mobile scenario, we made all the nodes move randomly in a random
way point model with speed of 1-4 m/s. We used underwater broadcast MAC as
the underlying MAC protocol. We adopted the physical layer parameters used in
[14], we fixed the frequency at 14 kHz, the corresponding BW at 17.72 kHz, the
target signal to noise ratio SNR0 at 20dB, and the attenuation unit normalizing
factor A0 at 30dB. We measured the average end to end delay of all packets
generated throughout the whole simulation time. Total energy consumption is
the sum of all energy dissipated by all nodes. Per bit energy consumption is
defined by total energy consumed over the total number of delivered data bits.
Delivery ratio is calculated as total number of packets submitted successfully to
sink node over total number of packets generated by all source nodes.

4.2 DBR vs. APCR

We compared our routing strategy with DBR, a multihop routing protocol that
was proved to outperform VBF routing and was tested for static, mobile and
multisink scenarios. We monitored the three performance metrics, energy con-
sumption, end to end delay and delivery ratio by varying number of nodes from
20 to 400. In Fig. 2a, we measured the energy as per successful delivered bit.
DBR nodes forward multiple copies of the same data packet and this consumes
more energy than APCR which only forwards one copy of the data packet while
keeping the size and count of the control packets small. Fig. 2b shows the aver-
age end to end delay. DBR has a higher delay because of the hold off time used
to limit number of forwarded copies. In addition, forwarding multiple copies of
a data packet in a dense network may result in an interference and triggers
retransmission which accounts for larger delays. DBR has a very low delivery
ratio when the network is sparse that falls below 35% when number of nodes
is less than 100. DBR achieves a good delivery ratio above 65% for number of
nodes above 200 and around 80% for a highly dense network of more than 400
nodes. On the other hand, results show that APCR has a high and stable deliv-
ery ratio above 85% for both dense and sparse networks. Delivery ratio can be
further increased by limiting number of control packets exchanged and limit the
interference at the MAC layer.

4.3 Mobility Handling

We tested our protocol for both static and mobile cases. Fig. 3a shows that
energy consumption are almost the same for static and mobile case when number
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Fig. 2. Adaptive Power Controlled Routing vs. Depth Based Routing

of nodes is less than 150 and the total consumed energy starts to increase when
the network becomes more dense. For sparse network, APCR will need to send
at higher power levels to maintain connectivity and maximize delivery ratio.
When the network becomes more dense, APCR favors shorter links which in
turns reduces the per path energy consumption while for mobile case, nodes are
moving and control packets are sent more frequently to discover neighbors which
consumes more energy. Average end to end delay is shown in Fig. 3b. Referring
to the end to end delay equations shown in section 3, one can conclude that delay
is reduced using longer links. In APCR mobile scenario, nodes tend to increase
their transmission power to guarantee a higher delivery ration and hence the
delay is less than that of static case. The delivery ratio and other performance
metrics are highly affected by the underlying MAC protocol and hence for the
used broadcast MAC protocol delivery ratio is usually less than 1. Delivery ratio
is reduced by a fraction of around 25% for mobile case and this is an expected
but still accepted loss due to nodes mobility.
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Fig. 3. Adaptive Power Controlled Routing, Static Topology vs. Mobile Topology
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4.4 Multiple Sink Architecture

Not only APCR supports sparse and dense networks, but also supports multiple
sink architecture. Here we tested the performance of our protocol using one sink
and compared that with a four sink scenario. Total energy consumption was
reduced slightly as shown in Fig. 4a. Delivery ratio was maintained above 0.82
for both cases. The major enhancement over one sink architecture is in average
end to end delay as shown in Fig. 4b. Using multiple sink architecture can reduce
the delay by a factor of almost 0.25%. Delay reduction is a result of distance
reduction between source nodes and sink nodes.
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Fig. 4. APCR: One sink and 4 Sinks, a. End to End Delay and b. Delivery ratio

5 Conclusions and Future Work

In this paper, we proposed an adaptive power controlled routing (APCR) pro-
tocol that scales with network size and handles mobility with a slight reduction
in performance. Unlike other geographical routing protocols, APCR require no
location information. APCR uses hierarchical layering of nodes based on the
power level of interest packets sent by sink nodes. Nodes in APCR are assumed
to be able to adjust per packet transmission power to maintain high delivery
ratio, reduce energy and lower end to end delay for various network conditions.
The concentric layering architecture in APCR ensures the directivity of data to-
ward the sink nodes. Furthermore, APCR works well with multiple sink UWSN
architecture, maintains fixed delivery ratio while noticeably enhancing end to
end delay and slightly reducing total energy expenditure. Extensive simulation
results show that APCR has a higher delivery ratio, lower delay and lower energy
expenditure when compared to DBR. Furthermore, results show that mobility is
well handled in APCR, and the reduction in performance due to mobility affects
only the delivery ratio with a reasonable measure.

To further support our protocol, a future work will discuss the impact of var-
ious underlying MAC protocols on the performance of APCR. Furthermore, we
will conduct further investigation on the effect of protocol parameters specifically
the step size between the used power levels.
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Abstract. Underwater acoustic networks have recently emerged as a promising 
approach for oceanic applications such as exploration and surveillance. This new 
type of networks differs from terrestrial wireless sensor networks in that the 
network nodes are powerful and well equipped with many resources for diverse 
applications in challenging environments. Existing operating systems for 
terrestrial wireless sensor networks may not be able to fully utilize the resources 
available in underwater networks or work efficiently in the underwater 
environment with diverse application requirements. This calls for a new operating 
system design for underwater acoustic networks. Motivated by this, we propose a 
plan to implement an operating system for underwater acoustic networks: Aqua-
OS. Aqua-OS is going to be robust, highly customizable and energy efficient to 
tackle the harsh underwater environment, fully utilize the hardware resources and 
meet the diverse application requirements. 

Keywords: Underwater networks, Operating systems. 

1 Introduction 

As a water planet, the vast yet unexplored water resources on the earth have 
fascinated human being for thousands of years. In recent years, there has been a 
rapidly growing interest in monitoring and exploring the aqueous environments. 
Underwater acoustic networks (UANs), as an emerging technology, have attracted 
more and more researchers and become a promising solution for a large amount of 
applications in the underwater environment . UANs can be employed to monitor the 
underwater environment, which is crucial for preventing pollution and detecting 
climate change. It provides a method to allow network nodes, gateways and surface 
buoys to communicate with each other and therefore makes the data transmission 
more efficient and effective. Other applications of UANs include undersea 
exploration and tactical surveillance like detecting and classifying submarine, 
underwater vehicles and divers. Compared with the traditional technologies, UANs 
are more flexible, real-time, low cost and accurate. 

UAN is a completely new type of network with unique characteristics. First, the 
harsh underwater environment makes communications in UANs very challenging. 
Since acoustic channel instead of radio is employed as the medium for signal 
transmission in the water, the data propagation delay is extremely long for UANs due 
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to the low propagation speed of the acoustic signals (1500m/s). The absorption, multi-
path and fading of the acoustic channels lead to a very limited bandwidth in UANs. 
Also the UAN nodes are highly dynamic due to the current and fish movement 
leading to unstable communication links and intermittent connectivity. All these 
factors make UAN communications very difficult. Second, different from terrestrial 
wireless sensor network nodes, UAN nodes are much more powerful in terms of 
processing and computation capability and equipped with more resources and devices. 
But meanwhile, UAN nodes still have limited power supply and therefore low power 
design is always a concern for UANs. Third, UAN applications are highly diverse and 
may involve a lot of advanced algorithms imposing intensive computation and high 
energy consumption. 

As a result, fundamental changes have to be made and significant efforts need to be 
put into every layer of the UANs, including the hardware, the operating system, the 
protocols and the application software. Among these layers, the operating system is 
indispensable and of critical importance for UANs. It serves as the interface between 
the hardware and the software and bridges the specific underwater applications with 
the physical system of the UAN nodes. It is also responsible for the management of 
shared resources including processor time and memory as well as for the coordination 
and scheduling of multiple tasks. Despite its importance, there has been little work on 
the operating systems for UANs. In fact, the aforementioned characteristics call for a 
shift in the design philosophy for the operating systems of UANs. An OS for UANs 
needs to work reliably to survive the challenging underwater environments. It also has 
to fully utilize the resources in UAN nodes and meanwhile achieve energy efficiency 
to save the limited power. Moreover, a UAN OS needs to fit the computation 
intensive nature and the diverse requirements of the UAN applications.  

In this paper, we are going to investigate the operating systems for UANs and 
propose a plan to design and implement a dedicated operating system for UANs: 
Aqua-OS. Aqua-OS is different from other operating systems in three aspects. It is 
going to take robustness as the top priority given the harsh underwater environment 
which makes both the hardware and software prone to failures. Aqua-OS is also going 
to be highly customizable to meet the diverse requirements in UAN applications. An 
OS Components Toolbox and an optimizer are going to be provided to tailor Aqua-
OS in a way optimally fitting the specific application requirements and user 
preferences. Further, Aqua-OS will take energy efficiency into account since power 
consumption is always a big issue in UANs where all the devices are usually 
equipped with limited power supplies.  

The rest of the paper is organized as follows. In Section II, we study some related 
works. In Section III, we discuss the motivation and goal of Aqua-OS. A detailed 
description on the features Aqua-OS is going to provide is presented in Section IV 
and we conclude the paper in Section V. 

2 Related Works 

Operating System has always been a subject attracting tremendous attention from 
researchers. For OSes running on servers, desktops and laptops, Windows and Linux 
have been in the dominant position for a long time. With the development of the micro-
controllers and micro-processors, OSes for embedded systems including Embedded 
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Linux, Windows CE and µC/OS-II have emerged as a big success over the last several 
decades. For Terrestrial Wireless Sensor Networks (TWSNs), it has become a hot 
research topic and a couple of OSes have been implemented to serve the TWSN nodes. 

MANTIS OS  is an embedded multithread operating system for wireless sensor 
platforms. MANTIS achieves a very small RAM footprint, which is less than 500 bytes. 
It also allows users to reprogram the entire operating system, a single thread or a set of 
variants within a thread on the fly. Besides, it reduces the power consumption of the 
system by switching to sleep mode when all the active threads have called the sleep 
function. MANTIS is designed for the TWSNs. It does not take into consideration the 
special characteristics of the underwater environment and the diverse requirements of 
the underwater applications and therefore cannot be directly applied to UANs. 

TinyOS  is specifically designed for TWSNs, which is characterized by limited 
resources, low power supply and event-centric applications. It employs an event-
driven scheduling mechanism. TinyOS also allows users to build applications from a 
large number of very fine-grained components. It takes into account the low power 
design by allowing a subsystem to go to an idle state. However, TinyOS is designed 
for sensor nodes with quite limited processing capability and resources and therefore 
does not fit the UAN nodes. In addition, the event-driven scheduling method of 
TinyOS is not suitable for underwater applications.  

eCos, which is an embedded operating system, provides a configuration system for 
application software to allow more customizability and configurability. This 
configuration system provides application programmers with a way to impose their 
functionality and implementation requirements on the run-time components of eCos. 
In another word, eCos allows the application programmers to tailor the operating 
system to fit their specific requirements and preferences. This configuration system 
also allows developers to extend the functionality of eCos by adding new run-time 
components. Considering the very diverse application requirements in UANs, the 
configuration system in eCos could be adopted by the UAN OSes to enhance their 
flexibility and configurability. 

There exist other embedded operating systems. Contiki is an OS for networked 
embedded systems or wireless sensor networks. It supports IP communication, both 
IPV4 and IPV6, by providing its own uIP stack. It also provides a software-based 
power profiling scheme to track the power consumption of each sensor node. µC/OS-
II is an embedded OS which provides a preemptive real-time multitask kernel for 
micro-processors. It achieves a very small memory footprint and supports all types of 
micro-processors from 8 bit to 64 bit. However, none of these OSes is designed for 
applications in UANs. To better serve the applications in UANs, a dedicated 
operating system which takes into consideration the special characteristics of the 
UAN applications is highly desired. 

3 Motivation and Goal 

3.1 Examining Existing Operating Systems 

There have been a lot of researches on operating systems for servers, desktop 
computers, laptops and embedded systems. Since a UAN node is typically considered 
as an embedded system, we focus on investigating the embedded operating systems. 
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Generally speaking, there are two types of embedded operating systems. Some 
operating systems are tailored for low-end micro-controllers or micro-processors. 
They usually have limited capability for multi-task scheduling and coordination. 
Instead of providing dynamic memory allocation, these operating systems usually 
only support static memory management. One example falling into this category is 
TinyOS. TinyOS is dedicated for TWSN nodes which are equipped with micro-
controllers with quite limited processing power. To fit the limited processing 
capability and power supply of the sensor network nodes, TinyOS employs a non-
preemptive event-driven scheduling method as well as a static memory management 
scheme. Other operating systems like embedded Linux are targeted for powerful 
micro-processors. These operating systems can support some advanced features 
including multi-task scheduling and virtual memory management. An example is the 
Autonomous Underwater Vehicles (AUVs) which are usually equipped with very 
powerful multi-task processors. Therefore embedded Linux or even Windows can be 
installed on AUVs to fulfill multiple tasks. Due to the special characteristics of the 
UANs, both of these two types of operating systems are not suitable for underwater 
applications, as will be discussed in details below. 

3.2 Why Not TinyOS 

The operating systems for low-end processors are not suitable for UANs which 
provide much more powerful hardware resources. Also different from TWSNs, 
applications in UANs are more diverse and complicated ranging from data acquisition 
to data processing and compression. Some applications may even involve complex 
algorithms which are both time and energy consuming. In this context, low-end 
hardware platforms and OSes like TinyOS are not good fits for UANs due to the lack 
of strong computation capability and the energy inefficiency. To validate this 
conclusion, we tested the performance of UAN applications running on low-end 
hardware platforms and OSes as well as on more powerful hardware platforms and 
the corresponding OSes. Given the computation intensive nature of the UAN 
applications, we employ Fast Fourier Transform (FFT) as the representative for UAN 
applications due to its computation complexity. T-Mote and TinyOS are employed to 
represent the low-end hardware platforms and OSes due to their popularity in 
TWSNs. Gumstix, which is a powerful embedded processor and a promising 
candidate to work as the controller for UAN nodes, as well as the embedded Linux 
are selected as the representative for more powerful hardware platforms and OSes.  

Both the execution time and the energy consumption of FFT running on these two 
platforms are compared with varying numbers of points in FFT. The result of the 
execution time is shown in Fig. 1 and that of the energy consumption is shown in Fig. 
2. We can see that the combination of Gumstix and embedded Linux achieves a much 
smaller execution time and energy consumption than that of T-Mote and TinyOS. 
Also as the number of points in FFT increases, the execution time and energy 
consumption of T-Mote and TinyOS grow much faster. This preliminary investigation 
proves that OSes for low-end hardware platforms like TinyOS are not good 
candidates for UAN applications. 
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Fig. 1. Execution Time of FFT on T-Mote and Gumstix 

 

Fig. 2. Energy Consumption of FFT on T-Mote and Gumstix 

3.3 Why Not Embedded Linux 

In the above section, we prove that embedded Linux outperforms TinyOS in terms of 
both execution time and energy consumption when running computation intensive 
UAN applications. In this section, we study whether embedded Linux can be directly 
applied to UANs. Embedded Linux is a multi-task operating system usually 
employing time-sharing schemes to schedule multiple tasks. There are also some 
variants of embedded Linux like RTLinux which uses preemptive scheduling 
mechanism to guarantee the real-time performance of embedded systems. Embedded 
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Linux also provides dynamic memory allocation and virtual memory management. 
Besides, embedded Linux supports POSIX interface and implements drivers for a 
wide range of peripheral devices. All these features make embedded Linux an ideal 
choice for embedded systems. However, embedded Linux may not be directly applied 
to the UAN nodes due to the following reasons.  

First, embedded Linux is not tailored for UANs. A UAN node is usually equipped 
with an acoustic modem for underwater communication, a set of sensors for 
monitoring and data collection as well as other dedicated devices for specific tasks. 
To reliably and effectively manage these hardware components imposes great 
challenges for embedded Linux. Both the drivers and the Hardware Abstraction Layer 
may need to be modified. On the other hand, a UAN node is required to complete a 
set of tasks including sensing as well se data collection, processing, storage, sending 
and receiving. An effective scheduling and coordination mechanism needs to be in 
place to make sure these tasks can be completed efficiently. 

Second, embedded Linux is not robust enough for UAN nodes. Due to the harsh 
underwater environment, the hardware and software of a UAN node are both prone to 
failures. Embedded Linux is not capable of handling these failures. Besides, 
embedded Linux can be easily undermined by skills such as “fork bomb”, which 
means a malicious user can create tons of threads to paralyze the operating system. So 
far there is no system level fix for this kind of attacks in embedded Linux. 

Third, embedded Linux is not totally customizable. UAN applications impose very 
diverse requirements. Some simple underwater applications only require event-driven 
task scheduling and static memory management while some complicated ones call for 
a preemptive task scheduler and a dynamic memory management scheme. Currently, 
embedded Linux is not customizable or configurable to satisfy these different 
application requirements and user preferences. How to pick up the optimal 
combination of OS components to fit the diverse needs is a question that embedded 
Linux cannot answer right now. 

Finally, embedded Linux does not have a dynamic power management to save the 
limited energy of the UAN nodes, which are usually deployed underwater for a long 
period without energy harvesting. Therefore a systematic way to improve energy 
efficiency should be provided. 

3.4 Goal of Aqua-OS 

Motivated by the disadvantages of the current existing operating systems when being 
applied to UANs, we propose a plan to design and implement a new operating system 
dedicated for UANs: Aqua-OS. Aqua-OS is going to realize the following features to 
fit the applications in the UANs. 

First, Aqua-OS is going to provide robustness to underwater applications. Based on 
the aforementioned underwater environment characteristics, we take the robustness as 
the highest priority. To handle the hardware and software failures as well as the 
malicious user attacks, Aqua-OS will provide a system status updating component 
that runs periodically and an emergency handling component that can be activated 
regardless of current system status, e.g. CPU usage, disk space or task property. This 
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emergency handling component will handle the exceptions caused by either failures 
or attacks and reset the affected hardware or software components if needed. 

Second, Aqua-OS is going to be customizable and reconfigurable. Applications in 
UANs pose very diverse demands. In order to meet these demands, Aqua-OS is going 
to be highly customizable before deployment and highly reconfigurable after 
deployment. In another word, a system designer can pick different components e.g. a 
specific scheduling method, a memory management scheme, a set of drivers and a 
tailored protocol stack from a component warehouse of Aqua-OS to generate a 
dedicated operating system specifically fitting his or her application requirements. 
Even after the deployment of the network node, the system designer can still 
dynamically load and unload components in Aqua-OS on the fly. To achieve this 
goal, Aqua-OS provides an OS Components Toolbox which serves as the component 
warehouse. An OS optimizer is in place to take the application requirements and user 
preferences as inputs and pick up the optimal combination of components from the 
OS Components Toolbox. 

In addition, Aqua-OS will take into consideration the energy efficiency of the 
UANs, which means it will provide a dynamic power management system to save 
energy. Aqua-OS will also smartly balance the performance and energy consumption 
of the system to maximize the usability of the system under various constrains. 

Finally, Aqua-OS is going to provide some features users usually desire from an 
embedded OS. These include a fast boot-up time and a small memory footprint. 
Aqua-OS will also try to reduce the OS overhead including the task context switch 
time and the memory usage. 

4 Aqua-OS 

In this section, we propose the plan to design and implement Aqua-OS and describe 
the two key features in Aqua-OS: the OS Components Toolbox and the optimizer. 

4.1 Aqua-OS Overview 

Aqua-OS is composed of two major modules: the OS Components Toolbox (OCT) 
and the optimizer. The OCT consists of a set of essential system components for the 
OS from which the OS users can select their needed components based on the 
application requirements and their preferences. For instance, OCT provides both 
event-driven based scheduler and preemptive scheduler and users can choose either 
one based on the specific application scenario. The preemptive scheduler provides 
better processor utilization while the event-based scheduler generally uses less 
energy. Another example is the scheme for failure detection and recovery. There can 
be many options for this purpose from the OCT, and they are different in their 
performances: a more sophisticated method enhances the reliability of the UAN 
system but will most probably use more resources and energy while a simple scheme 
only provides limited reliability but consumes less resources and energy. Therefore, 
an appropriate failure detection and recovery scheme needs to be chosen based on a 
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specific UAN application. Sometimes, even the choice of the file systems determines 
the system performance. For example, the FAT16/32 is simple and suitable for 
application operating on a small set of data while NTFS or ext2/3 allows application 
with larger data. 

The best combination of the components is picked from the OCT by the Aqua-OS 
optimizer. This module takes application requirements and user preferences as the 
inputs and then selects the set of components from the OCT that best matches the 
inputs to generate the customized Aqua-OS. 

4.2 OS Components Toolbox 

OCT provides a set of components for task scheduling, memory management, power 
management as well as failure detection and recovery. Therefore the optimizer of 
Aqua-OS can choose the optimal combination of the system components from OCT 
based on the application requirements and user preferences. 

4.3 Task Management and Process Scheduling 

Depending on how tasks are managed, OSes can be classified into two categories: 
event-based and thread-based. In event-based operating systems, non-preemptive 
scheduling is usually adopted: a task runs to completion and is not preempted by other 
tasks; therefore, there is no context-switching between tasks. In this regard, event-
based OSes introduce less overhead than thread-based ones. A typical example of an 
event-based OS is TinyOS which is popularly used TWSNs. In such networks, each 
node is usually equipped with limited hardware capability, powered by batteries. Due 
to this hardware limitation, the design of TinyOS aims at simplicity to improve 
energy efficiency. 

In contrast to event-based OSes, thread-based OSes usually employ preemptive 
task scheduling. In this scheme, a task can be preempted by others. This scheme 
generally improves system performance in terms of processor utilization and system 
responsiveness, especially when tasks in sensor networks are I/O intensive. 
Nevertheless, this task scheduler is more complex and involves context-switching 
overhead, which can shorten battery lifetime. Most modern generic operating systems 
such as Windows or Linux are preemptive. 

In the context of UANs, the networks are usually sparser than TWSNs, but have 
more powerful network nodes. Some of them are powered by solar panels or fuel 
cells; therefore, energy efficiency is not as critical as in TWSNs, although still 
important. A more powerful processor can allow a node to preprocess the acquired 
data before sending it to reduce network traffic, which means tasks in UANs will 
include more computation than TWSNs. With these remarks in mind, we plan to 
implement a hybrid approach for Aqua-OS. Specifically, the OS is event-based to 
maintain its responsiveness to events and a task can be preempted by another using 
customizable policies. We are also going to provide users with pure event-based or 
preemptive scheduling methods and therefore the Aqua-OS optimizer can choose the 
best scheduling method for the specific applications.  
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4.4 Memory and Storage Management  

Memory management is an important issue for every OS. It has great influence on the 
performance of the OS and applications running on it. The choice of memory 
management techniques depends on application requirements and hardware 
capability. Many OSes used in TWSNs have very simple memory management 
methods because typical terrestrial nodes have a small amount of memory. TinyOS, 
for example, does not support dynamic memory management; the size of memory 
allocated to each component is determined at the compilation phase. 

In underwater networks, the assumption of small memory no longer holds because 
the systems (e.g. underwater sensor nodes or AUVs) often consist of more advanced 
hardware. Additionally, because underwater applications are complicated and diverse, 
they have quite different requirements on memory size and memory access patterns 
from terrestrial ones. In order to facilitate more complicated applications, Aqua-OS 
will provide dynamic memory allocation. Along with this feature, Aqua-OS will also 
support virtual memory (VM) management, which brings about better main memory 
utilization from preventing memory fragmentation. Another advantage of VM is the 
robustness of the OS since each process has its own address space separated from the 
others’. Moreover, VM offers applications more memory than actually available main 
memory. Also static memory management is provided by OCT to fit applications 
requiring a very simple memory management scheme. 

Besides memory management, file systems are needed in underwater systems to 
store large amount of data or applications. File systems will allow for a flexible and 
convenient way to manage large storage space. For example, since communications 
over the acoustic link are error-prone and energy consuming, a data set is usually held 
for some period of time, after which it will be processed (e.g. compressed) and then 
transmitted. If that data set is large, it should be stored in external memory rather than 
the main memory. Without a file system, an application will have to handle the 
storage device by itself, which is error prone and may corrupt data of other 
applications. Aqua-OS will support multiple file systems to facilitate different 
requirements or preferences. The Aqua-OS optimizer is responsible for picking up the 
file system that optimally balances the file system performance and the resource 
consumption. 

As the cost of flash memory keeps falling, a large flash memory module can be 
included into the hardware platform in which it plays the role of storage for the file 
system and/or swap space for the VM. Without a swap space, we can save some 
energy, but the number of programs that can be loaded simultaneously will be limited 
by the capacity of the main memory. 

4.5 Adaptive Power Management  

Some underwater systems can be powered by solar panels or fuel cells, and as such, 
their batteries can be recharged. However, efficient usage of the batteries is still an 
important issue because the alternative power sources will not work during a 
particular time frame, e.g. daytime for solar panels. Most existing OSes for TWSNs 
take design simplicity as a factor in reducing power consumption. A few of them 
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consider dynamic power adjustment. TinyOS allows for hardware power 
management, but it is up to applications to decide when to put a device into a sleep 
state. MANTIS simply shuts down the scheduler when no task is to be scheduled. 
Contiki has a software-based online energy estimation mechanism for sensor nodes. 

A limitation of existing OSes for TWSNs is that they mainly focus on power 
saving at the processor or controller. In UANs, other devices, for example acoustic 
modems or sensors usually consume more energy than the processor; therefore, in 
order to optimize energy efficiency, it is necessary to consider other components.  

Aqua-OS will implement some adaptive dynamic power management (DPM) 
algorithms which utilize run-time information to reduce power consumption when 
systems are serving light workload or idle. Aqua-OS manages the power at three 
different levels: the component level, the node system level, and the network system 
level. At each level, Aqua-OS provides a particular sub-DPM algorithm to supervise 
and control the state of the “components”, and together, the three algorithms can 
reduce energy consumption of the system. At the component level, there are three 
candidate mechanisms: clock gating, supply shutdown and multiple and variable 
power supplies . The sub-DPM algorithm controls these mechanisms and makes 
decision on when and which mechanism to be selected for which device. At the node 
system level, power management can be considered as a constrained optimization 
problem when components and requests are modeled as stochastic processes and it 
provides the flexibility to tradeoff between power and performance . At the network 
system level, the customized DPM algorithm can be in cooperation with some energy-
conscious communication protocols, and by increasing the predictability of 
communication patterns (predict the arrival time of messages/packets), idle times can 
be exploited to force communication devices into a low-power inactive state . The 
Aqua-OS optimizer is going to select one or a combination of power management 
schemes based on different application requirements and user preferences. 

4.6 Failure Detection and Recovery  

For the hardware failure detection and recovery, Aqua-OS maintains a hardware 
dependency structure to keep track of the threads that depend on specific hardware 
components. This structure is updated by a Hardware Monitoring Thread (HMT) 
running in the kernel space. If an application thread detects a hardware component 
failure, via an incorrect return value following a system call, for example, it reports 
this event to HMT. After confirmation of the failure occurrence, HMT notifies all 
threads using the hardware component of the failure. After these threads have handled 
this failure, HMT blocks all of them and starts the Hardware Exception Handler to 
recover the hardware failure. Finally, HMT resumes these threads. HMT requires 
little resource usage because of its limited functions; therefore, it can reside in the 
main memory all the time to survive hardware failures. This hardware failure 
detection and recovery mechanism strengthens both energy efficiency by blocking 
relevant threads and system robustness by handling hardware component failures. 

For the software failure detection and recovery, Aqua-OS separates kernel address 
space and user address space to prevent malfunctioning application threads from 
tampering with kernel code or data. Also for critical threads e.g. AUV flight control 
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thread, they can register their important memory ranges to the kernel. In this way, 
instead of direct access, other threads trying to access these memory ranges need to 
perform a system call to request the kernel to access for them, which can avert 
malicious threads from modifying critical thread data. On processors supporting the 
hierarchical protection domain scheme e.g. IA32 architecture, Aqua-OS can also 
utilize this feature to implement different privilege modes which are assigned 
different permissions. To further enhance protection against malicious software, 
Aqua-OS maintains a lightweight security rule database which defines the illegal or 
dangerous software behaviors including accessing kernel or protected memory 
addresses, fork bomb and attempts to deplete system resources. Also different illegal 
software behavior has different damage weight. Once the total weight of illegal 
behaviors performed by a thread exceeds a threshold, kernel can terminate this 
specific thread. By the aforementioned software failure detection measures, Aqua-OS 
effectively protects the OS kernel as well as the critical threads and meanwhile 
prevents the malicious threads from undermining system reliability and security. 
Based on the application requirements and user preferences, the Aqua-OS optimizer 
will choose a couple of failure detection and recovery schemes to balance the system 
reliability and resource consumption. 

4.7 Aqua-OS Optimizer 

The Aqua-OS optimizer is illustrated in Fig. 3. The optimizer is composed of three 
components: OS Component Combination, objectives and metric evaluation. Aqua-
OS will pick a couple of hardware drivers from the hardware abstraction based on the 
specific hardware platform of a UAN node. In addition, a component will be chosen 
from each of the four categories of the OCT as listed in Section 4.2. For instance, 
preemptive scheduler is chosen as the scheduling method and component level and 
node system level power management schemes are selected as the power management 
strategy. The selected hardware drivers and components from OCT form an OS 
Component Combination. Aqua-OS defines a uniform set of metrics to evaluate the 
performance of an individual OS Component Combination. Currently we have four 
metrics: OS overhead,  (the additional processing time incurred by the OS itself), 
OS footprint,  (the memory usage by the OS), real-time performance,  and OS 
energy consumption, .  For each specific OS Component Combination, we obtain a 
performance metric vector , , , . The application requirements and user 
preferences form the Objectives and create an objective vector , , , , 
where  is the weight for ,  is the weight for  and so on. Different 
application requirements and user preferences lead to different . For instance, a 
real-time application has a larger  while a long-term non time sensitive application 
has a larger  to emphasize on energy efficiency. For each OS Component 
Combination, Aqua-OS calculates its performance score 

. The OS Component Combination that achieves the highest performance score  
is selected to generate an Aqua-OS version which is optimal for the given application 
requirements and user preferences. 
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Fig. 3. Aqua-OS Optimizer 

5 Conclusions and Ongoing Work 

The significant difference in hardware configuration between TWSNs and UANs 
suggests that existing operating systems for TWSNs will not fully utilize the more 
powerful hardware if used in the underwater settings. In conjunction with more 
powerful hardware, underwater software is more complicated and diverse which needs 
to be supported by a more advanced operating system. Aqua-OS is designed to meet this 
requirement by offering applications robustness, customizability and energy efficiency. 

Aqua-OS is very much a work in progress. We will not try to develop a completely 
new operating system from scratch. Instead, we will construct the Aqua-OS based on 
the popular embedded Linux, which already provides preemptive multitask scheduler, 
dynamic and virtual memory management, a variety of file systems and drivers for a 
wide range of devices. For the first step, we are going to integrate all these 
components into the Aqua-OS Components Toolbox. In addition, we will add more 
components including event-driven task scheduler, static memory management, 
dynamic power management as well as failure detection and recovery mechanisms 
into the OS Components Toolbox. For the second step, we will implement the Aqua-
OS Optimizer, which can pick up the optimal component combination based on 
application requirements and user preferences. In this way, we can reduce the 
workload of the development of Aqua-OS and make sure the applications running on 
embedded Linux can be ported to Aqua-OS without changes. 
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Abstract. This paper addresses the spectrum efficiency study of nested
sparse sampling in the estimation of power spectral density for QPSK
signal. The authors proposed nested sampling only showed that this new
sub-Nyquist sampling algorithm could achieve enhanced degrees of free-
dom, but did not consider its spectrum efficiency performance. Spectral
efficiency describes the ability of a communication system to accommo-
date data within a limited bandwidth. In this paper, we provide the
procedures of using nested sampling structure to estimate the QPSK
signal’s autocorrelation and power spectral density (PSD) using a set of
sparse samples. From our simulation results, we show that by making N1

and N2 large enough, the main lobe of PSD obtained from nested sparse
sampling is much narrower than the original QPSK signal. That is, the
bandwidth B occupancy of the sampled signal is smaller, which improves
the spectrum efficiency. Besides the smaller average rate, the enhanced
spectrum efficiency is a new advantage of nested sparse sampling.

Keywords: Spectrum Efficiency, Nested Sampling, Autocorrelation,
PSD.

1 Introduction

In recent years, spectrum efficiency has gained renewed interest in wireless com-
munication system. From [1], we know that the performance of a particular com-
munication system is often measured in terms of spectral efficiency (or bandwidth
efficiency). Spectral efficiency describes the ability of a communication system to
accommodate data within a limited bandwidth. It reflects how efficiently the al-
located bandwidth is utilized and defined as the ratio of the throughput data rate
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per Hertz in a given bandwidth. Letting R to be the data rate in bits per second,
and B the bandwidth occupied, the bandwidth efficiency η is expressed as

η =
R

B
bit/s/Hz (1)

If we apply shannon’s capacity to AWGN non-fading channel, i.e., C = B log2(1+
S
N ), and with the knowledge that all communication rates are below channel
capacity R ≤ C [10], we can get the fundamental upper bound [1] on achievable
spectrum efficiency, for an arbitrarily small probability of error, where S

N is the
signal to noise ratio.

ηmax =
C

B
= log2(1 +

S

N
) (2)

From (1), if we hope to improve the spectrum efficiency, we should either in-
crease the data rate R or efficiently use the bandwidth B. Lots of efforts have
been made to increase the spectrum efficiency. For example, power and spectral
efficient family of modulations for wireless communication systems were intro-
duced in [2]. The author in [3] proposed a high spectrum efficient multiple access
code. Cognitive radios have been proposed as a method to efficiently reuse the li-
censed limited spectrum. And in general, the spectral efficiency can be improved
[4] by frequency re-use, spatial multiplexing, OFDMA, or some radio resource
management techniques such as efficient fixed or dynamic channel allocation,
power control, link adaptation etc.

A new approach to super resolution spectral estimation using nested sparse
sampling is provided by [5] and [6]. The authors has already proved that this
new sub-Nyquist sampling algorithm could achieve enhanced degrees of freedom.
While in this paper, we will show that this nested sparse sampling is much more
spectrum efficiency, i.e., it occupies a much narrower bandwidth than the original
non-sampled signal.

Traditional sampling methods are based on Nyquist rate sampling, which will
have poor efficiency in terms of both sampling rate and computational complex-
ity. Nowadays, more and more techniques are proposed to overcome the Nyquist
sampling. Compressive sensing [9] provides us a new point of view, which could
only use much less samples to perfectly recover the original signal at a high com-
pression ratio. The authors give a new idea of co-prime sampling in [6], which
uses two uniform sampling to estimate the autocorrelation for all lags.

Differently, nested sparse sampling is an non-uniform sampling, using two
different samplers in each period. Although the signal is sampled sparsely and
nonuniformly at 1 ≤ l ≤ N1T and (N1 + 1)mT ,1 ≤ m ≤ N2 for one period, the
autocorrelationRc(τ) of the signal xc(t) could be estimated at all lags τ = kT , k,
l, and m are all integers. Hence, nested sparse sampling can be used to estimate
power spectrum even though the samples in the time domain can be arbitrarily
sparse [6].

In this paper, we give the principle of nested sparse sampling and provide the
procedures of using nested sampling structure to estimate the QPSK signal’s
autocorrelation and power spectral density (PSD). From our simulation results,
we also show that with if we choose N1 and N2 larger, the main lobe of PSD
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obtained from nested sampling is much narrower than the original QPSK signal.
That is, the occupied bandwidth B in expression (1) is smaller, which makes
the spectrum efficiency higher. Besides the smaller average rate, the increased
spectrum efficiency is a new advantage of nested sparse sampling.

The rest of this paper is organized as follows. In section 2, we give a brief
overview of nested sparse sampling. Spectrum estimation based on the difference
sets obtained in nested sampling structure is detailed in section 3. In Section
4, we provide the numerical results of the power spectrum density estimation.
Conclusions are presented in Section 5.

2 Nested Sparse Sampling

The nested array was introduced in [5] as an effective approach to array pro-
cessing with enhanced degrees of freedom [8]. The time domain autocorrelation
could also be obtained from sparse sampling with nested sampling structure
[7]. And the samples of the autocorrelation can be computed at any specified
rate, although the samples from this nested sparse sampling are sparsely and
nonuniformly located.

In the simplest form, the nested array [7] has two levels of sampling density,
with the level 1 samples at the N1 locations and the level 2 samples at the N2

locations.

1 ≤ l ≤ N1, for level 1

(N1 + 1)m, 1 ≤ m ≤ N2, for level 2

1N 2N 1N 1N2N 2N

21 )1( NN 21 )1(2 NN

5,3 21 NN

Fig. 1. Nested sampling with N1 = 3, N2 = 5

Fig. 1 shows an example of periodic sparse sampling using nested sampling
structure with N1 = 3 and N2 = 5. The cross-differences are given by

k = (N1 + 1)m− l, 1 ≤ m ≤ N2, 1 ≤ l ≤ N1 (3)
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The cross-differences [7] are in the following range with the maximum value
(N1 + 1)N2 − 1, except the integers and the corresponding negated versions
shown in (5).

− [(N1 + 1)N2 − 1] ≤ k ≤ [(N1 + 1)N2 − 1] (4)

(N1 + 1), 2(N1 + 1), · · · , (N2− 1)(N1 + 1) (5)

For example, consider the example in fig. 1, where 1 ≤ m ≤ 5 and 1 ≤ l ≤ 3,
the cross differences k = (N1 + 1)m− l will achieve these values

1, 2, 3, (), 5, 6, 7, (), 9, 10, 11, (), 13, 14, 15, (), 17, 18, 19

with 4, 8, 12, 16 missing.
Besides these integers, the difference 0 is also missing, for the reason that m

and l are nonzero. While, we notice that the self differences among the second
array could cover all of the missing differences, as shown

(N1 + 1)(m1 −m2), 1 ≤ m1,m2 ≤ N2 (6)

The difference-co-array could be obtained from the cross-differences and the self-
differences, which is a filled difference co-array as shown in (4). This means that
using nested array structure, with sparse samples, we could obtain the degrees
of freedom as

2[(N1 + 1)N2 − 1] + 1 = 2(N1 + 1)N2 − 1 (7)

Using the above principle, we could get a sparse sampling using nested sampling
structure as shown in fig. 1. We have two levels of nesting, with N1 level-1
samples and N2 level-2 samples in each period, with period (N1 + 1)N2. This
shows that nested sampling is non-uniform and the samples obtained are very
sparse.

Therefore, in (N1 + 1)N2T seconds, there are totally N1 + N2 samples. The
average sampling rate is

fs =
N1 +N2

(N1 + 1)N2
≈ 1

N1T
+

1

N2T
(8)

Here, T = 1/fn, fn ≥ 2fmax is the Nyquist sampling frequency, which is greater
than twice of the maximum frequency. As the Nyquist sampling rate is 1/T ,
the average sampling rate of nested sampling is smaller than the conventional
Nyquist sampling rate.

If we set N1 and N2 larger, the average sampling rate fs would be arbitrarily
smaller. In the numerical results section, we will show that with N1 and N2

becoming larger, the bandwidth of the power spectrum density goes narrower,
i.e., the spectrum gets more efficiently used.
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3 Power Spectral Density Estimation Based on Nested
Sparse Sampling

In this part, we will detail the estimation of PSD using nested sampling struc-
ture. In signal and systems analysis, the autocorrelation plays a very important
role. The autocorrelation function of a random signal describes the general de-
pendence of the values of the samples at one time on the values of the samples
at another time.

The autocorrelation [11] of a real and stationary signal xc(t) is defined by this
averaging

Rc(τ) = E[xc(t)x
∗
c (t− τ)] (9)

Where T is the period of observation. Rc(τ) is always real-valued and an even
function with a maximum value at τ = 0.

For sampled signal, define x(n) = xc(nT ), for some fixed spacing T . For the
autocorrelation samples, R(k) = Rc(kT ), where Rc as shown in (9). Therefore,

R(k) = E[xc(nT )x
∗
c((n− k)T )] = E[x(n)x∗(n− k)] (10)

R(k) can be computed from samples of xc(t) taken at an arbitrarily lower rate
using nested sparse sampling. The power spectral density (PSD) describes how
the power of a signal or time series is distributed with frequency. The PSD is
the Fourier transform of the autocorrelation function of the signal if the signal
is treated as a wide-sense stationary random process [12]. Therefore, the Fourier
transform of Rc(τ) is the PSD S(f),

S(f) =

∫ ∞

−∞
Rc(τ)e

−2πifτdτ (11)

S(f) is a real-valued, nonnegative function. Definition (11) shows that S(−f) =
S(f), i.e., the PSD is an even function of frequency f .

For the samples obtained from nested sparse sampling, consider the product
x(n1)x

∗(n2), with n1 and n2 belong to the first period in fig. 1. We will get the
samples at the following locations

1, 2, . . . , N1, (N1 + 1), 2(N1 + 1), · · · , N2(N1 + 1) (12)

The set of differences n1−n2 are exactly the difference-co-array described in (4,
that is, n1 − n2 will achieve all integer values in (4.

we can see that although the signal is sampled sparsely and nonuniformly at
1 ≤ l ≤ N1 and (N1 + 1)m,1 ≤ m ≤ N2 for one period, the autocorrelation
Rc(τ) of the signal xc(t) could be estimated at all lags τ = k.

An estimate of the autocorrelation samples for all k could be obtained [7] by
averaging the products x(n1)x

∗(n2) over L periods,

R̂(k) =
1

L

L−1∑
l=0

x(n)x∗(n− k) (13)



Spectrum Efficiency of Nested Sparse Sampling 579

Taking the Fourier transform of the estimated autocorrelation R̂(k), we could
obtain the power spectral density of the samples got from the nested sparse
sampling.

4 Numerical Results

This section presents some numerical results for the autocorrelation and power
spectrum density estimation using nested sampling structure. We use QPSK
modulated signal with carrier frequency fc = 400Hz, which could be expressed
as [1]

sQPSK(t) =

√
2Es
Ts

cos[2πfct+ (i − 1)
π

2
] (14)

where Ts is the symbol duration. In our simulation, we set Es = 1 and Ts = 1/50.
The power spectrum density [1] of a QPSK signal using rectangular pulses

can be expressed as

PQPSK(f) =
Es
2
[(
sinπ(f − fc)Ts
π(f − fc)Ts

)2 + (
sinπ(−f − fc)Ts
π(−f − fc)Ts

)2] (15)

Fig. 2 shows the PSD of a QPSK signal for rectangular and raised cosine filtered
pulses. The x-axis refers to the frequency in Hz, and the y-axis are the normalized
power spectral density in dB. It can be observed the PSD centers at fc = 400Hz
with symmetric sidelobes on both sides.

If we zoom in fig. 2, as shown in fig. 3, we could notice bandwidth for the
original QPSK signal is about 416− 384 = 32Hz.
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Fig. 2. PSD of the QPSK signal
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Fig. 3. Zoom in the main lobe of PSD for
QPSK signal

The estimated autocorrelation using nested sampling structure is plotted in
fig. 4. In the simulation, we use N1 = 7, N2 = 11, and L = 10. Therefore, R̂(k)
can be estimated for | k |≤ (N1 + 1)N2 − 1. For each period, we totally get
(N1 + 1)N2 = (7 + 1)× 11 = 88 samples.
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Fig. 4. Nested Sampling Estimated Autocorrelation of the QPSK Signal

Using the relationship of autocorrelation and the PSD described in section
3, we could obtain the estimated PSD using nested sampling structure for this
QPSK signal as shown in fig. 5. In the simulation, we use 1024 point fast Fourier
transform and normalize the PSD. We can see that the estimated PSD is also
centered at fc = 400Hz with symmetric sidelobes on both sides. As stated in
section 3, we can see the PSD is an even function.

Similarly, if we zoom in this PSD around the central frequency fc, in fig.
6, we could find the main lobe, i.e., the bandwidth occupied is approximately
409 − 391 ≈ 18Hz, which is much narrower than that 32Hz of the PSD of
the original QPSK signal. Hence, the spectrum efficiency is improved in the
estimation using nested sampling structure.

By changing different N1 and N2 pairs, as shown in fig. 7, it is obvious that
for N1 fixed to N1 = 3, with the increase of the value of N2 from 5, 7 to 13,
the main lobe of the estimated PSD using nested sampling structure becomes
narrower significantly, i.e., the bandwidth occupied gets smaller.

Similarly, fig. 8 shows that with the increase of N1 from N1 = 3, 5 to N1 = 11,
while N2 fixed to N2 = 13, the main lobe also gets narrower, which also results
in the increase of spectrum efficiency. From the results got from figures 7 and 8,
we conclude that in the nested sparse sampling process, besides its advantage of
less samplers, with N1 and N2 chosen larger, the bandwidth of the PSD occupied
will becomes narrower, which increases the spectrum efficiency.
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Fig. 5. PSD of Nested Sampling QPSK
signal (N1=7,N2=11)
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Fig. 6. Zoom in the main lobe of
PSD for Nested Sampling QPSK sig-
nal(N1=7,N2=11)
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Fig. 7. PSD of Nested Sampling QPSK signal with different N2
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Fig. 8. PSD of Nested Sampling QPSK signal with different N1

5 Conclusions

In this paper, the estimated power spectrum density is analyzed and simulated
using nested sampling structure, which provides us a new way to efficiently use
the spectrum.

We give the principle of nested arrays and the procedure of how to estimate
the autocorrelation and PSD with the sparse samples using nested sampling for
QPSK signal.

Our simulation results show that with the proper choice of N1 and N2, i.e.,
making them large enough, the main lobe of PSD obtained from nested sam-
pling is much narrower than the original QPSK signal. If we choose N1 and N2

larger, the bandwidth occupied will be narrower, which improves the sepctrum
efficiency. Besides the smaller average rate, the increased spectrum efficiency is
a new advantage of nested sparse sampling.
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Abstract. Opportunistic networks are challenging networks charac-
terised by frequency disconnections and partitioning. The data propa-
gation process follows a “store-carry-and-forward” transmission manner,
instead of the usual “hop-by-hop” forwarding model. In view of the im-
pact of history information of nodes on whether messages are successfully
delivered to destination, the scheme based on history meeting predictabil-
ity routing(HMPR) is put forward. The scheme is primarily based on the
contact duration and the meeting frequency of history information of net-
work nodes, and predicts the utility of messages successfully delivered to
the destination. Through comparing the utility value, nodes can determine
messages whether to be forwarded. The simulation results show that, com-
pared this scheme with traditional Epidemic routing and Prophet routing,
the proposed routing scheme has the higher delivery ratio of packets, the
lower overhead ratio and the less average buffer time.

Keywords: opportunistic networks, epidemic, prophet, utility value,
routing.

1 Introduction

Opportunistic Networks [1] have the unique feature of intermittent connectivity,
which makes routings quite different from other wireless networks. There are
some characteristics of no existing end-to-end paths, unknown network topol-
ogy, and higher network delay and so on. The opportunistic networks take full
advantage of the communication opportunity by the movement of the mobile
devices. The data is propagated in a store-carry-and-forward paradigm, which
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overcomes the shortage of no end-to-end connections, and is not essential to link
with the full-connected of the network. As previously pointed out, opportunistic
networks are widely used in special conditions networks environment [2], pocket
switched networks [3], sensor networks [4], and industrial production application
[5]. So far, more and more researchers have mainly focused on routing protocols
issues of opportunistic networks, such as Epidemic Routing [6], Context-Aware
Routing [7] and Prophet Routing [8], etc.

In this paper, we put forward the history meeting prediction routing (HMPR),
the routing protocol based on HMPR, which intends to achieve the following
targets: make sure the optimal paths to destination nodes and ensure more
messages successfully delivered from source node or relay nodes to destination
node. The proposed HMPR uses mainly two parameters, namely, the contact
time and the meeting frequency of history information of network nodes, to
prioritize messages for transmission that are stored in their buffer. According
to these parameters, the utility value of successful delivered messages to the
destination can be predicted in the opportunistic networks. Compared the utility
value with the neighbor node, the relay nodes can determine whether messages in
their buffer can be forwarded. We detailedly compare HMPR with other exiting
routing algorithms of the opportunistic networks. The simulation results also
show, HMPR has a better performance in the term of delivery ratio of packets,
overhead ratio and average buffer time.

The remainder of this paper is structures as follows. In section 2 of this paper
introduces the related works. In section 3 gives the detail of our proposed HMPR.
In section 4 describes the simulation environment and ananlyses the results. The
conclusion is discussed in section 5.

2 Related Works

A large number of routing protocols, which make good performances in the spe-
cial networks environment, have been proposed for opportunistic networks. In
opportunistic networks, the node density is much lower, the transmission range
of nodes is much smaller and is only a small part of the networks. Obviously, end
to end paths can be established hardly, it gives rise to some bad performances of
the networks. However, the routing scheme research has been paid much more
attention in opportunistic networks. As we all know, the simplest strategy to
deliver messages in opportunistic networks is called single-hop transmission or
direct transmission [9]. In this paper [10], the major idea is to develop appropri-
ate data forwarding metrics, by exploiting the transient node contact pattern, for
more accurate prediction of node contact capability within the given time con-
straint.The LocalCom scheme[11], which achieves three main steps: neighboring
graph construction, community detection and forwarding plan determination,
utilizes the inherent social communities to facilitate packet forwarding. Obvi-
ously, the disadvantages of some exiting routing schemes can take arbitrarily
long time and inducing that more messages could not be successfully delivered.
Therefore, it is necessary to devise some strategies to solve the existing issues



586 Y. Li et al.

which can influence the performance in the opportunistic networks. Some rout-
ings which are involved in our research have been proposed in the following.

Epidemic routing [6] is an early sparse network flooding routing protocol
which had been proposed in delay tolerant networks (DTN) [12]. In the flooding,
every node forwards no-duplicated packets to the nodes it meets. Each node has
maintained a summary vector. When two nodes randomly meet, they exchange
their respective summary vector to each other, and then exchange only messages
that its peer nodes does not have in its buffer. Epidemic is a pragmatic strategy
only in case of small size messages and very sparse network. At the same time, the
routing is based on assumption that each node has fixed bandwidth and buffer
space, and stores some messages from each contact with other nodes. If storage
space is finite, the messages will overflow when the buffer is full. Otherwise, as
long as storage space is infinite, all of the messages from the sending nodes can
be stored in the buffer.

Prophet routing [8, 13] is mainly used in the intermittent networks, and is also
presented in other DTN protocols of early generation, like Epidemic routing. It
uses history of previous encounters with neighbor nodes to estimate probabilistic
metric, which is called delivery predictability. If the two nodes often encounter,
they will have a higher delivery predictability, and they exchange delivery pre-
dictability, which is updated after each contact. On the basis of history infor-
mation, each node can select messages that have higher possibility to reach the
intended destinations, and decides to transfer them to its contact node. How-
ever, this routing scheme does not work well in opportunistic networks where
the nodes movements are not predictable.

3 HMPR Design

In this section, we first introduce the design of network model, then discuss our
utility value computation and updating, and finally give a forwarding scheme.

3.1 Network Model

For the scenario shows in the figure 1, dashed line arrow illustrates the com-
parison information of utility value of message forwarding between relay nodes
and the destination node. The source node or relay node S, which intends to
send messages to the destination node D, encounters random relay nodes A, B
and C in the transmission range. It is very necessary to select a better relay
node from the nodes A, B and C to deliver messages to the destination node
D. In the following, we also mainly define three variables: utility value, contact
opportunity and reliable transmission efficiency.

3.2 The Utility Value Computation

Definition 1. The utility value ωij of successfully delivered messages to the
destination is the product of the contact opportunity βij and messages reliable
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Fig. 1. Relay Selection Scheme

transmission efficiency ηij between a random relay node i and the destination
node j as follows:

ωij = βij × ηij (1)

Definition 2. The contact opportunity βij is that the total history contact
duration between a random relay node i and the destination node j, divided by
the total history contact duration of the relay node i that has contacted with
the other nodes, i.e.,

βij =

∞∑
n=1

T [i(n), j(n)]

∑
m

∞∑
n=1

T [i(n), k(n, m)]
(2)

where the extent of βij is 0 ≤ βij ≤ 1, n is the meeting frequency between two
nodes, m is the number of nodes, and T [·] is the each history contact duration
between two nodes.

Definition 3. The reliable transmission efficiency ηij is that by predicting the
practical data transmission quantity M ′, divided by predicting the data trans-
mission quantity M in theory, i.e.,

ηij =
M ′

M
(3)

where M ′ indicates by predicting the practical data transmission quantity of
waiting for being delivered in buffer of relay nodes, M shows by predicting the
data transmission quantity in theory during the average contact duration T .

When the two nodes meet in the transmission range, they can exchange some
messages for an arbitrary time interval. The computation of the history average
contact duration T between the nodes is following:

T =

∞∑
n=1

T [i(n), j(n)]

n
(4)
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According to the (4), we can also compute the data transmission quantity of the
prediction in theory during the average contact duration T , i.e.,

M = R× T (5)

where R is the data transmission rate in the network, which is randomly deployed
in the mobile network environment model.

We use a simple algorithm for predicting the practical data transmission quan-
tity M ′. The main idea is that, we presume that each node has the number of
packetsN in its buffer to deliver messages from this node to the destination node.
And each packet is set a deadline, which is also called “time to live” (TTL). It
is obvious that, if and only if the messages is completely delivered to next node
before the deadline, the node will gain an optimum transmission value p′j > 0,
and these value is summed up by the practical data transmission quantity, i.e.,

M ′=
∑
j∈J

p′j (6)

where J is the packet set of practical delivery packets and J ⊆ N , and p′j is the
each size of successfully delivered packets in the node set J .

What follows in the passage shows the pseudo code of our proposed the prac-
tical data transmission quantity M ′ between relay nodes and the destination.
Initially, in the algorithm the packet set J is an empty set, Pr and mr respec-
tively indicate the rth packet and itself size in buffer of the relay node. where
{Pr} indicates a set of all waiting delivered packets, and ∪ shows union in set.
Messages waiting to being delivered are queuing in the buffer according to the
delivered message size as a descending order. Specifically, the main ideas can be
summarized in the above algorithm as follows.

Algorithm 1. The pseudo code of computing M ′

Input:
Input:M ′ = 0; J ∈ ∅ ; m1 ≥ m2 ≥ m3 ≥ · · · · · · ≥ mN .

Iteration:
1: label:
2: for all (r = 1; r <= N ; r ++) do
3: if M ′ +mr ≤ M then
4: M ′ = M ′ +mr;
5: M = M −mr;
6: J = J ∪ {Pr};
7: end if
8: if M ′ +mr > M then
9: goto label;
10: end if
11: if M = 0 then
12: break out;
13: end if
14: output the value of M ′ ;
15: end for
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3.3 The Utility Value Updating

The main thought of the utility value updating of delivery messages in each node
is that, a list of utility value is owned by each node, and is updated constantly.
The list shows how to deliver messages by the utility value in each node. Once
they come into the communication range, the list would be exchanged to each
other between two nodes. The utility value is updated as follows: we assume
that k is some relay node. When the messages are delivered from another relay
node i to the destination node j, if the relay node k has never encountered the
destination node j, the utility would holds ωkj= 0. If the utility value of the
nodes between the relay node k and the destination node j is greater than the
utility value of between the relay node i and the destination node j, in other
words, ωkj > ωij , the utility value of the node k will update in the following:

ωkj = ω′
kj + α× (ωkj − ωij) (7)

where ωij and ωkj respectively indicate utility value of the nodes between the
relay node i and the destination node j, and utility value of the nodes between
the relay node k and the destination node j. ω′

kj indicates the latest updating
utility value of the nodes k, and α(α ∈ (0, 1)) is the zoom coefficient, which
reflects the transitivity of forwarding utility [14].

3.4 Forwarding Scheme

The main points of the forwarding scheme are that, the comparisons of delivery
utility value will occur among the relay nodes of carrying messages and others
relay nodes as they encounter in the communications range. There are two cases
in the HMPR forwarding scheme in the following.

• If the delivery utility value of the relay nodes of carrying messages is less
than the delivery utility value of the others relay nodes, then the relay nodes
of carrying messages will deliver messages to the others relay nodes.

• If the delivery utility value of the relay nodes of carrying messages is greater
than or equal to the delivery utility value of the others relay nodes, then the
relay nodes of carrying messages will not deliver the messages to the other
relay nodes, in other words, the buffer of the nodes will store them all the
time until the relay nodes of carrying messages will encounter the destination
node or the relay nodes with a larger utility value than themselves.

4 Performance Evaluations

In this section, we evaluate the performance of HMPR with other two existing
routing protocols, such as Epidemic and Prophet. We choose the ONE (Oppor-
tunistic Network Environment) [15] simulator for performance evaluations. ONE
is a power tool that is designed to simulate and evaluate routing protocols for
specific DTN environment, and it is also bundled some popular DTN protocol
implementations. All those evaluation results of these protocols show in this pa-
per were using the shipped protocols in ONE, without any modifications. And
we also use the Helsinki city scenario in our simulation.
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4.1 Simulation Settings

For our simulation, we assume interpersonal communication between mobile
users in a city using modern mobile phones or similar devices, using Bluetooth
at 2Mbit/s net data rate with 10m radio range and the high speed mobile device
at 10Mbit/s net data rate with 100m radio range. In the simulation environment,
we deploy three node types: pedestrians, cars and trams. Meanwhile, we use three
node mobility models: Random Way Point (RWP), Shortest Path Map (SPM)
and Map Route Movement (MRM). All messages are randomly generated with
different sizes at source nodes, and intended destinations during initialization of
the simulation. Message size is randomly selected from 200KB to 500KB, and
the TTL value is also randomly set from 1 hour to 5 hours in the network.
The mobile devices have up to 10MB and 50MB of free buffer space for storing
and forwarding messages. We have 126 mobile nodes, and these nodes move in
a terrain of 4500 × 3400m. We set very sparse network parameters (see Table
I for detail). We also define parameters for the Prophet routing following the
recommendation in the paper, where Pinit=0.75, β=0.25 and γ=0.98.

Table 1. Simulation Environment

PARAMETER Pedestrians Cars Trams

Number of nodes 80 40 6
Waiting time(s) 0 ∼ 120 0 ∼ 60 0 ∼ 120
Speed(m/s) 0.5 ∼ 1.5 2.7 ∼ 13.9 7 ∼ 10
Transmission range(m) 10 50 100
Mobility model RWP SPM MRM
Simulation time(Ks) 45 45 45

4.2 Analysis of Simulation Results

In this paper, we consider four metrics of the routing performance evaluations
[16] as follows:

• Delivery ratio is that the number of messages delivered to the destination
divided by the number of messages which the source had been created. It
reflects the integrity and reliability of the routing protocols.

• Overhead ratio is that the number of messages in relay nodes subtracts the
number of successful delivery messages to the destination, and then divided
by the number of successful delivery messages. It reflects the message delivery
overhead of the performance in the network.

• Average delay time indicates that the average value of delay time which is
created by the successful delivery messages to the destination. It affects the
total average communication time of the source and destination and is one
of the indicators reflecting the network performance.
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• Average buffer time shows that the average value of the buffer time which
is created by storage messages stayed in the node buffer in the network. It
affects the total average time of storage messages which stayed in the node
buffer and is also one of the indicators reflecting the network performance.
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Fig. 2. Delivery Ratio

Impact of Delivery Ratio. From the figure 2, we find that delivery ratio of
the HMPR scheme is better than Epidemic and Prophet routing. And the per-
formance becomes well with the growth of simulation timeframe among these
routings. Epidemic is a flood routing scheme, which suffers from the inability to
deliver messages to recipients that are in other transmission range when mes-
sage are sent. Before 6 Ks the performance of Epidemic is better, and with the
growth of time the network congestion emerges due to excessive duplicates in the
network, so that most of the messages would not be successfully delivered. The
Prophet routing can be considered as a better routing in term of the messages
delivery ratio, but the performance is worse than the HMPR with the growth of
the transmission cost. The proposed HMPR is not only to be considered that the
messages can be delivered by means of relay nodes, but also to achieve delivery
messages to the destination for an optimal transmission. In the HMPR scheme,
we take into account some main factors that meeting frequency, contact duration
and message size and so on.

Impact of Overhead Ratio. Figure 3 shows message overhead ratio with
different simulation timeframe. From the figure, we can learn about the perfor-
mance of HMPR outperforms the Epidemic and Prophet routing. The reason
of the advantages comes from some factors that messages are successfully de-
livered to the destination in HMPR scheme. Each forwarding node is selected
optimally, instead of blind determining relay nodes for messages delivery. So
HMPR can avoid some cost of some unnecessary forwarding process. With the
same environment, the more overhead ratio is, the worse the performance is in
the network. Epidemic routing has a larger overhead is that a large number of
messages are only to be relayed in forwarding process, but not to be delivered to
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Fig. 3. Overhead Ratio

the destination. And the performance of the Prophet routing is better than the
Epidemic routing, the forwarding is solely based on the size of delivery proba-
bility between the meeting nodes, message size and TTL value are not discussed
in the protocol.

3 6 9 12 15 18 21 24 27 30 33 36 39 42 45
500

1000

1500

2000

2500

3000

3500

Time  ( Ks )

A
ve

ra
ge

 D
el

ay
 T

im
e 

 (
 s

 )

 

 

EPIDEMIC
PROPHET
HMPR

Fig. 4. Average Delay Time

Impact of Average Delay Time. In the figure 4, we will realize average delay
of the HMPR scheme is almost the same with the Prophet routing, but they are
better than Epidemic routing. The average delay time is increasing with the
growth of the simulation timeframe, and most of messages enter the forwarding
queue in node buffer. The main reason why the average delay is higher is coupled
to the fact that more message are delivered in the networks. The advantage of
HMPR scheme is that much more messages can be delivered from relay nodes to
the destinations. These extra messages to be delivered are messages that were
dropped at smaller queue sizes, but now are able to reside in the queues long
enough to be delivered to their destinations. This incurs a longer delay time for
these messages, so that the average delay is much larger.
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Fig. 5. Average Buffer Time

Impact of Average Buffer Time Figure 5 shows us the performance of av-
erage buffer time among three routings in different simulation timeframe. See as
the figure, in the finite storage space, the average buffer time of HMPR scheme
is clearly less than Epidemic and Prophet routing, and the HMPR makes use of
the scheme of the contact duration and meeting frequency to deliver messages
to the destination, so that the messages can traverse the networks effectively. In
this paper, we consider that the message size and the TTL value of each message
are important for network performance of message delivery to the destination.
However, the Prophet routing waits for the companies of destination passively
and wastes lots of time. After the TTL reaches some value, the forwarding ca-
pacity of the network becomes the performance bottleneck. In Epidemic routing,
although a node forwards the messages to each node it meets, what the large cost
of the average buffer time is that the phenomenon of network congestion often
occurs to the extent that the performance is not better than other routings.

5 Conclusion

In this paper, we have proposed the routing scheme based on history meeting
prediction routing (HMPR) for the opportunistic networks against the existing
problems. We have compared HMPR with the classic Epidemic and Prophet
through the ONE simulation. The results demonstrate that the involved per-
formances of the HMPR scheme are much better than any other in the above
routings. As for the average delay, HMPR and Prophet are roughly similar.
However, HMPR has higher delivery ratio and lower overhead ratio. In finite
storage space, the average buffer time makes a signal improvement, because we
consider that the message size and TTL value are two key factors for effective
data transmission. Network delay can bring some extra expenses in metrics of
data transmission and storage. We will do future works for complying with the
reality need in the network to enhance the protocol’s performance.
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Abstract. This article presents an efficient ad hoc multicast communication 
protocol for next-generation cyber-physical systems and computational mate-
rials. Communication with such systems would be gestural, and when cells 
within such materials detect a motion, they would share that information with 
each other. We want to achieve efficient communication among only the group 
of nodes that sense a particular (gestural) event. Our approach is to employ a 
Bloom filter-based approach to label the multicast group with an approximate 
error-resilient multicast tag that captures the temporal and spatial characteristics 
of the sensor group. A Bloom filter is a space-efficient probabilistic data struc-
ture that is used to test whether an element is a member of a set. We describe 
our Bloom filter-based multicast communication (BMC) protocol, and report 
simulation results. 

1 Introduction 

This paper explores the issue of establishing efficient multicast communication 
amongst an ad hoc group of cells or nodes that comprise next-generation cyber-
physical systems and/or computational materials. We envision that future cyber-
physical systems may resemble a computational wall, or amorphous computing 
façade, as shown in Fig. 1. Such a system would be comprised of many individual 
cells that sense the environment and communicate with each other. For example, in 
the case of an amorphous computing façade, the individual nodes may contain pres-
sure, light, infrared and perhaps even simple vision sensors, and actuators that can 
change the translucency of each cell in the wall to admit more/less light, and/or 
“open/close” the cell to admit/shut off outside air flow. We further imagine that 
communicating with such cyber-physical systems will be gestural in nature, i.e. open-
ing a window or set of cells would be done by making one gesture such as drawing an 
“O” shape in mid-air or on the wall that is recognized by the wall, while making 
another gesture would close the window or set of cells, such as drawing a “C” shape.  
The sensors on the cells would detect the motion, and those affected cells would share 
information with each other. They would collectively compute and decide which pat-
tern was detected, and then actuate accordingly. The cells themselves are assumed to 
have fairly limited computational and communication resources. 
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Fig. 1. An artist’s rendering of a future cyber-physical system, namely an amorphous compu-
ting façade consisting of many communicating sensor/actuator cells 

Our system model does not require that these amorphous facades be networked to a 
powerful back-end server, and permits them to be installed as independent stand-
alone units.  We only assume that each cell is provided sufficient power by some 
means, either wired or even wirelessly via RF energy. In addition, we don’t assume 
that all nodes are necessarily wired together, and allow wireless communication be-
tween cells. As a result, we must tolerate packet loss. With this more general system 
model, we are able to admit broader scenarios for next-generation cyber-physical 
systems. For example, smart e-clothing is being explored, and we imagine that in the 
future clothing will become a computational material. Communication with such a 
smart shirt would involve sketching a gesture over the cloth, such as a “B” to indicate 
that the shirt should self-button, or “L” to light an LED embedded in the clothing.  
The individual cells in the shirt would sense the gesture, communicate with each other 
to determine the gesture, and then actuate accordingly.  Similarly, wireless sensor 
networks could benefit from the ad hoc multicast routing approach that we develop 
here. Our model also is flexible enough to accommodate non-uniformity of cells. 

Our goal is to achieve efficient communication among only the group of nodes that 
sense a particular (gestural) event, and limit the overhead involved in establishing 
such ad hoc multicast communication. Our approach is to employ a Bloom filter-
based approach to label the multicast group with an approximate error-resilient multi-
cast tag that captures the temporal and spatial characteristics of the sensor group. A 
Bloom filter is a space-efficient probabilistic data structure that is used to test whether 
an element is a member of a set. We describe our Bloom filter-based multicast com-
munication (BMC) protocol in the following, and report simulation results. 

2 Related Work 

Demand for growth in the size of ad-hoc networks has led to many researches done on 
scalable multicast routing. Also an important aspect in cyber-physical systems is 
bandwidth, space and computational efficiency [1]. Bloom Filter main characteristic 
is membership query [2], and they have several applications in networks [3-8] like 
security [4-5], duplicate packet and loop detection [6-7], and anonymous routing [8]. 
Also in-network-element and in-packet Bloom Filter based forwarding uses member-
ship query property that encodes the routing path to a small hashed stream [4, 9]. The 
drawback of Bloom filters is the probability of false positives, which in general caus-
es inefficiency in networks. Data leakage to neighbors that are not part of a multicast 
group problem that is introduced by false positive and [10] has addressed methods to 
reduce the drawbacks of Bloom Filter false positives. 
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In [11] a multicast forwarding scheme has been proposed that Bloom filter of inter-
faces exist in network elements. Upon arriving a packet, decision will be made on the 
forwarding interface. The authors in [12] propose a DSR protocol to find the routing 
path and source node will compute the Bloom filter of the path that is replied back to 
it and put it in packets. When each node receives a packet, it will first check if it is the 
destination. If the receiver node was not the destination then it will check the mem-
bership of its neighbors in the Bloom filter of the packet, i.e. hash the ID of each 
neighbor to see if the correct bits are set in the Bloom filter of the packet, and forward 
the packet for each neighbor that is a member of the Bloom filtered set. We use in 
packet Bloom filter too, but a thresholding algorithm with bitwise comparing of pack-
et’s Bloom filter decide on forwarding of the packet. 

The previous approaches assume that the sender has complete knowledge of the 
members of either the path or multicast group, when computing the Bloom filter (BF) 
tag, and relies on an exact match at each hop as the tagged packet is forwarded. Our 
approach permits the sender to know only a subset of the multicast group when com-
puting the Bloom filter, yet still allows the packet to reach most of the other members 
of the multicast group. This is because at each hop, rather than having each node 
compare its (or its neighbor’s) BF hash (ID) to the BF packet tag, our Bloom filter is 
computed based on the event packets flooded (this is limited by a TTL) in response to 
the motion sensing event.  Each node who has seen the same event caches all such 
seen packets, creating a group of IDs seen at each node for an event.  A node ‘1’ will 
send data packets to the multicast group by appending its BF tag hash (group IDs seen 
at ‘1’).  Intermediate nodes ‘2’ will compare their BF tag hash (group IDs seen at ‘2’) 
to the packet’s BF tag, and if the comparison is within a threshold number of bits, 
then the packet is accepted for further forwarding. Our approach is therefore also 
error-resilient, since it can tolerate the loss of some packets, and we seek only an ap-
proximate match, rather than an exact match. 

3 BMC Protocol 

We describe the design of a Bloom-filter based Multicast Communication (BMC) 
protocol including three Phases. Phase. I is member discovery through data-driven 
message broadcasting after detecting a motion. Phase. II is setting up a multicast 
routing path that will be done through assigning a multicast tag to each node based on 
members stored in its table. In Phase. III data will be shared among the multicast 
group, using the multicast tag. 

 

  

Fig. 2. Phase. I, event broadcasting. Nodes detecting a motion (dashed), will broadcast an 
Event-Packet to all their neighbors, which will propagate the information hop-by-hop. 
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3.1 Phase. I: Discovering Members 

During the data-driven discovery process each node builds a multicast group member 
list by forwarding and storing Event-Packets. Upon detecting a motion, all nodes that 
detected the motion, called Motion-Nodes, will broadcast an Event-Packet to all 

Event-Packet= < Node-ID, X, Y, Motion-Order> 

their neighbors, including their ID, location and possibly additional metadata that we 
classify as “Motion-Order” data, e.g. an optional timestamp. Each event packet gets 
forwarded hop by hop as shown in Fig. 2. If a Motion-Node receives another node’s 
event packet within some time bound D of its own detection of a motion event, then it 
accepts the event packet as an indication that the message sender is part of the same 
motion sensing event, adds the sender (contents of its event packet) to its multicast 
table, and forwards the message by broadcasting it again. In the absence of message 
loss and sensing loss, such a simple approach will allow all contiguous nodes that 
sensed an event to quickly learn all other nodes that sensed the same event, and thus 
establish an ad hoc multicast group. We assume that different sensing events are sepa-
rated by at least D seconds, e.g. each separate gesture might take a second, so D 
would be less than one second. 

However, sensor nodes in the middle of a motion may fail to detect that event for 
any number of reasons, e.g. different calibrations, insufficient local stimuli, flaky 
electromechanical/chemical sensors, etc. This can result in disconnected islands of 
Motion Nodes that sensed the same event. To bridge these islands, the event packets 
must be forwarded through nodes that may not have detected the event. To deal with 
this issue, we institute a TTL for event packets. When a Motion Node first broadcasts 
its event packet, the TTL is set to some default. A node that receives this packet with 
TTL>0 and has not detected the motion is nonetheless a candidate for participating as 
a bridging node between two islands. We call such nodes Neighbor Nodes of the Mo-
tion Nodes. A Neighbor Node will decrement the TTL, record the event packet into 
its potential multicast table, and re-broadcast the packet. When TTL become zero, the 
message will not be forwarded any more. Note also that Motion Nodes that accept an 
event message will reset the TTL to its initial default value on each re-broadcast and 
do not decrement the TTL. Fig. 3 depicts the flowchart of the BMC algorithm. Broad-
casting in Phase I will be stopped when there is not any message to be forwarded by 
Motion Nodes and Neighbor Nodes. 

This approach will allow us to (1) reach the group of ad hoc Motion Nodes  
that sensed the same event, (2) bridge gaps that are TTL hops long between sensing 
islands by using Neighbor Nodes, (3) yet not flood the entire network. Messaging  
will be limited to the neighborhood surrounding the Motion Nodes. Fig. 4 shows a 
motion “C” that was detected by a set of green squared nodes, but two nodes in the 
middle of the path have missed the motion, thereby causing two islands in the motion 
group. 
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Fig. 3. BMC Algorithm Flowchart 

                                           

Fig. 4. Neighbor-Nodes in 3 hops have BF tag of the motion group “C”. All motion events 
(filled nodes) are considered to belong to the same cluster as the TTL is set to 3 in this example 

Nodes marked with blue triangles are Neighbor Nodes by TTL=3, and are candi-
dates for connecting two islands. All Motion Nodes and Neighbor Nodes will have a 
table of multicast group members after Phase I. When considering the probability of 
message loss, it is possible that all nodes do not receive all the event packets hence 
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group members after Phase I, so nodes will have different tables. The Bloom filter’s 
error resilience helps deal with this situation, as explained next. In order to reduce the 
overhead of Phase I, when nodes receive messages, they will cache a copy of received 
information in their table and forward the message just once. If a newly received mes-
sage is previously stored in the node, then the new message will not be forwarded any 
further. 

3.2 Phase. II: Setup Multicast Route 

In Phase. II, each node will compute a multicast tag for the event by using a Bloom 
Filter operating on its own membership table for this event. Event packets can be lost 
due to collision, interference, etc. The result is that different nodes in the motion event 
will receive different sets of event packets, and thus have a different table/view of the 
multicast group’s membership. Our idea is to use Bloom filters to provide an approx-
imate label of the multicast group membership despite potentially lost event packets.  
For example, if two Motion Nodes differ in only a small number of nodes with re-
spect to whom they think are members in the motion event, then the Bloom filters of 
their respective membership groups will look similar. We can therefore use the Bloom 
filter of a node’s membership table as the approximate multicast tag for communica-
tion amongst that group. A node will send out in Phase. III a data packet tagged with 
its Bloom filter. Other Motion and Neighbor Nodes will compare that Bloom filter 
with their own, and if the difference in bits is small enough, then the node will accept 
and re-broadcast the packet as part of this ad hoc multicast group. 
 

 

            

Fig. 5. 2 motion with overlapping neighborhood (left) and overlapping group members (right) 

For sending their data, the Bloom filter tag provides a compact, easy to compute, 
and sufficiently unique summary of the group member table for multicast communi-
cations in the presence of packet loss. Imagine motions “C” and “Z” have happened in 
different times, but involve each others’ neighborhoods, so there may be some com-
mon nodes to both motions, as shown in Fig. 5. If nodes of group “Z” use a Bloom 
Filter (BF) tag to send out their data, because it has been produced by the members of 
its group, then it has a low correlation with the BF tag of group “C” and nodes can 
recognize it is not data from members of group “C”.  Even if groups “C” and “Z” 
have some common nodes, correlation of BF tags within a group member is bigger 
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than correlation between BF tags of two different groups. A Bloom Filter array is 
initially a stream of M zero bits, mapping each member of the group G= {a, b,…,d} 
with N members using a hash function to one bit of its stream and setting it to one as 
it has been shown in the upper figure of Fig. 6. Each member x can be hashed K 
times, hi(x) where i=1, 2…K . If we label nodes in Fig. 5 right-hand with Node-ID, 
group “C” has 9 Motion Nodes with the set “C”={43, 44,58,70,82,119,132,146,133} 
and group “Z” has 10 Motion Nodes with set “Z”={17,18,19,30,43,58,69,80,81,82}. 
They have 3 Motion Nodes {43, 58, 82} in common and these nodes will have 2 
group tables and therefor 2 BF tags. Fig. 6 shows 2 different BF tags assigned to a 
Motion Node with Node-ID=82 for groups “C” and “Z”. In a Bloom Filter with length 
M=48, each member of the table “C” and table “Z” of Node “82” is hashed two times 
and create the tags showed in Fig. 6 for Node “82”. BF tag in each received data 
packet would be compared bitwise; for example the bitwise XOR of “C” BF tag with 
data packet BF tag is 2 “one” bits and the bitwise XOR of “Z” BF tag with data pack-
et BF tag is 20 “one” bits. For a threshold T less than 20 and more than 2, Node “82” 
can discriminated data packets of group “C” and “Z” from each other.  Similarly, for 
the Motion Nodes that are not common between motions, each node will have one 
group table and compares a received packet’s tag to the BF tag of its table. By T<20 
bits, node accepts the packet as being part of its multicast group. 

 

 

Fig. 6. The upper one shows how bloom filter works- Lower ones show Bloom Filter tag as-
signed to Motion Node “82”, a common node of 2 different groups shown in Figure 5-righ hand 

But we cannot set threshold T too small because packet loss means that the mem-
bers of a group will have similar but not necessarily identical BF tags.   However we 
can see from Fig. 6 the correlation between Motion Nodes inside a group is bigger 
than correlation with another group member tags and choosing a proper threshold T 
can both exclude non-group members while including the vast majority of legitimate 
group members. 

Each Neighbor Node in Phase II will compute its BF tag using received event 
packets with TTL>0 from Phase I.  This will allow it to decide whether a data packet 
received with some multicast tag in Phase. III should be forwarded or re-broadcast 
using the thresholding similarity scheme above. We observe from Fig. 4 that even 
though the TTL substantially limited the number of nodes participating in the ad hoc 

100100001110010110100000100111100110000000000001  Node82,“Z” BFtag 

 Data Packet BFtag 100000000001000000000010000011010010100001001010 
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with N=2, have been hashed three time 

(K=3) in a stream with length M=16 
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multicast group, there is still considerable inefficiency in the large number of Neigh-
bor Nodes that re-broadcast data, yet serve not useful bridging function between two 
islands. A simple and yet efficient way to reduce the number of Neighbor Nodes par-
ticipating in Phase III is elimination using data location.  Each node knows its loca-
tion and also knows the location of group members based on the event packets that it 
has received and stored in its table. Therefore Neighbor Nodes that are more than 
TTL/2 hops from Motion Nodes can be pruned and will remove their table and will 
not participate in forwarding data. The radius of neighborhood with BF tag can be 
chosen, considering the sparsity of the network or environmental conditions like mes-
sage loss probability.  Fig. 7 illustrates a case where we have substantially pruned the 
set of Neighbor Nodes for TTL=3. 

 

Fig. 7. One motion consists of two islands and pruned one hop neighbors with same BF tag 

3.3 Phase. III: Sharing Data 

In Phase. III, data will be shared between group members using their multicast BF 
tag, e.g. to efficiently compute in a distributed manner across only relevant Motion 
Nodes the sequencing and shape of the motion, which can then be translated to an 
actuation command. Each node that receives a data packet will compare the received 
packet BF tag with its BF tag. If their correlation was big enough, each node will save 
a copy and broadcast the data packet for its neighbors. Determining the proper thre-
shold for correlation between BF tags, will be essential to prevent data leakage be-
tween two different groups and data loss inside a group. Note that the data shared in 
this phase can be used to communicate temporal ordering information, which is im-
portant for determining the directionality of a gesture, not just its shape. One way to 
accomplish this is to share time stamps, either in Phase. I or III. However, we do not 
need to assume that all cells have globally synchronized time stamps, or even locally 
synchronized time stamps, in order to extract ordering. One approach would be to 
establish local ordering in Phase. I, i.e. each node that detects an event simply records 
the order in which it hears event packets from its neighbors, then shares that local 
ordering information in phase III with the other nodes in the multicast group. Each 
node can then reconstruct an approximate ordering, which should be sufficient to 
differentiate gestures. 
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4 Results 

We have proposed a distributed computing algorithm for bloom filter based multicast 
communication in an Ad Hoc network. Nodes in the multicast group use their Bloom 
Filtered member table as their multicast tag. Using bloom filter help the network be-
ing resilient in the case that all members do not have all the group members in their 
table. It means even if 10 percentages of even packets during Phase I be lost, and if 
some of group member do not receive all the even packets, data can be delivered to 
them. The BMC algorithms is evaluated based the Ratio of Membership Discovery 
(RMD) metric. It shows the ratio of node pairs of the group that can recognize they 
are in the same multicast group to the total number of node pairs in the motion group.  

Number of pairs in the group = (number of Motion Nodes)2- number of Motion Nodes 

For the Motion Nodes inside a group, it is desired that RMD reached one. It means 
that each Motion Node can recognize received data packet that belongs to its multi-
cast group members. Imagine nodes (Motion or Neighbor) that have BF tags of dif-
ferent groups. The desired RMD between different groups is zero. It means in each 
node comparing its BF tag with received data packet BF tag, node should know that it 
is a data form its group members or not, and the membership between two different 
groups should be zero. In this case even when two groups have common members, 
data packets can find their proper group members comparing their BF tags.  

Consider a non-homogenous network in Fig. 4 that is sparse and in average each 
node have less than three neighbors. After detecting a motion “C”, Motion Nodes start 
Phase I to share their information in event packets and compute their multicast tag. In 
this special motion, 9 nodes have detected the motion and 2 nodes have missed the 
motion and cause 2 islands in the group as shown in Fig. 4. The probability of event 
packet loss during Phase. I is 5%. It may cause some group members to not receive all 
packets from other group members. After exchanging event packets, in Phase. II each 
node will compute its Bloom Filter for the list of group nodes in its own table. In 
Phase. III each node will send out a data packet with its BF tag attached as the multi-
cast group tag. Each node belong to the group will decide based on the correlation 
between its BF tags and the received packet BF tag.  

 

Fig. 8. Ratio of Member Discovery vs. BF threshold 
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We will evaluate our algorithm considering different Probability of packet loss, 
Threshold, Filter size, Number of hashing. Fig. 8 shows ratio of node pairs of  
the group “C” that can catch they are in the same group to the total number of node 
pairs in the group. For a typical group size 9, Filter size 32, 48 and 56 with K=1, 2, 3 
in a Probability of packet loss 5% group RMD is evaluated. It can be seen that  
with lower K and higher threshold, the ratio of group pairs that catch each other will 
increase.  

In order to figure out the cost of low K, low M and bigger threshold consider the 
case that nodes may have BF tag form different groups at the same time. In this situa-
tion higher threshold may mislead nodes to assign other groups Motion Nodes as their 
group member. Consider Fig. 5 with right hand motion, where motion “Z” has hap-
pened after motion “C” and has 3 nodes in common with motion group “C”. BF tag of 
each group member is produced by its table, but 3 common nodes out of 10 nodes will 
increase the correlation of different groups Bloom Filter tags. Fig. 9 shows that differ-
ent K just changes the threshold parameter and does not affect BMC algorithm per-
formance.  

From Fig. 8 it can be inferred that BMC algorithm approximately works same in 
different Filter size for group membership discovery when there is only one motion. 
However if more than one motion exist, Fig. 10 shows that for small filter length in 
order to discriminate groups, small threshold should apply. This small threshold can 
lead some pairs in the same group can recognize each other as one motion group. For 
example in Fig. 11 for M=24 in threshold 4 RMD between “C” and “Z” reaches zero, 
when the RMD inside group “C” is still below one. Vertical dash line determine a 
threshold for which RMD inside group is one and RMD between groups is zero. We 
can conclude the Size of Bloom Filter tag will affect ratio of false membership dis-
covery when there are overlapping motions and this limit us in the lower bound of 
Bloom filter size. Also for M=48 it is obvious that the cost of increasing threshold can 
be increasing false membership discovery and nodes cannot discriminate the two 
group form each other. 

 

Fig. 9. Ratio of Membership Discovery for different values of K 
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Fig. 10. Ratio of Member Discovery between groups “C” and “Z”  

 

Fig. 11. Ratio of Member Discovery in group “C” (solid lines) and Ratio of Member Discovery 
between groups “C” and “Z” (marked lines) 

As we mentioned before, Probability of packet loss cause motion nodes do not re-
ceive all group members message and have different tables and different Bloom Filter 
tags. Fig. 12-left hand shows even with Probability of message loss up to 12%, with a 
Bloom filter size M=48 and K=1, threshold 8 can reach RMD one. This Figure im-
plies that higher threshold will be needed to recover group membership inside a group 
when the Probability of packet loss increases. However the cost of higher threshold is 
increasing RMD between groups as it is shown in the Fig. 12- right hand. Fig. 13 
shows RMD of motion “C” for M=48 and K=1 versus Bloom filter size and Probabili-
ty of packet loss. After Phase. I and constructing  BF tags in Phase. II, each node will 

 

 

Fig. 12. Ratio of Member Discovery vs. Probability of Message Loss  
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Fig. 13. Ratio of Member Discovery vs. Probability of Message Loss and BF Threshold 

send out its data with its BF tag. If we choose a high BF threshold or low filter size, 
we will have data leakage between motion groups. 
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Abstract. Today, most cyber-physical systems (CPS) in smart build-
ings require a wireless-based network infrastructure for sensing, commu-
nication, and actuation. In such CPSs, the energy expenditure and hence
battery lifetime of the wireless network infrastructure depend heavily
upon the placement of the base stations (BS). However, in indoor envi-
ronments, BS placement is particularly challenging due to the impact of
building structures and floors/walls separations. In this paper, we study
the problem of jointly optimizing BS placement and power control in
buildings to prolong the battery lifetime of sensors in the CPS network
infrastructure. We first show that the joint BS placement and power
control problem can be formulated as a mixed-integer non-convex pro-
gram (MINCP), which is NP-hard and difficult to solve especially when
the network size is large. To address this difficulty, we propose a novel
efficient algorithm called ECPC that targets at large-sized network in-
frastructures in buildings. Our theoretical analysis and numerical results
show that ECPC achieves competitive solutions compared to the true
optimal solutions obtained by the branch-and-bound method.

1 Introduction

Today, most cyber-physical systems (CPS) in smart buildings require a wireless
network infrastructure for sensing, communication, and actuation. However, stud-
ies show that the poor battery lifetime performance of current wireless sensors is
becoming a critical factor that affects the future prospect of these emerging CPSs
in smart buildings. To prolong battery lifetime, there are two complementary ap-
proaches. The first one is to increase battery capacity, which had proved to be
difficult over the years. The second approach is to reduce the energy expenditure.
Since a wireless sensor’s energy expenditure depends heavily on the distance from
its associated base station (BS), BS placement optimization has become one of
the most effective methods to address the battery lifetime issue.

In the literature, BS placement optimization has been studied for various types
of wireless networks (see, e.g., cellular networks [1,2], sensor networks [3–5], and
references therein). However, the focus of these existing work is not on CPS in
building environments. Indeed, when the unique physical features of building

X. Wang et al. (Eds.): WASA 2012, LNCS 7405, pp. 607–618, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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environments are taken into consideration, BS placement optimization becomes
much more challenging. In addition to the obvious change from 2-D planes to
3-D spaces, building environments have a complex impact on wireless channels:
Different interior spaces (e.g., atrium, office, hallway, or basement) with differ-
ent wall/floor separations yield different signal path losses and fading patterns.
Also, building safety codes may impose further physical restrictions to the BS
locations, which is unseen in the conventional BS placement literature. So far, it
is unclear how to construct good mathematical models and optimization algo-
rithms to capture these unique physical factors for CPS network infrastructure.

In this paper, we address the above challenges by studying the joint optimiza-
tion of BS placement and power control to minimize the uplink transmission
power of wireless sensors for CPSs in building environments. The main results
of this work are as follows: i) we show that the joint BS placement and power
optimization is a challenging mixed-integer non-convex optimization problem
(MINCP), which is NP-hard and no off-the-shelf optimization methods can be
readily applied; ii) to address this difficulty, we propose an efficient algorithm
called ECPC (abbreviation for expansion-clustering-projection-contraction) that
incorporates several novel ideas specifically designed for CPSs in buildings; and
iii) we perform complexity and approximation ratio analysis for the proposed
ECPC algorithm. Both our theoretical and numerical results indicate that ECPC
yields competitive solutions compared to the global optimal solutions.

The remainder of this paper is organized as follows. In Section 2, we review
the related work reported in the literature, putting our work in a comparative
perspective. We then present our network model and problem formulation in
Section 3. The proposed ECPC solution procedures, along with their numerical
results, are presented in Section 4. Section 5 concludes this paper.

2 Related Work

In the literature, there has been a large body of work on BS placement for cellular
networks (see e.g., [1,2]) and sensor networks (see, e.g., [3–5]). In contrast, results
on BS placement in buildings remains limited and most work in this area consid-
ered performance metrics different from ours (e.g., minimum number of BSs to
ensure network coverage [6–11], channel assignment/load balancing [12, 13], bit
error rate minimization [14,15], and throughput maximization [16–18]). Most of
these efforts, except [18], considered problems in 2-D planes (i.e., single floor).
The focus of [18], however, was on indoor propagation model evaluations and
little effort was made in developing optimization algorithms to optimize BS
placement. Moreover, a common problem formulation approach in [8–11, 19] is
to discretize the coverage region into a set of finite candidate locations. As a
result, BS placement problems were usually modeled as a mixed-integer linear
programming problem (MILP), which can be readily solved by off-the-shelf inte-
ger programming solvers (e.g., CPLEX). In contrast, our model allows the region
to be continuous. This leads to a much more challenging problem because there
are an infinite number of BS candidate locations, implying that off-line path loss
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Fig. 1. An illustration of a CPS wireless infrastructure with multiple BSs and SAs in
a multi-floor building

computation is no longer feasible. In our previous related works [20,21], we have
proposed two non-trivial reformulation approaches to transform the problem
into a mixed-integer convex program (MICP) and a mixed-integer linear pro-
gram (MILP), respectively, thus enabling the use of branch-and-bound method
(BB) to find a global optimal solution. However, due to the NP complexity na-
ture of BB, the global optimization algorithms in [20,21] do not scale well as the
network size increases.

3 Network Model and Problem Formulation

1) Indoor Wireless Channel Modeling.We consider a wireless CPS network
infrastructure in a multi-floor building with M BSs and N sensing areas (SA),
as shown in Figure 1. We use N to denote the set of all SAs. Here, an SA
could be any subregion in the building where wireless sensors of the CPS are
installed. For simplicity, we assume in this paper thatM is large enough to ensure
network coverage. We denote the BSs and SAs as BS1, . . ., BSM and SA1,. . .,
SAN , respectively. We further assume that co-channel interference among all
BSs is negligible under a proper channel assignment and reuse scheme. The
case where co-channel interference exists will be left for our future study. We
use (ui, vi, wi), i = 1, . . . , N , to denote coordinates of the center of SA i. The
length and width of SA i are denoted as Li and Wi, respectively. Similarly,
(xm, ym, zm), m = 1, . . . ,M , denotes the coordinates of BS m, which are to be
determined. Due to the practical use of building space, the BSs of a CPS network
infrastructure are usually required to be mounted on the ceiling of each floor.
Also, in buildings, a wireless sensor could be installed on each floor. As a result,
the vertical coordinates wi and zm cannot be arbitrary and can only take on
integer values: 1, 2, . . . , F , where F is the maximum number of floors.

To ensure that BS m can cover every point in SA i, we define the distance as
the straight line between BS m and the point in SA i that is furthest away from
BSm. We let h and ρi denote the height of each floor and the average installation
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height of the sensors in SA i, respectively. Then, it is not difficult to show that
the distance between BS m and SA i, denoted as dim, can be computed as:

dim = [(|xm − ui|+
1

2
Li)

2 + (|ym − vi|+
1

2
Wi)

2 + |(zm −wi + 1)h− ρi|2]
1
2 . (1)

In this paper, we adopt the following path loss model in building environments
[22]: PRm = PTi − Ld0 − 10α log10 (dim/d0) − LFAF , where α is the path loss
index and LFAF denotes the path loss caused by floor attenuation factor (FAF).
Moreover, numerous field tests had indicated that FAF approximately follows
the following relationship [22, Table 4.4]:

LFAF =

{
Λ1 + (ϕ− 1)Λa, if ϕ ≥ 1,
0, if ϕ = 0,

(2)

where Λ1 represents the FAF for a single floor separation, Λa represents the
FAF for each additional floor, and ϕ denotes the number of separating floors.
Combining all the earlier discussions and after converting PRm , PTi , and Ld0
from dB scale to a linear scale, it is not difficult to derive the following result
for path loss modeling in building environments:

PRm =
PTi

H(zm, wi)Λ|zm−wi|dαim
, ∀i,m. (3)

Here, H(zm, wi) is a step function that depends on zm and wi and has the
following structure:

H(zm, wi) =

{
H0, if zm = wi,
H1, if zm �= wi,

where H0 = Ld0d
−α
0 , H1 = Ld0d

−α
0 10(Λ1−Λa)/10, and Λ = 10Λa/10.

2) QoS Requirement Constraints. To maintain the transmission data rate
that satisfies a sensor’s QoS requirement, a necessary condition is that the
received power at the BS should be greater than a certain threshold value.
We let Pmin denote the minimum threshold value. According to (3), we have:

PTi

H(zm,wi)Λ|zm−wi|dαim
≥ Pmin, ∀i,m. After rearranging and letting Bi(zm, wi) =

H0Pmin if zm = wi or H1Pmin if zm �= wi, we have

Bi(zm, wi)Λ
|zm−wi|dαim − PTi ≤ 0, ∀i,m. (4)

3) BS Association Modeling.Unlike conventional wireless networks, in build-
ing environments, the channel to the nearest BS may not be the best because the
nearest BS could be separated by floors, which leads to an inferior channel due
to FAF. Rather than specifying a BS association rule, we model BS association
as a part of the overall joint BS placement and power control optimization. For
this purpose, we define the following set of binary variables:

γim =

{
1 if SA i is associated with BS m,

0 otherwise.
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Then, the BS association can be modeled as:

M∑
m=1

γim = 1, ∀i = 1, . . . , N. (5)

Considering BS association, we modify the QoS constraint in (4) as:

Bi(zm, wi)γimΛ
|zi−wi|dαim − PTi ≤ 0, ∀i,m. (6)

4) Problem Formulation. To prolong the sensor battery lifetime and ensure
fairness among all SAs, we can minimize the total transmission power from all
SAs. Incorporating all constraints, the joint BS placement and power optimiza-
tion (BSPO) can be formulated as:

BSPO: Minimize
∑
∀i
PTi

subject to Constraints in (1), (5), and (6).

Since (1) and (6) are non-convex and involve integer variables, BSPO is a mixed-
integer non-convex program (MINCP), which is NP-hard in general [23]. Fur-
ther, since Problem BSPO is highly unstructured, no off-the-shelf optimization
method can be readily applied. As mentioned earlier, in [20,21], we have proposed
two novel reformulation strategies to transform BSPO into a mixed-integer con-
vex program (MICP) and a mixed-integer linear program (MILP), respectively,
both of which enabled the use of branch-and-bound (BB) approach to solve the
problem to global optimality. The major benefit of using BB is that, upon its con-
vergence, it guarantees finding a global optimal solution to the BSPO problem.
However, we note that due to the NP nature of the mixed-integer problems, the
convergence time of BB increases exponentially as the network size gets large.
Therefore, in this paper, we focus on designing an efficient algorithm that offers
competitive solutions for large-sized building networks.

4 ECPC: An Efficient Solution Approach

In this section,wepropose analgorithmcalledECPC(abbreviation for “expansion–
clustering–projection–contraction”) for large-sizedbuilding networks. In what fol-
lows, we will first present the basic idea of ECPC. Then, from Section 4.1 to Sec-
tion 4.3, we present the details of each component in ECPC.

Basic Idea of ECPC: The basic idea of ECPC is motivated by the observation
that the main difficulty in solving BSPO stems from: i) the FAF effect, and ii)
the integrality constraints on the vertical coordinates. This observation leads us
to the following idea: First, suppose that we can expand the network from the
original space to an equivalent virtual 3-D space without floors and yet the path
loss effect after expansion is equivalent, then the problem becomes much easier.
This is because we can partition the SAs into M clusters in the virtual space,
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where SAs in each cluster are “close” to each other. Since there is no FAF effect
within each cluster, it is easy to determine the optimal BS placement for each
cluster. Next, we project the BS placement to the locations corresponding to the
nearest floor in the virtual space and then shrink the virtual space back to the
original one. As a result, we arrive at a solution to the original problem.

Clearly, the solution quality of the ECPC approach hinges heavily on the
details in carrying out the expansion, clustering, projection, and contraction. As
will be seen later, the expansion subtask is non-trivial and care must be taken
to obtain a satisfactory performance. In the remainder of this section, we will
develop these key components of ECPC.

4.1 Expansion

Let S and Ŝ represent the original space and the expanded space, respectively.
We let e(pi) ∈ Ŝ denote the image of the expansion mapping of point pi ∈ S.
The concept of equivalent distance is defined as follows:

Definition 1. For two points pi, pj ∈ S, if the path loss effect between e(pi) ∈ Ŝ
and e(pj) ∈ Ŝ is the same as that between pi and pj, then we call the distance

d̂ij between points e(pi) and e(pj) the equivalent distance for pi and pj.

For ease of algebraic manipulations, we consider sij � d2ij and ŝij � d̂2ij rather

than dij and d̂ij directly. Under Definition 1 and the discussions in Section 3, it
is not difficult to derive the following expression (details are omitted here due
to space limitation):

ŝij =

{
sij , if wi = wj ,
sijG(wi, wj), if wi �= wj ,

(7)

where the term G(wi, wj) is defined as G(wi, wj) � 10
Λ1+(|wi−wj|−1)Λa

20α .

Next, we need to determine the new coordinates of the SAs in Ŝ. A natural
choice is to find a new set of coordinates (ũi, ṽi, w̃i) ∈ Ŝ, i = 1, . . . , N , such

that the pair-wise distance d̃ij is as close to d̂ij as possible. Notice that w̃i is

no longer integer-valued in Ŝ. This problem is closest in spirit to the classical
multidimensional scaling (MDS) problem that often arises in statistics and infor-
mation visualization [24]. However, we point out that classical MDS techniques
cannot be applied here due to the “arbitrariness” of the MDS solutions. That is,
for an optimal MDS solution, any rotation or reflection is also a valid optimal
solution. This poses a problem to our ECPC approach since we not only need
to determine the optimal BSs locations in Ŝ, but also need to recover the cor-
responding locations in S. The arbitrariness of an MDS solution makes such a
reversed mapping difficult. In this paper, we propose the following approach to
circumvent the above MDS limitations.

We first note that in S, there is no floor separation between SAs on the same
floor. As a result, ŝij = sij for any two SAs i and j on the same floor. From
this observation, a natural approach is to retain the horizontal coordinates of
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f(Θ)

0

Θ

Θ∗

Fig. 2. An illustration of the structure of the objective function in Problem (9).

all SAs to preserve the distances between same-floor SAs. This also means that
the expansion will only occur along the vertical direction. However, due to the
nonlinear FAF effect, it is difficult to precisely model the appropriate expansion
along the vertical direction. To simplify the problem, we propose to use the
following linear expansion rule:

(ũi, ṽi, w̃i) = (ui, vi, wihθ), (8)

where θ > 1 is a linear vertical scaling factor. Under this rule, we have d̃2ij =

(ui − uj)
2 + (vi − vj)

2 + (wi − wj)
2h2θ2, ∀i, j ∈ {1, . . . , N}, wi �= wj . Next,

we want to find the optimal θ such that the total difference between d̃2ij and
the equivalent squared distance ŝij is minimized. This can be formulated as the
following minimization problem after some algebraic manipulations (details are
omitted due to space limitation):

Minimize
Θ≥0

∑
i,j∈Ω

|aijΘ + bij | , (9)

where aij � (wi − wj)
2h2, bij � (ui − uj)

2 + (vi − vj)
2 − ŝij , Θ � θ2, and

Ω � {i, j ∈ {1, . . . , F} : i < j, wi �= wj}. In (9), Θ is the decision variable.
For convenience, let f(Θ) denote the objective function of Problem (9). Since

f(Θ) is convex and piece-wise linear, f(Θ) has a structure as depicted in Fig-
ure 2. Due to this special structure, we can devise a polynomial-time line search
algorithm. First, it is easy to see that the minimizer of Problem (9) must be
located at the non-differentiable points of f(Θ) because all other points have
non-zero derivatives. The non-differentiable points of f(Θ), denoted as ΘND

ij ,

can be easily computed as ΘND
ij = −bij/aij , for all (i, j) ∈ Ω. Also, noting that

Θ ≥ 0, we only need to consider the set of non-negative ΘND
ij . Let the set Ω+

be defined as Ω+ = {(i, j) ∈ Ω : ΘND
ij ≥ 0}. For convenience, we re-index the

elements in Ω+ such that Θ1 ≤ . . . ≤ Θ|Ω+|. Then, solving Problem (9) becomes
finding the optimal index, denoted as I∗, from Ω+. Let I = {I1, . . . , I2} be the
initial index set, where I1 = 1 and I2 = |Ω+|. Then, our algorithm is based on
the following result:

Proposition 2. Let I ′1 and I ′2 be two indices with I1 ≤ I ′1 < I ′2 ≤ I2. If
f(ΘND

I′1
) > f(ΘND

I′2
), then I ′1 ≤ I∗ ≤ I2. On the other hand, if f(ΘND

I′1
) < f(ΘND

I′2
),

then I1 ≤ I∗ ≤ I ′2.
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Proof. By contradiction, suppose that when f(ΘND
I′1

) > f(ΘND
I′2

), we have I1 ≤
I∗ < I ′1. Since I∗ is the optimal index, we have f(ΘND

I∗ ) < f(ΘND
I′2

). Also,

since ΘND
I∗ ≤ ΘND

I′1
< ΘND

I′2
, we have that ΘND

I′1
can be represented as a con-

vex combination of ΘND
I∗ and ΘND

I′2
. By the convexity of f(·), we have f(ΘND

I′1
) <

max{f(ΘND
I∗ ), f(ΘND

I′2
)} = f(ΘND

I′2
), contradicting the assumption that f(ΘND

I′1
) >

f(ΘND
I′2

). This completes the proof of the first half of the lemma. The other half

of the lemma can also be proved similarly. ��

Proposition 2 implies that we can reduce the index set by ignoring either the
indices that are larger than I ′2 or smaller than I ′1, depending on the comparison
between f(ΘND

I′1
) and f(ΘND

I′2
). Thus, we can choose I ′1 and I ′2 in the following

dichotomous way: for I = {I1, . . . , I2}, we let I ′1 =
⌊
I1+I2

2

⌋
and I ′2 =

⌊
I1+I2

2

⌋
+1.

This process continues until there are only two elements left in the index set.
Then, the optimal index I∗ can be found by simply comparing the objective
values at these two indices. In finding I∗, the computation complexity is dom-
inated by the evaluation of f(·). Since we reduce the size of the index set by
approximately half in each iteration, we only need O(log2(|Ω+|)) objective value
evaluations, which is evidently polynomial-time.

4.2 Clustering

To perform clustering, we first construct a matrix D̃ in Ŝ, where the entry [D̃]ij
in the i-th row and the j-th column represents the distance between SA i and SA
j. Initially, we treat each SA in S as an individual cluster. Then, the clustering
proceeds in the following “bottom-up greedy” fashion. In each iteration, we
merge two closest clusters (could be two SAs, two clusters, or a cluster and an
SA) into a new cluster. Next, update the new distances of the remaining clusters
to the new cluster. In the next iteration, we repeat the merging based on the
updated D̃. After each iteration, the number of clusters in Ŝ is reduced by 1.
This process continues until there are M clusters remaining.

Different strategies could be employed in updating D̃ in each iteration. For
example, the distance between an existing cluster E1 and a new cluster E2

could be computed using the maximum distance between the elements of each
cluster, i.e., d(E1, E2) = max{d(p1, p2) : p1 ∈ E1, p2 ∈ E2}, or the average
distance between the elements of each cluster, i.e., d(E1, E2) =

1
|E1||E2|

∑
p1∈E1∑

p2∈E2
d(p1, p2). We refer to these two strategies as “updating with maximum

distance” (UMD) and “updating with average distance” (UAD), respectively.
After clustering, we need to determine the optimal BS location for each clus-

ter. Since there is no floor separation in Ŝ, each SA’s power is solely determined
by the distance to the BS in the cluster. Thus, we only need to find an optimal
BS location to minimize a certain metric related to the distance from the BS
to the SAs. Let Cm denote the m-th cluster. Let (x̃m, ỹm, z̃m) ∈ Ŝ denote the
location of the m-th BS for the m-th cluster. Then, the optimal BS location can
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be formulated as the following optimization problem (details are omitted due to
space limitation):

Minimize
∑|Cm|

i=1 s
−α

2
im

subject to sim ≥ (x̃m − ũi)
2 + (ỹm − ṽi)

2

+(z̃m − w̃i)
2, ∀(ũi, ṽi, w̃i) ∈ Cm.

(10)

The decision variables in (10) are (x̃m, ỹm, z̃m) and sim. It can be easily veri-
fied that (10) is a standard second-order cone program (SOCP), which can be
efficiently solved by standard convex programming solvers.

4.3 Projection and Contraction

Since the expansion in ECPC occurs only along the vertical direction, the pro-
jection of the m-th BS can be easily done by fixing x̃m and ỹm and changing the
value of z̃m to the vertical coordinate of the nearest floor. Then, the contraction
of the m-th BS location back to the S can be done by simply letting xm = x̃m,
ym = ỹm, and zm = z̃m/hθ

∗. Here, θ∗ is the optimal expansion factor obtained
earlier by solving Problem (9).

4.4 Complexity and Approximation Ratio Analysis

In this section, we first analyze the computational complexity of the ECPC
algorithm. As mentioned earlier, in ECPC, to determine the expansion ratio Θ,
we need O(log2(|Ω+|)) times of objective function evaluations. Note that |Ω+|
is on the order of O(N2). For partitioning the N SAs into M clusters, exactly
N −M times of groupings and updates are needed. The complexity of solving
M SOCP in the form of (10) is O(M

√
N/M) = O(

√
NM) [25]. Finally, we need

exactly 2M iterations in performing projection and contraction. Thus, combining
all the above discussions, we have the following result, which clearly shows that
the ECPC scheme is a polynomial-time algorithm:

Proposition 3. The computational complexity of the proposed ECPC scheme
is O(2 log2N + 2M +

√
NM).

Next, we analyze the approximation ratio of the ECPC algorithm. First, we
note that the dominant source error comes from the expansion step, in which
we only use a linear expansion factor to model the complex relationship in the
equivalent space, which is obviously nonlinear. The inexact expansion will in
turn lead to erroneous group in the clustering stage, which may associate an
SA with a BS that has an inferior channel quality. However, a nice feature of
the ECPC scheme is that all the inexact expansions only occur between SAs in
different floors. Based on this insight, we can derive the following approximation
ratio bound for the ECPC algorithm:

Theorem 4. The approximation ratio of the proposed ECPC scheme is upper
bounded by

1 +
|Ω|
N

(
F 2h2 + x2max + y2max

min(i,j)∈N dij

)α
. (11)
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Fig. 3. The solution for a 40-SA 10-BS network under the ECPC approach

Due to space limitation, we relegate the proof details of Theorem 4 to [26]. It is
worth pointing out that the approximation ratio bound in (11) is a worst case
upper bound. In practice, the ECPC algorithm usually works much better than
the bound in (11), as evidenced by the numerical examples presented in the next
subsection.

4.5 Numerical Results

To see the efficiency of ECPC, we use a network with 40 SAs in a 7-story build-
ing as an example. The building’s length, width, and per-floor height are 100,
60, and 3 meters, respectively. We use 10 BSs to serve the entire network. The
maximum transmission power for each sensor is 1 W. The minimum received
power threshold for each sensor is −90 dBm. The path loss exponent is 4. Note
that the BB approach in [20, 21] is not a practical choice for such a large-sized
network. Under ECPC, however, it only takes 9.98 seconds to find a solution,
which shows the efficiency of ECPC. The BSs placement and the BS-SA associ-
ations are illustrated in Figure 3 (for better visibility, we only plot the centers
of the SAs in Figure 3).

To compare the gap between ECPC solutions and the objective values ob-
tained under the BB approach in [20, 21], we randomly generated 50 networks
with 3 BSs, 10 SAs, in a 3-story building. As mentioned earlier, a major feature
of BB is that it guarantees finding an optimal solution to the original problem.
For these 50 examples, the mean objective value of ECPC and the mean of
the true optimal values are 0.4181 W and 0.2073 W, respectively. The standard
deviation are 0.3252 and 0.1313 W, respectively. Further, there are 36 (72%)
examples where the ECPC objective value is less than twice of the true opti-
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mal objective value, including 8 examples (16%) where two solutions coincide .
The mean of normalized objective values (ECPC divided by true optimum) is
1.995 (with a standard deviation of 0.7261). Thus, we can see that ECPC offers
competitive results compared to true optimal solutions.

5 Conclusion

In this paper, we investigated the joint BS placement and power control opti-
mization to prolong the sensor battery lifetime for cyber-physical systems (CPS)
in building environments. We show that the joint BS placement and power con-
trol problem can be formulated as a mixed-integer non-convex program, which is
difficult to solve to global optimality for large-sized networks even after convex-
ification and linearization. To address this difficulty, we developed an efficient
algorithm called ECPC that incorporates several novel ideas specifically designed
for CPSs in building environments. We conducted both theoretical and numer-
ical analysis for the ECPC scheme. Our numerical results showed that ECPC
provides competitive solutions compared to the true optimal solutions obtained
by the branch-and-bound based approach used in our previous work. We note
that CPS network infrastructure in smart buildings is an important and yet
under-explored area. Possible future directions include to study the trade-off
between power and other performance metrics, such as throughput, delay, etc.
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7. Jaffrès-Runser, K., Gorce, J.-M., Ubéda, S.: Multiobjective QoS-oriented planning
for indoor wireless LAN. In: Proc. IEEE VTC Fall, Montreal, QC, September 25-
28, pp. 1–5 (2006)

8. Sherali, H., Pendyala, C., Rappaport, T.: Optimal location of transmitters for
micro-cellular radio communication system design. IEEE J. Sel. Areas Com-
mun. 14(4), 662–673 (1996)



618 J. Liu et al.

9. Wong, J., Mason, A., Neve, M., Sowerby, K.: Base station placement in indoor
wireless systems using binary integer programming. IEE Proceedings – Communi-
cations 153(5), 771–778 (2006)

10. Adickes, M.D., Billo, R.E., Norman, B.A., Banerjee, S., Nnaji, B.O., Rajgopal,
J.: Optimization of indoor wireless communication network layout. IIE Transac-
tions 34(9), 823–836 (2002)

11. Bahri, A., Chamberland, S.: On the wireless local area network design problem
with performance guarantees. Computer Networks 48, 856–866 (2005)

12. Lee, Y., Kim, K., Choi, Y.: Optimization of AP placement and channel assignment
in wireless LANs. In: Proc. IEEE Local Computer Networks (LCN), Tampa, FL,
November 6-8, pp. 831–836 (2002)

13. Bejerano, Y., Han, S.-J., Li, L.E.: Fairness and load balancing in wireless LAN
using association control. In: Proc. ACM MobiCom, Philadelphia, PA, September
26–October 1, pp. 2326–2330 (2004)

14. Kobayashi, M., Haruyama, S., Kohno, R., Nakagawa, M.: Optimal access point
placement in simultaneous broadcast system using OFDM for indoor wireless LAN.
In: Proc. IEEE PIMRC, London, UK, September 18-21, pp. 200–204 (2000)

15. Jiang, T., Zhu, G.: Uniform design simulated annealing for optimal access point
placement of high data rate indoor wireless LAN using OFDM. In: Proc. IEEE
PIMRC, Beijing, China, September 7-10, pp. 2302–2306 (2003)

16. Ling, X., Yeung, K.L.: Joint access point placement and channel assignment for
802.11 wireless LAN. IEEE Trans. Wireless Commun. 5(10), 2705–2711 (2006)

17. So, A., Liang, B.: Efficient wireless extension point placement algorithm in urban
rectilineal WLANs. IEEE Trans. Veh. Technol. 57(1), 532–547 (2008)

18. Butterworth, K., Sowerby, K., Williamson, A.: Base station placement for in-
building mobile communication systems to yield high capacity and efficiency. IEEE
Trans. Commun. 48(4), 658–669 (2000)

19. Stamatelos, D., Ephremides, A.: Spectral efficiency and optimal base placement
for indoor wireless networks. IEEE J. Sel. Areas Commun. 14(4), 651–661 (1996)

20. Liu, J., Kou, T., Chen, Q., Sherali, H.D.: Femtocell base station deployment in
commercial buildings: A global optimization approach. IEEE J. Sel. Areas Com-
mun. 30(3), 652–663 (2012)

21. Liu, J., Chen, Q., Sherali, H.D.: Algorithm design for femtocell base station place-
ment in commercial building environments. In: Proc. IEEE INFOCOM, Orlando,
FL, March 25-30, pp. 3233–3237 (2012)

22. Rappaport, T.S.: Wireless Communications: Principles and Practice. Prentice Hall,
Upper Saddle River (2002)

23. Nemmhauser, G.L., Wolsey, L.A.: Integer and Combinatorial Optimization, 2nd
edn. Wiley-Interscience Publication, New York (1999)

24. Cox, T.F., Cox, M.A.A.: Multidimensional Scaling, 2nd edn. Chapman and
Hall/CRC, Boca Raton (2000)

25. Boyd, S., Vandenberghe, L.: Convex Optimization. Cambridge University Press,
Cambridge (2004)

26. Liu, J., Chen, Q., Kou, T., Sherali, H.D.: On wireless network infrastructure op-
timization for cyber-physical systems in future smart buildings. Technical Report,
Dept. of ECE, Ohio State University (July 2011),
http://www2.ece.ohio-state.edu/~liu/publications/CPS_Bldg_TR.pdf

http://www2.ece.ohio-state.edu/~liu/publications/CPS_Bldg_TR.pdf


Building a Microscope for the Data Center

Nuno Pereira, Stefano Tennina, and Eduardo Tovar

CISTER/INESC-TEC, ISEP, Polytechnic Institute of Porto, Porto, Portugal
{nap,sota,emt}@isep.ipp.pt

Abstract. Managing the physical and compute infrastructure of a large
data center is an embodiment of a Cyber-Physical System (CPS). The
physical parameters of the data center (such as power, temperature, pres-
sure, humidity) are tightly coupled with computations, even more so in
upcoming data centers, where the location of workloads can vary substan-
tially due, for example, to workloads being moved in a cloud infrastruc-
ture hosted in the data center. In this paper, we describe a data collection
and distribution architecture that enables gathering physical parameters
of a large data center at a very high temporal and spatial resolution
of the sensor measurements. We think this is an important character-
istic to enable more accurate heat-flow models of the data center and
with them, find opportunities to optimize energy consumption. Having
a high resolution picture of the data center conditions, also enables min-
imizing local hotspots, perform more accurate predictive maintenance
(pending failures in cooling and other infrastructure equipment can be
more promptly detected) and more accurate billing. We detail this archi-
tecture and define the structure of the underlying messaging system that
is used to collect and distribute the data. Finally, we show the results of
a preliminary study of a typical data center radio environment.

1 Introduction

Data centers are a central piece of today’s Internet infrastructure and have be-
come critical for many medium and large organizations. A data center is a facility
(one or more rooms, floors or buildings) custom built to house large computing
systems, including networking, storage systems and also power distribution and
cooling.

The operation of a data center is an instantiation of a Cyber-Physical System
(CPS) in the sense that it requires managing physical parameters, such as power
and environmental variables of the data center (e.g., temperature, humidity,
pressure), that are coupled with computations. This is especially true in future
data centers, where we can expect that management of cloud-related workload
will be performed more aggressively. This workload management includes dis-
tributing or consolidating workloads throughout data center machines, and this
impacts physical parameters (power and environmental) of the data center in a
very dynamic manner.

This paper reports the progress being developed towards energy-efficient op-
erations and the integrated management of cyber and physical aspects of data
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centers. We are developing an integrated system composed by wired and wire-
less sensors which monitor power consumptions of the servers and environmental
conditions, with the goal of achieving an overall reduction of data centers’ energy
consumptions. The architecture we propose here is intended to be hierarchical,
modular and flexible enough to achieve high temporal and spatial resolution of
the sensor measurements, with negligible latencies of sensors’ reports to the data
center management control station.

Overall, the advantage of having fine-grained power and environmental mea-
surements in this application scenario is twofold: (i) measuring the power con-
sumption at the single server level has enormous benefits for the business logic
of data centers’ owners, since they can offer services and billing to their cus-
tomers based on the actual consumption1, and (ii) although there are in lit-
erature models to predict heat-flows used in commercial Computer Room Air
Cooling (CRAC ) systems, those models often lack of spatial resolution, so the
availability of micro-climate conditions would help improving those models as
well as continue feeding them with real data will improve the reliability and
accuracy of their forecasts.

Fine-grained measurements are also the basis to provide different views of the
system, each of them customized to different users. Our architecture allows to
set the desired resolution of the readings upon user’s requests, for example to in-
vestigate some problems in a specific area (row, room or floor) of the data center
building. Every single sensor can be configured by setting user defined alarms
and trigger measurements reports adaptively, by changing or (re-)configuring
specific thresholds at run-time.

In this paper, we describe the data collection and distribution architecture.
We will detail how the environmental and power data will be collected from the
data center and initial deployment experiments. The remaining of this paper
is organized as follows. Section 2 describes related work in the same topic of
monitoring data center conditions. Section 3 overviews our proposed hierarchical
and modular system architecture by focusing on its data gathering part, while
Section 4 presents the way data collected are exposed to the end users using
the publish-subscriber paradigm. Section 5 deals with preliminary results on
wireless sensor network (WSN) deployment we did in a real data center in Lisbon,
Portugal, in November 2011. Section 6 concludes this paper with an overview
on the on-going future work.

2 Related Work

Thermal management and green data centers have received considerable at-
tention in recent research literature. Two main approaches can be identified:
mechanical design-based and software-based [1]. The former approaches aim at
studying the airflow models, data centers layout and cooling system design in

1 This project is being carried out in conjuntion with a medium/large service provider
in the area (Portugal Telecom), which defined this as an important goal of the
system.
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order to optimize the location of the racks and CRAC units. On the other hand,
the latter approaches focus on minimizing the cooling costs by distributing or mi-
grating jobs among the servers. The result of this study is the design of thermal-
aware scheduling mechanism to distribute the workload where the power budget
(i.e., the product of power and temperature [2]) is more favorable. However,
in the current data center thermal management systems, the mechanical- and
software-based approaches are usually independent on each other [1].

A closely related problem, power management in data centers, has been an
important concern for some time now [3–7]. Dynamic voltage scaling [3, 5] in
QoS-enabled web-servers can minimize energy consumption subject to service
delay constraints. On/off power management schemes [4–7] have also been stud-
ied in the context of data centers.

Few very recent approaches rely on building software models through a joint
coordination of cooling and load management [8, 9]. However, the complexity of
data center airflow and heat transfer is compounded by each data center facility
having its own unique layout, so achieving a general model is difficult [10]. In
fact, in [8], authors stress that their model has several parameters that need to
be determined for specific applications. Then, acquiring data at a fine enough
resolution to validate models is a considerable undertaking and current research
issue concerning the type and placement of sensors need to be addressed [10].

Along this line, some recent work [11, 12] pushed in the direction of deploying
wireless sensor nodes and monitor the thermal distribution, to figure out how
to avoid hot-spots and overheating conditions. In [12], for example, 108 wireless
sensor nodes were deployed in a floor of the IBM data center in Geneva. We
differ from these works in the sense that we want very fine-grained (in space and
time) gathering of power and environmental parameters and including other
physical quantities other than only temperature. Our goal is also to build a
representation of the data center through which administrators and designers
can rigorously identify problems and solutions.

Our approach has similarities to [1], where authors propose a (proactive) ther-
mal management system built upon an air flux mathematical model, which leads
to a formulation of a minimization of cooling energy problem. Moreover, in [13],
the same authors developed a joint communication and coordination scheme that
enables self-organization of a network of external heterogeneous sensors (ther-
mal cameras, scalar temperature and humidity sensors, airflow meters) into a
multi-tier sensing infrastructure capable of real-time data center monitoring. Dif-
ferently from [1, 13], our proposed system is based on a hierarchical, modular,
flexible and fine-grained sensor network architecture, where data collected from
heterogeneous sensors (including power data) and the analysis of their inter-
correlations will enable closer examination and a better understanding of the
flow and temperature dynamics within each data center [14]. To our knowledge,
no previous work enables correlating power and environment characteristics on
a per rack or per-server granularity.

Multiple long-wavelength infrared image sensors can be used to capture ther-
mal maps of an environment [15]. While thermal cameras are an interesting
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approach, we find that they suffer from several practical issues: (i) the current
cost of thermal cameras is substantial, and, due to field-of-view limitations (data
centers are typically organized in narrows rows), a high number of them can be
required to cover a data center; (ii) mapping the view of the camera with the
infrastructure being monitored is more challenging than with point sensors, and
it is especially difficult to manage when changes are made to the layout of the
data center (e.g., addition/removal of servers and racks). However, as in [13],
our system has provisions to support thermal image sensors as a smart sensor
that can provide point temperature readings with a configurable resolution.

The data collection and distribution architecture described in this paper builds
upon previous work in SensorAndrew [16], which defined an Internet-scale infras-
tructure for sensing and actuation, using the XMPP protocol (more details about
XMPP are given later) at its core, providing both point-to-point and publish-
subscribe communication, confidentiality, access control, registration, discovery,
event logging and management of sensor/actuator devices.

There are a number of other efforts, which address some of these function-
alities. The MQ Telemetry Transport (MQTT) [17] is a publish-subscribe mes-
saging protocol, designed for constrained devices. While it is very lightweight
and as been successfully applied in several areas [18–20], it does not provide any
flexible mechanism to define messaging format and has also no built-in security
features. The Global Sensor Networks (GSN) [21] supports the flexible integra-
tion and discovery of sensor networks and sensor data. It is a service-oriented
architecture, where sensors can be accessed using SQL queries and web services.
GSN is substantially single-application centric and does not support security
features. Pachube [22] recently gained increased visibility with its real-time data
collection infrastructure that enables sensor-derived data to be distributed at In-
ternet scale. Pachube, however, focuses on much larger time scales for the data
collection than we are interested in.

3 Architecture Overview

The architecture of our system can be divided into three main sections. (i) The
data-producing entities such as the sensor networks, which gather environmen-
tal data, IT equipment or building equipment, which gather the data from the
environment, and also power consumption data. The data from these sensor
networks is delivered to a (ii) data distribution system that acts as a broker
between the (iii) data producing entities and the consuming applications (e.g.,
logger applications, alarm monitor, user interface applications).

At the core of the architecture depicted in Figure 1 there is a data distribution
middleware, which will take care of handling the data coming from different
sources such as the environmental and power sensors and deliver this data to
the applications interested in this data. The applications can be a data logger
that gathers historical information, visualization tools, alarms monitors or any
other application that can be developed in the future.
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Fig. 1. Architecture Overview

In the following subsections, our proposed system architecture will be de-
scribed in more detail, highlighting each component of the data gathering and
data distribution system.

3.1 Environment and Power Data Collection

In order to trade-off among (i) fine-grained sensors’ measurement (spatial) res-
olution, (ii) system flexibility and modularity and (iii) low-latency reporting of
the measurements, the proposed architecture for the data collection is a mix of
wired and wireless technologies.

The WSN is a stacked multi-tier architecture, where each level represents
a network tier with the corresponding devices and communication technology
used. The lower level, level-0 consists of sensor nodes, i.e., computational units
with several physical sensors attached, which perform sensing tasks and deliver
data to the devices at the next level in the hierarchy through a wired bus. At
level-1, cluster heads are responsible for querying the sensor nodes within their
respective cluster. A cluster is composed by one cluster head (bus master) and
several sensor nodes (bus slaves) attached to the wired bus. Then, these cluster
heads are responsible for data aggregation and sensor fusion. They communicate
using IEEE 802.15.4 with devices at the next level in the hierarchy. At the
level-2 of the network hierarchy, (environment) gateways are present. These
devices have the highest computational capabilities among the devices present
in the sensor network field. Gateways provide the data gathered from the sensor
network to the data distribution system in a standard format. Finally, in level-
3, the data distribution provides means to deliver the data gathered from the
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sensor network to the applications. The data distribution system supports any
number of gateways and applications in a distributed and transparent way.

Sensor Nodes: starting from the bottom of the network architecture, a Sensor
Node is a communication/computation enabled device physically linked (e.g.,
over a I2C bus) to a given number of sensors. These sensors are responsible
for measuring different physical parameters like, e.g., temperature, humidity,
pressure, as well as several power sensors to monitor the power consumption of
each server in the rack.

To keep the complexity low, at this tier of the Network Architecture, the
Sensor Nodes communicate with one Cluster Head over a bus, e.g., using a
RS485/MODBUS technology [23]. In particular, the Cluster Head node acts as
a local coordinator and master of the bus. The sensor nodes are deployed one
each rack and their sensors get measurements from all the elements of the rack.

Cluster Heads: the Clusters will be connected with each other in a Zig-
Bee/IEEE802.15.4 mesh topology to form a WSN Patch, where a common Gate-
way is in charge of gathering data and sending them over long range communica-
tion technology (e.g., WiFi). In terms of HW platforms, the Cluster Head node
will be the same platform as a generic Sensor Node, with an on-board ZigBee
radio.

Gateways: the sensor network can have one or more Gateways. Gateways
maintain representations of the data flows from the sensor network to the data
distribution system. They perform the necessary adaptation of the data received
from the WSN. The gateways can be deployed as one per room serving all the
rows of racks in that room; more gateways can also be deployed to improve radio
coverage, for load-balancing or for redundancy.

3.2 Data Distribution

The data distribution middleware is a central part of the proposed architecture.
This system is in charge of distributing the data from the source to the interested
applications. We leverage on the previous experience of SensorAndrew [16] and
employ the eXtensible Messaging and Presence Protocol (XMPP) [24] as the core
protocol for managing sensor data collection and distribution. In this architec-
ture, sensors (and actuators) are modeled as XMPP event nodes in a push-based
publish-subscribe architecture. The loosely coupling between publisher and sub-
scribers allows a higher scalability and more dynamism in the network topology.
Moreover, this architecture supports the following features [16, 24]: (i) standard
messaging protocol; (ii) extensible message types; (iii) point-to-point and mul-
ticast messaging; (iv) data tracking and/or event logging; (v) security, privacy
and access control; (vi) registration and discovery services (vii) redundancy and
Internet-scale.

The XMPP [24] is the basis for the messaging of our system. XMPP is an
open-standard communications protocol for message-oriented middleware based
on Extensible Markup Language (XML). Unlike most instant messaging pro-
tocols, XMPP uses an open systems approach of development and application,
by which anyone may implement an XMPP service and interoperate with other
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organizations’ implementations. The architecture of an XMPP network is run
in a fully distributed fashion, i.e., there is no central master server. XMPP has
extensions for several models, including one-to-one communication and publish-
subscribe model, and can be location-aware. It has built-in authentication with
support for secure channels (SSL and TLS) and supports storage of messages for
later delivery. XMPP applications include network management, content syndi-
cation, collaboration tools, file sharing, gaming, and remote systems monitoring.
Finally, XMPP is implemented by a large number of clients, servers, and code
libraries, and most of this software is distributed as free and open source.

4 Mapping The World

We have defined a hierarchy, adapted to the environment of a data center, that
structures the messaging system. As we will describe in this section, this hier-
archy reduces the number of data items (event nodes) that a user application
needs to subscribe to and also allows for the user applications to zoom-in the
data center in a flexible manner.

The hierarchy is defined through an XML schema that models the world.
This model includes 3D geographical and logical information of all elements,
including sensors, servers, racks, rooms and even buildings or cities. The model
includes hierarchical links: servers can be placed logically inside a room, racks
can be placed inside a room, and a room can be connected to a building and so
on. The logical organization makes it simpler to organize the hierarchy without
depending on the geographical / 3D information of the model. These levels in a
data center context are shown in Figure 2. This is a logical hierarchy reflected
on the XMPP event nodes, which lives in the XMPP servers. In this way, this
hierarchy can be replicated and load-balanced by using the common mechanisms
implemented by the XMPP server.

With this hierarchical arrangement, for example, when an administrator wants
to have data from a given room, the user application only needs to subscribe
to that room and automatically he will be subscribed to all the sensors in that
room. This could however result in a single client subscribing to a large number of
event nodes, which can be a problem for clients with limited processing, memory
and battery life capacities, such as, e.g., a mobile phone.

To address this issue, we took advantage of the fact that our messaging system
can have XMPP event nodes which are direct representations of physical nodes
(e.g., a real sensor node on a rack), but it can also have XMPP event nodes
which can represent a category or a set of nodes with some common logical
characteristics (e.g., belonging to a given room). In this way, a room might
have a representation in the messaging system as a virtual logical XMPP node,
and, for example, the temperature values of a room will be published as a trace
over time of the aggregated (e.g., average, minimum or maximum) values of
all the measurements from the sensor nodes belonging to that room, while all
those readings will be published on virtual physical XMPP nodes to be available
later for different views. Figure 3 represents a possible configuration of this
mechanism.
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Fig. 2. Hierarchy of the nodes

It is important to note that this architecture supports several clients. For ex-
ample, we can simultaneously have the following: (i) a logger application that
subscribes to all nodes and simply logs all the data; (ii) an application that
subscribes to specific events nodes that deliver alarm notifications; (iii) an appli-
cation that is only interested in the data for a particular row of the data center;
(iv) an application that, for management and configuration purposes, only needs
to know when a new device is added to the system; (v) an application that is
only interested in power readings. We also built a graphical user interface (GUI)
application that can run in both desktops and mobile devices that provides an
overview of the data center conditions. It is a simple and clean interface that
gathers all relevant data, allowing the user to navigate trough a representation
of the data center and observe the data collected.

5 The Data Center Radio Environment

This section presents a first step toward enabling a large installation of wireless
communicating devices. It is often assumed that the presence of lots of metallic
surfaces (such as racks) and power cables suspended on the ceiling, makes a data
center room a harsh environment in terms of radio signal propagation. Therefore,
we conducted an analysis of the radio conditions of a typical data center, to assess
the validity of that assumption and evaluate its impact. The measurements were
performed in a data center (located in Lisbon, Portugal) owned by the largest
Portuguese telecommunications operator, Portugal Telecom (PT), which also
provides hosting and cloud-based services. The objective of such measurement
campaign has been twofold: (i) evaluate the available IEEE 802.15.4 channels
for the monitoring network to be deployed in the data center, and (ii) test the
connectivity among IEEE 802.15.4 radios in the field, in order to identify the
requirements for the formation of the network topology.

Background Noise: We first acquired the background noise level, i.e., the possible
interference on the monitoring network due to external IEEE 802.11/WLANs.
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Fig. 3. Node Distribution Proposal

To do this, we used a frequency spectrum analyzer [25]. As expected, we observed
that there are only few IEEE 802.15.4 channel in the 2.4 GHz band available.
Channel 26, as it shown a negligible interference from 802.11, was the preferred
channel for our measurements. In general, these background noise measurements
show that the number of available channels in a typical data center might be
low.

WSN Connectivity: For the connectivity measurements, we used 9 TelosB [26]
nodes (a GW and 8 routers) running on batteries and 3 TelosB power by USB,
acting as sniffers. The routers were placed at the top of the center rack of 9 rows
on a data center.

First, we checked the connectivity between routers. For this, we placed the
GW on a corner of the data center and the routers (R1-R8) were left on the
center of the rows. This experiment tested that the chain among the GW and all
the routers was working, i.e., the GW started emitting beacons, R1 gets these
beacons, associates to the GW and start emitting its own beacons. Then R2 gets
R1’s beacons, associates with R1 and starts emitting its own beacons, and so on
until R8. At run time, all routers were able to emit non-interfering beacons, on
a time-division fashion.

Then, we started taking measurements with the 3 sniffer nodes as follows.
First, we placed the 3 nodes on one half of the row and then on the other half of
the row (the 3 nodes were spaced about 1.5 meters from each other, where the
one furthest from the middle was 5 meters from the center), then we collected
packets for 5 minutes in each half section of the row and repeated this procedure
for 9 rows.

The measurements were performed by looking at a counter in the beacon
payload that was incremented each time a beacon was transmitted. By extracting
the source address and the counter in the beacons from the sniffers’ logs we could
measure the packet loss probability on each measurement point and with respect
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(a) Coverage of GW (R0). Left: packet
loss. Right: RSS.

(b) Coverage of R1. Left: packet loss.
Right: RSS.

Fig. 4. Data Center Room Radio Measurements

to each router, as well as information about the Received Signal Strength (RSS)
of each received packet. By combining these data, it was possible to build maps of
the coverage for each beacon emitter. Figure 4 shows such results for the GW and
the cluster head R1. The packet loss is better than what one could have expected:
in general the majority of the routers was able to cover half of the room with
negligible losses (i.e., packetloss < 2%). Only spots of connectivity loss areas
were evidenced, e.g., in proximity of a pillar in the room: these conditions can
be resolved by planning accurately the position of the routers (cluster heads).

6 Conclusion

Instrumenting data centers with very fine spatial and temporal granularity has
a twofold advantage in terms of business logic of data centers owners and have
a better control on the micro-climate conditions in the rooms.

We have defined an efficient, hierarchical and modular system architecture,
and we are developing specialized hardware to enable it. Moreover, we made a
study on the radio performance in a real data center. This study enabled us to
understand better the radio conditions. Our findings confirm reports by previous
work [11, 12]: even in a data center room of reasonable dimensions, each wireless
node could interfere with up to 65% of the nodes. Then, having too many nodes
interfering with each other is an obstacle towards gathering sensor readings with
high temporal resolution, and this needs to be considered in our design.

Overall, we believe that our architecture, which mixes wired and wireless tech-
nologies in a modular and flexible fashion, enables interesting trade-offs between
fine-grained monitoring and low-latency.
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Abstract. With this paper we offer an insight in designing and analyz-
ing wireless sensor networks in a versatile manner. Our framework ap-
plies probabilistic and component-based design principles for the wireless
sensor network modeling and consequently analysis; while maintaining
flexibility and accuracy. In particular, we address the problem of allocat-
ing and reconfiguring the available bandwidth. The framework has been
successfully implemented in IEEE 802.15.4 using an Admission Control
Manager (ACM); which is a module of the MAC layer that guarantees
that the nodes respect their probabilistic bandwidth assignment as well
as the bandwidth assignment policy applied. The proposed framework
also aims to accurately analyze the behaviors of communication protocols
for energy-consumption and reliability purposes. We evaluate the proba-
bilistic bandwidth assignment methods using CSMA/CA access protocol
of IEEE 802.15.4. Furthermore, we analyze the behavior of the ACM and
compare the performance of the network using the ACM against the orig-
inal standard. The simulation results show that the use of ACM increases
the overall performance of the network.

1 Introduction

Wireless Sensor Network (WSN) is considered as one of the key technologies for
building the future Cyber-Physical Systems (CPS) as it allows today’s informa-
tion systems to monitor and control the physical environment. Often, monitoring
and acting through the WSN forms feedback loops within which the control deci-
sion should be made in real-time. So the QoS (Quality of Service) of the existing
WSNs must be enhanced since most of them mainly focus on the energy effi-
ciency without performance guarantees in terms of bandwidth allocation and
end-to-end delay. Designing and analyzing the QoS of WSNs is challenging be-
cause of the highly dynamic behavior of WSNs. Moreover, the WSNs need to
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operate with energy saving policies (e.g., duty-cycled nodes), which further com-
plicates the design and analysis. In general, WSN analysis aims to evaluate the
performance limits of a WSN deployment and to guarantee certain QoS. There-
fore, it is essential to determine the performance bounds for end-to-end latency,
energy, node buffer size, and reliability with respect to the network density,
communication protocols, and network topology.

For preserving scalability, most of existing low-power WSNs adopt contention-
based MAC. Providing guaranteed resource is even more challenging due to the
random nature of channel access method and radio channel behavior; which can
be described by a random probability distribution function. In addition, the node
reliability/failure is probabilistic due to sudden sensor loss or decay of battery [1].
Therefore, it is often impossible to provide the deterministic QoS in WSNs.

Furthermore, in WSNs the event/packet (packet generating process) inter-
arrivals follow also probabilistic distribution, for example due to the random
back-offs in contention based protocols. Jung et al. [2] have shown that the pro-
tocols like Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA),
modeled using Markov chain, can only provide probabilistic resource guarantees.

Complexity and uncertainty makes WSNs intrinsically probabilistic. Thus,
we require analysis methodologies for WSNs which provide the performance
guarantees (QoS) with the probabilistic bounds.

In contrast to some recent probabilistic end-to-end delay analysis works [3],
[4] which focus on the performance evaluation methods, the probabilistic ap-
proach developed in this paper offers a degree of flexibility, while allowing to
cope with the dynamics of the environment (channel) and the applications in
WSNs. The approach developed can be divided into two parts: i) the analysis,
which is a theoretical framework for the analysis of WSNs based on probabilis-
tic network calculus; ii) the Admission Control Manager (ACM), it is a MAC
level implementation which ensures that the performance guarantees provided
by the analysis part are met. This is achieved in the ACM by actively droping
the packets based on the availability of bandwidth (considered probabilistic in
this paper) and accepted performance guarantee (QoS) by a node (at the time
of composition of the network); in a probabilistic manner.

1.1 Related Work

The IEEE 802.15.4 protocol is the popular standard for WSNs and specifies the
Medium Access Control (MAC) sub-layer and the physical layer of Low-Rate
Wireless Personal Area Networks (LR-WPANs) [5]. Some works in WSNs [6,7],
analyze the system with deterministic Network Calculus (NC) [8] to provide
worst-case performance bounds for end-to-end latency and per-hop node buffer
size. These frameworks rely on deterministic MAC protocols such as Time Divi-
sion Multiple Access (TDMA) and deterministic routing protocols with worst-
case analysis. Most often this contention free communication requires cluster tree
topology [9] since the mesh topology uses contention based MAC for its relia-
bility and robustness, thus limiting the mesh topologies to provide deterministic
worst-case bounds.
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WSNs are also required to be adaptive. Most of the approaches over the IEEE
802.15.4, tackle the problem of point-to-point communication within the star
with a deterministic model. Relevant time guaranteed communication examples
are iGAME [10] where the authors propose, using network calculus, a method-
ology to study the bandwidth allocation problem, and GSA [11] that tries to
minimize the total number of unallocated time-slots by applying a scheduling-
based strategy. WSNs have to cope with reactive paradigms, i.e. change the
bandwidth allocation according to the events appearing in the environment.
Examples of adaptive systems are [12] and [13], where the authors propose an
adaptive solution designed to satisfy real-time constraints and maximize event
detection efficiency under variable network load conditions. Focusing on adaptive
WSNs, [14] advances on the analysis providing a component-based abstraction
of WSNs wherein they apply QoS analysis with no strict timing constraints con-
cerns. All these approaches tend to assume or guarantee a worst-case behavior of
the WSN application. Instead, recent trends depicts the probabilistic approach,
using stochastic network calculus [15,16], as flexible enough to cope with the
requirements of complex and adaptive WSNs application.

Contributions of the Paper
We propose a probabilistic methodology to dimension a WSN which is modeled
with network components. Each network component is identified by a probabilis-
tic arrival stream of data and a probabilistic communication resource guaranteed
to it. By hierarchically composing components and probabilistic resource guar-
antees, it is possible to ease the overall analysis of the system and appropriately
configure the network. In particular, we address the problem of allocating and
reconfiguring the bandwidth assigned to each node using a MAC level ACM, and
we do analysis of MAC-level protocols. The ACM avoid unnecessary transmis-
sions when the bandwidth is not sufficient, which helps to reduce the number
of collisions, thus saving energy. Our flexible methodology enables WSN de-
signer to analyze different communication protocols either contention-based like
CSMA/CA or contention-free, such as TDMA.

2 Component Based WSN Modeling

Component based design envisions the system as a composition of components.
Each component abstracts a process or a physical entity into a black box with
interfaces to observe and drive its behavior. We model the WSN nodes as basic
computational units which implement functions with temporal or QoS require-
ments [14]. Therefore, WSN nodes can be abstracted as components and the
communication (and associated requirements) between nodes representing the
link among components. This abstraction makes it easy to analyze and design
a WSN; since we can abstract multiple components as one component resulting
from their composition. Moreover, component-based approach to the network
modeling decomposes the complexity of WSN systems into parts; which can be
individually analyzed, thus reducing the overall complexity.
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[αu, αl]

[β′u, β′l]

[βu, βl]

[α′u, α′l]

Fig. 1. A model of a component with its interface abstracting a part of a system

The component has an interface associated with it that describes the func-
tional and non-functional behaviors of the component. The interface plays a
central role in the component-based design of complex systems such as WSNs;
because it defines the notion of composability: two or more components are com-
patible if they work together properly. Figure 1 depicts a generic WSN component
and its component interface abstraction.

2.1 System Model

We consider a WSN-based CPS for monitoring application where the system
consists of a set of sensor nodes collecting data; which is then sent towards
collection points (sinks) with bounded transmission delays. We also consider
the hierarchical cluster-tree topology for its flexibility and scalability1. At the
lowest level there are star topologies where a Coordinator (C) manages End-
Devices (EDs) to form a leaf cluster. We can obtain a large scale network by
extending and interconnecting the star topology clusters in a hierarchical manner
creating the so called cluster-tree topology as shown is Figure 2. In the cluster-
tree topologies coordinators manage either EDs (ndi) or other coordinators Ck.

Without the loss of generality we assume that coordinators Ci do not sense
(i.e., their assigned bandwidth is entirely redistributed to the children) and their
main function is to maintain the topology and to hierarchically allocate the
bandwidth.

2.2 Node Component Model

Following the reasoning of Network Calculus and Real-Time Calculus [8,17] we
define abstraction for WSN components.

Workload and Bandwidth Abstraction. The cumulative functions R and
S represent the amount of workload and bandwidth respectively; R(t) and

1 The assumptions are merely considered for the ease of explanation. However, the
approach is valid for other application scenarios and network architectures.
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Fig. 2. WSN hierarchical architecture with end devices, control coordinators and clus-
ters elements. Our simulation applies this architecture with N1 = 5, N2 = 15 and
N3 = 10.

S(t) give respectively the amount of workload required and bandwidth avail-
able/requested in the time interval [0, t). While R(t) describes a concrete trace
of an event/packet stream; the arrival curve α, [8] provides an abstract model
which provides an upper-bound on any admissible trace of event/packets in any
time interval of length Δ. The same reasoning is applicable to the service S(t)
and its service curve β in the interval domain.

Generic aperiodic events are more appropriately modeled with a distribu-
tion function (hence a random variable) and its Cumulative Distribution Func-
tion (CDF) X , corresponding to the arrival distribution of workload/events (of
packet arrival). With probability distributions it is possible to better capture
the aperiodicity of aperiodic events. We do not consider any particular CDF in
our framework for the packet generating process (simulations most of the time
consider a Poisson process) as it is not in the scope of this paper.

Definition 1 (Bounded Workload R+(t)). The “largest ”cumulative work
function such that the probability of CDF X having event count larger than or
equal to R+(t) is lower than a threshold value of Ω.

R+(t) = sup{R(t)|P [X(t) ≥ R(t)] ≤ Ω}, (1)

The extension of the NC to the aperiodic events results in the probabilistic
bound where

α(Δ) : R+(t)−R+(s) ≤ α(t− s) ∀s < t, (2)

with α(0) = 0 and Δ = t−s. The probabilistic arrival curve is the couple curve,
probability threshold 〈α,Ω〉, where the probability threshold Ω represents the
accuracy of α being the upper bound: the probability that the events are upper
bounded is 1− α.

Definition 2 (Bounded Bandwidth S−(t)). The “smallest ”cumulative band-
width function such that the probability of CDF Y having bandwidth smaller than
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or equal to S−(t) is lower than a threshold value Λ, where Y is the distribution for
bandwidth availability.

S−(t) = inf{S(t)|P [Y (t) < S(t)] ≤ Λ}. (3)

The service curve β lower bounds the available resources in any time interval of
length Δ. Therefore, interval based probabilistic resource provisioning curve is
represented as:

β(Δ) : S−(t)− S−(s) ≥ β(t− s) ∀s < t. (4)

The probabilistic bandwidth provisioning curve is the couple 〈β, Λ〉 where the
probability thresholds Λ gives the probability to find bandwidth provisioning
below the lower bound β. The model is capable of modeling any possible band-
width supply in the interval domain, including the bandwidth provisioning by
the control coordinators in WSNs. Figure 3 shows the upper and lower bounds
applied for building interfaces; in this work we are only interested in lower bounds
on bandwidth and upper bounds on workload, which are sufficient to guarantee
schedulability among components. In practice, finding the arrival function may
be easy as usually the work-arrivals follow the Poisson distribution function for
which there is a closed form expression. However, we can also model some other
CDFs with the numerical-approximation for count models of the CDF or based
on simulations, see [18]; again this is not the goal of the current work.

ndi,jCiC

〈βA
i,j,Ωi,j〉〈βA

i ,Ωi〉

〈αi,j,Ωi,j〉
〈βG

i ,Λi〉 〈βG
i,j,Ωi,j〉

Fig. 3. WSN Component composition

Component Interfaces. To model interfaces of WSN components we make use
of an approach similar to the real-time calculus [17] and to the assume/guarantee
interfaces [19] tailored towards guarantees on the bandwidth-availability, and
requests. An interface of a generic network component has input and output
variables related to event streams (the arrivals) and resource availability (the
services). We refer our interface model to Probabilistic WSNs Interface (PWI)
with the intention of describing component behaviors in terms of curves and
their threshold bounds, outlining its probabilistic nature and behavior.

In our framework, the input interface 〈αi,j , Ωi,j〉 (the node’s bounded sens-
ing rate) describes the j-th ED component ndi,j of the i-th cluster. The input
event/packet stream translates2 into a resource demand 〈βAi,j , Ωi,j〉; which defines

2 That is αi and βA
i have same distribution function.
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the probabilistic bandwidth requested from the coordinator, assumed to transmit
properly the messages resulting from the event sensing. This is the upper bounded
bandwidth requested by a node from its coordinator, based on the nodes con-
straints such as QoS, deadline, end-to-end delay etc. The ED receives the band-
width from its parent as 〈βGi,j , Λi,j〉, which is the lower bound bandwidth guaran-

teed by the coordinator. The tuple (〈αi,j , Ωi,j〉, 〈βAi,j , Ωi,j〉, 〈βGi,j , Λi,j〉) forms the
PWI of an ED ndi,j .

Similarly, the component link between the coordinator Ci and its parent coor-
dinator is given by 〈βAi , Ωi〉 and 〈βGi , Λi〉 (in terms of bandwidth). These are the
assumed (i.e. requested from parent coordinator) and the guaranteed bandwidth
(i.e. by the parent coordinator) respectively. Similarly, the coordinator Ci’s PWI
formed with child nodes is given by 〈βGi , Λi〉 and 〈βGi,j , Λi,j〉. The Figure 3 depicts
the network components, their interfaces and their composition. Moreover, ED
components may also have outputs representing residual resource (〈β′

i,j , Λ
′
i,j〉)

and output-arrivals (〈α′
i,j , Ω

′
i,j〉), see [20]. We do not discuss the residual resource

and output-arrivals in this paper as the analysis here is resource-oriented.

3 WSN Modeling

With a probabilistic model for WSN components, the bandwidth assignment
problem become a probabilistic problem. The bandwidth is allocated in accor-
dance to the requests from the nodes. Each node communicates the tuple 〈βA, Ω〉
to its parent node; that is the probability of demand/request is bound by Ω. In
other words it is going to ask for a service greater than βA in 1 −Ω percent of
the cases.

3.1 Bandwidth Assignment

With the probabilistic model, we can guarantee that a coordinator will provide
βG in Λ percent of the cases. For the remaining cases the resource provisioning
is less than βG with probability of 1 − Λ. The coordinator then, computes the
resource share for the nodes it manages (lower layer nodes) by normalizing the
available resource (allocated to the coordinator by its parent coordinator) with
respect to the resource demand from its nodes.

The i-th coordinator of a cluster asks for the resource from its parent node;
which guarantees a resource 〈βGi , Λi〉. The resource demand of Ci 〈βAi , Ωi〉 (re-
quested by cluster coordinator Ci from its parent), comes form the combination

of the resource requests of the nodes underneath, βAi =
∑Ni

j=1 β
A
i,j with proba-

bility Ωi = mini{Ωi,j}. Finally, the resource that Ci provides to its ED nodes
ndi,j 〈βGi,j , Λi,j〉 is

βGi,j =
βGi
βAi

βAi,j

Λi,j = Λi −Ωi,j − Λi ·Ωi,j (5)

where Λi,j is the probabilistic of the interface.
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Fig. 4. The superframe structure of the PAN coordinator and an example of beacon
scheduling of three coordinators

For the bandwidth allocation among the coordinators; the parent coordina-
tors normalize the available resource using the accumulated resource requests∑
βAi of its children cluster Cis. The normalized resource is then distributed

among children cluster nodes with a probabilistic guarantee computed using the
probability guarantee of the resource-request, and the probabilistic guarantee of
the coordinators resource availability. The resource guarantee for cluster coordi-
nators follows the same principle as in Equation (5) where instead of nodes ndi,j
is applied to the coordinators Ci.

3.2 Bandwidth Based Component Composability

The probabilistic model allows us to a define flexible relationship among the
curves; consequently, this results in the notion of probabilistic composability.

Definition 3 (“Greater than or Equal to ”(%). We define the greater than
or equal to operator3 (%) over two probabilistic curves 〈ω,Ω〉 and 〈λ, Λ〉 with ω
and λ the curves and Ω and Λ their respective bounding probabilities, as 〈ω,Ω〉 %
〈λ, Λ〉 ⇐⇒ ω ≥ λ ∧Ω ≥ Λ

The following lemma provides the probabilistic guarantees for the composition
of two WSN components; wherein one component is assuming a service and the
second component is guaranteeing some service. The Lemma 1 is the probabilis-
tic bound on the service that a component will offer to its workload after the
composition, i.e. after a cluster coordinator guarantees some service.

Lemma 1 (Resource Reliability). Given two probabilistic curves 〈βA, Ω〉
and 〈βG, Λ〉 respectively an upper and lower bounding probabilistic curves, then
min{1, Ω + Λ−Ω · Λ} is the service-reliability probability.

Proof. The output response of the component depends on two inputs, which
are βA and βG. We know that probability of βA being larger is Ω and the
probability of βG being smaller is Λ. Therefore, probability of the components
service reliability depends on, P [βA∧βG]. This probability for the independently

3 Based on the concept of stochastic dominance and stochastic ordering used in deci-
sion theory and decision analysis.
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distributed random variables can be found as P [βA] + P [βG]− P [βA] · P [βG] =
Ω + Λ − Ω · Λ, and since probability can never be larger than one, we have
min{1, Ω + Λ−Ω · Λ}.

With this premise, it is possible to define the probabilistic composability for
WNSs.

Theorem 1 (Probabilistic Composability). Given two components i and j
and two probabilistic curves 〈βGi , Ωi〉 and 〈βAj , Λj〉 being respectively the proba-
bilistic lower bound to the resource provisioning (the guarantee) of the i-th compo-
nent and the probabilistic upper bound to the resource demand (the assumption)
of the j-th component; then i and j are composable with a probability p iff

〈βGi , Ωi〉 % 〈βAj , Λj〉 ∧ p ≤ min{1, Ωi + Λj −Ωi · Λj} (6)

Proof. The theorem follow as a consequence of Lemma 1.

4 Application to IEEE 802.15.4

4.1 CSMA/CA Using IEEE 802.15.4 superframe Structure

In the beacon-enabled mode of IEEE 802.15.4, a coordinator in a Personal Area
Network (PAN) periodically sends beacon frames to synchronize the associated
nodes. The standard defines a superframe structure between two successive bea-
con transmissions. The superframe structure is divided into an active portion
and a low power inactive portion. Figure 4 shows an example of the superframe
structure. The superframe structure is specified by two values; the superframe
duration (SD) which defines the active portion and the beacon interval (BI)
which defines the interval between two consecutive beacons. The SD and BI peri-
ods are defined using two parameters; the superframe order (SO) and the beacon
order (BO), respectively. Equation (7) gives the definition of SD and BI as a func-
tion of SO and BO, respectively. In this equation, aBaseSuperframeDuration
is a constant value defined by the standard which is equal to 15.36ms

BI = aBaseSuperframeDuration · 2BO

SD = aBaseSuperframeDuration · 2SO

}
(7)

1 ≤ SO ≤ BO ≤ 14

The standard supports the cluster tree topology wherein the coordinators form
a multi-hop tree. The root coordinator is called PAN coordinator. Every coordi-
nator provides synchronization (through beacon transmissions) to other devices
or other coordinators. Therefore, to avoid beacon collision a beacon scheduling
scheme has to be used among coordinators. The IEEE 802.15.4 standard imposes
that BO and SO have to be equal for all superframes on a PAN and suggests
the scheduling of beacons so that active periods of neighbor coordinators and
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Table 1. Maximum number of messages that can be transmitted to the PAN
coordinator

SO 2 3 4

MaxNbMsgs 80 120 220

two-hop neighbor coordinators do not overlap. Figure 4 gives an example of
beacon scheduling of three coordinators.

Each child forwards data only during its parents active period. In particular, to
transmit data to the PAN coordinator, the child coordinators and the EDs must
transmit their data during the active period of the PAN coordinator. Therefore,
the maximum bandwidth to be assigned by the PAN coordinator is defined
as the maximum number of messages (noted MaxNbMsgs hereafter) that can to
be transmitted to the PAN coordinator during the SD of every BI. We have
done some preliminary simulations to determine suitable values of MaxNbMsgs.
MaxNbMsgs depends on the duration of the SD period. Table 1 shows the values
of MaxNbMsgs as a function of SO.

Fig. 5. System view and ACM

4.2 Admission Control Manager

The ACM, Figure 5, is a component of the MAC layer in every node of WSN. The
ACM ensures that the bandwidth assignment policy is respected. The network
has two working stages; a setup stage and a normal working stage. The setup
stage works as follows. First, the PAN coordinator gathers service requests from
all the nodes of the network. Then, it runs the bandwidth assignment algorithm
(Based on the implementation of Equation 5). Finally, the bandwidth determined
by the algorithm for each node is assigned as the guaranteed service to cluster
coordinators and EDs. During the normal working stage the ACM becomes
active. We note that the PAN coordinator can decide to re-execute the setup
stage sometime later. The decision can be based on the reception of new service
requests or changes in the network; like node mobility or death.
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The ACM constantly monitors all the packets received by the MAC layer
(from upper and lower layers) and decides which ones are accepted or dropped,
exercising admission control tests. The decision to drop packets is based on the
assigned guaranteed service to the node, 〈βG, Λ〉. However, the ACM of the ED
and the ACM of the cluster coordinators work in a different manner. For EDs, it
monitors only the packets received from the application layer and ensures that
the number of forwarded packets to the parent node does not exceed βG. The
ΛG is not taken into consideration in the packet dropping process of the EDs’
ACM. For cluster coordinators, the ACM monitors the packets received from
children EDs and the application layer. The dropping of the packets received
from children EDs is based on ΛG of the transmitting ED; while it is based on
the βG of the cluster coordinator for the packets it receives from its application
layer.We note that the ACM of the PAN coordinator monitor all received packets
but does not drop any of them in case it is the destination. We can now define
a metric based on the packets dropped by the ACM, called as packet-loss ration
as:

Definition 4 (Packet-Loss-Ratio(PLR)). The packet-lost-ratio (PLR) for

ith node is defined as li(t) = Li(t)
Ri(t)

, where Li(t) gives the packets lost in an

interval (0, t].

This is be achieved by keeping two counter in an ACM; that is to count L
and R. This gives us an estimate of PLR at each event (i.e. packet dropped or
packet arrived). Therefore, intuitively for a given bandwidth assignment higher
PLR means lower energy usage by a node; since the unnecessary transmission
due to limited bandwidth were avoided. Simply put, the ACM tries to ensure
that energy is only consumed for potentially successful transmissions. Although,
higher PLR may seem to indicate a noticeable performance issue (QoS); however,
it is important to note that the packets are dropped in an ACM based on the
agreed level loss indicated by the probabilistic bounds. Moreover, higher PLR
does not always indicate a problem; for example when high PLR at the PAN
node is acceptable (as it may be within required QoS level).

Let us take the example of an ED which has obtained 〈βG = 2 packets/
superframe, ΛG = 50%〉 from its parent, named CF . The ACM of ED is respon-
sible for ensuring that no more than two packets are transmitted to its parent
CF every superframe. For example, if the application generates four packets
during the actual superframe, two of them will be dropped. The ACM of the
CF transmits the two received packets to its own parent only 50% of the time;
for other 50% of the time the ACM can transmit zero or one packet to its own
parent (i.e. 50% of the time, it may drop one or both packets).

4.3 Simulation Setup

As a test case we consider the network shown in Figure 2. It is composed of
one PAN coordinator (Network Coordinator), three cluster coordinators and 30
EDs, five EDs attached to the first coordinator, 15 EDs attached to the second
coordinator and 10 EDs attached to the third coordinator.
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All coordinators, including the PAN coordinator, have a non overlapping ac-
tive periods. The network uses the ZigBee [21] tree routing protocol. The sim-
ulation is performed using OPNET simulator [22], and Table 2 summarizes all
the simulation parameters.

Table 2. General simulation parameters

Application parameters

Packet length 100 bits
Service Request 〈αA

i (p/s),Ω
A
i 〉 first set of sim variable

Service Request 〈αA
i (p/s), Ω

A
i 〉 second set of sim 〈2 p/s, 1〉

Inter-arrival distribution constant
Destination PAN coordinator

PG 0.9

Network parameters

Cm, Rm and Lm 20, 3 and 2

MAC parameters

superframe
BO 8
SO 2, 3 and 4

Beacon Start Time C1, C2 and C3 0.49s, 1s and 1.7s

CSMA/CA
Minimum Back-off Exponent 3
Maximum Back-off Number 4

Acknowledgment disabled

PHY parameters

Data rate 250 kb/s
Ploss 0.1

Other parameters

Simulated duration 900s
Energy model Micaz

We performed two sets of simulations. The first one illustrates the behavior
of the ACM. The second one compares the results of our bandwidth alloca-
tion scheme using the ACM against the original IEEE 802.15.4 standard. The
simulations and the results are described next.

4.4 The Behavior of the ACM

We fix the value of SO to three and varied the EDs service request. The dura-
tion of the active period is constant and βG = 120 packets/superframe, see
Table 1. We also note that coordinators do not transmit messages. We report
the bandwidth assigned by the PAN coordinator to each ED; the total number
of packets sent; the total number of packets received by the PAN coordinator
(which is the destination); the total number of packets dropped by the ACM;
and the total number of packets dropped due to CSMA/CA failure or collision.

Table 3 illustrates the obtained results. We observe that if the total service
request is less than the guaranteed bandwidth, cases of 〈αAi = 0.5(pkts/s), ΩAi =
0.8〉 and 〈αAi = 1(pkts/s), ΩAi = 0.8〉 , the ACM drops few packets. In fact, the
ACMs of EDs do not drop any packets, since the guaranteed service is higher
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Table 3. Results of the first set of simulations. pkts, sf, and Nb designate packets,
superframe, and number respectively.

〈αA
i (pkts/s), Ω

A
i 〉 〈0.5, 0.8〉 〈1, 0.8〉 〈2, 0.8〉

〈βA
i (pkts/sf), ΩA

i 〉 〈1.96, 0.8〉 〈3.96, 0.8〉 〈7.86, 0.8〉
Total service requests 58.98 117.96 235.92

〈βG(pkts/sf), ΛG〉 〈4, 0.98〉 〈4, 0.98〉 〈4, 0.98〉
Nb of created pkts 13500 26970 53940

Nb of received pkts 5462 8252 8337

Nb of dropped pkts by the ACM 114 243 26694

Nb of dropped pkts due to
CSMA/CA failure or collision 7924 18475 18909

than the requested service and the packet inter-arrival distribution is constant.
However, since the guaranteed probability is not equal to one, some of the packets
will be dropped by the ACMs of cluster heads. When the total service request
exceeds the guaranteed bandwidth the ACMs of EDs drop the packets to respect
the allocated bandwidth; that is 〈αAi = 2(pkts/s), ΩAi = 0.8〉. We also notice
that the admission of packets by ACM for transmission does not guarantee the
packets successful transmission. This is illustrated by the number of dropped
packets due to CSMA/CA failure or collisions. In fact, multiple nodes may try
to transmit accepted packets at the same time which results in a collision. We
recall also that transmissions are not acknowledged and the duty cycle is equal to
3.125%. Nevertheless, the use of ACM minimizes the number of dropped packets
due to collision or CSMA/CA failure as we will see in the next subsection.

4.5 Comparison with the Original Standard

In this simulation set, we fixed the service request of EDs and varied the SO. We
measure the number of packets received by the PAN coordinator, the number
of packets dropped either due to CSMA/CA failure or due to collisions, and the
average end-to-end delay of the received packets. We compare the results of our
bandwidth allocation scheme using the ACM against the original IEEE 802.15.4
standard (without the use of any bandwidth allocation scheme and control). For
comparison we have set the service request probability (ΩAi ) of each ED to 1.

Figure 6 shows the simulation results. Figure 6(a) corresponds to the number
of the received packets by the PAN coordinator. We can notice that when using
ACM and bandwidth-allocation: the number of received packets increases as SO
increases. In fact, increasing SO means increasing the guaranteed bandwidth as
pointed out in Table 1; therefore, each ED receives higher allocated bandwidth.
We also observe that we obtain similar results for the number of received packets
with and without the use of the ACM. However, both versions (with and without
the ACM) do not follow the same path to obtain these similar results. Indeed,
without using the ACM, dropped packets are caused by collisions or CSMA/CA
failure. However, when the ACM is used, packets are dropped mainly by the
ACM (though some packets are dropped by collisions or CSMA/CA failures).
Figure 6(b) and figure 6(c) illustrates this result. The use of the ACM, therefore,
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Fig. 6. Results of the second simulation set. ”Without ACM” corresponds to the stan-
dard IEEE 802.15.4.

avoids useless transmissions; as the chance of failure/collision increases due to
the limited bandwidth. The ACM ensures that the allocated bandwidth is re-
spected by dropping the packets before they attempt their transmission; which
can reduce the number of collisions. Consequently, this decreases the end-to-end
delay. Figure 6(d) shows the end-to-end delays of the received packets with and
without the use of the ACM. Indeed, the results show that the use of the ACM
decreases the end-to-end delay of the received packets.

Figure 7 shows coordinators’ average life-time in days. We used the Micaz [23]
energy consumption model for the analysis. We observe that actively dropping
overloaded packets by ACM ensures higher life-times for coordinators. Neverthe-
less, the results look similar. This is for two reasons. First, most of the consumed
energy is due to the active period not traffic transmission and reception. Second,
the active period in IEEE 802.15.4 does not depend on the traffic. The results
will be different in the case of a dynamic mac protocol like B-MAC [24] or X-
MAC [25] since active period lengths depend on traffic load. Hence, applying our
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framework (through the use of the ACM) will ensure a better performance than
the original protocols and more importantly will guarantee a lower bound on the
network life-time. In fact, when the nodes send all the received packets from the
application layer without exercising packet admission control and the available
bandwidth is not enough to handle them all, a lot of packets will collide. This
results in an energy waste since it is used to transmit packets which will not be
received by the sink. Our bandwidth assignment policy is based on the available
bandwidth. Hence, active packet dropping ensures that the admitted packets
will be transmitted to the sink with a higher probability of success.

5 Conclusions

In this paper we proposed an approach which applies a component based and
hierarchical cluster-tree topologies for WSNs by modeling and analyzing such
distributed systems in a probabilistic approach. We also proposed a MAC level
Admission Control Manager (ACM) which does bandwidth assignment and con-
trol for the required performance guarantees (QoS) in a probabilistic manner
using the probabilistic bounds. Our framework offers flexibility of a probabilistic
approach, therefore, we are able to provide probabilistic guarantees for the sys-
tem functionality, or degradation; in harsh environments and complex systems.

The probabilistic bandwidth assignment approach has been successfully im-
plemented in IEEE 802.15.4 through the admission control manager. The sim-
ulation results showed that the ACM drops packets to respect the bandwidth
assigned by the PAN coordinator (to every device in the network). Consequently,
we were able to decrease the number of useless transmissions while providing the
same performance; that is the number of received packets. Which ensures that
the energy is conserved by avoiding useless transmissions. Moreover, we were
able to ameliorate the end-to-end delay. Nevertheless, because of the inherent
behavior of CSMA/CA, the dropping of packets due to the collisions cannot be
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totally prevented by the use of ACM. Moreover, we can apply our framework to
a contention-free access protocol with more success.

In the future we intend to improve our framework by: i) applying it to a
contention-free access protocol; ii) applying the analysis to different network
topologies; and iii) checking its applicability to real WSN platforms/testbeds in
the dynamic network conditions and testing the adaptivity of the probabilistic
approach.
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Abstract. Cognitive radio networking (CRN) is a promising technology
to improve the spectrum utilization by allowing secondary users (unli-
censed users) to opportunistically access white space (spectrum holes) in
licensed bands. Monitoring the detailed characteristics of an operational
cognitive radio network is critical to many system administrative tasks.
However, very limited work has been done in this area. In this paper,
we study the passive secondary user monitoring problem in an unslotted
cognitive radio network, where the users’ traffic statistics are unknown in
priori. We formulate the problem as a multi-armed bandit (MAB) prob-
lem with weighted virtual reward. We propose a dynamic sniffer-channel
assignment policy to capture as much as interested user data. Simulation
results show that the proposed policy can achieve a logarithmic regret
with relative scalability.

Keywords: secondary user monitoring, cognitive radio networks, multi-
armed bandit.

1 Introduction

The proliferations of wireless communication and ever-increasing wireless traf-
fic demand have put significant pressure on spectrum utilization. On the one
hand, the unlicensed spectrum has become over crowded. On the other hand,
a large portion of licensed bands are underutilized [1]. The un-balanced spec-
trum allocation and usage lead to the so-called “spectrum scarcity” problem.
The concept of opportunistic spectrum access (OSA) has emerged as a way to
dramatically improve spectrum utilization, thus solve this problem. In OSA, the
unlicensed users can dynamically access to the licensed band (white space) with-
out interfering the communication among primary users. Cognitive radio [2, 3]
is a promising technology to realize OSA, where the secondary users (cognitive
radios) can sense the absence or presence of the primary users and opportunis-
tically access to or evacuate from the primary spectrum/channels. A variety of
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emerging applications, including smart grid, public safety, broadband cellular,
and medical applications, are expected to be supported by OSA and cognitive
radio networking [4].

Monitoring the detailed characteristics of an operational cognitive radio net-
work is critical to many system administrative tasks, such as spectrum policy
enforcement, wireless advisory, fault diagnosis, anomaly detection, attack de-
tection, forensics, resource management, and critical path analysis for network
upgrades. However, very limited work has been done in this area [5].

In this paper, we study the passive monitoring problem in cognitive radio
networks. Our goal is to capture as much as interested secondary user data.
Different from the monitoring in traditional wireless networks [6–8], monitoring
a cognitive radio network faces unique challenges: 1) Secondary users’ activities
are unknown in priori. Due to the agility of the cognitive radio and the activity of
the primary user, the secondary users may jump among different channels to seek
the best spectrum and communication opportunity or stay in the same channel,
lowering its transmission power level or alerting modulation scheme to avoid
interference. Furthermore, different secondary users may have different traffic
patterns. 2) Cognitive radio networks usually have much wider spectrum than
traditional wireless networks. Due to the limitation of hardware technology, each
sniffer can only monitor one channel at a time. It becomes difficult or infeasible
to deploy a large amount of sniffers to monitor all the channels at all the times.

To solve the above two challenges, we need to learn the characteristics of the
primary and secondary users’ traffic, meanwhile dynamically assign the limited
number of sniffers to the most profit channels where the concerned secondary
users may reside in. There exists an interesting tradeoff between assigning snif-
fers to channels which are already known as the most beneficial based on the
current knowledge, versus exploring the channels which are under-observed. This
category of learning and decision making under uncertainty defined by a classical
tradeoff between exploration and exploitation fits into the multi-armed bandit
(MAB) framework [9].

In this paper, we study the secondary user monitoring problem in an unslotted
cognitive radio networks without prior knowledge of the user traffic statistics.
The objective is to maximize the expected captured data of interested secondary
users. The problem appears to be much more complicated than a slotted system
due to the arbitrary starting and ending times of the transmissions of primary
or secondary users. The challenge comes from capturing data of interested sec-
ondary users coexisting with primary users and unconcerned secondary users in
a highly dynamic wireless network. Sniffers are dynamically assigned to operate
on different channels to perform data capturing. During the capture, a sniffer
must make a decision whether to keep operating on the current channel or switch
to another channel. We formulate the problem as a MAB problem with weighted
virtual reward. We propose a dynamic sniffer-channel assignment policy to cap-
ture as much as interested user data. Simulation results show that the proposed
policy can achieve a logarithmic regret with relative scalability. To the best of
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our knowledge, we are the first to work on the secondary user monitoring in
unslotted cognitive radio networks with unknown models.

The rest of this paper is organized as follows. Related work is discussed in Sec-
tion 2. Section 3 formulates the problem. Then we present our policy for optimal
data capturing in Section 4. In Section 5, simulation results and performance
analysis are presented. Finally, we conclude this paper and discuss future works
in Section 6.

2 Related Work

2.1 Multichannel Wireless Network Monitoring

Most recently, Arora et al. [8] applied MAB to study the optimal sniffer-channel
assignment (OSCA) problem in multichannel wireless networks. It considers
sniffer-centric monitoring [7] that aims to monitor the busiest channels. The
core difference between our work and the multichannel wireless network mon-
itoring is that we differentiate secondary users from primary users. When a
primary user is found in a channel, our sniffer will switch to other channels to
capture the interested secondary user data.

2.2 Cognitive Radio Network Monitoring

Very limited work has been done on secondary user monitoring in cognitive radio
networks. Chen et al. proposed a secondary user data capturing mechanism ap-
plying machine learning technology [5]. The basic idea is to estimate the packet
arrival time of interested user data and reuse the sniffer in the time domain. A
sniffer can switch to other channels to capture interested data and switch back if
it has enough time to do so without missing the next interested packet in the cur-
rent channel. Dedicated sniffers are used to explore interested packets on different
channels. Different from [5], this paper more focuses on the strategy and decision-
making study of sniffers to capture data efficiently. We formulate the problem as
a MAB problem and no dedicated sniffers are used to sweep channels.

2.3 Opportunistic Spectrum Access

MAB framework has been adopted to study opportunistic spectrum access (OSA)
in cognitive radio networks. Liu et al. applied UCB1 method proposed in [10]
to single user-channel selection in [11]. Liu and Zhao formulated the second
user spectrum access problem as decentralized MAB problem and gave loga-
rithmic regret policies in [12, 13]. These works are based on slotted systems.
Recent work [14] applied MAB to an unslotted primary user system. Our work
has fundamentally different objective from OSA. We aim to capture as much
as interested secondary user data, while OSA aims to find the channels with
least primary user activity or better spectrum access opportunity. Therefore, we
cannot directly apply the OSA methods to secondary user monitoring. When a
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primary emerges, our sniffer will switch to other channels since we are only in-
terested in secondary user data. We also need to learn the statistics of secondary
user data in order to make decisions for sniffers, while OSA does not have this
component and only concerns the statistics of primary users.

3 Problem Formulation

3.1 System Model

We consider a cognitive radio network with K channels. Each channel is used by
one primary user. There are N secondary users and S sniffers. We are interested
in the data of M secondary users. We have M ≤ N and S < K. Multiple
secondary users can be in the same channel but they transmit at different times
without collision. We assume each secondary user only stays in one channel
and they will keep silent when the primary user shows up in the same channel.
However, we do not know which secondary users stay in which channels or their
traffic statistics in priori. Each sniffer can only monitor one channel at a time,
but it can switch channels at any time. The sniffers are assumed to be able to
identify the secondary and primary users by examining the packet header or
signal feature.

The traffic of PUs is modeled as an on-off renewal process [15]. Similar to [16],
Markovian assumption is relaxed on the primary traffic and we assume that
the busy period may be arbitrarily distributed while the idle period has an
exponential distribution. During the idle period of PU, we also model the traffic
of SUs with different on-off renewal processes. Therefore the whole traffic on
each channel is actually a combinational on-off renewal process with multi-states
indicating which user is occupying the channel at the moment. Note that the
channels are occupied temporally from primary users to secondary users. The
states of each channel are firstly split into PU-on state and PU-off state where
on means the PU is working in the channel and off means that PU is absent.
Then, the PU-off state is split into separately SU-on state and SU-off state of
different SUs since secondary user will use these idle channels for communication.

The occupancy duration (the on state) of PUs and SUs in every appearance
follow the corresponding distributions denoted by the following random variables

Ypu = {Ypu1 , · · · , Ypuk
· · · , YpuK}

Ysu = {Ysu1 , · · · , Ypuj · · · , YsuN }

where k ∈ [1,K] and j ∈ [1, N ].
We denote the interested secondary user set as Tsu which is a subset of all the

secondary users. Fig. 1 gives an example of Tsu = {su1, su3, su4, su5, su7} out
of seven SUs (M = 5, N = 7,K = 3), where both su3 and su4 access to channel
2 and both su5 and su7 access to channel 3.

According to the statistical characteristics of network traffic, a categorical dis-
tribution is introduced to portray the appearance frequency of a set of secondary
users in channel k with a probability set P k which is defined as follows:
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Fig. 1. Traffic Model

P k = {p1, · · · , pjk , · · · , pnk
}

∀k ∈ [1,K],

nk∑
jk=1

pjk = 1

∑
k

nk = N, k ∈ [1,K]

where nk is the index of secondary users in channel k.
Since the information of appearanceprobability of SUs is not known in priori, we

utilize the observation of SU appearance times to estimate the appearance proba-
bility. During the data capture, sniffers collect information to build up a statistical
appearance probability of secondary users in channel k denoted by P o

k.
We assume a centralized system where a decision center is used to gather all

the information collected from sniffers and make dynamic online sniffer-channel
assignment decisions in order to capture interested secondary user data as much
as possible.

3.2 MAB Problem Formulation

AtypicalMulti-ArmedBandit problemconsists of a series of components including
player, arm, reward, regret and policy [9, 17, 18]. By mapping sniffers to players
and channels to arms, channel assignment of sniffers for data capturewithout prior
knowledge falls into a multi-player multi-armed bandit problem naturally.

Since there is no prior information about secondary user traffic characteristics,
sniffers have to identify and monitor the channels which have potential for the
most beneficial reward to fulfill the goal of capturing transmission data of inter-
ested users as much as possible. To deal with this challenge, we keep recording
the length of observed complete idle and busy period length of interested users
appeared in channel k in vectors denoted by xok, y

o
k, respectively. Both xok and

yok are updated after each valid capture which succeeds to capture correspond-
ing interested user data. Note that for the need to evaluate the accessibility of
channel, the history of xok and yok are recorded. We also count the number of
records and keep calculating the average of all the observation values of xok and
yok and average them up to the current time (sample mean) which are denoted
by x̂ok and ŷok, respectively.
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The total captured data of sniffers is summed up by the length of every
captured data of all the interested secondary users denoted by

Vo(t− t0) =

n(t)∑
n(t0)

∑
k

∑
m

yok,m(n) (1)

where yok,m is the element in yok, k ∈ [1,K] is the index of channel and m ∈
[1,M ] is the index of interested user. t0 and t are the start time and end time,
respectively. n(t) is the count number of yok history from time t0 to t.

Different interesting secondary users appear in different channels with dif-
ferent probabilities and their occupancy durations have different distributions.
Take these two influential factors into consideration, a virtual reward of channel
k is proposed as a weighted length of captured data which is given by

Vk =
∑
m

ŷom,k
ŷom,k + x̂om,k

pom,k (2)

where ŷom,k and x̂om,k is the average length of busy/idle period recorded in vector
ŷo and x̂o andm is the index of interested secondary users. pom,k is the estimation
of interested secondary user appearance probability which is the element in P o

k.
In order to measure the performance of strategies or policies dealing with

MAB problems, regret is introduced as a key metric. If the reward model, user
traffic parameters, and other useful prior knowledge are known, it is easy to
infer that sniffers should always make the right decision to capture interested
user data as much as possible by utilizing these prior knowledge. The total data
captured by a “genie” is denoted by V ∗(T ) which is similar to Vo(T ) in Eq. (1)
but using prior knowledge. Thus the regret is given as a difference of expected
value of gained reward between the “genie” and the proposed method:

EV ∗(T )− EVo(T )

4 Optimal Data Capture Policy

In this section, we introduce an optimal strategy for sniffers to perform efficient
data capture. Our proposed policy is centralized, which can be divided into two
parts: monitor policy and decision policy.

4.1 Monitor Policy

We modify the sensing and transmission scheme for single secondary user in [14]
into our monitor policy for multiple sniffers to fulfill our goal.

Similar to [14], when a sniffer is assigned to a given channel, it is required
to keep working for at least two successive complete idle or busy period before
leaving. However, there is an exception when a sniffer senses that the assigned
channel is occupied by a primary user. Since the duration of a primary user
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occupation is usually longer than the secondary users’ and we are interested in
secondary user monitoring, when a sniffer encounters such a situation, it switches
to another channel immediately to perform monitor policy again. Thus the uti-
lization of sniffers is improved and the tensity of limited monitoring resource gets
relieved to some extent. As mentioned above, during the busy period of inter-
ested users, sniffers capture the data, collect the complete periods information,
and then send it to the decision center, which will decide if the sniffer should
stay on the current channel or switch to another one according to the decision
policy which will be proposed in Section 4.2.

As to the initialization, sniffers follow the same rule to capture data of each
channel in sequence in order to generate initial estimations of unknown param-
eters. Initialization process with a single sniffer abiding the monitoring rule is
illustrated in Fig. 2.

SU5

SU3

PU

SU7
 

PU

SU1

SU5

PU

SU2PU

PU

SU2

SU3 SU3

SU4

Fig. 2. Initialization and Monitor Rule

As shown in the figure, since the first idle/busy period is incomplete and
the following user is an interested secondary user, three consecutive idle/busy
periods are monitored of which the latter two are complete. Then the sniffer
switches to the next channel to perform initialization monitoring. After finding
the user in this channel is a primary user, the sniffer switches to the next channel
immediately. When it comes to a multi-sniffer case, each sniffer chooses a random
but different sequence of channels to conduct initialization separately as shown
above. The initialization is finished after gaining information from every channel
and followed by regular monitoring.

4.2 Decision Policy

We adopt the policy named UCB1 (Upper Confidence Bound) proposed in [10],
which is able to achieve logarithmic regret for reward distribution with finite
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support. In UCB1, a decision index denoted by I(t) is computed for each arm
before making decisions. In our system model, I(t) can be calculated from ob-
servations xo, yo and observed appearance probabilities P̂ o. The index has the
following form:

Ik(t) = Vk(t) +

√√√√ 2 log(t)∑
m
nk,m(t)

where Vk(t) is the sample mean of virtual reward defined in Eq. (2) up to time t
and

∑
m
nk,m(t) is a counting number of successful capture of interested users in

channel i.
The update rule follows

Vk(t+Δt) =

{
Vk(t)+Vk(t,t+Δt)

nk,m(t)+1 if SU m is captured at channel k;

Vk(t) else

nk,m(t+Δt) =

{
nk,m(t) + 1 if SU m is captured at channel k;

nk,m(t) else

where Vk(t, t+Δt) is the incremental virtual reward from time t to time t+Δt.
The index is updated after each valid capture and available channel(arm) k

with the highest index is chosen for available sniffer:

k = argmax
k

Ik(t)

As proved in [10], there exists an optimal logarithmic regret in UCB1 method.

5 Performance Analysis

In order to evaluate the performance of our proposed policy, we developed a
simulator using MATLAB. We examine the performance under different number
of channels, sniffers and users. In the simulation, the number of channels K is
set from 4 to 6 and the number of interesting users M is set from 4 to 12.
We consider both single sniffer and multiple sniffer cases. In all the cases, the
busy/idle periods of users follow exponential distributions. The busy/idle periods
of primary users are much longer than those of secondary users.Both EY onpu
and EY offpu is set as 1. The busy periods of secondary users follow different
exponential distributions while the idle periods follow the same. EY onsu is random
selected from 0.2 to 0.4 and EY offsu is set as 0.1. The appearance probabilities of
SUs in channels are also randomly generated. The simulation results shown in
each figure are the averages over 200 runs.

Fig. 3 gives the regret in which the logarithmic regret order of the proposed
policy can be observed. Due to the monitor rule, as more sniffers participate in
the monitoring, the information about the interested user traffic characteristics
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Fig. 3. Regret vs. Time (S=[1,2,3] M/N=8/12 K=4)
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Fig. 4. Data Capture Proportion vs. Time (S=[1,2,3] M/N=8/12 K=4)

can be estimated more accurately and the regret converges more quickly. There-
fore, the regret is diminished and converges faster when the number of sniffers
increases.

Fig. 4 shows the proportion of captured interested user data under different
number of sniffers. The proportion increases asymptotically which indicates that
under the proposed policy, the data captured by the limited number of sniffers is
able to catch up with the “genie” as long as the time goes on. The more sniffers
we have, the higher ratio of data is captured.

Fig. 5 gives the reward of using different number of sniffers which is positively
correlated to the number of sniffers More involved sniffers result in more data
captured. The accumulated gain increases linearly against time.
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Fig. 5. Reward vs. Time (S=[1,2,3] M/N=8/12 K=4)
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In Fig. 6, we vary M , the number of interested users. The simulation result of
regret shows that our proposed policy is relatively scalable against the number
of interested secondary user. While halving or doubling the number of interested
users, the increment or decrement percentage of regret is about 25%.

6 Conclusions and Future Work

In this paper, we study secondary user monitoring problem in unslotted cognitive
radio networks with unknown user traffic statistics. We formulate the problem
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as a MAB problem with weighted virtual reward and propose a dynamic sniffer-
channel assignment policy. Simulation results show that the proposed policy can
achieve a logarithmic regret with relative scalability. Our future work will be
to study the secondary user monitoring problem in more complicated scenarios
by considering secondary user channel switching and its influence on our policy
design.
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Abstract. With the rapid deployment of new wireless devices and ap-
plications in cellular systems and wireless local area networks (WLAN),
there is a growing demand for wireless radio spectrum in last several
decades. Spectrum efficiency attracts more and more attention. In this
paper, we try to improve the spectrum efficiency from the view of wave-
form design. Based on the zero correlation zone (ZCZ) concept, we
present the definition and properties of a set of new triphase coded
waveforms –ZCZ sequence-pair set (ZCZPS) in this paper and propose a
method to use the optimized punctured sequence-pair along with
Hadamard matrix in the zero correlation zone to construct the opti-
mized punctured ZCZ sequence-pair set (optimized punctured ZCZPS).
According to property analysis, the optimized punctured ZCZPS has
good autocorrelation and cross correlation properties. Encoding the pro-
posed codes on the frequency domain, we obtain that the proposed codes
have narrower mainlobe and lower sidelobes comparing with Gold codes.

Keywords: spectrum efficiency, zero correlation zone, optimized punc-
tured sequence-pair.

1 Introduction

The usage of radio spectrum resources and the regulation of radio emissions
are coordinated by national regulatory bodies like the Federal Communications
Commission (FCC). The FCC assigns spectrum to licensed holders on a long-
term basis for large geographical regions, however, a large portion of the assigned
spectrum might be not efficiently used by these holders during some period of
time. Hence, spectrum efficiency is attracting more and more attentions.

Spectrum efficiency is referred to as information rate that can be transmit-
ted over a given bandwidth in a specific communication system. Sometimes, the
energy allocation of a given bandwidth is also used as a metric for spectrum
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efficiency. Hence, spectrum efficiency is a measure of how efficiently a limited
frequency spectrum is utilized by protocols on different layers. Innovative com-
munication technologies that can exploit the wireless spectrum in a more in-
telligent and flexible way are studied to improve the spectrum efficiency. On
one hand, the cognitive radio which equips wireless users the capability to op-
timally adapt their operating parameters according to the interactions with the
surrounding radio environment has been receiving an increasing attention in re-
cent years [1] [2] [3]. On the another hand, PN sequences, such as Gold codes
are widely used in the modern cellular system as reference signals for channel
estimation, hence, the spectrum efficiency of the GOLD codes is of great impor-
tance. It is ideal to obtain the spectrum performance as narrower mainlobe and
higher Peak mainlobe to sidelobe ratio which could assure spectrum efficiency.
In this paper, we would like to find a set of codes which have better spectrum
efficiency.

Based on the ZCZ [4] concept, we propose triphase coded waveforms called
ZCZ sequence-pair set (ZCZPS), which can reach zero autocorrelation sidelobe
during ZCZ and zero mutual cross correlation peaks during the whole period.
We also present and analyze a method to construct the triphase coded wave-
forms and subsequently apply them to a radar detection system. The method is
that optimized punctured sequence-pair joins together with Hadamard matrix
to construct optimized punctured ZCZ sequence-pairs set (optimized punctured
ZCZPS). We encode the proposed codes on the frequency domain which is simi-
lar to OFDM technique. We obtain that the spectrum efficiency of the proposed
codes is better than that of the Gold codes.

The rest of the paper is organized as follows. Section 2 gives the definition
and properties of ZCZPS. In Section 3, the optimized punctured ZCZPS is pro-
vided, and a method using optimized punctured sequence-pair and Hadamard
matrix to construct ZCZPS is given and proved. In Section 4, the properties
of an exaple of the optimized punctured ZCZPS are simulated and analyzed.
In section 5, encoding the proposed codes on the frequency domain and better
spectrum efficiency is achieved. In Section 6, final conclusions and future works
are provided on optimized punctured ZCZPS.

2 The Definition and Properties of ZCZ Sequence-Pair
Set

Zero correlation zone is a new concept provided by Fan [4] in which the auto-
correlation and cross correlation sidelobes are zero while the time delay is kept
within the value τ instead of the whole period of time domain.

We consider ZCZPS(X,Y), X to be a set of K sequences of length N and Y
to be a set of K sequences of the same length N :

x(p) ∈ X p = 0, 1, 2, ...,K − 1 (1)

y(q) ∈ Y q = 0, 1, 2, ...,K − 1 (2)
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The autocorrelation function for sequence-pair (xp,yp) is defined by:

Rx(p)y(p)(τ) =

N−1∑
i=0

x
(p)
i y

(p)∗
(i+τ)modN , 0 ≤ τ ≤ N− 1 (3)

The cross correlation function for sequence-pair (xp,yp) and (xq,yq), p �= q is
defined by:

Cx(p)y(q)(τ) =

N−1∑
i=0

x
(p)
i y

(q)∗
(i+τ)modN , 0 ≤ τ ≤ N− 1 (4)

Cx(q)y(p)(τ) =

N−1∑
i=0

x
(q)
i y

(p)∗
(i+τ)modN , 0 ≤ τ ≤ N− 1 (5)

For pulse compression sequences, some properties are of particular concern in
the optimization for any design in engineering field. They are the peak side-
lobe level, the energy of autocorrelation sidelobes and the energy of their mu-
tual cross correlation [5]. Therefore, the peak sidelobe level which represents
a source of mutual interference and obscures weaker targets can be presented
as maxK |Rxpyp(τ)|, τ ∈ Z0 (zero correlation zone) for ZCZPS. Another opti-
mization criterion for the set of sequence-pair is the energy of autocorrelation
sidelobes joined together with the energy of cross correlation. By minimizing the
energy, it can be distributed evenly, and the peak autocorrelation level can be
minimized as well [5]. Here, the energy of ZCZPS can be employed as:

E =

K−1∑
p=0

Z0∑
τ=1

R2
x(p)y(p)(τ) +

K−1∑
p=0

K−1∑
q=0

N−1∑
τ=0

Cx(p)y(q)(τ) (6)

(p �= q)

According to (6), it is obvious to see that the energy can be kept low while
minimizing the autocorrelation and cross correlation of the sequence-pair set.

Then, the ZCZPS can be constructed to minimize the autocorrelation and
cross correlation of the sequence-pair set, and the definition of ZCZPS can be
expressed:

Definition 2-1. Assume (x
(p)
i , y

(p)
i ) to be a sequence-pair of set (X,Y ) of length

N and the number of sequence-pairs K, where p = 0, 1, ..., N−1, i = 0, 1, ...,K−
1. If sequences in the set satisfy the following equation:

Rx(p)y(q)(τ) =
N−1∑
i=0

x
(p)
i y

(q)∗
(i+τ)mod(N) =

N−1∑
i=0

y
(p)
i x

(q)∗
(i+τ)mod(N)

=

⎧⎨
⎩
λN, for τ = 0, p = q
0, for τ = 0, p �= q
0, for 0 < |τ | ≤ Z0

(7)
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where 0 < λ ≤ 1, then (x
(p)
i , y

(p)
i ) is called a ZCZ sequence-pair,ZCZP (N,K,Z0)

is anabbreviation, and (X,Y) is calledaZCZsequence-pair set,ZCZPS(N,K,Z0)
is an abbreviation.

3 Optimized Punctured ZCZ Sequence-Pair Set

3.1 Definition of Optimized Punctured ZCZ Sequence-Pair Set

Matsufuji and Torii have provided some methods of constructing ZCZ sequences
in [6] [7]. In this section, a novel triphase coded waveform, namely the opti-
mized punctured ZCZ sequence-pair set, is constructed through applying the
optimized punctured sequence-pair [8] to the zero correlation zone. . In other
words, optimized punctured ZCZPS is a specific kind of ZCZPS.

Definition 3-1 [8]. Sequence u = (u0, u1, ..., uN−1) is the punctured sequence
for v = (v0, v1, ..., vN−1),

uj =

{
0, if uj is punctured
vj , if uj is Non-punctured

(8)

Where the number of punctured bits in sequence v is p. Then, suppose vj =
(−1, 1), u is p-punctured binary sequence, (u,v) is called a punctured binary
sequence-pair.

Definition 3-2 [8]. The autocorrelation of punctured sequence-pair (u,v) is
defined

Ruv(τ) =
N−1∑
i=0

uiv(i+τ)modN , 0 ≤ τ ≤ N− 1 (9)

If the punctured sequence-pair has the following autocorrelation property:

Ruv(τ) =

{
E, if τ ≡ 0modN
0, otherwise

(10)

the punctured sequence-pair is called optimized punctured sequence-pair [8].

Where, E =
∑N−1

i=0
uiv(i+τ)modN = N − p, is the energy of punctured sequence-

pair.

If (x
(p)
i , y

(p)
i ) in Definition 2-1 is constructed by optimized punctured sequence-

pair and a certain matrix, such as Hadamard matrix or an orthogonal matrix,
where

x
(p)
i ∈ (−1, 1), i = 0, 1, 2, ..., N − 1

y
(q)
i ∈ (−1, 0, 1), i = 0, 1, 2, ..., N − 1

Rx(p)y(q)(τ) =

N−1∑
i=0

x
(p)
i y

(q)∗
(i+τ)modN =

N−1∑
i=0

y
(p)
i x

(q)∗
(i+τ)modN
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=

⎧⎨
⎩
λN, for τ = 0, p = q
0, for τ = 0, p �= q
0, for 0 < |τ | ≤ Z0

(11)

where 0 < λ ≤ 1, then (x
(p)
i , y

(p)
i ) can be called optimized punctured ZCZ

sequence-pair set.

3.2 Design for Optimized Punctured ZCZ Sequence-Pair Set

Based on odd length optimized punctured binary sequence pairs and a Hadamard
matrix, an optimized punctured ZCZPS can be constructed from the following
steps:

Step 1: Considering an odd length optimized punctured binary sequence-pair
(u, v), the length of each sequence is N1

u = u0, u1, ..., uN1−1, ui ∈ (−1, 1),

v = v0, v1, ..., vN1−1, vi ∈ (−1, 0, 1),

Step 2: A Hadamard matrix B of order N2 is considered. The length of the
sequence of the matrix is N2 which is equal to the number of the sequences.
Here, any Hadamard matrix order is possible and bi is the row vector.

B = [b0;b1; ...;bN2−1],

bi = (bi0, b
i
1, ..., b

i
N2−1),

Rbibj =

{
N2, if i = j
0, if i �= j

Step 3: Doing bit-multiplication on the optimized punctured binary sequence-
pair and each line of Walsh sequences set B (Hadamard matrix), then sequence-
pair set (X,Y ) is obtained,

bi = (bi0, b
i
1, ..., b

i
N2−1), i = 0, 1, ..., N2 − 1,

xij = ujmodN1b
i
jmodN2

, 0 ≤ i ≤ N2 − 1, 0 ≤ j ≤ N − 1,

X = (x0,x1, ...,xN2−1),

yij = vjmodN1b
i
jmodN2

, 0 ≤ i ≤ N2 − 1, 0 ≤ j ≤ N − 1,

Y = (y0,y1, ...,yN2−1)

Since most of optimized punctured binary sequence-pairs are of odd lengths and
the lengths of Walsh sequence are 2n, n = 1, 2, ..., most of GCD(N1, N2) = 1,
common divisor of N1 and N2 is 1, N = N1 ∗N2. If GCD(N1, N2) �= 1, N should
be the least common multiple lcm(N1, N2). The construction method for the case
of GCD(N1, N2) �= 1 should be similar to GCD(N1, N2) = 1, so we would only
consider the case of GCD(N1, N2) = 1 in this paper. The sequence-pair set
(X,Y) is optimized punctured ZCZPS and N1 − 1 is the zero correlation zone
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Z0. The length of each sequence in optimized punctured ZCZPS is N = N1 ∗N2

that depends on the product of length of optimized punctured sequence-pair and
the length of Walsh sequence in Hadamard matrix. The number of sequence-pair
in optimized punctured ZCZPS rests on the order of the Hadamard matrix. The
sequence xi in sequence set X and the corresponding sequence yi in sequence set
Y construct a sequence-pair (xi,yi) that can be used as a pulse compression code.
The correlation property of the sequence-pair in optimized punctured ZCZPS is:

Rxiyj (τ) = Rxjyi(τ) = Ruv(τmodN1)Rbibj (τmodN2)

= Ruv(τmodN1)Rbjbi(τmodN2)

=

⎧⎨
⎩
EN2, if τ = 0, i = j
0, if 0 < |τ | ≤ N1 − 1, i = j
0, if i �= j

(12)

where N1 − 1 is the zero correlation zone Z0.

Proof

1) When i = j,

τ = 0, Ruv(0) = E,Rbibj (0) = N2,

Rxiyj (0) = Ruv(0)Rbibj (0) = EN2;

0 < |τ | ≤ N1 − 1, Ruv(τ) = 0,

Rxiyj (τ) = Ruv(τmodN1)Rbibj (τmodN2) = 0;

2) When i �= j,

τ = 0, Rbibj (0) = 0,

Rxiyj (0) = Rxjyi(0) = Ruv(τmodN1)Rbibj (τmodN2) = 0;

0 < |τ | ≤ N1 − 1, Ruv(τ) = 0,

Rxiyj (τ) = Rxjyi(τ) = Ruv(τmodN1)Rbibj (τmodN2) = 0.

According to Definition 2-1, the sequence-pair set constructed by the above
method is a ZCZPS.

4 Properties of Optimized Punctured ZCZ Sequence-Pair
Set

Considering the optimized punctured ZCZPS that is constructed by the method
mentioned in the last part, the autocorrelation and cross correlation properties
can be simulated and analyzed. For example, the optimized punctured ZCZPS
(X,Y ) is constructed by 31-length optimized punctured binary sequence-pair
(u,v),u = [+++−−+−],v = [+++00+0] (using ′+′ and ′−′ symbols for ′1′ and
′−1′) and Hadamard matrix H of order 4. We follow the three steps presented in
Section B to construct the 124-length optimized punctured ZCZPS. The number
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of sequence-pairs here is 4, and the length of each sequence is 7 ∗ 4 = 28. The
first row of each matrix X = [x1;x2;x3;x4] and Y = [y1;y2;y3;y4] constitute
a certain optimized punctured ZCZP (x1,y1). Similarly, the second row of each
matrix X and Y constitute another optimized punctured ZCZ sequence-pair
(x2,y2) and so on.

x1 = [+ ++−−+−+++−−+−+++−−+−+++−−+−];

y1 = [+ ++00 + 0 + ++ 00 + 0 + ++ 00 + 0 + ++ 00 + 0];

x2 = [+−++−−−−+−−++++−++−−−−+−−+++];

y2 = [+−+00− 0−+− 00 + 0 +−+ 00− 0−+− 00 + 0];

x3 = [+ +−+−++−+++++−−−+−+−−+−−−−−+];

y3 = [+ +−00 + 0−++ 00 + 0−−+ 00− 0 +−− 00− 0];

x4 = [+−−−−−+++−+−++−+++++−−−+−+−−];

y4 = [+−−00− 0 + +− 00 + 0−++ 00 + 0−−+ 00− 0];

Optimized punctured ZCZ sequence-pairs (x1,y1) and (x2,y2) are the two ex-
ample pairs which are simulated and investigated in the following parts.

Autocorrelation and Cross Correlation Properties. The autocorrelation
property of 28-length optimized punctured ZCZ sequence pair set (X,Y) and
31-length Gold codes are shown in Fig. 1.

From the Fig. 1, the sidelobe of autocorrelation of ZCZPS can be as low as
0 when the time delay is kept within Z0 = N1 = 7. The peak sidelobes of
autocorrelatoin of Gold codes are no more than 0.3 but not zero.

The cross correlation property of 28-length optimized punctured ZCZ se-
quence pair set (X,Y) and 31-length Gold codes are shown in Fig. 2.

−30 −20 −10 0 10 20 30
0

0.2

0.4

0.6

0.8

1

Time delay

N
or

m
al

iz
ed

 A
m

pl
itu

de

−30 −20 −10 0 10 20 30
0

0.2

0.4

0.6

0.8

1

Time delay

N
or

m
al

iz
ed

 A
m

pl
itu

de

Fig. 1. Autocorrelation property: optimized punctured ZCZPS (Upper) and Gold se-
quences (Under)
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Fig. 2. Cross correlation property: optimized punctured ZCZPS (Upper) and Gold
sequences (Under)

The cross correlation value of ZCZ codes is 0 during the whole time domain.
The cross correlation values of Gold codes are no more than 0.3 but never be 0.

Based on the above figures, it is always true that employing this construction
method, the cross correlation is zero over the whole period and the sidelobe of
autocorrelation of ZCZPS could be kept as low as 0 among ZCZ.

It is also known that a suitable criterion for evaluating code of length N is
the ratio of the peak signal divided by the peak signal sidelobe (PSR) of their
autocorrelation function, which can be bounded by [9]

[PSR]dB ≤ 20log2N = [PSRmax]dB (13)

The only uniform phase codes that can reach the PSRmax are the Barker codes
whose length is equal or less than 13. The sidelobe of the new codes shown in
Fig. 1 and Fig. 2 can be as low as 0, and the peak signal divided by the peak
signal sidelobe can be as large as infinite. Besides, the length of the new code is
various and much longer than the length of the Barker code.

5 Spectrum Efficiency of the Proposed Codes

We also study and compare the spectrum properties of the proposed codes and
the Gold codes. The power spectrum density (PSD) of the two codes are shown
in Fig. 3.

From Fig. 3, it is easy to see that the PSD of the proposed codes assembles
the PSD of GOLD codes except for several high sharp pulses. As is known that
PSD is the fourier transform of the autocorrelation on time domain, here, the
sharp pulses are corresponding to the multiple peaks of the autocorrelation of
the proposed codes, which are caused by the codes constructing methods.
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Fig. 3. Power Spectrum Density: optimized punctured ZCZPS (Upper) and Gold se-
quences (Under)

If we apply our codes in time domain directly, the PSD performance of our
codes is not better than the PSD of Gold codes indicating no gain from the view
of spectrum efficiency. In some other words, the main lobe of the proposed codes
is not narrower, and the sidelobe is not lower than the Gold codes.

However, if we apply the proposed codes and Gold code on the frequency
domain, we will obtain some gain on spectrum efficiency. Take OFDM for ex-
ample, a large number of closely spaced orthogonal sub-carrier signals carried
data. And it is well known that Gold codes are widely used as reference signal
in LTE system which employed the OFDM techniques. Hence, for the sake of
simplicity but not losing the generality, we assume that we assign the proposed
codes and Gold codes on the frequency domain and to study their performances.
We know that autocorrelation and PSD are always a set of fourier transform
pair. It is straightforward to obtain that the frequency domain performance of
this assignment could be very alike the Fig. 1 by exchanging the parameter of X
axis from ’Time’ into ’Frequency’. Since bandpass filter is usually used to obtain
the useful period bandwidth, the frequency shift should be successfully limited
within the ZCZ. If the frequency shift is within the ZCZ, according to Fig. 1 the
performance of the proposed codes is better than that of the Gold codes by hav-
ing a narrower main lobe and zero side lobes. Correspondingly, the time domain
performance of the proposed codes and the Gold codes are similar to Fig. 3 by
exchanging the parameter of X axis from ’Frequency’ into ’Time’. Accordingly,
the time domain performance of the proposed codes are comparable to that of
the Gold codes.

6 Conclusions

In this paper, we study the spectrum efficiency from the view of waveform de-
sign aspect. We provide the definition and properties of a set of triphase coded
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waveforms–ZCZ sequence-pair set. Based on optimized punctured sequence-pair
and Hadamard matrix, we have investigated a constructing method for the
triphase coded waveform–optimized punctured ZCZPS made up of a set of op-
timized punctured ZCZPs along with studying its properties. The significant
advantage of the optimized punctured ZCZPS is that it considerably reduces
the sidelobe as low as zero in the ZCZ, and also zero mutual cross correlation
value in the whole time domain. Comparing with the widely used Gold codes, the
proposed codes have narrower mainlobe and much lower sidelobe. Encoding the
proposed codes on the frequency domain, we obtain better spectrum efficiency of
the proposed codes than that of the Gold codes. Hence, the proposed codes could
be a good candidate for the scenario using Gold codes if more effective usage of
radio spectrum is required. In the future, we will study how to use the proposed
codes in the real scenarios. Some simulations of cellular systems using different
codes may be implemented to study the spectrum efficiency improvements.
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Abstract. Routing metrics are essential to achieve a good end-to-end
throughput on a min-cost path in multi-hop wireless networks. Origi-
nally, most routing algorithms were based on min-hop count metric. Then
link-quality aware metrics, ETX and ETT, are proposed. After that, the
emergence of opportunistic and any-path routing, leads to metrics such
as EOTX and EAX. But almost all the previous routing metrics take
the sum of all the link weights when choosing a min-cost path. They
ignore that a pair of links on a path might be able to transmit at the
same time without interference and hence it is inappropriate to include
both of their weights in the whole path. In this work, we suggest exploit-
ing such spatial reusability when designing routing metric to improve
end-to-end throughput. We propose Spatial Reusability Aware Routing
Metric (SAR) with the corresponding Spatial Reusability Aware Rout-
ing Algorithm. Our simulation results have shown good improvement in
throughput.

Keywords: Spatial Reusability, Routing, Multi-hop, Wireless Network.

1 Introduction

In wireless network, it is essential to find the best path between data source
and destination to achieve high end-to-end throughput, which is the task of
routing algorithms. Originally, most routing algorithms were based on min-hop
count metric, which is a metric that assumes perfect wireless links and tends to
minimize the number of hops on the path. However, in the face of lossy links
in wireless environment, protocols using min-hop metric does not perform well
because they may include some poor links with high loss ratios. Then taking
link quality into consideration, a lot of link-quality aware metrics have been
designed. De Couto et al. [1] proposed the Expected Transmission Count (ETX)
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that weights the links by the expected number of retransmissions depending on
their loss ratios. With link quality measured more precisely, ETX-based routing
algorithms improves the end-to-end throughput significantly. Inspired from ETX
and by adding the factor of link bandwidth, Draves et al. [2] developed the
Expected Transmission Time (ETT) and got even better performance. After
that, the emergence of new ideas of routing, namely opportunistic and any-path
routing, leads to metrics such as EOTX [3] and EAX [4].

We notice that almost all the previous routingmetrics, ETX as an example, sim-
ply take the sumof all the linkweights when choosing amin-cost path. Thismethod
seems reasonablewhen all links on a path are in each other’s interference range.Yet
for a long path, a pair of links on it might be able to transmit at the same time with-
out interference and hence it is inappropriate to include both of their weights in the
whole path. We regard this phenomenon as a form of spatial reuse.

In this work, we suggest exploiting spatial reusability of wireless communi-
cation media in multi-hop wireless networks to improve end-to-end throughput.
We also propose a simple routing metric called Spatial Reusability Aware Rout-
ing Metric (SAR) taking spectrum spatial reusability into account and develop
corresponding Spatial Reusability Aware Routing Algorithm to implement SAR-
metric. Our main contributions are that we introduce a new idea in designing
routing metric which is exploiting spectrum spatial reusability, and bring chance
to further improve end-to-end throughput of multi-hop wireless networks.

Our simulations on ns-2 have shown strong evidence of the existence and effect
of “spatial reuse” on a path. We test our algorithm in a 80-node network with a
modified AODV protocol and compare the throughputs achieved with our metric
on different paths with that with the original ETX metric. The results show that
about 10% of all the source-destination pairs achieve apparent improvement with
an average of nearly 400 (kbps).

2 System Model and Motivating Example

In this section, we illustrate the network model we employ and provide motivat-
ing example to demonstrate the necessity of considering “spatial reusability” in
routing metric.

2.1 System Model

As most of the other works in routing metrics, we consider a static multi-hop
wireless network, in which each of the nodes has a single radio interface and works
on the same channel. In this preliminary work, we focus on deterministic single-
path routing. In our following works, we will consider the case of opportunistic
any-path routing.

We assume the loss ratio of the link is determined by SINR/BER model. As
in (1), the SINR value is the received signal strength ratio between the packet
that’s being accessed P , and the addition of noise N and interference packets I.
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SINR =
P

N + I
. (1)

According to the SINR/BER table, we can get the bit error rate of the packet
from its SINR value. The loss ratio r is calculated by (2) using the packet size l. In
that way, whether a packet can be successfully received by a node is determined
by the packet’s SINR.

r = 1− (1-BER) l. (2)

We also assume every transmission is independent with identical distribution of
loss ratio. To exploit the spatial reusability, two hops in a network can transmit
free of interference if their source and destination nodes are at least out of each
other’s interference range (IR). With the network model we explain in the above,
we show an inspiring example that demonstrates the power of spatial reusability
as follows.

Because we only consider single-rate, single-radio case currently, ETX is ap-
plied to evaluate the weight of each wireless link. The ETX of a link is calculated
from the loss ratios in the forward and reverse directions. Denote by rf and rr ,
the forward and reverse delivery ratios of a link is the probabilities that a data
packet and an ACK packet can be successfully received, respectively. The ex-
pected number of transmissions is [1]:

ETX =
1

(1-rf )× (1-rr)
. (3)

The equation (3) is based on the assumption that the transmission of a packet
can be regarded as a Bernoulli trial.

2.2 Motivating Example

To show the effect of spatial reusability in wireless routing, let’s consider two
paths as shown in Fig. 1. In Fig. 1, there’re two routes between source node 1 and
destination node 6. They are route I with 5 hops and route II with 4 hops. The
ETX value of each hop is indicated beside the links in the figure. Note that the
first and the last hop on route I can work at the same time without interfering
each other, while there’re no such link pair on route II. For convenience, we
define such kind of link pair to be a reuse pair.

By the ETX metric, route II is preferred because its ETX sum, which is 10.1,
is smaller than the value 11.1 of route I. However, considering the fact that link
(1-2) and (5-6) can work in the meanwhile, they together do not need to consume
as much bandwidth as two consecutive hops. Thus if we subtract the weight of
link (5-6) from route I’s ETX, it will get smaller ETX than route II instead;
and by estimation, route I can achieve a 10% higher throughput than route II
because the first four hops on route I have better quality compared with the
hops on route II.
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Fig. 1. A motivating example showing the effect of spatial reuse

Fig. 1 demonstrates the raw ETX metric’s drawback of ignoring the possibility
of “spatial reusability” between links. Taking such reusability into consideration,
we give our simple metric in the next section.

3 SAR Algorithm

In this section, we explain our SAR Metric and present the SAR Algorithm based
on the metric. Different from ETXwhich simply sums up the ETX values of all the
links on a path, in SAR metric we consider the combination of independent units
(IUs),which is a group of linkswhere every twoof themcanmakeupa reusepair.An
IUcan also contain only one single linkwhichdoes not belong to any reuse pairs.We
useWi to denote the weight of the i-th IUwhose value is equal to the largest weight
among all the links of an IU. In our Metric, the weight of the path, represented by
Wpath, is calculated by equation (4).

Wpath =
∑
i

(Wi). (4)

We only count the weight of IUs in our metric. So those hops from the same
IU will be counted only once. In that way, spatial reusability between links in
wireless networks can be synthesized in the design of routing metric. Now the
main task of the metric will be deciding the combination method of independent
units on a path. Because find an optimal combination of IUs, which is similar to
the problem of determining the chromatic number of a graph in graph-coloring
field, is known to be NP-complete, we suggest finding sub-optimal routes using
one of the many existing polynomial time graph-coloring algorithms. We apply
a simple first-fit algorithm to decide IU combination and calculate the weight of
a path shown as below.

The SAR Algorithm goes through all the links from source to destination,
and judges if a link is in the same independent unit with some link before it
on the path. If so, add this link to that unit and update the IU’s weight to be
the biggest weight among all its links. Otherwise, create a new IU consisting of
this single link. Hence the algorithm is in O(n2) and ends in polynomial time.



674 T. Meng and F. Wu

Algorithm 1. SAR-Algorithm for Calculating Path Weight

Input: A path with n links from L1 to Ln.
Output: The weight of the path Wpath.

Wpath = 0;
p = 1; � p is the next order number of independent unit
for i from 1 to n do

IU [i] ← φ;
ω[i] ← 0 � ω[i] represents the weight of ith IU
u[i] ← i; � u[i] represents link i’s IU order number

end for
for i from 1 to n do

if i < 3 then
Wpath ← Wpath + Wi;
IU [p] ← {i}; ω[p] ← Wi;
p ← p + 1;
continue;

end if
δ ← Wi;
flag ← 0; � flag is 0 means link i is in a new IU
for j from 1 to i-2 do

reuse flag ← reuse judge(u[j], i);
if reuse flag = 1 then

δ ← max{0, Wi - ω[u[j]]};
flag ← 1;
u[i] ← u[j];
ω[u[i]] ← max{ω[u[i]], Wi};
IU [u[i]] ← IU [u[i]] ∪ {i};
break;

end if
end for
Wpath ← Wpath + δ;
if flag = 0 then

u[i] ← p;
IU [p] ← {i}; ω[p] ← Wi;
p ← p + 1;

end if
end for

Plus the number of links on a path won’t be quite huge, our SAR algorithm
won’t bring too much overhead to the routing process. Note that the function
reuse judge(x, y) on the above is to judge whether link y belongs to independent
unit x. If the link can reuse with all the links from the unit, the function returns
1; or it returns 0.
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4 Implementation

In this preliminary work, a modified AODV protocol with additional reuse in-
formation header is implemented to integrate SAR Algorithm. What’s more, we
take the real scene of transmitting in wireless environment into consideration
and add an interference factor to SAR Metric. This is because in the original
design of our metric, the weight of a IU is the largest weight among all links in
that unit and the other links’ weights are then omitted, whereas that’s in the
case where the links of the same IU can actually work at the same time. Without
link-level synchronization, two links from the same unit may not transmit simul-
taneously sometimes. That results in interference between IUs and may lead to
more transmissions before a packet is successfully received by the destination.
So we add the interference factor to counteract the phenomenon whose value is
10% of the unit’s weight. Every time a new hop is grouped into an independent
unit, we add such a factor to the weight of the whole path. We calculate the
factor that way to reflect the fact that the kind of interference is related to the
weight of the IU to which the new hop belongs.What’s more, because we only
consider single rate case currently, ETX is stilled applied to evaluate the weight
of each wireless link.

5 Simulation

In this section, we compare SAR implemented as in the above section with the
original ETX-based AODV using simulations on ns-2. We build a network with
80 nodes within an 2000m×2000m area. RTS/CTS is turned off and CBR is
used to generate 1500-byte packets under a 11M bandwidth. For simulations,
150 source and destination pairs are chosen, all of which are at least 900m and
at most 1200m away. Furthermore, for every single source destination pair, we
choose to use the original path found by ETX if weight of the best path under
SAR is smaller than that of the original one by less than 10%.

Fig. 2 plots all these paths’ throughputs. The x value of all the points is the
throughput from ETX-based AODV. The y value is the result of the same pair
of source and destination from SAR. Those nodes above link y=x correspond
to those paths where SAR outperforms original ETX. From the figure, we can
see that about 10% of all the simulated pairs achieve apparent throughput im-
provement compared with original ETX. The average improvement of them is
calculated to be 375.98 (kbps), and we notice that there’re several nodes that
get almost 100% higher throughput among them and one data point shows even
200% improvement. There’re still a larger part of all the source-destination pairs
that performs equally under the two metrics. Some of those pairs use the same
path because of our “at least 10% better” restriction. Still there are groups that
choose different paths from the two metrics. That can also prove that integrating
spatial reusability in the design of routing metric does not impair the network’s
performance.
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Fig. 2. Throughput comparison of two metrics

6 Conclusion

In this work, we have proposed to exploit the spatial reusability in wireless multi-
hop routing and design a simple routing metric called SAR and an algorithm
as well. Our simulation results demonstrate the possibility of improving the
throughput by exploiting spectrum spatial reusability in wireless networks. In
the future, we intend to investigate effective algorithms for counting reuse pairs.
Opportunistic any-path routing is to be extended, too.
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Abstract. This paper proposes a human motion tracking approach for
daily life surveillance in a distributed wireless sensor network using ul-
trasonic range sensors.Because the human target often moves with high
non linearity, the proposed approach applies the unscented Kalman filter
(UKF) technique. Experimental results in a real human motion tracking
system show that the proposed approach can perform better tracking
accuracy compared to the most recent human motion tracking scheme
in the real test-bed implementation.

1 Introduction

Human motion tracking is receiving increasing attention from researchers of dif-
ferent fields of study nowadays. The interest is motivated by a wide range of
applications, such as wireless healthcare, surveillance, human-computer interac-
tion, and so on. A complete model of human consists of both the movements and
the shape of the body. Many of the available systems consider the two modeling
processes as separate even if they are very close. In our study, the movement of
the body is the target.

Most of the human motion tracking systems are based on vision sensors. Re-
cently, there has been a significant amount of work in tracking people trajectory
across multiple image views. Some of the proposed approaches present systems
that are capable of segmenting, detecting and tracking people using multiple syn-
chronized surveillance cameras located far from each other. But they try to hand
off image-based tracking from camera to camera without recovering real-world
coordinates [7]. Some other work has to deal with large video sequences involved
when the image capture time interval is short [4]. The most recent work on vision
based people tracking systems develop wireless sensor networks with low reso-
lution camera to predict the trajectory of human movement [8]. However, most
vision-based approaches to moving object detection is computationally intensive
and costly expensive [6]. They often involve intensive real-time computations,
such as image matching, background subtraction, and overlapping identification
[6]. In fact, in many cases, due to the availability of prior knowledge on target
motion kinematics, the intensive and expensive imaging detector array appears
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inefficient and unnecessary. For example, a video image consisting of 100 × 100
pixels with 8-bit gray level contains 80 kbits of data, while the position and
velocity can be represented by only a few bits [3].

Instead of the centralized processing tracking system based on vision, a promis-
ing alternative system named distributed wireless sensor network (WSN) has
been quickly developed recently. It consists of many low cost, spatially dispersed
position sensor nodes. Each node can compute and process information that it
received and transfer the information among the sensor nodes that are placed
within its communication range or to its leader node. Although there are many
applications on WSN on target tracking problems [1] [2] [3], few papers can be
found on human motion tracking in real time systems [5]. We will develop such
a system by WSN in this paper.

From our point of view, human tracking with multiple sensors is an intrinsic
multi-sensor data fusionproblem.Multi-sensor data fusion is suchaprocess through
which we combine readings from different sensor nodes, remove inconsistencies,
and pull all the information together into one coherent structure. Although some
work of multi-sensor data fusion in WSN has been proposed [1], the tracking ac-
curacy is still limited because of the high non linearity property of the human tar-
get. In this paper, a UKF filter is employed to estimate the velocity and position
of the human trajectory in WSN. UKF filter has the ability to switch between a
high process noise (or alternatively, higher order or turn) model in the presence of
maneuvers and a low process noise model in the absence of maneuvers. This point
gives theUKFfilter its advantage over simpler estimators like theKalmanfilter and
EKF. Compared to the existing work based on EKF [1], the proposed algorithm
can give more accurate estimation by using multiple models for human motion in
a real time tracking system developed in this paper.

The layout of the paper is as follows: Sect. 2 presents the multiple models for
human motion tracking. Sect. 3 presents the UKF estimator for our application.
Sect. 4 proposes the sensor node selection method for our framework. Sect. 5
presents the simulation results and experimental results. Conclusions and future
work are drawn in Sect. 6.

2 Problem Formulation

In this section we formulate the human motion tracking as a distributed multi-
sensor data fusion problem. We consider the human moving in a 2-D Cartesian
coordinate system. The target state includes the human velocity, the human
position in the coordinate and the turn rate when the trajectory is along a
curve. We can build up the system models as follows.

2.1 Coordinated Turn Model

In order to describe the human’s more complex trajectory, such as turn left or
turn right, here we apply the coordinated turn model similar to that in [3]:

x2(k + 1) = F2(x2(k)) +G2v2(k) (1)
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where x2(k + 1) = [Px(k + 1) Vx(k + 1) Py(k + 1) Vy(k + 1) ω]T ,

F2(x2(k)) =

⎡
⎢⎢⎢⎣
Px(k) +

sinωT
ω · Vx(k)− 1−cosωT

ω · Vy(k)
cosωT · Vx(k)− sinωT · Vy(k)

Py(k) +
1−cosωT

ω · Vx(k) + sinωT
ω · Vy(k)

sinωT · Vx(k) + cosωT · Vy(k)
ω

⎤
⎥⎥⎥⎦

,

G2(K) =

⎡
⎣ 1

2T
2 T 0 0 0

0 0 1
2T

2 T 0
0 0 0 0 T

⎤
⎦
T

Where ω is the assumed unknown constant turn rate and v2(k) is the process
noise. Although the actual turn rate is not exactly a constant, we can assume
that it is not changed in a very short time interval. For convenience, we assume
that v2 is a zero mean Gaussian white noise with variance Q2(k).

2.2 System Observation Model

In order to build up the estimation scheme using UKF, the sensor observation
model is needed. If sensor j is used, Zj(k) is applied to denote the k-th mea-
surement of the target at time step tk. The measurement model is given by

Zj(k) = hj(x(k)) + vj(k) (2)

where hj is a (generally non-linear) measurement function depending on sensor
j’s measurement characteristic and parameters (e.g., its location). vj(k) is a vari-
able representing measurement noise in sensor j. It is independent and assumed
to be zero-mean Gaussian distribution white noise. The covariance of vj(k) is
Rj(k).

2.3 UKF Filter

Based on the above the coordinated constant turn model and the system observa-
tion model, the interacting multiple model filter is applied to estimate the system
state variable which includes the target’s position coordinate and velocity.

Given the estimate x̂(k | k) of x(k) and its estimation error covariance P(k |
k), in order to avoid the linearization involved in the EKF, the UKF works
by generating a set of points whose sample mean and sample covariance are
x̂(k | k) and covariance P(k | k), respectively. The nonlinear function is applied
to each of these points in turn to yield a transformed sample, and the predicted
mean and covariance are calculated from the transformed samples. The samples
are deterministically chosen so that they capture specific information about the
Gaussian distribution.

For highly nonlinear systems, the UKF has advantages over the EKF. It avoids
the linearization that causes substantial errors in the EKF for nonlinear systems
and possible singular points in Jacobian matrices. The basic UKF algorithm (one
cycle) can be seen in [10].
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3 Sensor Node Selection

In the sensor selection scheme, it is assumed that each sensor is able to detect
the target and determine it’s range. Another assumption is that the locations of
all the sensors are known. One of the approaches simply selects the nodes closest
to the predicted target location as estimated by the tracker. The drawback of
the “closest” node approach is that it only roughly selects the sensor nodes and
does not consider the contribution to the tracking accuracy and the energy con-
sumption quantitively and simultaneously. In this paper, we propose an adaptive
sensor selection scheme under UKF filter by jointly selecting the next tasking
sensor and determining the sampling interval at the same time based on both of
the prediction of the tracking accuracy and tracking energy cost under the UKF
filter based tracking system. The details of this scheme is similar to the method
in paper [11].The only difference is that the IMM filter will be replaced by the
UKF in the selection process.

4 Experimental Results

Our test-bed is shown in Fig. 1. All the hardwares in the test-bed are supplied by
Crossbow Technology. The test-bed consists of the following hardwares: MicaZ
(processor with on-board ZigBee radio), MDA100CA, MIB510 (USB program-
mer), and SRF02 (active ultrasonic sensor with I2C bus).

Fig. 2shows the MicaZ mote, which operates in the 2400 MHz to 2483.5 MHz
band, and uses the Chipcon CC2420, IEEE 802.15.4 compliant, ZigBee ready
radio frequency transceiver integrated with an Atmega128L micro-controller. It
has an integrated radio communication transceiver working at 2.4 GHz frequency
with a transmission data rate of 250K bps and indoor transmission range of 20
to 30 meters. It runs TinyOS and is programmed on nesC.

The MDA100CA series sensor boards have a precision thermistor, a light
sensor/photocell, and general prototyping area. The prototyping area supports
connection to all eight channels of the Mote’s analog to digital converter (ADC
0 to 7), both USART serial ports and the I2C digital communications bus.
The prototyping area also has 45 unconnected holes that are used for breadboard
of circuitry. See Fig. 3.

Fig. 1. The Test-bed
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Fig. 2. The MicaZ mote

Fig. 3. The MDA100CA Sensor Board

The MIB510 interface board (See Fig. 4) is a multi-purpose interface board
used with the MicaZ. It supplies power to the devices through an external power
adapter option, and provides an interface for a RS-232 Mote serial port and
reprogramming port. The MIB510 has an on-board in-system processor (ISP) to
program the Motes. Code is downloaded to the ISP through the RS-232 serial
port. The ISP programs the code into the mote. The ISP and the Mote share
the same serial port. The ISP runs at a fixed baud rate of 115.2 kbaud. The ISP
continually monitors incoming serial packets for a special multi-byte pattern.
Once this pattern is detected, it disables the Mote’s serial RX and TX (two
legs), then takes control of the serial port.

The SRF02(See Fig.5) is a single transducer ultrasonic range sensor. It fea-
tures both I2C and a Serial interfaces. I2C interface is used in this project.

rd

Fig. 4. MIB510 programmer board
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Fig. 5. The SRF02 Ultrasonic Sensor

Fig. 6. The Human Tracking System

We use only 8 sensors in the test-bed. New commands in the SRF02 include the
ability to send an ultrasonic burst on its own without a reception cycle, and the
ability to perform a reception cycle without the preceding burst. SRF02’s mini-
mum measurement range is around 15cm (6 inches). This sensor has a detection
angle of 15 degree and a maximum range of 6m.

The developed target tracking system, see Figs. 1 and 6, is made up of 8
ultrasonic sensor nodes. These 8 ultrasonic sensors located along the edge of the
area respectively with coordinates (200, 0), (250, 170), (50, 300), (0, 110), (100,
0), (250, 60), (150, 300), (0, 230). The orientations of the sensors (clockwise from
the positive x-axis) are respectively 65o, 90o, 50o, 75o, 100o, 110o, 90o, 120o such
that the sound waves are not reflected from nearby walls/ obstacles. Each node
is allocated with an ID number and a XY coordinate. Their locations are shown
in Fig. 1 to cover a monitoring area of 2.5m x 3.0m. The tracking target is a
human. A MicaZ mote will be attached to each sensor node.

On the base station, a laptop is connected to the network through a MicaZ
mote for receiving data packets via USB connection. Fig. 6 shows the tracking
system deployed in the test bed. Upon receiving an initial time synchronizing
beacon from processing mote, all sensor nodes will initialize their starting time
for sensor nodes. These sensor nodes will broadcast their sensor readings with
one sensor reading at a time to the processing mote to avoid sensors’ interference.
The processing mote will also program the default measurement for each sensor.

The real time data is collected from a human who is moving around within the
sensor coverage area of the test-bed. The sensor selection scheme is performed
during the data collection process. In order to simplify the sensor selection al-
gorithm, we selected one sensor at each time step in the experiments. The data



Human Tracking for Daily Life Surveillance 683

Fig. 7. The Human Tracking System Experimental Result with UKF and EKF

collected is run by UKF filter based tracking approach proposed in Sect. 2 and
we compared the experimental results with the method in [12]. Fig. 7shows the
comparison of the result with UKF and EKF respectively. We can see that the
result from UKF is better than the results from EKF in the real test bed.

5 Conclusions

This paper presents an UKF filter based adaptive sensor scheduling scheme for
human tracking in wireless sensor networks. It uses cheap range sensor nodes in
wireless sensor networks by jointly selecting the next tasking sensor and deter-
mining the sampling interval based on predicted tracking accuracy and tracking
cost under the UKF filter frame. Simulation results show that the new scheme
can achieve significant energy efficiency without degrading the tracking accuracy.
There are still many issues remaining for future study. Multi-step, multi-sensor
selection based adaptive sensor scheduling and sensor scheduling for multi-target
tracking are both challenging problems for further investigations.
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Abstract. UWASN (UnderWater Acoustic Sensor Network) is a kind of WSN 
(Wireless Sensor Network) consisting of underwater acoustic sensor nodes. In 
its studies, the simulation is a key tool for the research of UWASN. However, 
the existing node movement models can not reflect the motion characteristics of 
nodes in a 3-D space, caused by the sea current. So, a new node movement 
model, based on Lagrange motion, is proposed in this paper to describe the 
movement of nodes in a 3-D oceanic current. It is proved that the new model 
can more really describe the 3-D movements of nodes in the current by the per-
formance analysis.  

Keywords: UnderWater Acoustic Sensor Network, Movement, Model, La-
grange, 3-D. 

1 Overview 

UWASN (UnderWater Acoustic Sensor Network) is a kind of WSN (Wireless Sensor 
Network) consisting of underwater acoustic sensor nodes, which can be deployed for 
real-time warship monitoring, oceanographic data collection, environmental monitor-
ing, disaster prevention, etc. There are two ways for the performance analysis of 
UWASN. One of them is the sea test, the other is the simulation. However, the fee of 
the sea test is so huge that it can’t be used frequently. Therefore, the simulation is a 
key tool for the research of UWASN. In the performance simulation analysis of un-
derwater acoustic sensor network, a movement model, which can reflect the real 
movement of the nodes in the ocean, is the base of the performance analysis. Now, 
simple model and model based on Lagrange motion is the classic movement model of 
UWASN. However, the existing node movement models can not reflect the motion 
characteristics of nodes in a 3-D space, caused by the sea current.  

                                                           
*

 The work is supported by National Science foundation of China (41176082, 61073182, 
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In this paper，a new node movement model based on Lagrange motion is pro-
posed, which can reflect the sea current movement. Compared with the old movement 
model based on Lagrange motion, the new model has the following characters: (1) the 
impact of unexpected events on the movement of the nodes is considered; (2) the 
states of seawater are different under the different pressure. 

The rest of the paper is arranged as following: firstly, the simple movement model 
is introduced in chapter 2; secondly, the model based on Lagrange is introduced in 
chapter 3; thirdly, a 3-D underwater mobility model based on Lagrange is proposed in 
chapter 4; fourthly, the performance of the new model is analyzed by mathematics 
and simulations in chapter 5; finally, a conclusion is drawn in chapter 6. 

2 Simple Movement Model 

The static model is the simplest one [1]. In a static model, the positions of all nodes 
do not change. The static model can not reflect the node movement characters of 
UWASN. Hence, a simple movement model was proposed [1]. In this model, the 
nodes of the same layer do not change, and their movements are caused by the pow-
ers, which have the same direction. Now, the model is described as following: 

( ) ( 1)

( ) ( 1)
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= − +
= − +
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In the above formula,
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δ
δ

− − = − = − = − 
, cxv and cyv  are two 

random numbers in the interval max[0 ]v， , cyl is the threshold of nodes oscillatory 

movement. Therefore, in this model, the nodes move slowly with a state of swing. 
The model is simple, easy to control, and suitable for the anchored UWASN. This 
kind of movement model with AUV nodes, whose movement trajectories are sine 
curve, was used in the performance analysis [1]. 

Now, in the marine surveying and mapping, Euler and Lagrange methods are main-
ly used for independent fundamental measurement research [2]. In the Euler method, 
the collected data don't change with time; In Lagrange method, the data are collected 
by the underwater equipments, which move with the ocean current. Hence, a unique 
description of the ocean current can be given by Lagrange method. 

In shallow water area, the water depth is normally between 100m~300 m. The 
speed of current is relatively slow; the movement is not very complicated. Hence, a 
motion model based on the Euler method is proposed [3]. In this model, all nodes do 
swing movement in a certain area, or do clockwise or counterclockwise rotation 
movement in other areas. The movement is described as following:  
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In the above formula, xV is the speed of x direction, yV is the speed of y direction. 

1k 、 2k 、 3k andλ are the coefficient closely related to environment, such as, the 

tide and the depth, which change with the environment; 
4k 、 5k are random variables 

related with environment. Therefore, in the model, described in the above formula, 
the speed of the node is related with time t and the coordinates (x, y) of node [2] 
(shown in fig.1). 

3 Models Based on Lagrange motion 

The movements of ocean current particles based on curve model are studied in a 
miles-long current [4] [5] [6]. The influence of vertexes and flows and of all layers is 
considered in this model.  

 

Fig. 1. The relationship between speed and time 

In oceanic surveying, it is usually assumed that movements of particles in the ver-
tical direction normally are floating movement [7]. In other words, the nodes do not 
initiatively accelerate their movement. In this case, the floating movements of nodes 
are related to the environmental density. So, their movement is usually like-Damped 
movement because of the resistance of sea water. 

The water of deep or shallow sea area is pushed by strong winds; the up and down 
stream are formed. So, the internal fluctuations are created in the current. However, 
according to oceanic models, the phenomenon above can be ignored. In the 70's of last 
century, a nodes movement model, which can effectually reflected the main characteris-
tics of two-dimensional ocean currents (flow and vortex) is proposed by Dr 
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Bower[reference]. In this model, if any two-dimensional incompressible currents is 
represented by ϕ , then the speed of a node ),( vuU =  is be described as following: 

x
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∂
∂−= ϕϕ

;                              (3) 

In the above formula, u presents x axis direction speed, and v presents y axis direction 
speed. Now, the Lagrange movement trajectories of a node can be described as fol-
lowing: 
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Furthermore, the model also defined the curved injection flow as following: 
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In above model, the curves can shuttle among vortexes. With the parameters change, 

the particles exchanged between two parts can be seen. Among the parameters, k  
represents the number of exchanged flows in the space; c  represents the y axis di-
rection speed; B  represents the width of curve flows; ε  represents the amplitude of 
the entire flow field; and ω  represents the movement frequency of the flow field. 

When A =1.2, c  = 0.12, k  = 
2

7.5

π
 ，ω =0.4，ε =0.3, the ocean flow field is 

shown in Fig. 2. 
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Fig. 2. Environment of flow-field  
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Fig. 3 depicts the movement of particles (represents nodes) in curved flow model. 
In Figure 4.3,  a cycle is 0.03 days, the size of a curved flow is 7.5 km, the speed of a 
peek is 0.3m/s, and a simulation cycle is a half day. In Fig. 3, it can be seen that the 
movement of nodes is a Lagrange movement. In this flow field, particles not only can 
move from vortex to curve, but also can move from curve to vortex. 

 

Fig. 3. The movement of particles in flow-field 

Compared with the simple model, this model based on Lagrange motion can reflect 
the 2-D movement characters of a node in currents can. However, it still can not simu-
late the movements of nodes in a complicate 3-D space. 

4 The 3-D Underwater Mobility Model Based on Lagrange 

In order to describe the 3-D movement of the sensor nodes, the formula 3 is improved 
in this section. Firstly, the impact of unexpected events on the movement of the nodes 
is considered. So, the speed of a node ),( vuU =  is described as following:  
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In the above formula )(tuσ  is the variance of the Gaussian noise of X-axis direc-

tion speed, )(tvσ  is the variance of the Gaussian noise of Y-axis direction speed. 

Their mean value is 0 and their variance is 2σ . 
Secondly, the model is modified according to that the states of seawater are differ-

ent under the different pressure. That is, in the normal movement law of ocean cur-
rent, the speed of the deep flow is lower than speed of the surface flow. So, the new 
model is defined as following: 
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In the above formula,
1

5
x x′ = ,

1

4
y y′ = . 

5 Performance Analysis 

In the section, MATLAB is used for simulation and analysis. In a 30km×120km×5km 
3D underwater space, nodes are randomly placed in the left-middle 2km×4km×5km 
area. Fig.4 describes the ocean currents state based on formula 7, which has an im-
proved the curve jet flow model. In Fig.4, the upside of vertex is larger than the lower 
of it, just likes infundibulate. So, the new model can describe the inherence of ocean 
current better. 

 

Fig. 4. Sketch of flow field 

In Fig.5 the 2-D node movement trajectories of the original model and the im-
proved model are compared when 6 )(tuσ =0.002, )(tvσ =0.008. From Fig.5, it can 
be seen that not only the node shuttle between vertex and curves but also the influence 
of unexpected events on nodes movement are reflected in the improved model. So, the 
improved model can describe the ocean current better. 

Fig.6 describes the movement track of a DNR (Dive “N” Rise) node in 3D space. 

In Fig.6, the bounder is set 536.0
80||7

10\\ ×
+
+=±

Z

Zϕ to divide the area. If the  
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Fig. 5. Track of speed model of changed 

 

Fig. 6. Track of node with current movement 

calculation result of formula (7) is in ],[ ϕϕ +− , the node is in the vortexes, otherwise, 

the nodes in the jet stream. So, formula (6) can be used to calculate the real speed of a 
DNR node in the flow field.  

Fig.7 describes the normal stochastic swing in vertical direction of 100 nodes, 
which are randomly placed in 8×2×5km area (shown in Fig.7 (a)). In Fig.7, red‘+’ 
represents AUV node, blue ‘*’ represents the common node. After 3 hours, nodes 
move with the current, and their final states are shown as Fig.7 (b). From the figures, 
it can be seen all normal nodes move as a whole. 
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Fig. 7. Network diagram as the change of time  

Fig. 8 describes the coverage of the above network. It can be seen that a node can 
not move with the others in the curve current when it enters a vortex. So, the coverage 
of network decreased gradually as a whole. However, the coverage of network regres-
sion sometimes because of nodes shuttle among vortexes curve current. 

 

Fig. 8. Coverage of node 

6 Conclusion 

As a key tool for the research of UWASN, the simulation plays an important role in 
the studies of UWSAN. On the basis of analyzing existed models for UWSAN, a 
modified node movement model based on Lagrange motion for 3-D space is proposed 
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in this paper. The performance analyses show that the new model is better than the 
existing ones. It can more closely simulate the movements of nodes in a 3-D oceanic 
current. 
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Abstract. Underwater acoustic sensor networks, characterized by long propaga-
tion delays and limited channel bandwidth, have drawn significant attentions 
and plentiful work has been done on the analysis of media access control proto-
cols, including the contention-based ones for multi-hop underwater acoustic 
sensor networks. However, these existing models have not been validated by 
the simulations or the experiments. Moreover, we find that the models are inac-
curate since they implicitly assume that a node can transmit two packets at the 
same time which is impractical. In order to improve the model, in this paper we 
continually focus on the performance analysis of Aloha for a string multi-hop 
network. We also conducted simulations via NS-3 using Thorp attenuation 
model to validate the proposed model, and we found that our model can better 
coincide with the simulation results. In underwater sensor networks, moreover, 
we found another factor need to be considered which is the influence of the 
nodes outside of the transmission radius. 

Keywords: Underwater acoustic sensor networks, performance analysis, Aloha, 
multi-hop. 

1 Introduction 

Underwater sensor networks is becoming an important research topic. It has a wide 
range of collaborative applications, such as navy military surveillance, oceanographic 
data collection, ocean resource exploration, disaster prevention and so on. Since both 
radio signal and optical signal suffer significant attenuation in salt water [4], acoustic 
technology is the typical physical layer communication method adopted by the un-
derwater sensor networks, namely, Underwater Acoustic Sensor Networks (UASNs). 
The speed of acoustic waves in water is approximately 1500 m/s, which is 2 10  

times lower than the radio waves. Thus, compared with wireless sensor networks 
(WSNs), UASNs are featured by long propagation delay and limited bandwidth. 

Similar to the WSNs, medium access control (MAC) protocols play a very impor-
tant role in UASNs, which significantly impact the performance. Currently, the  
research efforts for UASNs have almost been devoted to single-hop networks, which 
are summarized in surveys [1], [2]. In particular, Ref. [5] presents some theoretical 
analyses of contention-based protocols such as Aloha for UASNs. However, multi-
hop networks, which can provide a wider area coverage, are usually employed in 
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practical [3]. Therefore, in this paper we focus on the performance of theory and si-
mulation for underwater multi-hop scenarios. 

Pure Aloha is one of the contention-based MAC protocols, which allows nodes to 
transmit at will. And Aloha has been the basis of many wireless MACs since its pro-
posal in the 1970s [7]. Based on a computation-efficient physics-based underwater 
channel model is available, it shows that the contention-based protocols based on the 
pure Aloha protocol may be effective for UASNs [6]. 

In [8], the first analytical model is proposed for the contention-based protocols in a 
string multi-hop network. The model provides a method for computing the expected 
network utilization and the probability of packet delivery to the gateway from an arbi-
trary sensor. As a follow-up work, p-persistent Aloha is analyzed in multi-hop string 
UASN [9]. In addition, a summary of these models are provided in [10]. 

In fact, there are two disadvantages of in work in [8]. First, since the node cannot 
transmit two packets at the same time, there is no collision among the packets sent by 
the same node. However, the model includes the corresponding probability, and thus 
the collision probability of a packet reception must be higher than the actual one. 
Second, the models are not validated by the simulations or experiments. 

In this paper we propose a new model with the consideration of no packets from 
the same node simultaneously to improve the models. In order to validate the pro-
posed model, we also simulated Aloha in a string multi-hop network via NS-3 using 
Thorp attenuation model, which is ignored by the existing works. The simulation 
results show that our analysis is more accurate than the original one. However, there 
is another factor need to be considered which is the influence of the nodes outside of 
the transmission radius. We will focus more on this factor in future research. 

The rest of the paper is organized as follows. Section 2 gives a brief overview of 
the string multi-hop network model, and proposes the new model of Aloha for multi-
hop UASNs. Section 3 validates the proposed method via simulations and analyzes 
the differences between the model evaluation results and the simulation results. Final-
ly, Section 4 concludes the work. 

2 Performance Analysis of Multi-hop Aloha 

In this section, we first briefly describe the multi-hop string network model [8]. Based 
on it, then we develop an analytical model of the performance of Aloha protocol for 
multi-hop UASNs. 

2.1 Multi-hop String Network Model 

Same as that in [8], in the analysis we adopt the string multi-hop topology as depicted 
in Fig. 1. In the network, each node generates packets following an independent iden-
tical Poisson distribution with parameter λ, i.e., on average each node generates λ 
packets per second. Whenever receiving a packet from its upstream neighbor, a node 
immediately forwards the packet to the downstream one. 
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We notice the fact that a packet cannot be transmitted when the node is busy with 
sending, so our network model considers this point while it has not ignored by the 
existing models. In order to ensure the expected packet transmission rate of each node 
is equal to the theoretical one λ, a packet will be retried to be sent after a backoff fol-
lowing an exponentially distribution with λ if the node is busy with sending when this 
packet arrives. In this way, a packet behaves like a new packet when it cannot be 
transmitted. As a result, in simulation the packet transmission rate of each node will 
be same as the one defined in the theory model.    

We also assume that the transmission range of each node is only sufficient to reach 
its 1-hop neighbors and the interference range is less than the distance to any 2-hop 
neighbor. We further assume a constant packet size and uniform transmission rate for 
all nodes, which result in a constant packet transmission time T. Therefore, the of-
fered load (original packets) of each node is λT. 

 

Fig. 1. String Topology 

As mentioned in [8], the string topology of Fig.1 favors the downstream traffic over 
the upstream traffic, as the packet from the downstream will only be lost if it collides 
with a packet at a node further downstream. 

2.2 Aloha Analysis for Multi-hop UASNs 

In order to analyze the performance of Aloha for UASNs, we should address the suc-
cess rate of packet reception at each hop. The success probability of ’s transmis-
sion, P , is the success probability that  receives its packet, which is given as 
below [8]: Pr    |         (1) 

Before going further, let us first figure out the accumulative packet transmission rate λ  at . Specifically, given that each node originates packets at the same rate λ, we 
have [8]: λ λ 1 ∑ ∏ , 1, … , .             (2) 

The successful reception of a packet from  at node  depends on the state 
of . The reception of a packet will fail while  is currently overhearing the 
transmission of a packet from its downstream neighbor , or currently sending a 

O1

O2 O3 O4 On

GW
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packet to . And the reception of packet will success only if  is idle in twice 
the packet’s reception time, i.e., 2T. These constraints are independent. 

Therefore, the probability that no traffic is generated by  during a packet’s re-
ception period is[8]: 

!                    (3) 

As shown in Fig. 2, the work in [8] assumes that the interference range is less than the 
distance between any 2-hop neighbor-pairs, and thus only the traffic generated by 1-
hop neighbors of the recipient of interest should be considered. Thus, they determine 
the likelihood that any node in the contending node set , ,  will 
inject traffic such that it arrives at the reception point at any time during the reception 
of the packet of interest. 

Recall that the arrival follows the Poisson process, so the probability of a success-
ful reception of a packet from  is dependent upon  and is [8]: , 1, … , 2

               (4) 

 

Fig. 2. Contending Node Set 

However, equation (4) is inaccurate. Considering the reception of a packet from  
at node , since the time that  takes to transmit a packet is equal to the dura-
tion  takes to receive a packet as well as that   cannot transmit two packets 
at the same time, there should be no collision at  caused by the packets from the 
same node . That is, the probability of successful receiving has nothing to do with 
whether or not  is sending packets when  is receving a packet from . 
Therefore, equation (4) is updated as, 

Oi

Oi+1 Oi+2
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, 1, … , 21                (5) 

Combining equations (2) and (4), as well as (2) and (5) respectively, we can obtain n 
nonlinear equations with respect to n variables, λ , λ , … , λ . These n variables can be 
obtained  by solving the following minimization problem [8]: min , ,…, ∑ Λ λ                  (6) 

where 
 Λ λ  λ  … λ , and 
 Λ λ 1 ∑ ∏ , where  is a function of Λ as given by equa-

tions (4) or (5). 
The Nelder-Mead simplex method has been quite effective to solve this minimiza-

tion problem [14]. In the next section, we will calculate above equations using this 
method via matlab. 

3 Experiments 

In this section, we will calculate the original model evaluation results using equations 
(2) and (4), and calculate the improved model evaluation results using equations (2) 
and (5). We will also perform simulation with the same parameters using NS-3. Final-
ly, we will compare the original model and the improved ones, as well as validate 
them with them simulation results. 

Without loss of generality, T is set to be 1, packet size is 32 Bytes. There are 9 
nodes in the string multi-hop network, so n is 8. All nodes are at the same depth 
100m. In addition, in our simulation the acoustic channel model adopts Thorp atten-
uation [11] in our simulation, which is used for the calculation of the SNR at the re-
ceiver with the consideration of the ambient noise. As for the bandwidth, the center 
frequency is 12000 Hz and the data rate is 256 bps. Thus, the packet transmission 
time is 32 8 256 1⁄ , which is equal to T. In this case, a node’s communication 
range is more than 55.75 m and less than 55.76 m. We set the distance between nodes 
as 50m to make sure that a node can only talk with its one-hop neighbors. Therefore, 

’s position is 50 , 0,100  in the string topology network. 
First,  is set as 0.002,0.01,0.1, and 0.5 respectively to vary the per-sensor load 

like [8]. Fig. 3 shows the original, improved and simulation results of the aggregate 
traffic load of each node , 1, … , . Same as stated in [8], we can see that  
increases when  increases, regardless of . We can also observe that the improved 
model can better match the simulation results than the original one, except for 0.5. 
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Fig. 3. Original, improved and simulation results of Node Traffic Load  vs. Node ID at 0.002, 0.01, 0.1  0.5 

Fig. 4 shows that  deceases except at the last two nodes due to their smaller  
contending node sets. When the load exceeds 0.5 each node has reached its 
saturation status and  becomes stable. In particular, no matter what load is chosen, 
simulation results of  is always approaching to 1, and therefore equations (5) is 
more accurate than equations (4).  

 

Fig. 4. Original, improved and simulation results of  vs. Node ID at 0.002, 0.01, 0.1  0.5 
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From Fig. 3 and Fig. 4, we can observe that there is still a bias between improved 
results and simulation results. In order to further investigate this issue, we let 0.2,0.3,0.4,0.5  0.6, respectively. Fig. 5 shows that the bias between improved 
results and simulation results increases as the load goes up. Therefore, there must be a 
factor needs to be considered, and the factor is dependent upon . 

 

Fig. 5. Improved and simulation results of  and  vs. Node ID at 0.2, 0.3, 0.4, 0.5  0.6 

Fig. 6(a) shows the sum of the squared differences between the original  and  
measured by simulation and the sum of the squared differences between improved  
and the  measured by simulation versus the . We can observe that the improved 
model can better match the simulation results than the original one when 00.2. However, the original model is more accurate than the improved one when 0.2. 
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Fig. 6(b) shows the sum of the squared differences between original  and  
simulation  and the sum of the squared differences between improved  and 
simulation  versus the . We can observe that the improved model is always more 
coincident with the simulation results than the original model. Considering  signif-
icantly impacts the results, we compute the sum of the squared differences of  
expect , again. We can observe that the bias of improved model evaluation results 
are larger than the original one when 0.2. These match the results in Fig. 6(a). 

In the rest part we will explore the possible reasons for the bias between improved 
model and the simulation results. One possible reason of the bias could be that nodes 
 

 

Fig. 6. In (a) the sum of the squared differences between original  and simulation  and 
the sum of the squared differences between improved  and simulation  versus the . In 
(b) the sum of the squared differences between original  and simulation  and the sum of 
the squared differences between improved  and simulation  versus the . In (c) the 
sum of the squared differences between original  and simulation  except  and the 
sum of the squared differences between improved  and simulation  except  versus  
the . 
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outside the receiving node’s communication range may transmit their packets and 
their accumulative signals may result in an error of the receiving packet. This has 
been considered by WSNs research community [15].We further performed simulation 
on single-hop topology network with interfering nodes, as depicted in Fig. 7. In this 
simulation, node 0 randomly generate packets at an average rate of λ 0.1. Node 1 
is the only receiver, i.e., gateway (GW). Each node outside the GW’s communication 
range is an interfering node. We set the distance between interfering nodes as r, and 
the simulation time is 10000s. We still use the similar simulation settings as above. 
Table 1 shows the reception of packets at GW versus the r and the n. The experimen-
tal results validate our idea that the nodes outside the receiving node’s communication 
range may cause the reception of packet failed. Therefore, we modify the equations 
(5) as: , 1, … , 21               (7) 

where  is the probability that ’s accumulative signal exceeds the node’s re-
quired signal strength which transmitted by the nodes outside ’s communication 
range. Therefore, the factor is dependent upon the position and the offered load of the 
interfering nodes which is outside of ’s communication range. And this will be 
part of our future work. 

 

Fig. 7. Single-hop topology network with interfering nodes 

Table 1. The reception of packets at GW versus the r and the n 

Interfering node’s number r Node 0 Send Node 1 Received 
20 2 1036 0 
10 3 1036 497 
10 10 1036 1036 
0 - 1036 1036 

node 0
(0,0,100)

node 1 = GW
(50,0,100)

Interference node 0
(-10,0,100)

Interference node 1
(-10,-0,100)

Interference node 2n-1
(-10, r * (n-1) ,100)

Interference node 2n-2
(-10, r * (n-1) * -1,100)

Interference node 2i+1
(-10, r * i,100)

Interference node 2i
(-10, r * i * -1,100)
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4 Conclusion 

In this paper, we propose a new performance analytical model of aloha for Multi-hop 
UASNs. The simulation results justifies that our model is more accurate. 

We also explore a new factor needs to be considered in UASNs, which is depen-
dent upon the position and offered load of the interfering nodes which are outside of 
the receiver’s communication range. And this would be our future work. 
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Abstract. In this work, we present the design of two novel algorithms for con-
structing connected dominating set (CDS) in wireless sensor networks (WSNs). 
Both algorithms are intended to minimize CDS size. The first algorithm has a 
performance factor of 5 from the optimal solution, which outperforms the best-
published results (5.8+ ln 4) in [1]. The second algorithm is an improved ver-
sion of the first one. We included the theoretical analysis and simulation results 
showing the effectiveness of both algorithms. 

Keywords: Connected Dominating Set, Wireless Sensor Networks, Maximal 
Independent Set, Unit Disk Graph, Approximation Algorithm. 

1 Introduction  

Wireless sensor networks are gaining more interest in a variety of applications. Of 
their different characteristics and challenges, network management and lifetime are 
the most considered issues in WSN based systems. Connected dominating set (CDS) 
is known to be an efficient strategy to control network topology, reduce overhead, and 
extend network lifetime. Using Minimum Connected Dominating Set (MCDS), min-
imum number of nodes is participating in routing and management tasks.  

Designing a CDS algorithm for WSNs is very challenging. Various techniques 
were developed in the literature to tackle this problem. Unfortunately, finding an 
MCDS is an NP-hard problem and approximation is required. There are quite a few 
existing approximation techniques with different performance ratios and design pers-
pectives. For a survey of the existing CDS construction techniques, we refer the read-
ers to [2] and the references therein. 

The concept of the connected dominating set (CDS) comes from graph theory [3]. 
It defines a set of nodes for a given connected graph. The definition of a CDS can be 
described as follows: For a given connected graph (network) G = (V, E), where V is 
the set of vertices (nodes) and E is the set of edges (an edge or link exists between any 
two nodes if they are within the transmission range of each other) that provides the 
available communications, a dominating set (DS) is a subset V' of V, where for each 
vertex u of V, u is either in V' or at least one neighbor vertex of u is in V'. A DS is 
called a CDS if the sub-graph induced by the vertices in the DS is connected [4].  
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The heuristics for CDS construction can be divided into two sets. The first set of 
heuristics strives to find disconnected, Maximal Independent Set (MIS) of nodes that 
are joined through a minimum spanning tree or a Steiner tree. The second type of 
heuristics concentrates on evolving a CDS by growing a small trivial CDS [5][6]. An 
MIS is a dominating set that satisfies the following conditions: i) nodes in the MIS are 
pairwise nonadjacent, and ii) no more nodes can be added to maintain the non-
adjacency property of this set. Each node, which is not in the MIS, is adjacent to at 
least one node in MIS. If we connect the nodes in the MIS through some nodes not in 
the MIS, a CDS is then constructed [1].  

This work proposes a design of two connected dominating set construction algo-
rithms that provide better approximations compared to the existing state-of-the-art 
MCDS. In both approaches, we used a Unit Disk Graph (UDG) to model a WSN. We 
simplified the CDS construction by first finding a special independent set S1 with the 
following property: the hop-distance between any two complementary subsets S1 and 
S2 of S1 is exactly three. Second, we tried to find a small set of nodes S2 to dominate 
the multiple disconnected components resulted from constructing S1 in the first step. 
Then, the introduced nodes S2 in the second step are connected with the nodes in S1 to 
form a dominating set, which will yield the final CDS after adding more connecting 
nodes. We provided performance analysis of the first approach. Moreover, we simu-
lated our algorithms and compared them to the S-MIS algorithm proposed in [1]. The 
results showed an improved performance of our proposed approaches when employed 
for large-scale networks and completely randomly deployed networks.  

2 The Proposed Algorithms 

2.1 Approach-I  

From a top view, Approach-I constructs a CDS via four main steps.  For illustration 
purpose, we employed a coloring scheme to differentiate node states during the CDS 
construction. S1 (dominators) nodes are marked black. The nodes used to cover the 
disconnected regions in phase-2 are marked red (the set of nodes in S2). Connectors 
are marked blue and dominatee nodes are marked gray. Other colors (white, orange 
and yellow) are temporarily introduced to make the elaboration of the algorithm easi-
er: white is used for initialization, orange to mark nodes at a certain distance to a 
black node, and yellow to mark disconnected regions after S1 construction. 

• Phase-1: S1 Construction. The definition of independent sets guarantees that any 
pair of nodes in an independent set is separated by at least two hops. The S1 con-
structed in this phase guarantees that the hop-distance between any pair of its com-
plementary subsets is exactly three. We extend the Method in [7] to construct S1 
that satisfies the exact-three-hop property. The scenario of S1 construction goes 
through the following steps: first, given an arbitrary rooted spanning tree T span-
ning all nodes, we define the tree level of a node u as the number of hops in T be-
tween u itself and i, where i is the root of T. All nodes are initially undominated 
and are colored white. Nodes will be eventually marked with different colors dur-
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1. For each vertical connected component, let l be the lowest level of the nodes. If the 
component contains only nodes in l, choose one yellow node and color it red and its 
neighbors gray. In this case, one red node can cover the whole connected compo-
nent. If nodes at level l+1 exist, select the minimum number of yellow nodes from 
level l or l+1 to cover all yellow nodes in l and maximum number of yellow nodes 
in l+1. Color these nodes red and all their yellow neighbors gray. Repeat this pro-
cedure until no yellow node left in the connected component. 

2. For each horizontal connected component, we start from the left-most node u and 
color the right-most node v that covers u and the maximum number of yellow nodes 
in the component. Color v red and its neighbors gray. Repeat this procedure until no 
yellow node left in the horizontal connected component. 

• Phase-3: Connecting S2 Nodes to S1 Nodes. Each red node has at least one black 
node that is only two hops away. Hence, we need to include at most one gray node 
in order to connect a red node i to its nearest black node. However, multiple red 
nodes can be connected to a node in S1 using one connector. Having small number 
of connectors is preferred. Thus in this phase, we change some gray nodes to blue 
using a similar approach in [1]. A gray node that has the maximum number of red 
neighbors is included as a connector and marked blue. When a gray node u is co-
lored blue, all its one hop black/red neighbors are combined together to form one 
region. On completion of this phase, each connected component dominated by red 
node is linked and combined into a region with at least one black node using some 
blue connectors.  

• Phase-4: Connecting S1 Nodes all Together. We apply the fourth algorithm to 
connect all black nodes to form the final CDS. Each black node has at least a black 
neighbor that is only three hops away. To connect the nodes in S1, we need to in-
clude at most two gray nodes to connect an S1 node to its nearest S1 node. The final 
CDS is obtained after this forth step, when S1-to-S1 connectors are found. The un-
ion of the black, red and blue sets produces the final CDS. The below pseudo code 
represents a high level structure of CDS program. 

Program CDS Construction (Graph G){ 
Initialization: all nodes are colored WHITE;  
begin: 
1: the initiator is colored black; a BLACK message is 
broadcasted by the initiator; Upon receiving a BLACK mes-
sage, a white node marks itself GRAY and broadcasts a 
GRAY message; Upon receiving a GRAY message, a white node 
marks itself YELLOW and broadcasts a YELLOW message; Upon 
receiving a YELLOW message, a white node marks itself 
ORANGE; 
2: while (Exist Orange node){Select one orange node that 
has the lowest level among all orange nodes, and has the 
maximum number of 3-hop black neighbors; color it BLACK, 
and broadcasts a BLACK message; Upon receiving a BLACK 
message by a white, orange or yellow message it marks it-
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self Gray; Upon receiving a GRAY message by a white or 
orange node, it marks itself YELLOW and broadcasts a 
YELLOW message; Upon receiving a YELLOW message, a white 
node marks itself ORANGE;}; 
3: While(Exist a yellow node in a vertical connected com-
ponent v){ l:=lowest level in v; If (all nodes in v are 
in l){ choose a yellow node u color it red and its neigh-
bors gray;}else{find the minimum set S of yellow nodes 
from level l or l+1 to cover all yellow nodes in l and 
maximum number of yellow nodes in l+1; Color nodes in S 
red and all their yellow neighbors gray}}; 
4: While (Exist a yellow node in a horizontal connected 
component h){x:=left-most node in h; y:= right-most node 
in h that covers x and the maximum number of yellow nodes 
in h; Color y red and its neighbors gray}; 
5: While (Exist DISCONNECTED RED node){Find a GRAY node u 
that has the maximum number of RED neighbors and at least 
one BLACK neighbor. Then mark u BLUE, and all its RED 
neighbors as CONNECTED}; 
6: While (Exist a GRAY node x that is adjacent to at 
least i BLACK nodes in different BLACK-RED-BLUE compo-
nents){FIND a GRAY node u that has the maximum i, mark u 
BLUE, combines u’s different adjacent components into one 
component}; 
7: If (Exist a BLACK node r, r is 3 hops from any BLACK-
RED-BLUE components){Mark r’s GRAY neighbor, which has 
the maximum degree, as BLUE; combines u’s different adja-
cent components into one component};end. 

2.2 Approach-II 

The second proposed approach has four phases. Most of these phases are similar to 
those in Approach –I except phase-2.  

• Phase-1. Construct S1 using the same algorithm that was used in Approach-I. 
• Phase-2. We defined the coverage factor of a yellow node x as the number of its 

yellow neighbors. A gray/yellow node x that has the highest coverage factor is 
marked red and a “RED” message is broadcasted by x in order to dominate its 1-
hop yellow neighbors by coloring them gray. On completion of this phase, all yel-
low nodes are marked red or gray. 

• Phase-3. In this phase we connect CDC nodes to S1 nodes. If a gray node u was 
marked red in Phase-2 of this approach, u is already connected to an S1 node and 
we do not need to introduce any connectors for u.  

• Phase-4. To find S1-to- S1 connectors by employing the same algorithm that was 
used in Phase-4 of Approach-I.  
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The performance enhancement in this approach comes from two sources. The first is 
having a smaller set of red nodes than in approach-I, when a gray node with a higher 
coverage factor than any yellow node within its 1-hop region is selected. The second 
scenario is by having a smaller number of connectors for CDC nodes, since gray 
nodes marked red do not need to be connected to S1 nodes. One or both scenarios can 
occur during the execution of Approach-II. 

3 Performance Analysis  

In this subsection we analyze the performance of approach-I, which is our main intro-
duced approach in this work. 

Theorem 1. Let D be any MCDS of a unit-disk graph G. If ∀ two complementary 
subsets u and v of  S1, u and v are three hops away from each other, then │ 
S1│≤│D│. Proof.  We claim that ∀ u  D is either in S1 or adjacent to at most one 
node in S1. Otherwise, there exist two nodes in S1 that are two hops away, a contradic-
tion. On the other hand, because D is an MCDS, ∀ u  S1 is either in D or adjacent to 
at least one node in D. Therefore │S1│≤│D│. 

Theorem 2. Let S2 be any CDC and D be any MCDS of a unit-disk graph G, then │ 
S2│≤│D│.  Proof.  This theorem follows from the geometric structure of the hori-
zontal and vertical connected components and the determination of the red nodes for 
each connected component.  

Theorem 3. Number of CDC connectors ≤ 1.│MCDS│. Proof. Let S2 be any CDC 
and D be any MCDS of a unit-disk graph G. For∀ u  S2, there exist at least one gray 
node i that is 1-hop distance from a node v  S2. i is selected to connect u to v. Hence, 
we need at most one connector node to connect each node in S2 to a node in S1. Then, 
the number of the required CDC connectors ≤ number of red nodes.  From Theorem 
1, │S2│≤│MCDS│, therefore, number CDC connectors ≤ │MCDS│. 

Theorem 4. Number of S1 connectors ≤ 2.│MCDS│. Proof. S1 satisfies that: for any 
two complementary subsets S1 and S2, then │S1-S2│= 3. Hence, there exist two 
nodes u, and v that can connect S1 and S2. And we know from Theorem 1 that │S1│≤ 
│MCDS│. Connect all subsets we need at most 2.│MCDS│. Hence, if at most two 
nodes are used to connect each S1 node, then the total number of required S1 connec-
tors is ≤ 2.│MCDS│. 

Theorem 5. Approach-I produces a CDS with a size bounded by 5opt, where opt is 
the size of the MCDS. Proof. This theorem follows from the previous four theorems. 
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4 Simulation Results 

In order to verify our proposed algorithms, we evaluated their performance using 
simulation and compared them to the S-MIS algorithm. In this simulation, we focused 
on CDS size as a main and most important performance measure. We generated a 
total of N nodes in a fixed 1000*1000 2D square. The transmission range of each 
node is R. We considered R values that keep network connected. For R  [200, 800], 
we changed N from 36 to 400. We included two deployment schemes: the uniform 
random deployment model and the partial random deployment model [8][9]. In uni-
form random deployment, for each node both coordinates are generated independently 
using a random number generator delivering uniformly distributed values. Thus, each 
of the N sensors has equal probability of being placed at any point inside the deploy-
ment field. The uniform random deployment is considered as a completely random 
model and preferred by many applications. Besides, the partial random deployment 
model strives to achieve a grid layout of the sensor node. It provides desirable charac-
teristics (i.e. coverage). In partial random deployment (or grid-based deployment), we 
divided the deployment model into cells, each cell hosts a sensor. A sensor is random-
ly placed inside the cell. The size of a cell is calculated as a function of the number of 
nodes N and the deployment area A [8][9]. Fig. 2 and Fig. 3 illustrate the relationship 
between our two proposed approaches and the S-MIS algorithm, for N= 70 and 225, 
respectively, and R  [300, 700]. In Fig. 4, we evaluated the performance of the three 
algorithms for different values of N ranging from 36 to 225. The y-axis shows CDS 
size and the x-axis presents the average number of nodes per unit area. The sizes of 
CDSs generated by Approach-I and Approach-II are smaller than S-MIS as the net-
work size increases. They perform comparably for small and low dense network.  
However, Approach-II always outperforms both Approach-I and S-MIS in uniform 
random and grid-based deployments, and for small and large-scale networks. This 
improvement is gained from minimizing the number of S1 and CDC connectors, 
which usually affects CDS size as well as MIS size. 

 

Fig. 2. CDS size for a random network of 70 nodes 
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Abstract. Congestion detection and control is considered as major challenge  
to implementation of real-time transmission in wireless sensor network, 
particularly under the situations where both the total packet loss and the real-
time packet deadline are required to take care of. The demand of congestion 
detection and control is hard, if not impossible at all, to meet in a single 
transmission protocol layer in wireless sensor network due to its hop-by-hop 
transmission pattern.  The work presented in this paper shows that the cross-
layer approach combining a performance-differentiated scheduling in routing 
layer and a priority-based packet dropping policy at control layer can provide a 
key support to congestion control in implementation of real-time transmission 
in wireless sensor networks. Simulation experiments on TinyOS/TOSSIM 
platform shows an encouraging result from the proposed approach in providing 
congestion detection and control in a wireless sensor network with real-time 
support. 

Keywords: Wireless sensor network, real-time transmission, cross-layer, 
congestion control. 

1 Introduction 

The Collection Tree Protocol (CTP) [1-2] demonstrates to be an efficient network 
topology used to collect field sensor data in a wireless sensor network with a 
hierarchical architecture, particularly for the applications such as battlefield 
situational awareness, environmental monitoring, and homeland security control. 
Under such a tree topology the distributed sensor nodes are grouped into various 
segments, namely clusters, with each cluster having a head, shown in Fig. 1. The 
cluster head serves as the sink node for the cluster it is responsible for, and eventually 
routs the packets to the designated root (base station) under certain transmission 
protocol. When implementing a real-time transmission under such a collection tree 
topology, packet jamming and congestion control at the cluster head play a key role in 
providing quality service for packet routing and transmission. Two major issues may 
cause packet jamming in transmission. First is that the packet arrival rate exceeds the 



 A Cross-Layer Approach for Congestion Control in Real-Time Transmission 715 

node processing rate, which lead to a congestion in the packet waiting queue, mostly, 
at the cluster head where the data convergence is performed. Service quality at 
routing and transmission layers is the second key to the packet congestion issue, in 
which the packet dispatching and transmission policy may eventually impose an 
impact on the performance in upper layers of wireless sensor network.  

Since packet jamming may lead to problems of buffer overflow and packet loss 
at the sensor nodes on transmission path and transmission delay due to queuing 
latency, the congestion control is considered as an essential feature in protocol design 
that is needed for implementation of real-time transmission in wireless sensor 
network. Congestion detection and control are two major research topics in this field.  
Different from traditional TCP/IP wired network, wireless sensor network uses the 
queue length in waiting buffer [3-4] or the packet processing time [5] to estimate the 
probability of congestion. Other researches on congestion detection include the buffer 
utilization ratio [6], channel load monitoring [7], and congestion ratio [8]. Congestion 
control in wireless sensor network is mainly enforced by adjusting the packet 
forwarding rate at sensor node according to the network congestion status it receives 
from adjacent nodes [6-8]. If the CN bit is used to report congestion information, 
normally the adding-increment-multiplying-decrement type algorithm is applied to 
tune the sending speed. A fine-grained scheduling on transmission rate may be 
achieved with more network status information embedded in congestion report [9]. 

 

Fig. 1. Clustered architecture and packet routing path 

In this paper we propose a cross-layer approach that implements a performance-
differentiated scheduling schema in packet dispatching so that a congestion control is 
enforced at each node when the network is under high workload, and the packets with 
various transmission latency bounds are routed in differentiated speed. This cross-
layer design is aiming at providing a congestion control mechanism in real-time 
transmission in wireless sensor networks. The rest of paper is organized as: Section 2 
presents the implementation of congestion control in real-time transmission, and in 
Section 3, a simulation experiment on TinyOS 2.0 platform [10-11] to evaluate the 
performance of the cross-layer approach. Section 4 summarizes our work and 
discusses further researches in future. 
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2 Congestion Control through Performance-Differentiated 
Dispatching 

In this section, we propose a queue length ratio method to detect congestion detection 
at each intermediate node and a performance-differentiated packet dispatching 
algorithm to apply congestion control when congestion happens. 

2.1 Congestion Detection 

In the real-time transmission scenario we discuss here, at each sensor node, two 
packet queues are used for real-time (RT) packets and non-real-time (NRT) packets, 
respectively, shown in Fig. 2. The two classes of packets arriving at the node are 
classified into above two queues and dispatched from the head of each queue for 
transmission under a performance-differentiated algorithm. The congestion detection 
criterion is defined as: the congestion is considered happening when the queue length 
(the number of waiting packets in a queue) reaches the half of the queue size in either 
queue, i.e. the queue length ratio reaches 1/2. The ratio of RT queue length to NRT 
queue length at a moment can also be used as a threshold to detect the congestion, 
since a high RT/NRT ratio may indicate that the network is slow down in forwarding 
the RT packets, which can be considered as a congestion condition for the RT 
packets. 

 

Fig. 2. Real-time and Non-real-time queues at a node 

When congestion is detected at a node, it is reported to its adjacent nodes by 
setting the C/N bit in the packets forwarded to them. When a node receives the 
packets from other nodes, it updates its routing table with the information carried by 
the packets. For instance, node A received a packet from node B with the CN bit set 
to 1, so it updates its routing table with the CN bit for node B set, shown in Fig. 3. 
When node A needs to select a node as next hop to forward its packets, it disqualifies 
node B even it has a smaller number of hops from the sink, since node B’s CN bit is 
set, indicating the congestion happens on node B. 

Neighbor ID ATT(ms) CN 
B(2) 320 1 
C(3) 451 0 
D(4) 551 0 

-- -- -- 

Fig. 3. Node A’s routing table 
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2.2 Congestion Control Approach 

The RT packets are more sensitive to congestion situations for they have a 
transmission deadline, and a delay in transmission due to packet jamming may cause 
a packet loss. With being said, the packet receiving ratio, i.e. the packet arrival ratio 
for the RT packets that arrives at the sink prior to their deadline, is considered as a 
measurement on the transmission reliability of wireless sensor network, presented as 
below. 

 
1 0 0 %r

s

N

N
η = ×

 

where η is the receiving ratio for RT packets, Nr the number of receiving packets, and 
Ns the total number of sending packets. 

Upon the congestion being detected, the congestion control can be implemented 
through a performance-differentiated dispatching algorithm at sensor node, in which 
the arriving packets are classified into two waiting queues and dispatched for 
forwarding based on the queue length ratio of the two waiting queues. This queue 
length ratio based dispatching algorithm can be described as: 

1) Initialization: RT_counter = 0, NRT_flag = FALSE, RT_window = N; 
2) Check condition (RT queue is empty), if yes, switch to 3); otherwise, switch  

to 4); 
3) Check condition (NRT queue is empty), if yes, go back to 2); otherwise, switch to 

5); 
4) Check condition (RT_counter > RT_window), if yes, set NRT_flag = TRUE; 

otherwise, switch to 6); 
5) If (NRT_flag = TRUE) switch to 7); otherwise switch to 2); 
6) Dispatch an RT packet for transmission and increment RT_counter, then switch  

to 2); 
7) Dispatch an NRT packet for transmission, set RT_counter to 0, set NRT_flag to 

FALSE, and then switch to 2). 

The queue length ratio based algorithm is coarse-grained scheduling schema under 
which the RT class packets are favored such that, when workload at a node is high, in 
every scheduling window, N RT packets are transmitted before one NRT packet gets 
dispatched. Obviously, this algorithm is not appropriate for the scenarios where we 
need to leverage resources among packets with various priority values, but cannot be 
simply classified into two classes. 

To improve the drawback of above coarse-grained dispatching algorithm, we 
propose another priority-based dispatching algorithm that implements a performance-
differentiated packet dispatching and packet dropping strategy when congestion 
happens. Two basic operations are performed by this algorithm: first, select a packet 
with the highest priority value from the queue for dispatching; second, when 
congestion happens and packet dropping is needed, select a packet with the lowest 
priority in the queue for dropping. The queue model for the priority-based dispatching  
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algorithm is shown in Fig. 4, in which a circular queue with a default size of 12 is 
implemented, and the queue size can be dynamically allocated in offset in runtime. 
When selecting a packet from the queue for dispatching, the dispatcher traverses the 
queue to identify the packet with the highest priority for transmission, thus the time 
complexity of the algorithm is ( )O L , with L is the length of queue. 

 

Fig. 4. Queuing model for priority-based algorithm 

3 Performance Assessment 

In order to assess the performance of the proposed cross-layer design in packet 
congestion control, we performed a simulation experiment on TinyOS/TOSSIM 
platform [10-11]. The simulation uses various sensor network topology consists of 40, 
60, 80, or 100 nodes. Fig. 5 shows the predefined routing map of a 40-node topology. 
To evaluate the performance of proposed RCTP protocol under various work 
conditions, we compare RCTP with CTP in two reliability tests, i.e. Launching 
Interval Test and Topology Size Test. 

The Launching Interval Test is designed to assess the reliability of RCTP under 
various launching speed. The RT packet receiving percentile is used as the reliability 
measurement, and is displayed versus the launching interval time in Fig. 6, in which 
an 80-node topology is used. The comparison on reliability numbers between RCTP 
and CTP shows, among 6 interval values tested, RCTP equals or outperforms CTP at 
4 values, yet slightly underperforms at two values. The results indicate that RCTP 
performs better in supporting real-time packets under a dynamic environment. 

Figure 7 displays the results of Topology Size Test, in which we evaluate the 
reliability of RCTP against CTP under an increasing topology size from 40-node to 
100-node. The comparison between the reliability numbers of RCTP and CTP 
indicates that CTP performs slightly better than RCTP does before the topology size 
reaches 100. This may verify that RCTP trades the total reliability for supporting real-
time transmission by dropping more NRT packets under congestion conditions, which 
causes an increase in total packet loss. Yet the result of the 80-node topology shows 
RCTP may adapt to large-scale network and deliver a better performance than  
CTP does. 
 



 A Cross-Layer Approach for Congestion Control in Real-Time Transmission 719 

 

Fig. 5. Experimental topology with 40 sensor nodes 

 

 

Fig. 6. Launching interval test (80-node) 
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Fig. 7. Topology Size Test 

4 Conclusion 

Congestion detection and control demonstrates to be a major challenge to 
implementation of real-time transmission in wireless sensor network, in the sense that 
lifting the percentage of real-time packets arriving by deadline inherently leads to a 
rise in the total packet loss in a busy or congested network, since more non-real-time 
packets tend to be dropped under a congestion condition. Aiming at the goal of 
reducing the packet loss rate while delivering an accepted performance to packets 
with real-time requirement, we propose a cross-layer approach that combines the 
features at routing and transmission control layers to implement the congestion 
detection and control mechanism in a wireless sensor network with real-time support. 
The proposed RCTP approach uses a queue length ratio method to detect the 
congestion at sensor node, and implements a performance-differentiated dispatching 
algorithm in routing layer to leverage forwarding speed between the RT and NRT 
packets. When congestion detected, the RCTP method either adjusts dispatching rate 
between two packet queues based on an instant queue length, or drops the packets in 
the queue with lowest priority values. The design goal of this approach is try to 
achieve a balance between total packet loss and real-time packet arriving rate under 
congestion situations. 

Simulation experiments on TinyOS/TOSSIM platform show that, compared to 
existing CTP method, our cross-layer approach performs noticeably well in reliability 
measurement, particularly under a large-scale topology and dynamic environment. 
The cross-layer approach shows a promising solution to providing congestion 
detection and control function and supporting real-time transmission in wireless 
sensor networks. 
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Abstract. A theoretical approach of acquiring arrival angles of signals sensed 
by sensor nodes in linear wireless sensor networks is introduced. The arrival 
angles of signals can be obtained by the estimation of signal covariance matric-
es. In this article, firstly, the existence of the solution to the estimation problem 
is studied intensively. Later on, the solution to this problem of estimating  
real-valued covariance matrices is discussed by the approach of maximum-
likelihood estimation. Finally, this approach is expanded to the realm of  
complex-valued covariance matrices. 

Keywords: arrival angles of signals, estimation of covariance matrices,  
maximum-likelihood estimation. 

1 Introduction 

Wireless sensor networks (WSNs) consisted of huge amount of sensor nodes and base 
station(s) are capable of performing numerous unmanned tasks in extreme environ-
ments, such as volcano areas, toxic areas, underwater and underground etc. WSNs 
play a very important role in many aspects of our modern society. For instance, with 
the aid of wireless sensor network, we can make our weather forecast more precise. In 
situations involving emergency services, such as poisonous gas leaks, wireless sensor 
networks will reduce our costs on locating and rescuing persons in danger.  

Linear wireless sensor networks (LWSNs) are a special family of wireless sensor 
networks with regard to linear network topology. Compared with normal wireless 
sensor networks, LWSNs exhibit lower complexity. Even though simple in topology, 
LWSNs possess numerous practical applications, such as monitoring public transpor-
tations, oil pipes, factories and plants. Nowadays, intensive researches in the field of 
WSNs focus on Network protocols, such as routing protocols, MAC protocols and 
cross-layer protocols, etc., which aim to alleviate the energy overhead of sensor nodes 
                                                           
* This paper is sponsored by National Natural Science Foundation of China(NSFC) with Grant 

No. 60873003, No.60873195 and Ph. D. Programs Foundation of Ministry of Education of 
China with Grant No. 2010JYBS0762. 
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and meet the real-time requirements in data transmission[1-6]. However, this article 
will primarily introduce a theoretical study of the estimation of signal covariance 
matrix in linear sensor networks which will be helpful in dealing with determining the 
direction of events popping up in the inspecting field of a LWSN.  

The remainder of this article is organized as follows: in section 2, the covariance 
matrix estimation problem will be briefly introduced as well as the mathematical 
modeling of the signal covariance matrix of LWSNs. What is more, the underlying 
relationship between the direction determination problem and the estimation of signal 
covariance matrix is also revealed given this model. Section 3 will look into the exis-
tence of solutions to the estimation problems referring to the maximum-likelihood 
estimation. In section 4, the attention will be paid to how to obtain such a solution to 
the estimation problem. Additionally, the result of the estimation problem with re-
spect to real-valued covariance matrices will be broaden into the realm of complex-
valued covariance matrices which have a close relationship to orientation problems in 
LWSNs. Section 5 will conclude this article. 

2 Brief Introduction to the Estimation of Covariance Matrix 

In the area of statistics, the estimation of a covariance matrix[7-10] is to approximate-
ly determine the unknown covariance matrix C of an M-dimension multivariate ran-
dom variable R given a series of x , x , … , xN . Each x  is an M-dimension vector 
drawn from the multivariate distribution of which the probability density function 

is p x . And the covariance matrix C in calculated by E R E R R E R H
, 

where E is an expectation, and H denotes the conjugate transpose of a matrix. 
Assume that N events of interest burst out in the deploying area of the LWSN, and 

are sensed by M sensor node. Recall that these sensors are arranged in a linear fashion 
as shown in fig.1. 

Suppose that the signals are narrow-banded with certain known frequency f in ad-
vance, and the sensors are equally spaced with respect to each other. It  is also as-
sumed that these signals propagate over the distance long enough to make sure that 
the N received signals by all M sensors are parallel to each other as shown in fig.2. 

 

Fig. 1. Wireless Sensor Networks deployed in a linear fashion 
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Fig. 2. N events of interest sensed by M sensor nodes 

The N signals can be expressed by a M-by-N array manifold matrix G of the form 

G 1exp j2πdλ sinθ…exp j M 1 2πdλ sinθ
1exp j2πdλ sinθ…exp j M 1 2πdλ sinθ

… 1……… exp j2πdλ sinθN…exp j M 1 2πdλ sinθN M N
 

where λ denotes the wavelength of the signal, d denotes the distance between two 
sensor nodes, and θ  denotes the arrival angle of the ith event with respect to the line of 
sensor nodes. If the received signals are interfered by some additive noise with zero 
mean and σ  variance Gaussian distribution which is uncorrelated with signals, the 
covariance matrix C of the received signals is of the form: C CN GPGH                                                                    (1) 

where CN denotes the covariance matrix of M-dimension additive noise with zero 
mean and σ  variance Gaussian distribution, P denotes the correlation matrix between 
signals. Furthermore, it the N signals are also independent to each other, (1) can be 
cast as 

C  σ IM g g      … gN  σ0. .0    0 σ…0    ………   00… σN g g      … gN H  σ IM∑  σ g g HN                                                         (2) 

where  g 1 exp sinθ … exp M sinθN T
,  σ  is the noise 

power,  σ  is the ith signal power. 
Till now, it is clear that the covariance matrix C can be parameterized by σ ,  σ , 

and θ , i.e.,  C C σ ,  σ , θ                        (3) 
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From (3), it is obvious that the covariance matrix conveys knowledge about the arriv-
al angle θ  of the ith signal in that C is a function of θ  which will help us determine 
the direction of this signal. In the following sections, our discussion is mainly focused 
on how to estimating covariance matrices with certain special structure which is also 
possessed by C. 

3 Estimation of Real-Valued Covariance Matrices with Certain 
Structure 

The covariance matrix C  is a complex valued toeplitz (please refer to the appendix 
for detailed information) matrix as is shown in (2). What is more, C is also a hermitian 
matrix since C is equal to CH. However, even if C is such a structured matrix, it is 
still not easy to estimate C in that C is complex valued. Therefore, we first introduce 
the method which can be used to estimate some structured real valued matrices, and 
then the result will be extended to the realm of complex valued matrices.   

3.1 Estimating the Covariance Matrices through Maximum-Likelihood 
Method 

Suppose that the N real valued samples x , x , … , xN are drawn from an M-dimension 
Gaussian distribution with zero mean and covariance matrix C. Therefore, the proba-
bility density function for each x  is p x 2π M det                                       (4) 

If all these samples are independent to each other, the joint probability density func-
tion of these N samples is p x , x , … , xN 2π MNdet C Nexp ∑ TCN          (5) 

In (4) and (5), the covariance matrix C is unknown and to be estimated, however, we 
presume that C is with certain structure. 

The log-likelihood function of C is 

ln L C; x ln p x , x , … , xN MN2 ln2π N2 lndet C 12 x TC xN   MN2 ln2π N2 lndet C 12 tr C x x TN                             6  

The proof of the second equation can be found in Appendix. 
Instead of maximizing the log-likelihood function stated in (6), it is equivalent to 

maximize the function 
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L C; x lndet C tr C N ∑ x x TN                                  (7) 

Our estimator of C is C argmax L C; x . 

3.2 The Existence of the Solution to the Maximum-Likelihood Problem  
of Certain Structured Covariance Matrices 

In previous section, we have pointed out the estimation problem we are about to 
solve. In this section, a further study on the existence of solutions to this estimation 
problem will be carried out before discussing how to obtain such solutions. The real 
valued nonnegative-definite symmetric matrices will be taken into consideration be-
cause the observed samples will form such structured matrices. 

Let S N ∑ x x TN , and substitute S into (7), we have L C; S lndet C tr C S                     (8) 

Obviously, S is a nonnegative definite symmetric matrix, and our estimation problem 
can be formulated as a optimization problem 

Maximize: L C; S lndet C tr C S  

Subject to: C belongs to the set of nonnegative definite matrices 

Before discussing the optimization problem, it is presumed that S is a positive definite 
matrix for every sample x  we acquire only possesses zero valued entries if S is non-
negative definite but not positive definite, which will make the problem extremely 
difficult to deal with. 

To prove the existence of solutions, we first look into the value of the objective 
function. We can prove that the objective function has an upper bound, and 
when det C  goes to zero, the value of the function tends to be minus infinity. To 
prove this, we need a lemma first. 

Lemma 1: if A and B are two positive definite symmetric matrices, there exists one 
unitary matrix U which will shoe these two matrices into diagonal matrices simulta-
neously through congruent transformation. (The proof of this lemma can be found in 
Appendix) 

Theorem 1: the value of the objective function in above optimization problem has an 
upper bound, and tends to be minus infinity while det C  goes to zero. 

Proof: Firstly, suppose that C is positive definite, which means that det C  is greater 
than zero. Because C and S are both real valued positive definite symmetric matrices, 
we know from Schur Theorem that there exists unitary matrices U  and U  which will 
make C and S congruent to two diagonal matrices. Moreover, from lemma 1, there will 
be one unitary matrix U which could shape C and S congruent to diagonal matrices 
simultaneously, i.e., 
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UTCU ΛC c 00 cM , and UTSU ΛS s 00 sM  

Therefore, tr C S  can be rewritten as tr C S tr U UTCU UTSUUT tr UΛC ΛSUT tr ΛSΛC ∑M   (9) 

For arbitrary positive number a, det C a, we can calculate the minimum value of  tr C S  via Lagrange Multiplier. If tr C S  has a minimum value, then it means 
the value of (8) has an upper bound. The optimization problem here is  

Minimize: tr C S  

Subject to:  det C ∏ cM a 

The Lagrange function is   F c , λ tr C S λ det C a                 (10) 

when 

c            λ  S MM
,  tr C S  will achieve its minimum value   S M C M M , and 

L C; S lndet C  S M C M M, which means that L C; S  has an upper bound 

when C is positive definite.  
If C is singular, i.e.,  det C 0, the value of L C; S lndet C tr C S  

tends to be minus infinity, which means p x , x , … , xN  tends to be zero, thus, trivial. 
Therefore, we proved that L C; S  has an upper bound when C is positive definite, 

and tends to be minus infinity when C is singular. 
Form this theorem, we know that for any nonnegative definite matrix C, the value 

of  L C; S  will be less or equal to lndet C  S M C M M.  

In the following part of this section, we will prove that the solution to the maxi-
mum-likelihood problem does exist. However, before starting proving, one definition 
and one lemma need to be introduced. 

Definition: For a positive number  e , there is a set of 
es  M M ∈ RM M m e , where  M is a M×M matrix, and m  is the entry 
lying in the ith row and jth column of the matrix. 

Lemma 2: If a matrix A a real valued nonnegative definite symmetric matrix, a  is 
the largest element among all entries in  A with respect to magnitude, then we 
have tr A | a  |. (The proof of this lemma can be found in Appendix.) 
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Now we start to prove the existence of the solution: 
The set of nonnegative definite symmetric matrices is denoted as MS. The intersec-

tion of M  and MS is shown in fig.3. It is clear that MS is closed, and the boundary 
of MS is the set of singular nonnegative definite symmetric matrices. The boundary 
of M  MS contains two parts: one is the set of singular nonnegative definite symme-
tric matrices (drawn in solid line), and the other is the set of positive definite symme-
tric matrices with one element on the main diagonal equal to e (drawn in the dash 
line). Moreover, from theorem 1, it is clear that the finite values of L C; S  can only 
be obtained in the interior of MS. 

 

Fig. 3. The intersection of  MS and Me. The area 1 denotes the set of MS. The area 2 denotes the 
set of Me, and the area 3 denotes the intersection of them. 

To prove the existence of such a solution, we want to prove that for a large enough 
positive number e, the solution lies in the intersection of MS and M . It is proved by 
contradiction. If such an e does not exist, it means for any e, there will always be 
an e  larger than e, and the optimal value of L C; S  in MS M  will be greater than 
that inMS M . Intuitively, the value of  L C; S  will be maximized when e goes to 
positive infinity. From lemma 1, we know there is a unitary matrix U which will trans-
form C and S into diagonal matrices ΛC and ΛC simultaneously. Without losing gene-
rality, assume that  c  and  s  are the largest and smallest diagonal elements 
in ΛC and ΛC respectively. Form (9), L C; S  can be cast as 

L C; S lnc sM lnc s lnc sM
,lnc s lnc sM

,  

(11) 
The inequality holds for c  and s  are the largest and smallest diagonal elements 
in ΛC and ΛC respectively. From lemma 2, if the largest element in C is c  which is 
equal to e, it is obvious that Mc tr C c e                        (12) 
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Therefore, c M, which indicates that when e goes to positive infinity, c  will also 

go to positive infinity. What is more, when c  tends to positive infinity, the value of L C; S  will be minus infinity. Hence, it contradicts the hypothesis that when e goes 
to positive infinity, L C; S  will be maximized. So, the solution to the estimation 
problem must exist and can be found in the intersection of MS and M  with certain 
large e. 

4 The Method of Solving the Estimation Problem 

In this section, the method of solving the estimation problem is acquired through total 
differential of a function. Recall the objective function is L C; S lndet C tr C S  

when this function achieves its maximum, the total differential of this function will be 
zero. 

Note that the objective function is the function with matrix parameter. The total 
differential of a F M , where M is a matrix parameterized by m , m , … , m , is  d F M ∑ F M dm                    (13) 

For example, if F M M, and M is parameterized by all its elements, then the total 
differential of F M  is 

dF M 1 00 0 dm 0 00 1 dmNN dm dm NdmN dmNN  

The total differential of the first part of (8) is d det C ∑ ∑ CMM dc tr C dC             (14) 

where the C  denotes the adjoint matrix of c . 
The total differential of the second part of (8) is d tr C S tr C dCC S                (15) 

Therefore, the total differential of (8) is d L C; S tr C dCC S C dC tr C SC C dC      (16) 

For any feasible direction of variation of C, the total differential must be zero, 
i.e., tr C SC C dC  must be zero. Especially, when dC meets the structure 
requirements of C, and since (16) is always zero for arbitrary direction of variation 
of C, we can substitute dC by C, which leads to tr C S M                           (17) 
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From this, it is clear that if there are no further constraints on C, the best estimator 
of C is S itself.  

Till now, only the real valued covariance matrices estimation is taken into consid-
eration. However, from the form of array manifold matrix, we know that the matrices 
of interest are complex valued matrices. Nevertheless, we can alter the estimation 
problem of complex valued matrices to the estimation of real valued matrices via 
reconstructing S.   

Recall that in the real valued scenario, S N ∑ x x TN . Similarly, when the ele-

ments of  x  are complex valued, S N ∑ x x HN . We can 

struct SR N ∑ Re xIm x Re x T Im x TN  which is obviously real valued, and 

positive definite symmetric as well. We can use the real valued and positive definite 
symmetric matrix SR to estimate CR. 

Let O N ∑ Re x Re x TN ,  P N ∑ Im x Im x TN , and Q N ∑ Re x Im x TN , thus, SR O QQT P . The estimation of C is acquired by 

averaging the outer product of N sensed data. What is more, the relationship between CR and C is one-to-one mapping, i.e., c o p jq jq . 
Therefore, we can acquire the estimation of a complex valued matrix via estima-

tion of a corresponding real values matrix. It is shown in the following example that 
how to acquire the arrival angels. 

Suppose there are N events of interest and M sensor in the field. x , x , … , xN are 
N samples we acquired, and each sample x is a M-dimension vector with each ele-
ment equal to the signal of the ith event acquired by a sensor. Each vector is complex 

valued. The matrix S N ∑ x x HN  is used to estimate the covariance matrix C.  

From above discussion the estimator of C can be obtained from the estimation of a 

real valued matrix SR O QQT P  via Maximum-likelihood approach. Denote C  as 

the estimator of C. From section 2, the covariance matrix has the form of (1). Suppose 
that the received signals are interfered by some additive noise with zero mean 
and σ  variance Gaussian distribution, and the ith power of received signals is σ . We 
can acquire the array manifold matrix G through the following equation: C  σ IM ∑  σ g g HN                       (19) 

Every  g  is with the form 1 exp sinθ … exp M sinθN , 

which means the each arrival angle θ  is now available to us.  

5 Conclusion 

In this article, intensive study has been made in order to estimate the angles of arrival 
of signals sensed by sensor nodes in linear wireless sensor networks. In dealing with 
this problem, we use signal covariance matrix estimation techniques after the  
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discussion of the relationship between arrival angles and signal covariance matrices. 
The maximum-likelihood estimation approach is adopted to solve the estimation 
problem. In future researches, the relationship between arrival angles and covariance 
matrices needs to be further studied, which will reveal a much more explicit insight 
into the relationship between these subjects. Studies of other methods, such as para-
meter estimation, which will give us a direct way to acquire the arrival angles, and 
minimum entropy estimation, will also be carried out successively.  
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Appendix 

Toeplitz Matrix 

A matrix T is a toeplitz matrix if arbitrary element  t  in T is equal to t , i.e.,  T t … t Mt … t M…tM …… …t  

 ∑ xTN C x ∑ tr xTC xN ∑ tr C x xTN  ∑ C tr x xTN  

Lemma 1 

Proof: if A and B are positive definite symmetric, the matrix A+B is also positive 
definite symmetric. It is obvious that a positive definite symmetric matrix is congru-
ent to identity matrix I. Therefore, A+B is congruent to I, and the congruence matrix 
is U1, i.e., UT A B U I. It is clear that the matrix UTAU  is positive definite 
symmetric as well, hence, there exists one unitary matrix U  which will 
change UTAU into a diagonal matrix ΛA, i.e.,  UT UTAU U  ΛA. Hence,   UT UT A B U U ΛA  UT UTBU U I. 
Therefore, UT UTBU U I  UT UTAU U , which means that UT UTBU U  is also 
a diagonal matrix. So, there exists one unitary matrix U U  which can shape A and B 
into diagonal matrix simultaneously. 

Lemma 2 

Proof: if a  is positive, we construct a vector with mth and nth entries equal to 1  
and -1. Then we have xTAx a a a a a a 2a 0 

Because A is nonnegative definite, it elements on the main diagonal are all greater 
than or equal to zero. Therefore, we have tr A 2a a . 

If a  is negative, we construct a vector with mth and nth entries both equal to 1. 
Then we have xTAx a a a a a a 2a 0 

Therefore, we have tr A 2a a |a |. 
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Abstract. Enabling privacy preserving outsourced data aggregation is regarded
as an important issue for multi-domain wireless networks. In this paper, we
present a novel hybrid cloud based privacy preserving outsourced data aggre-
gation framework. To achieve this, we introduce a hybrid storage cloud and ag-
gregator cloud architecture, in which both of the storage clouds and aggregator
cloud are assumed to be untrusted but they cannot collude with each other. Based
on this security assumption, we propose two novel protocols, including the pro-
active privacy preserving data aggregation and passive privacy preserving data
aggregation schemes, which are based on the idea of secret sharing. The pro-
active scheme allows the user to pro-actively split their data to multiple storage
clouds to avoid data leaking while the passive scheme allows the users to store
their encrypted data in storage cloud and aggregator to finish the data aggregation
based on the encrypted data. The detailed performance simulations are given to
demonstrate the security, effectiveness and efficiency of the proposed scheme.

Keywords: Privacy Aggregation, Cloud Computing, Participatory Sensing.

1 Introduction

Data aggregation is regarded as an important research topic in wireless networks. For
example, participatory sensing is an emerging paradigm that targets the seamless col-
lection of data from a large number of user-carried devices. By equipping a sensor to
a mobile phone, participatory sensing enables harvesting dynamic information about
environmental trends by aggregating the information from any individual sensors. The
potential applications of participatory sensing include ambient air quality, urban traffic
patterns, health-related information, parking availabilities, sound events, etc [1]. Differ-
ent from conventional wireless sensor networks, in which the sensors may be owned by
the same network operator, mobile devices are tasked to participate into gathering and
sharing local knowledge; thus, different entities co-exist and might not trust each other.
In this work, we coined such kind of wireless networks which are comprised of various
trust domains as multi-domain wireless networks.

Privacy issue is arising as an important issue for data aggregation in wireless multi-
domain networks. We consider individuals of the communities with generated private
data for personal or confidential reasons. These data could also be of value if shared with
the community for fusion purposes to compute aggregate metrics of mutual interest.
One main problem in such applications is privacy. This problem will be more serious
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if the individuals come from various domains, which makes it lack a centralized and
trusted aggregator to make the privacy preserving data aggregation.

The existing privacy preserving aggregation approaches use either a trusted third
party, peer-to-peer techniques, or adding some noises to each data for data aggrega-
tion and face a delicate privacy versus utility tradeoff [1–3]. However, applying the
existing solutions to the considered wireless multi-domain networks faces the follow-
ing challenges. Firstly, the existing proposals normally assume a static system topology
or a trusted aggregator for the privacy preserving data aggregation. This assumption
is not suitable for wireless multi-domain networks which are characterized as multiple
trust domains and thus lack a centralized aggregator. Secondly, the existing solutions
only consider the data aggregation while fail to consider the data storage issues, while,
in practice, the ideal aggregation scheme should only require the individuals to sub-
mit their data for once but allow the flexible aggregation queries for multiple times to
meet the diversified aggregation goals. Therefore, it is desirable to design a new pri-
vacy preserving architecture to allow the flexible and efficient privacy preserving data
aggregation.

On the other hand, cloud computing is envisioned to enable on-demand access to
computing and data storage resources [4], which can be configured to meet unique con-
straints of the clients and utilized with minimal management overhead. The recent rapid
growth in availability of cloud services makes such services attractive and economically
sensible for clients with limited computing or storage resources who are unwilling or
unable to procure and maintain their own computing infrastructure. Leveraging cloud
in data aggregation has the advantage of expertise consolidation, since cloud can po-
tentially offer the service with much lower cost and also with better scalability, perfor-
mance, and availability guarantees. Therefore, not surprisingly, outsourcing data stream
and the desired computations to a third party server becomes a practical alternative to
many companies. Such outsourcing of data and computation has received a lot of atten-
tion in recent years, partly due to the increasing availability of cloud computing [5, 6].

In this study, we propose a novel Cloud based Privacy Preserving Aggregation Ar-
chitecture (CPPA), which aims to jointly consider data storage and aggregation in the
same framework. Different from existing solutions which consider a trusted third party,
we will introduce two kinds of untrusted clouds, coined as storage clouds (SC) and the
aggregation cloud (AC), which are responsible for data storage and data aggregation,
respectively. In the multi-domain networks, the users will submit their encrypted data
to their SC for once and SCs allow the aggregation cloud to make the data aggrega-
tion for multiple times. To enable the untrusted aggregator for privacy preserving data
aggregation, we propose two novel schemes, including proactive privacy preserving ag-
gregation scheme (PPPA) and reactive privacy preserving aggregation (RPPA), which
allow the aggregator to compute the aggregation result without obtaining any individ-
ual value. Specifically, PPPA allows privacy preserving data aggregation without any
encryption protocols by enabling the users proactively to split their data into multiple
shares, which are stored at different SCs and will be recovered at the AC as long as all of
there data is collected by AC. Different from PPPA, RPPA allows data encrypted in the
SCs and could be aggregated at the aggregator as long as all of the aggregation data is
received by AC. In both of schemes, CPPA supports the privacy preserving aggregation
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while only requires the users to provide data for once, which achieves the maximum
flexibility for users.

The remainder of this paper is organized as follows. Section 2 introduces the system
model and some preliminaries. Section 3 presents our protocol, Section 4 analyzes the
security. Section 5 presents the experiments on our protocol and Section 6 concludes
this paper.

2 System Model and Preliminaries

In this section, we introduce some motivating applications, and then define the system
models and design goals.

2.1 Motivating Applications

We envision three distinct aggregation scenarios using CPPA. The first scenario is ag-
gregating information coming from multiple domains of mobile social networks (Twit-
ter, Youtube, Douban, or Renren). The task is often performed by a social network
aggregator, which pulls together information into a single location, such as the aver-
age rating on a specific movie. This aggregation is presently not always possible due
to privacy concerns and heterogeneous jurisdiction. The second scenario is analyzing
private data owned by independent organizations with a mutual benefit in collaborating.
Participatory sensing belongs to this category [1–3]. The last scenario is financial ag-
gregation [7] for mobile payments. In financial aggregation, a user may have multiple
accounts usually held at various providers and the third party aggregator will provide
the various aggregation services for single user (e.g., balance forecasting, long-term in-
vestment projections) or multiple users (e.g., aggregating real estate data from external
companies). In the current financial aggregation model, the users were very concerned
that having all their information in one place, and accessing other bank accounts, would
lead to a lack of privacy and security and expose them to unwanted marketing. So there
is the dilemma of the need to provide the information necessary to have a useful out-
come but then risking misuse of this information.

2.2 Network Model

To achieve privacy guaranteed outsourced aggregation, we consider the following cloud
based aggregation model, in which four parties participate in the data storage and aggre-
gation, including trusted server, the users, Storage Cloud (or SC) and Aggregator Cloud
(or AC). Under this model, the users stores their encrypted data by using the parame-
ters from trusted server before they store their outsourced data in the storage clouds.
Note that, the users may upload their data to multiple storage clouds corresponding
to multiple financial service providers (e.g., banks) in reality. Then users submit their
data to aggregator . When an aggregation request is triggered, aggregator cloud sends
a request to the storage cloud. Storage cloud thus transform users’ data then send to
aggregator cloud. Finally the aggregator cloud can compute the result.
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Fig. 1. System Model

2.3 Threat Model and Security Assumptions

In the system, we assume that trusted server is a trusted third party, who will be respon-
sible for generating the secret keys for users. Both of the storage cloud and aggregator
cloud are curious but honest, which means that they are curious about the users’ data
but will honestly to follow the protocols. In particular, we consider the following two
privacy attack models:

– Storage Privacy Cheating Model: An untrusted cloud server (or a cloud server
hacked by attackers) may compromise the cloud users privacy by accessing or even
misusing their sensitive data (e.g., leaking their confidential information to their
business competitors), which may incur serious consequences.

– Aggregation Privacy Cheating Model: An untrusted data aggregation cloud may
compromise the cloud users privacy by accessing or even misusing their sensitive
data.

However, we do not assume that the storage cloud and aggregator cloud collude to
launch the attack. This assumption has been supported by the recent research [8].

2.4 Design Goals

The proposed scheme is expected to achieve the following security and performance
goals:

– Secure Data Storage: Our scheme could resist Storage Privacy Cheating attacks
launched by the untrusted SC.

– Privacy Preserving Aggregation: Our scheme could resist Aggregation Privacy
Cheating attacks launched by the untrusted AC.

– Efficiency: The computation and transmission overhead of secure cloud computing
auditing should be minimized.
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3 Overview of the Protocols

CPPA is comprised of two protocols, Proactive Privacy Preserving Aggregation Pro-
tocol (or PPPA) and the Reactive Privacy Preserving Protocol (or RPPA). PPPA cor-
responds to the case that the user could arbitrarily split the data into multiple shares
and thus take advantage of secret sharing to hide the data. In stead, RPPA could be
employed in the case that the user’s data is pre-determined and thus cannot be changed.
In this case, RPPA allows the user to store their data encrypted in homomorphic en-
cryption and the aggregation result will be recovered by the AC. Specifically, we have
a more detailed description on PPPA and RPPA, which are shown in Fig. 2 and Fig. 3.

PPPA is based on the idea of the secret sharing, which is implemented at the data
uploading phase. When users upload their data to SCs, the users actively and randomly
divide their data into shares, and distribute these shares into the SCs. Since we do not
assume the collusion attack between the SCs, the randomly dividing and the indepen-
dently data storage ensures the privacy of users’ data. On the other hand, to prevent
AC from obtaining the data storage information from SCs, we propose a novel linear
equation based aggregation scheme, which enables AC to obtain the aggregation results
without knowing the individual data from each SC.

Different from PPPA, RPPA does not assume the data splitting in the data uploading
phase. In stead, users use Paillier homomorphic encryption and the aggregator’s public
key P (pkagg, ·) to encrypt their data shares before uploading [9]. Since every user uses
the same (aggregator’s) public key to encrypt their shares, it is feasible to aggregate
on the ciphertext by employing the homomophic properties of Paillier encryption. To
prevent partial sum information for each SC, we propose the second protocol which is
based on the homomorphic encryption and data sharing idea, which also enables the
AC to obtain the aggregation results without knowing the individual data from each SC
or each user.

Note that, the proposed CPPA scheme is a general framework, which could allow
the diversified aggregation applications. It could support the case of a single user with
multiple domain aggregation, in which a user may have different accounts in different
domains (or SCs). RPPA could naturally support multiple users in a single domain.
Hence, both PPPA and RPPA could support multiple users in multiple domains. In the
next section, we will present the protocol details.

4 Concrete Protocols

In this section, we propose two protocols to realize the privacy-preserving storage and
privacy-preserving aggregation. Our first protocol, called the proactive protocol, offers
the privacy-preserving storage based on data owners randomly dividing their data be-
fore storing. Moreover, we present the corresponding aggregation protocol to efficiently
realize the privacy-preserving data aggregation. Our second passive protocol is based
on the Paillier encryption to provide the privacy for each shares stored in the cloud. The
security of the second protocol is built on the security of Paillier encryption and CDH
problem.
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Fig. 2. Proactive Privacy Preserving Aggrega-
tion Protocol
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Fig. 3. Reactive Privacy Preserving Aggrega-
tion Protocol

4.1 Protocol I: Proactive Privacy Preserving Aggregation (PPPA) Protocol

In our first protocol, we allow the user initiatively and randomly divide his true values
into shares. A storage cloud is responsible for storing one share. Since the randomness
of each share, the storage cloud is ignorant of the user’s true values. In the following,
we design a novel protocol to realize the privacy-preserving aggregation on the partial
summation which is the sum of different users’ shares stored in one storage cloud. Let
ui denote the partial summation for cloud i. Our basic idea is to permit the storage cloud
randomly dividing his partial summation into m shares. That is, for storage cloud i’s
data ui which has ui = ci1 + ci2 + · · · + cim. To clearly describe our idea, we use a
matrix (1) to represent the n storage clouds’ data shares. Each row represents a cloud’s
data shares. For example, ui is represented by the ith row (ci1, ci2, · · · , cim).⎛

⎜⎜⎝
c11 c12 · · · c1m
c21 c22 · · · c2m
· · · · · · · · · · · ·
cn1 cn2 · · · cnm

⎞
⎟⎟⎠ (1)

Thus the desired result of the data aggregation is
∑n

i=1 ui =
∑n

i=1

∑m
j=1 cij =

∑m
j=1∑n

i=1 cij . The only way by which the aggregator can get the results is to collect the∑n
i=1 cij for each column while have no idea about the shares value cij . In order to

achieve this goal, we design a novel mechanism to regard the
∑n
i=1 cij , j = 0, 1, · · · ,m

as a uniqueness solution of linear equations.

4.2 Protocol Description

We explain our protocol from two aspects: the secure storing and the privacy preserving
aggregation.

– Secure Storing. The user randomly divides their data into shares and distributes
these shares into cloud. One cloud is responsible for storing one share.
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– Privacy Preserving Aggregation
Step 1.For n storage clouds, a trusted server needs to distribute keys to each stor-
age cloud. To generate those keys, the trusted server generate n random numbers
r1, r2, ..., rn and ensure that

∑n
i=1 ri = 0, where n is the number of storage clouds.

Then the trusted server distributes these random numbers to the storage clouds, each
storage cloud get one number. We use cim to denote the random value.

cim ←− ri (2)

where cim is the random number from trusted server and the sum of cim is zero.∑n
i=1 cim = 0

– Step 2. The aggregator cloud launches the aggregation query to the storage cloud.
Each storage cloud will do aggregation locally first to get the partial summation of
the queried users. We use Ri to present the local result.
Then each storage cloud split the local result Ri into m parts, where m is the
security parameters. Storage device split the local result combining with its key
cim distributed by trusted server in step 1.

Ri = ci1 + ci2 + ...+ cim (3)

– Step 3. Then the aggregator generates a matrix M with m dimensions. we use a
matrix (4) to represent the nonsingular matrix M .⎛

⎜⎜⎝
x11 x12 · · · x1m x1m+1

x21 x22 · · · x2m x2m+1

· · · · · · · · · · · ·
xm1 xm2 · · · xmm xmm+1

⎞
⎟⎟⎠ (4)

Then the aggregator sends matrix M to all storage clouds. After receiving this
matrix, storage cloud transform ci1, ci2, ci3, ..., cim to yi1, yi2, ..., yim. For each
storage cloud, the process is as below:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
yi1 = ci1 + ci2x12 + ...+ cimx1m + si1x1m+1

yi2 = ci1 + ci2x22 + ...+ cimx2m + si2x2m+1

...

yim = ci1 + ci2xm2 + ...+ cimxmm + simxmm+1

(5)

Then storage cloud send yi1, yi2, ..., yim to the aggregator.
– Step 4. To get the aggregation value, the aggregator adds all yij together and gets

a new equation set, the equation set is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

n∑
i=1

yi1 + s01x1m+1 =
n∑
i=1

ci1 +
n∑
i=1

ci1x11 + ...+
n∑
i=1

cimx1m
n∑
i=1

yi2 + s02x2m+1 =
n∑
i=1

ci1 +
n∑
i=1

ci1x21 + ...+
n∑
i=1

cimx2m

...
n∑
i=1

yim + s0mxmm+1 =
n∑
i=1

ci1 +
n∑
i=1

ci1xm1 + ...+
n∑
i=1

cimxmm

(6)
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By solving the above equation matrix, AC can get
∑n

i=1 ci1,
∑n
i=1 ci2,...,

∑n
i=1 cim.

Then the final result is the sum of all cij .

Result =

n∑
i=1

m∑
j=1

cij (7)

4.3 Protocol II: Passive Protocol

In this section we introduce our second protocol.

– Secure Storing. As the setup, each user encrypt their data with the public key of
aggregator. We use Paillier homomorphic encryption here so that the aggregator
can compute the sum of users’ data. Then users upload their data to any storage
clouds. For each user i, we denote the user’s data by ui and denote the encrypted
data by P (ui).

– Privacy Preserving Aggregation
Step 1. The trusted server generates n random numbers r1, r2, ..., rn and ensures
that

∑n
i=1 ri = 0, where n is the number of storage clouds. Then the trusted server

distribute these random numbers to storage clouds. Each storage cloud get one
number. We use ski to denote the random number.

ski ←− ri (8)

where ski is the random number from trusted server and the sum of ski is zero.∑n
i=1 ski = 0.

– Step 2. When the aggregator needs to do aggregation, it sends a request package
to each storage cloud, including the ID of participated users. After receiving the
request, each storage cloud finds the participated users’ data and do aggregation
locally first. For each storage cloud i, the process is as below:

Ri ←−
k∏
j=1

P (uj) (9)

Ai ←− RiH(t)ski (10)

where t is time slot,H is a hash function, ski is the key generated by trusted server.
Then the storage cloud sends Ai to aggregator.

– Step 3. After receiving A1, A2, ..., An from the storage clouds. The aggregator
compute the result is as below:

EncryptedResult =

n∏
i=1

Ai =

n∏
i=1

RiH(t)sk1+sk2+...+skn (11)

where n is the number of storage clouds. Note that
∑n
i=1 ski = 0, so the result is

computed as:

EncryptedResult =

n∏
i=1

RiH(t)sk1+sk2+...+skn =

n∏
i=1

Ri (12)
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We use Paillier homomorphic encryption here, so the final result is like below:

Result = D(EncryptedResult) = D(
n∏
i=1

Ri) =
m∑
j=1

uj (13)

where m is the total number of participated users.

5 Security Analysis

In this section, we will discuss the correctness and the robustness of the proposed
scheme as follows.

5.1 The Security Analysis of Protocol I

The correctness of protocol I is obvious and the aggregator get the desired result af-
ter implementing the protocol. In the following, we will discuss the robustness of our
protocol.

Theorem 1. Based on the security of the Paillier encryption scheme and the CDH dif-
ficult problem, our protocol II is secure under the storage privacy cheating model and
the aggregation privacy cheating model.

In the data storage phase, the user, using the Paillier and the aggregator’s public key,
encrypt his data shares before uploading. The privacy of data shares is based on the
security of the Paillier encryption. For the aggregation, the aggregator cloud receive
the encrypted partial summation RiH(t)ski from each cloud. With the ignorant of the
secret key ski for ith cloud storage, the aggregator can not recover the R(i) which is
based on the CDH problem. Therefore, the protocol I achieves the privacy-preserving
aggregation for each cloud’s partial summation.

5.2 The Security Analysis of Protocol II

Correctness. In the advanced protocol, the data aggregator can correctly get the sum
of the users’ data. By decrypting the received data from the storage cloud, the aggre-
gator obtains the linear equations set as in the basic protocol. Moreover, Since that the
different chosen of x1. x2, · · · , xm, the equation set has the unique solution. So the
aggregation result is correct.

Robustness. We also discuss how to prevent the storage privacy leaking attack in terms
of storage privacy leaking and aggregation privacy leaking.

1. Preventing Storage Privacy Leaking: Since our data storage is based on the ho-
momorphic encryption. Therefore, the security of the data storage is based on the
security of the adopted homomorphic encryption.

2. Prevent Aggregation Privacy Leaking: In our protocol, the participant i use x1,
x2, · · · , xm to construct an equation set which has m + 1 variables and m equa-
tions. Moreover, the aggregator has no information on the data shares. Therefore
our protocol guarantees the privacy-preserving data aggregation.
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6 Performance Evaluation

In this section we presents a detailed implementation and evaluation of the proposed
protocol. We chose different parameters and evaluate the performance the proposed
scheme.

6.1 Experimental Testbed Setup

In the experiment, we implement the program in Java and run the program in a com-
puter with 2.26GHz dual-core CPU and 2G memory. The data set we used is the usage
information of CPU cluster from Morgan Stanley. We use Paillier homomorphic en-
cryption in our experiment, Paillier instance we used here is constructed with 512 bits
of modulus. We tested both of our protocol I and protocol II.

6.2 Experimental Result

In this section we do experiment to evaluate our protocol I and protocol II. Then we
compare and analyze these two protocols.

6.3 Protocol I

We tested the number of security parameters ranged from 5 to 55, the number of users
ranged from 10000 to 50000 and the number of storage clouds ranged from 10 to 30 in
our experiment. We tested cost of users, cost of storage clouds and cost of aggregator
in our experiment.

The result shown in Fig.4 is the cost of storage clouds. We tested different security
parameters, where the definition of security parameter is the dimension of the matrix
M . It is also the same as the number of split shares in each storage clouds. We use
Vandermonde matrix here when the storage cloud transform the users’ data, so the main
cost of storage cloud mainly depends on the construction of Vandermonde matrix we
chosen. We can see in those graphs the cost of storage clouds increased with the number
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of users increasing and also the value of security parameter ( the same as dimension of
Vandermonde matirx ) increasing.

The result shown in Fig.5 is the cost of aggregator. Aggregator’s responsibility in our
protocol is to generate matrix M for storage clouds and to solve the equation set and
get the final result. So the cost of aggregator is the cost of solving equation set and the
construction of matrix M . It is increased with the increasing of the dimension of the
matrix.

6.4 Protocol II

For protocol II, we also tested the number of security parameters ranged from 5 to 55,
the number of users ranged from 10000 to 50000 and the number of storage clouds
ranged from 10 to 30 in our experiment. We tested cost of users, cost of storage clouds
and cost of aggregator in our experiment.
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The result shown in Fig.6 is the cost of storage devices. In our protocol, the users
needs to encrypt their data and store in the storage devices, each user store data in
one device. Then for aggregation, storage device needs to aggregate the participated
users locally before it sends data to aggregator. So the cost of storage devices is mainly
depends on the local participated data. We can see as the number of storage devices
increasing, the cost of each storage device decreased. And the cost of each storage
device as the number of users increasing.

Fig.7 is the result of cost of aggregator. In our protocol II, the aggregator needs to
do aggregation on the encrypted data and needs to decrypt and get the final result, so
the main cost here is the cost of decryption. As we can see in the graph, the cost of
aggregator almost the same when the number of users increasing. That’s because the
storage device will do aggregation locally first, then send the local result to the aggre-
gator. As the number of storage devices increasing, the cost of aggregator increased
slightly because the main cost is decryption but not multiplication.
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7 Conclusion

In this paper, we have proposed a new privacy preserving architecture to support flexible
outsourced data aggregation in multi-domain wireless networks by leveraging hybrid
cloud computing. The basic idea of the proposed scheme is allowing multiple clouds to
share only a part of the secret while the collaboration of them allows the users could
achieve privacy preserving data aggregation for inputting the data for once. Our future
work includes implement it on a large scale testbed and evaluate the performance of the
proposed scheme.
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