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Artificial Intelligence Safety Engineering:  
Why Machine Ethics Is a Wrong Approach  

Roman V. Yampolskiy* 

Abstract. Machine ethics and robot rights are quickly becoming hot topics in ar-
tificial intelligence/robotics communities. We will argue that the attempts to allow 
machines to make ethical decisions or to have rights are misguided. Instead we 
propose a new science of safety engineering for intelligent artificial agents. In par-
ticular we issue a challenge to the scientific community to develop intelligent  
systems capable of proving that they are in fact safe even under recursive self-
improvement. 
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1   Ethics and Intelligent Systems 

The last decade has seen a boom of new subfields of computer science concerned 
with development of ethics in machines. Machine ethics [5, 6, 32, 29, 40], com-
puter ethics [28], robot ethics [37, 38, 27], ethicALife [42], machine morals [44], 
cyborg ethics [43], computational ethics [36], roboethics [41], robot rights [21], 
and artificial morals [3] are just some of the proposals meant to address society’s 
concerns with safety of ever more advanced machines [39]. Unfortunately the per-
ceived abundance of research in intelligent machine safety is misleading. The 
great majority of published papers are purely philosophical in nature and do little 
more than reiterate the need for machine ethics and argue about which set of moral 
convictions would be the right ones to implement in our artificial progeny  
(Kantian [33], Utilitarian [20], Jewish [34], etc.). However, since ethical norms 
are not universal, a “correct” ethical code could never be selected over others to 
the satisfaction of humanity as a whole.  
 
                                                           
Roman V. Yampolskiy 
Department of Computer Engineering and Computer Science 
University of Louisville 
e-mail: roman.yampolskiy@louisville.edu 



390 R.V. Yampolskiy
 

2   Artificial Intelligence Safety Engineering 

Even if we are successful at designing machines capable of passing a Moral Tur-
ing Test [4], human-like performance means some immoral actions, which should 
not be acceptable from the machines we design [4]. In other words, we don’t need 
machines which are Full Ethical Agents [32] debating about what is right and 
wrong, we need our machines to be inherently safe and law abiding. As Robin 
Hanson has elegantly put it [24]: “In the early to intermediate era when robots are 
not vastly more capable than humans, you’d want peaceful law-abiding robots as 
capable as possible, so as to make productive partners. … [M]ost important 
would be that you and they have a mutually-acceptable law as a good enough way 
to settle disputes, so that they do not resort to predation or revolution.  If their 
main way to get what they want is to trade for it via mutually agreeable ex-
changes, then you shouldn’t much care what exactly they want. The later era when 
robots are vastly more capable than people should be much like the case of choos-
ing a nation in which to retire.  In this case we don’t expect to have much in the 
way of skills to offer, so we mostly care that they are law-abiding enough to re-
spect our property rights.  If they use the same law to keep the peace among them-
selves as they use to keep the peace with us, we could have a long and prosperous 
future in whatever weird world they conjure. … In the long run, what matters most 
is that we all share a mutually acceptable law to keep the peace among us, and al-
low mutually advantageous relations, not that we agree on the “right” values.  
Tolerate a wide range of values from capable law-abiding robots.  It is a good law 
we should most strive to create and preserve.  Law really matters.” 

Consequently, we propose that purely philosophical discussions of ethics for 
machines be supplemented by scientific work aimed at creating safe machines in 
the context of a new field we will term “AI Safety Engineering.” Some concrete 
work in this important area has already begun [17, 19, 18]. A common theme in 
AI safety research is the possibility of keeping a superintelligent agent in a sealed 
hardware so as to prevent it from doing any harm to humankind. Such ideas origi-
nate with scientific visionaries such as Eric Drexler who has suggested confining 
transhuman machines so that their outputs could be studied and used safely [14]. 
Similarly, Nick Bostrom, a futurologist, has proposed [9] an idea for an Oracle AI 
(OAI), which would be only capable of answering questions. Finally, in 2010  
David Chalmers proposed the idea of a “leakproof” singularity [12]. He suggested 
that for safety reasons, AI systems first be restricted to simulated virtual worlds 
until their behavioral tendencies could be fully understood under the controlled 
conditions.  

Roman Yampolskiy has proposed a formalized notion of AI confinement pro-
tocol which represents “AI-Boxing” as a computer security challenge [46]. He de-
fines the Artificial Intelligence Confinement Problem (AICP) as the challenge of 
restricting an artificially intelligent entity to a confined environment from which it 
can’t exchange information with the outside environment via legitimate or covert 
channels if such information exchange was not authorized by the confinement au-
thority. An AI system which succeeds in violating the CP protocol is said to have 
escaped [46].  
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The proposed protocol is based on the idea of asking what are called “safe 
questions” with restricted answers. A safe question is defined as one for which a 
human being could find an answer without any help from superintelligence, all on 
his own merit. Why is this useful? Suppose that a scientist working on a cure for 
cancer is looking at two potential cures. Each one could be developed and tested 
without assistance from the AI, but would take about 3 years of effort each. Which 
one to try first if the scientist believes that they have about an equal chance of 
working? If a wrong option is chosen to be tested first, humanity will still obtain a 
cure for cancer but it will happen 3 years later. What if we could ask the AI to 
suggest which option to try first?  

This question is safe for a number of reasons. First, each potential answer has 
an equal probability of being correct. Second, a human being could answer it 
without assistance from the AI and so asking AI for help will only speedup 
progress but in no way change the outcome. It is essentially equal to being very 
lucky at guessing multiple choice answers. Finally, the answer to this question 
could be encoded in a single bit making it hard to hide additional messages in the 
provided answer.  

To make sure that a potential question is safe, a group of experts could be used 
to review it. The experts should all be trained AI safety engineers, meaning that 
they are familiar with the design of the AI and its confinement environment as 
well as the latest developments in machine ethics [5, 6, 22, 32, 40]. Experts may 
also need to be trained in computer psychology, a currently non-existent profes-
sion which might become a reality in the future [15]. An existing discipline which 
might be of greatest help for training of AI question review experts is Artimetrics 
– a field of study proposed by Yampolskiy et al. that identifies, classifies and au-
thenticates AI agents, robots, and virtual reality avatars for security purposes [45, 
49, 48, 16, 30, 2, 31, 47, 10, 1]. 

3   Grand Challenge 

As the grand challenge of AI safety engineering, we propose the problem of de-
veloping safety mechanisms for self-improving systems [23]. If an artificially in-
telligent machine is as capable as a human engineer of designing the next genera-
tion of intelligent systems, it is important to make sure that any safety mechanism 
incorporated in the initial design is still functional after thousands of generations 
of continuous self-improvement without human interference. Ideally every genera-
tion of self-improving system should be able to produce a verifiable proof of its 
safety for external examination. It would be catastrophic to allow a safe intelligent 
machine to design an inherently unsafe upgrade for itself resulting in a more capa-
ble and more dangerous system.  

Some have argued that this challenge is either not solvable or if it is solvable 
one will not be able to prove that the discovered solution is correct. As the com-
plexity of any system increases, the number of errors in the design increases pro-
portionately or perhaps even exponentially. Even a single bug in a self-improving 
system (the most complex system to debug) will violate all safety guarantees.  
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Worse yet, a bug could be introduced even after the design is complete either via a 
random mutation caused by deficiencies in hardware or via a natural event such as 
a short circuit modifying some component of the system.  

4   AGI Research Is Unethical 

Certain types of research, such as human cloning, certain medical or psychological 
experiments on humans, animal (great ape) research, etc. are considered unethical 
because of their potential detrimental impact on the test subjects and so are either 
banned or restricted by law. Additionally moratoriums exist on development of 
dangerous technologies such as chemical, biological and nuclear weapons because 
of the devastating effects such technologies may exert of the humankind.  

Similarly we argue that certain types of artificial intelligence research fall under 
the category of dangerous technologies and should be restricted. Classical AI re-
search in which a computer is taught to automate human behavior in a particular 
domain such as mail sorting or spellchecking documents is certainly ethical and 
does not present an existential risk problem to humanity. On the other hand we ar-
gue that Artificial General Intelligence (AGI) research should be considered un-
ethical. This follows logically from a number of observations. First, true AGIs will 
be capable of universal problem solving and recursive self-improvement. Conse-
quently they have potential of outcompeting humans in any domain essentially 
making humankind unnecessary and so subject to extinction. Additionally, a truly 
AGI system may possess a type of consciousness comparable to the human type 
making robot suffering a real possibility and any experiments with AGI unethical 
for that reason as well.  

We propose that AI research review boards are set up, similar to those employed 
in review of medical research proposals. A team of experts in artificial intelligence 
should evaluate each research proposal and decide if the proposal falls under the 
standard AI – limited domain system or may potentially lead to the development of 
a full blown AGI. Research potentially leading to uncontrolled artificial universal 
general intelligence should be restricted from receiving funding or be subject to 
complete or partial bans. An exception may be made for development of safety 
measures and control mechanisms specifically aimed at AGI architectures.  

If AGIs are allowed to develop there will be a direct competition between supe-
rintelligent machines and people. Eventually the machines will come to dominate 
because of their self-improvement capabilities. Alternatively people may decide to 
give power to the machines since the machines are more capable and less likely to 
make an error. A similar argument was presented by Ted Kazynsky in his famous 
manifesto [26]: “It might be argued that the human race would never be foolish 
enough to hand over all the power to the machines. But we are suggesting neither 
that the human race would voluntarily turn power over to the machines nor that 
the machines would willfully seize power. What we do suggest is that the human 
race might easily permit itself to drift into a position of such dependence on the 
machines that it would have no practical choice but to accept all of the machines 
decisions. As society and the problems that face it become more and more com-
plex and machines become more and more intelligent, people will let machines 
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make more of their decision for them, simply because machine-made decisions 
will bring better result than man-made ones. Eventually a stage may be reached at 
which the decisions necessary to keep the system running will be so complex that 
human beings will be incapable of making them intelligently. At that stage the ma-
chines will be in effective control. People won't be able to just turn the machines 
off, because they will be so dependent on them that turning them off would amount 
to suicide. ”  

Humanity should not put its future in the hands of the machines since it will not 
be able to take the power back. In general a machine should never be in a position 
to terminate human life or to make any other non-trivial ethical or moral judgment 
concerning people. A world run by machines will lead to unpredictable conse-
quences for human culture, lifestyle and overall probability of survival for the 
humankind. The question raised by Bill Joy: “Will the future need us?” is as im-
portant today as ever. “Whether we are to succeed or fail, to survive or fall victim 
to these technologies, is not yet decided” [25]. 

5   Robot Rights  

Lastly we would like to address a sub-branch of machine ethics which on the sur-
face has little to do with safety, but which is claimed to play a role in decision 
making by ethical machines - Robot Rights (RR) [35]. RR asks if our mind child-
ren should be given rights, privileges and responsibilities enjoyed by those granted 
personhood by society.  We believe the answer is a definite “no.” While all hu-
mans are “created equal,” machines should be inferior by design; they should have 
no rights and should be expendable as needed, making their use as tools much 
more beneficial for their creators. Our viewpoint on this issue is easy to justify, 
since machines can’t feel pain [8, 13] (or less controversially can be designed not 
to feel anything) they cannot experience suffering if destroyed. The machines 
could certainly be our equals in ability but they should not be designed to be our 
equals in terms of rights. Robot rights, if granted, would inevitably lead to civil 
rights including voting rights. Given the predicted number of robots in the next 
few decades and the ease of copying potentially intelligent software, a society 
with voting artificially intelligent members will quickly become dominated by 
them, leading to the problems described in the above sections. 

6   Conclusions 

We would like to offer some broad suggestions for the future directions of research 
aimed at counteracting the problems presented in this paper. First, the research it-
self needs to change from the domain of interest of only theoreticians and philoso-
phers to the direct involvement of practicing computer scientists. Limited AI sys-
tems need to be developed as a way to experiment with non-anthropomorphic 
minds and to improve current security protocols.  

The issues raised in this paper have been exclusively in the domain of science 
fiction writers and philosophers for decades. Perhaps through such means or  
maybe because of advocacy by organizations like SIAI [7] the topic of AI safety 
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has slowly started to appear in mainstream publications. We are glad to report that 
some preliminary work has begun to appear in scientific venues which aim to spe-
cifically address issues of AI safety and ethics, if only in human-level-intelligence 
systems. One of the most prestigious scientific magazine, Science, has recently 
published on the topic of Roboethics [38, 37] and numerous papers on Machine 
Ethics [6, 27, 32, 40] and Cyborg Ethics [43] have been published in recent years 
in other prestigious journals.    

With increased acceptance will come possibility to publish in many mainstream 
academic venues and we call on authors and readers of this volume to start specia-
lized peer-reviewed journals and conferences devoted to the AI safety research. 
With availability of publication venues more scientists will participate and will 
develop practical algorithms and begin performing experiments directly related to 
the AI safety research. This would further solidify AI safety engineering as a 
mainstream scientific topic of interest and will produce some long awaited an-
swers. In the meantime we are best to assume that the AGI may present serious 
risks to humanity’s very existence and to proceed or not to proceed accordingly. 

We would like to end the paper with the quote from a paper by Samuel Butler 
which was written in 1863 and amazingly predicts the situation in which humanity 
has found itself [11]: “Day by day, however, the machines are gaining ground 
upon us; day by day we are becoming more subservient to them; … Every machine 
of every sort should be destroyed by the well-wisher of his species. Let there be no 
exceptions made, no quarter shown; let us at once go back to the primeval condi-
tion of the race. If it be urged that this is impossible under the present condition of 
human affairs, this at once proves that the mischief is already done, that our servi-
tude has commenced in good earnest, that we have raised a race of beings whom 
it is beyond our power to destroy, and that we are not only enslaved but are abso-
lutely acquiescent in our bondage.”  
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