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Preface

The InternationalConference on Ad-Hoc Networks and Wireless (ADHOC-NOW)
has become a well-known venue for research dedicated to wireless sensor networks
and mobile computing. Its first event took place in Toronto, Canada, in 2002.
ADHOC-NOW was then hosted further times in Canada as well as in France,
Mexico, Spain, and Germany. In 2012 it was the first time that ADHOC-NOW
took place in Serbia. The 11th ADHOC-NOW was held, during July 9–11, in Bel-
grade, the capital and largest city of Serbia, located at the confluence of the Sava
and the Danube river.

The 11th ADHOC-NOW attracted 76 submissions of which 36 papers were
accepted for presentation after rigorous reviews by external reviewers, Technical
Program Committee members and discussions among Technical Program Chairs.
Most papers received at least three reviews. The accepted papers cover a wide
spectrum of traditional networking topics ranging from routing to the applica-
tion layer, to localization in various networking environments such as wireless
sensor and ad-hoc networks, and give insights into a variety of application areas.
ADHOC-NOW addresses both experimental and theoretical research and this
was reflected in the 2012 program. Overall, the variety of topics made up an
interesting and versatile program, which led to a lively exchange of ideas and
fruitful discussions.

Many people were involved in the production of these proceedings. First of
all, we would like to thank the members of the Technical Program Committee
and the external reviewers for their help in providing detailed expert reviews of
papers, especially under tight time constraints. We are also grateful to Springer’s
team for their great assistance during the review and proceedings preparation
phase. Last, but not least, we wish to thank all the people of the Organizing
Committee who helped in preparing and organizing the event and putting to-
gether an excellent program.

The conference proceedings will allow all attendees to obtain detailed in-
formation and share this information with other colleagues, for all the papers
accepted. ADHOC-NOW 2012 provided a forum for high-quality discussions on
the various aspects and application of the emerging field of ad hoc networks all
over the world. The large diversity of the highly qualified participants and con-
tributors, who come from a broad range of countries, universities and companies,
contributed to its success.

April 2012 Xiang-Yang Li
Symeon Papavassiliou

Stefan Ruehrup
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On Message Complexity

of Extrema Propagation Techniques�

Jacek Cichoń, Jakub Lemiesz, and Marcin Zawada

Institute of Mathematics and Computer Science
Wroc�law University of Technology

Poland

Abstract. In this paper we discuss the message complexity of some
variants of the Extrema Propagation techniques in wireless networks.
We show that the average message complexity, counted as the number
of messages sent by each given node, is O (log n), where n denotes the
size of the network.

We indicate the connection between our problem and the well known
and deeply studied problem of the number of records in a random permu-
tation. We generalize this problem onto an arbitrary simple and locally
finite graphs, prove some basic theorems and find message complexity
for some classical graphs such us lines, circles, grids and trees.

1 Introduction

We analyze a synchronous model of communication. At each round each node
(1) receives messages from its neighbors; (2) makes some calculations and finally
(3) sends, if necessary, some messages to its neighbors.

Our main goal is to investigate the message complexity of algorithms based on
Extrema Propagation Techniques discussed and analyzed in [1], [2]. This tech-
nique can be treated as a framework for the construction of efficient algorithms
in a distributed environment. For example, in [3] this technique was adopted to
an algorithm for approximate estimation of a size of the network. The last algo-
rithm was later improved in [4], where the balls and urns model used in [3] was
replaced with independent Bernoulli trials in order to obtain a provable precision
of proposed algorithm. In this paper we will show that the message complex-
ity of one node for algorithms based on the Extrema Propagation Technique is
logarithmic in the network size.

In Section 2 we consider a distributed algorithm which computes minimum
from random numbers generated by nodes. In Section 3 we extend our discussion
to a distributed algorithm which determines kth order statistics from numbers
generated randomly by nodes, which was used in [3] for the estimation of the
cardinality of a wireless network. Theorem 1 and Proposition 1 are known. The
remaining results are presumably original.

We assume that each node in considered networks can calculate a random real
number uniformly in the interval [0, 1] and that this generators are independent.

� Supported by grant N N206 369739 of the Polish National Science Center.

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 1–13, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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1.1 Notation and Basic Definitions

We model a network as a simple directed graph G =(V,E), i.e. V is a nonempty
set and E ⊆ V × V \ {(v, v) : v ∈ V }. By d(x, y) we denote the length of
a shortest directed path from x to y. If there is no such path, then we put
d(x, y) = ∞. Let x ∈ V and r ≥ 0. We put B(x, r) = {y ∈ V : d(x, y) < r},
D(x, r) = {y ∈ V : d(x, y) ≤ r} and S(x, r) = {y : d(x, y) = r}. Observe
that D(x, 0) = S(x, 0) = {x}. The diameter of a graph G is the number Δ =
sup{d(x, y) : x, y ∈ V }.

In this paper we shall consider only locally finite graphs, i.e. we shall assume
that for all x ∈ V and r ≥ 0 we have |D(x, r)| <∞.

Let us recall that the nth harmonic number is defined by Hn =
∑n

k=1
1
k

and that Hn = ln(n) + O(1). We will also use the standard extension of the
function Hn to the complex plane defined, for example, by the formula Hz =∑

j≥1 z/(j(z + j)). The Euler Beta function is defined by the formula B(a, b) =∫ 1

0 ta−1(1− t)b−1dt for �(a) > 0 and �(b) > 0. We will use the following identity

B(a, b) = Γ (a)Γ (b)/Γ (a + b). By (x)k we denote the factorial power of x, i.e.

(x)k =
∏k−1

j=0 (x− j). By |A| we denote the cardinality of the set A.

2 Propagation of Minimal Number

We start our investigations from the following algorithm (see [1], [2]) of propa-
gation of minimal value of randomly generated real numbers (the pseudo-code
of this algorithm is shown at Listing 1):

1. Initially each node x ∈ V selects independently at random a real ξx from
the interval [0,1] according to uniform distribution and sends it to all y ∈ V
such that {x, y} ∈ E.

2. At each round each node listens to information sent by nodes S ⊆ {y :
(x, y) ∈ E} and if S �= ∅ and ξx > min{ξy : y ∈ S} then
(a) it puts ξx = min{ξy : y ∈ S}
(b) it sends ξx to all y ∈ V such that {x, y} ∈ E.

Let G = (V,E) be the communication graph of considered network, i.e. {x, y} ∈
E if the node x can directly communicate with the node y. Let us assume for
the moment that the graph G is strongly connected. Let Δ denotes the diameter
of the graph G. It is easy to see that after Δ rounds for all nodes x ∈ V we have
ξx = min{ξy : y ∈ V }. Therefore, this algorithm may be used, for example, for
leader election in connected networks.

The first goal of our paper is to investigate the message complexity of this
algorithm. Let us fix a graph G = (V,E) and x ∈ V . We say that the node
x transmits at the round r if the part (1) or the part (2b) of the considered
algorithm is executed during the rth round. Let Mx,r denote the event “node x
transmits at the rth round”. Notice that Pr[Mx,0] = 1 (each node transmits at
initialization step) and that for r > 0 we have

Pr[Mx,r] = Pr[min{ξb : b ∈ S(x, r)} < min{ξb : b ∈ B(x, r)})] .
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Algorithm 1.

Initialization:
1: ξ := Random(0, 1)
2: broadcast 〈ξ〉 to neighbors

At each round:
1: gather {ηi}i∈S from all neighbors
2: x = min{ηi : i ∈ S}
3: if x < ξ then
4: ξ := x
5: broadcast 〈ξ〉 to neighbors
6: end if

Theorem 1. Let G = (V,E) be a simple directed graph and let x ∈ V . Suppose
that S(x, r) �= ∅. Then the events Mx,1, . . .Mx,r are independent and

Pr[Mx,r] =
|S(x, r)|
|D(x, r)| .

This theorem can be deduced from [5]. We give here a short and self contained
proof of it.

Proof. Let (ξv)v∈V be a family of independent uniformly distributed random
variables in the interval (0, 1). Suppose that the theorem is true for a number
r and that S(x, r + 1) �= ∅. Notice that the event Mx,r+1 holds if and only if
minv∈S(x,r+1) ξv < minv∈D(x,r) ξv.

Let a = |S(x, r + 1)|, b = |B(x, r + 1)|, let X = minv∈S(x,r+1) ξv and Y =
minv∈D(x,r) ξv. Then Pr[X > t] = (1 − t)a for t ∈ (0, 1), therefore the function
φX(t) = a(1− t)a−1 is the density function of the random variable X . Hence

Pr[Mx,r+1] =

∫ 1

0

Pr[X < Y |X = t]φX(t)dt =

∫ 1

0

(1− t)ba(1− t)a−1dt =
a

a+ b
,

therefore Pr[Mx,r+1] =
a

a+b = |S(x, r + 1)/|D(x, r + 1)|.
Let C denote a conjunction of events of a form (±Mx,1)∧ . . .∧(±Mx,r), where

+Mx,i denotes Mx,i and −Mx,i denotes ¬Mx,i. Observe that

(C ∧Mx,r+1 ∧ (X = t))↔ (C ∧ (Y > t) ∧ (X = t))

and that Pr[C ∧ (Y > t)] = Pr[C] · (1− t)b. Therefore

Pr[C ∧Mx,r+1] =

∫ 1

0

Pr[C ∧Mx,r+1|X = t]a(1 − t)a−1dt =

∫ 1

0

Pr[C](1 − t)ba(1− t)a−1dt = Pr[C]
a

a+ b
,

hence the event Mx,r+1 is independent from events {Mx,1, . . . ,Mx,r}. �
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Let MCx;G denote the number of times when the part (1) or (2b) of the considered
algorithm is executed. Notice that the energy consumption of sending message
is much higher than the cost of listening. Hence this number may be treated
as the message complexity of the considered algorithm for the node x. Observe
that

MCx;G =
∑
r≥0

1Mx,r .

Therefore the random variable MCx;G can be expressed as a sum
∑

r≥0 ξr of

independent Bernoulli random variables with mean |S(x,r)|
|D(x,r)| . Hence

E (MCx;G) =
∞∑
r=0

|S(x, r)|
|D(x, r)| (1)

and

var (MCx;G) =
∞∑
r=1

|S(x, r)|
|D(x, r)|

(
1− |S(x, r)|

|D(x, r)|

)
. (2)

Example. Let us consider the line graph Ln, i.e. let n > 0, V = {1, 2, . . . , n}
and E = {(a, b) ∈ V × V : 1 ≤ a, b ≤ n, |a− b| = 1}. Note that |D(1, r)| = r + 1,
|S(1, r)| = 1 for r < n. Therefore the random variable Ln = MC1;Ln has the
same distribution as a sum

∑n
k=1 Xk of independent random variables, where

Xk is a Bernoulli random variable such that E (Xk) = 1
k . Hence the random

variable Ln has the same distribution as a well studied number of records in
random permutation (see [6]). Thus E (Ln) = Hn and (see e.g. [7]) the normal-
ized random variable (Ln −Hn)/

√
Hn converges in distribution to the standard

normal distribution.

2.1 Arbitrary Finite Graphs

It is clear that 1 ≤ MCx;G ≤ 1 + max{r : S(x, r) �= ∅}. Here we give other
bounds:

Theorem 2. For any finite graph G = (V,E) and any vertex x ∈ V we have

2− 1

N
≤ E (MCx;G) ≤ HN ,

where N = |B(x,∞)|.

Notice that B(x,∞) is the set of all nodes from which the node x can obtain
any message hence it is the connected component of the graph G to which the
node x belongs.

Proof. Let Z = B(x,∞)\{x}. Then Pr[minz∈Z ξz < ξx] =
N−1
N and any message

ξa such that ξa = minz∈Z ξz will be eventually transmitted to the node x. This
proves the first inequality.
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We prove the second inequality using a series of simple transformations of the
original graph (V,E). Observe that if |S(x, r)| ≤ 1 for all r ≥ 1 then (V,E) is
a line graph with the vertex x at its end. Suppose hence that |S(x, r)| ≥ 2 for
some r ≥ 1. Let a ∈ S(x, r). We perform the following transformations:

1. remove all edges adjacent to a,
2. remove all edges joining S(x, r) with S(x, r + 1),
3. add new edges {{a, x} : x ∈ S(x, r)) ∪ S(x, r + 1)}

Let H = (V,E′) be the resulting graph. Due to inequality (b ≥ 1, c ≥ 2)

c

b+ c
<

c− 1

b+ c− 1
+

1

b+ c

we have E (MCx;G) < E (MCx;H). After a finite number of such transformations
we obtain the line graph with n vertices with the vertex x at its end which was
discussed at the end of the previous section. �

Let us note that the lower limit from Theorem 2 is reached in the complete
graph, and that the upper limit is achieved by the boundary vertex in the line
graph.

2.2 Infinite Graphs

Let us consider an arbitrary locally finite graph G = (V,E) and x ∈ V . Let
Lx,n =

∑n
r=0 Xr, where Xn are independent Bernoulli random variables such

that E (Xr) = pr where pr = |S(x, r)|/|D(x, r)|. Then E (Lx,n) = 1+p1+. . .+pn.
Since var (Xr) < 1 for each r we may apply the Strong Law of Large Numbers
(see e.g. [8], Thm. 22.4) to the sequence Xr and deduce that

Pr[ lim
n→∞

1

n
(Lx,n − E (Lx,n)) = 0] = 1 .

Example. Suppose that |D(x, r)| = 2r
2

. Then |S(x, r)| = 2r
2−2(r−1)2 for r > 0,

so E (Lx,n) = n+ 1
3 + 2

3
1
4n . Hence

Pr[ lim
n→∞

Lx,n

n
= 1] = 1 .

The following result is a reformulation of a result formulated in Exercise 20.12
from [8]:

Proposition 1. If S(x, r) �= ∅ for each r, then Pr[limn→∞ Lx,n =∞] = 1.

Proof. Let (V,E) be a fixed infinite, locally finite graph. Let (ξv)v∈V be a family
of independent random variables uniformly distributed in [0, 1]. Notice that

lim
n→∞Lx,n <∞ ≡ (∃r)

(
min

v∈D(x,r)
ξv < min

v∈V \B(x,r)
ξv

)
.

For each fixed r the event minv∈D(x,r) ξv < minv∈V \B(x,r) ξv has probability null,
since the set D(x, r) is finite and the set V \ B(x, r) is infinite. �
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The trivial inequality Lx,n ≤ 1 + n can be improved:

Proposition 2. E (Lx,n) ≤ 1 + n
(
1− n

√
1

|D(x,n)|
)

Proof. Let pr = |S(x, r)|/|D(x, r)| and qr = 1− pr. Then

qr = |D(x, r − 1)|/|D(x, r)|
for r > 0. Therefore q1 · . . . · qn = 1/|D(x, r)|. From the inequality of arithmetic
and geometric means we get q1 + . . . + qn ≥ n/ n

√
|D(x, n)|. Hence, E (Lx,n) =

1 +
∑n

r=1(1 − qr) ≤ 1 + n− n/ n
√
|D(x, n)|. �

Example. Let us consider an infinite complete binary tree T = (V,E) and let
x ∈ V be its root. Note that |D(x, r)| = 2r+1 − 1. Then, from Proposition 2 by
the simple calculation we get E (Lx,n) ≤ f(n), where

f(n) = 1 + n

(
1− 1

2 n
√
2

)
=

n

2
+ 1 +

ln 2

2
+ O

(
1

n

)
.

Note that 1 + ln 2
2 ≈ 1.3466 . One can verify that this upper bound is sharp.

Namely, by some technical manipulation in this case we are able to show that
E (Lx,n) =

n
2 + α+O(2−n), where α ≈ 1.3033.

There are a lot of examples of infinite graphs where |S(x, r)|/|D(x, r)| = Θ(1r )
when r runs to infinity - natural examples of such graphs are the grid-like graphs
of arbitrary dimension.

Theorem 3. Suppose that |S(x, r)|/|D(x, r)| = Θ(1r ). Then E (Lx,n) = Θ(lnn)

and the random variable (Lx,n−E (Lx,n))/
√
var (Lx,n) converges in distribution

to the standard normal variable.

Proof. Let xr = |S(x, r)|/|D(x, r)|. From the assumption xr = Θ(1r ) we deduce
that

∑n
r=0 xr = Θ(lnn) and

∑n
r=0 x

2
r = O(1). This implies that E (Ln) =

Θ(lnn) and var (Ln) =
∑

r xr(1− xr) = Θ(lnn). Thus the Lindeberg condition
(see e.g. [8]) is satisfied, so we may apply Central Limit Theorem. �

2.3 Examples

In this section we shall study message complexity of Algorithm 1 on some clas-
sical graphs. Equation 1 gives a possibility to estimate the expected value and
variance of the random variable MCx;G for many graphs with any required pre-
cision. For example, if Cn denotes the complete graph with n vertices then for
any x ∈ Cn we have E (MCx;Cn) = 2− 1

n and var (MCx;Cn) =
n−1
n2 .

Line Graph. Let us consider once again the line graphLn, i.e. let V={1, 2, . . . , n}
and E = {(a, b) ∈ V × V : 1 ≤ a, b ≤ n, |a − b| = 1}. For an arbitrary number
1 ≤ a ≤ n/2 we have

E (MCa;Ln) = 1 +

a−1∑
k=1

2

2k + 1
+

n∑
k=2a

1

k
.
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Hence

E
(
MC�n

2 �;Ln

)
= Hn − ln

e

2
+ O

(
1

n

)
≈ Hn − 0.306853+ O

(
1

n

)
.

At Fig. 1 we plot the diagram of the function f(a) = E (MCa;L100) for a =
1, . . . , 100. We observe that the maximum value of f is achieved at ends of the
graph Ln.

Circle. Let Cn denote the circle graph with n vertices. If n = 2k + 1 then for
each x ∈ Cn we have

E (MCx;Cn) = 1 +

k∑
a=1

2

2a+ 1
= Hk+ 1

2
+ log

4

e
= Hn − ln

e

2
+ O

(
1

n

)
.

For n = 2k we obtain a similar formula

E (MCx;Cn) = Hk− 1
2
+ log

4

e
+

1

n
= Hn − ln

e

2
+ O

(
1

n

)
.

Grid. Let Gn denote the grid graph with vertices V = {1, . . . , n} × {1, . . . , n}
and edges E = {{(x, y), (x′, y′)} : |x−x′|+ |y−y′| = 1}. Theorem 2 implies that
E
(
MC(a,b);Gn

)
≤ Hn2 for each vertex (a, b) ∈ V .

Proposition 3. Let n = 2k − 1 and N = n2. Then

(a) E
(
MC(1,1);Gn

)
= HN − δ1 +O

(
1√
N

)
where δ1 ≈ 0.729637 ,

(b) E
(
MC(k,k);Gn

)
= HN − δ2 +O

(
1√
N

)
where δ2 ≈ 1.415467 .

20 40 60 80 100

4.9

5

5.1

5.2

Fig. 1. Plot of E (MCa;L100) for a=
1,. . . ,100

Fig. 2. Plot of E
(
MC(a,b);G20

)
for a, b

∈ {1, . . . , 20}
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Proof. (a) Let us consider the vertex v = (1, 1) and let us define Sr2
r1 (x) =∑r2

r=r1

|S(x,r)|
|D(x,r)| . Then E (MCv;Gn) = Sn−1

0 (v) + S2n−2
n (v) where (see Fig. 3)

Sn−1
0 (v) =

n−1∑
r=0

r + 1
1
2 (r + 1)(r + 2)

= 2(Hn+1 − 1)

and

S2n−2
n (v) =

n−1∑
r=1

n− r
1
2n(n+ 1) + r

(
n− r+1

2

) = ln 2 + O

(
1

n

)
.

Hence,

E (MCv;Gn) = 2Hn+1 − 2 + ln 2 +O

(
1

n

)
= Hn+1 + (γ − 2 + ln 2) +O

(
1√
N

)
.

(b) Let us now consider the vertex v = (k, k). In a similar way we split the
required sum into two parts E (MCv;Gn) = 1 + Sk−1

1 (v) + Sn−1
k (v) and check

that

Sk−1
1 (v) =

k−1∑
r=1

4r

1 + 2r(r + 1)
= HN + c+O

(
1√
N

)
,

where c = −3.108614341 . . . and

Sn−1
k (v) =

k−1∑
r=1

4(k − r)

(1− 2k + 2k2) + (−2 + 4k)r − 2r2
= ln 2 + O

(
1√
N

)
.

Finally we have 1− 3.108614341+ ln 2 = −1.415467160 . . ..

Fig. 3. Division of the graph G7 into layers depending on the distance from the vertex
(1, 1) and from the vertex (4, 4)

At Fig. 2 we plot the diagram of the function f(a, b) = E
(
MC(a,b);G20

)
for all

a, b = 1, . . . , 20. We may observe that the maximum value of f is achieved at
”corners” of the graph G20.
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Algorithm 2.

Initialization:
1: X := (1, . . . , 1)︸ ︷︷ ︸

k

2: X[1] := Random(0, 1);
3: broadcast X to neighbors

At each round:
1: Y := X;
2: for every obtained array Z from neighbors do
3: append Z to X;
4: sort X;
5: X := X[1 . . . k];
6: end for
7: if X �= Y then
8: broadcast X to neighbors;
9: end if

3 Propagation of Order Statistics

In [3] and [4] a protocol for wireless networks which propagate kth order statistics
of real numbers randomly generated by nodes was used for estimation of the size
of a network. Here is the description of the transmission part of this algorithm:

1. Initially each node v ∈ V sets Xv[1..k] = (1, 1, . . . , 1), selects a random
number ξv ∈ (0, 1), puts Xv[1] = ξv and sends Xv to all its neighbors.

2. At the beginning of each round the node v makes a copy Y = Xv; next
with each obtained array Z from a neighbor the node v makes the following
operation: Xv = sort(Xv ⊕ Z)[1, . . . , k] (where ⊕ denotes the concatenation
of arrays); finally, at the end of the round, if Xv �= Y then node v sends the
array Xv to all its neighbors.

The pseudo-code of this algorithm is shown at Listing 2. Let us note that the
case k = 1 was considered in previous section.

Lemma 1. Let A,B ⊆ V , |A| = a, |B| = b, A∩B = ∅. Suppose that 1 ≤ k ≤ a.
Let (ξv)v∈A∪B be a family of independent random variables uniformly distributed
in (0, 1). Let ξ1:a ≤ . . . ≤ ξa:a be the order statistics generated by (ξv)v∈A. Then

Pr[min
v∈B

ξv < ξk:a] = 1−
(
a
k

)
(
a+b
k

) .

Proof. Let us recall (see e.g. [9]) that the density of the kth order statistic
derived from a sequence (ξ1, . . . , ξa) of independent random variables uniformly
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distributed in (0, 1) is given by the formula fk:a(t) = B(k, a− k + 1)−1tk−1(1−
t)a−k. Let η = minv∈B ξv. Notice that Pr[η < t] = 1 − (1 − t)b and that η is
independent from ξk:a. Therefore

Pr[η < ξk:a] =

∫ 1

0

(1− (1− t)b)
1

B(k, a− k + 1)
tk−1(1− t)a−kdt =

1− 1

B(k, a− k + 1)

∫ 1

0

tk−1(1− t)a+b−kdt = 1− B(k, a+ b− k + 1)

B(k, a− k + 1)
.

�

Let MC(k)
x denote the number of rounds in which the node x ∈ V sends a

message. Observe that if |D(x,∞)| ≤ k then

MC(k)
x = 1 +max{r : S(x, r) �= ∅} .

Theorem 4. Suppose that |D(x,∞)| > k. Let s = min{r : |D(x, r)| ≥ k} and
m = max{r : S(x, r) �= ∅}. Then

MC(k)
x =

m∑
r=0

ξr ,

where (ξr)r=0,...,m is a sequence of independent Bernoulli trials such that E (ξr) =
1 for r ≤ s and

E (ξr) = 1−
(|D(x,r−1)|

k

)
(|D(x,r)|

k

)
for r > s.

Proof. Notice that while |D(x, r)| ≤ k then from each sphere S(x, j) where j ≤ r
some new information about the kth statistic will be obtained with probability 1.
If r > s then the node x has gathered at least k different values from nodes from
ball B(x, r). Hence, its register changes its contents if minv∈S(x,r) ξv < Xv[k]. So
we may apply Lemma 1 and deduce that this happens with probability

1−
(|B(x,r)|

k

)
(|B(x,r)|+|S(x,r)|

k

) = 1−
(|D(x,r−1)|

k

)
(|D(x,r)|

k

) .

The proof of independence of constructed random variables follows the same
lines as in the proof of Theorem 1 of the corresponding fact. �

Example. Let us again consider the vertex x = 1 of the line graphLn={1, . . . , n}.
Recall that |D(1, r)| = r + 1. Let us suppose that k < n. Therefore we have
min{r : |D(1, r)| ≥ k} = k − 1 and from Theorem 4 we get

E
(
MC

(k)
1

)
= k +

n−1∑
r=k

(
1−

(
r
k

)
(
r+1
k

)
)

= k +

n−1∑
r=k

k

r + 1
= k (Hn −Hk + 1) .

The next result is a generalization of Theorem 2 onto the case of kth order
statistics.
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Theorem 5. Let k ≥ 2. Suppose that N = |D(x,∞)| > k. Then

2 ≤ E
(
MC(k)

x

)
≤ k (HN −Hk + 1) .

Proof. The proof follows the same lines as the proof of Theorem 2: we transform
original graph as long as we get a line graph and use the inequality

1−
(
a
k

)
(
a+b
k

) < 1−
(
a
k

)
(
a+b−1

k

) + 1−
(
a+b−1

k

)
(
a+b
k

)
which holds for k ≥ 2. �

Let us now consider an infinite graph. Suppose that s and the sequence (ξr)r=0,1,...

are defined similarly as in Theorem 4 and let us denote Lk
x,n =

∑n
r=0 ξr. The-

orems 4 and 6 presented below can be proved in the analogous way as the
corresponding theorems in Section 2.2.

Proposition 4. E
(
Lk
x,n

)
≤ 1 + s+ (n− s)

(
1− n−s

√
|D(x,s)|k
|D(x,n)|k

)
Proof. Note that

E
(
Lk
x,n

)
= 1 + s+ (n− s)−

n∑
r=s+1

(1− ξr) .

From the inequality of arithmetic and geometric means we get

n∑
r=s+1

(1− ξr) ≥ (n− s) n−s

√
|D(x, s)|k
|D(x, n)|k .

Theorem 6. Suppose that |S(x, r)|/|D(x, r)| = Θ(1r ). Then E
(
Lk
x,n

)
= Θ(lnn)

and the random variable (Lk
x,n−E

(
Lk
x,n

)
)/
√
var
(
Lk
x,n

)
converges in distribution

to the standard normal variable.

Proof. Note that from the fact that |S(x, r)|/|D(x, r)| = Θ(1/r) we can easily

deduce that 1 − |D(x,r−1)|k
|D(x,r)|k = Θ(1/r) . One can also check that above relation

holds if we replace power k by the falling factorial k.

3.1 Examples

Circle Let us consider the circle graph CN where N = 2n + 1. Let x be any
vertex from this graph. Then |D(x, r)| = 2r + 1 for r ≤ n, so

E
(
MC(k)

x

)
= m+

n∑
r=m+1

(
1−

(
2r−1
k

)
(
2r+1
k

)
)

,
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where m =
⌈
k−1
2

⌉
. After some simplification we get

E
(
MC(k)

x

)
= m+

n∑
r=m+1

(
k

2r
+

k

2r + 1
− k2

2r(2r + 1)

)
=

m+ k(HN −H2m+1)− k2
n∑

r=m+1

1

2r(2r + 1)
=

m+ k(HN −H2m+1) + k2(Hm −Hm+ 1
2
) + O

(
1

N

)
.

Therefore, E
(
MC(k)

x

)
≈ k

2 + k(HN −Hk)− k, so E
(
MC(k)

x

)
≈ k(HN −Hk − 1

2 ).

Grid. Let us consider the set Vn = {(x, y) ∈ N × N : |x| + |y| ≤ n}, En =
{((x, y), (x′y′)) : |x − x′| + |y − y′| = 1} and the vertex v = (0, 0). Let Gn =
(Vn, En). Then, for all r ≤ n we have |D(v, r)| = 1 + 2r + 2r2. Applying
Theorem 4 to the graph Gn we get

E
(
MC(2)

v

)
= 2 +

n∑
r=2

(
1− (1− 2r + 2r2)2

(1 + 2r + 2r2)2

)
= 2 +

n∑
r=2

2 + 8r2

1 + 3r + 4r2 + 2r3
.

After some transformations we obtain

E
(
MC(2)

v

)
= 4 ·Hn − 5.62667 . . .+O

(
1

n

)
.

Notice that the average message complexity in this case very close to the upper
bound

2(H2+2n+2n2 −H2 + 1) = 4 ·Hn − 0.768137 . . .+O

(
1

n

)
.

given by Theorem 5. In a similar way we can show that for an arbitrary k

E
(
MC(k)

v

)
= (2k) ·Hn +O(1) ,

in the graph Gn when n→∞.

Tree

Let Tn be a complete binary tree of depth n rooted at node v. Let us recall
that |D(v, r)| = 2r+1 − 1 and let us set s = min{r : 2r+1 − 1 ≥ k}. Then, from
Theorem 4 we have

E
(
MC(k)

v

)
= 1+s+

n∑
r=s+1

(
1− (2r − 1)k

(2r+1 − 1)k

)
= 1+n−

n∑
r=s+1

(
2−k +O

(
2−r
))

.

Hence, we obtain

E
(
MC(k)

v

)
= (1− 2−k)n+O(1) = αkH(2n+1−1) +O(1) ,

where αk ≤ 1.4427. Observe that in the upper bound given by Theorem 5 the
corresponding constant is equal to k.
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4 Summary

We analyzed a message complexity of two algorithms based on the Extrema
Propagation Techniques - a simple algorithm and an algorithm gathering kth
order statistics. We showed that the average message complexity for each node
in both algorithms is of order O (logn), where n denotes the size of the network.

Note that while considering the records of i.i.d. continuous random variables
only the relative order of their outcomes matters (see e.g. [10]). Hence, it is
straightforward to observe that the presented results hold for any random vari-
ables with a common continuous distribution function. Thus, they can be widely
applied. For instance, in [2] Shah et al. consider a general framework for a dis-
tributed computing of separable functions, which is based on finding the mini-
mum of exponential random variables.
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Abstract. A wireless ad-hoc network consists of a number of wireless
devices (nodes), that communicate with each other within the network
using their built-in radio transceivers. The nodes are in general battery-
powered, thus their lifetime is limited. Therefore, algorithms for maximiz-
ing the network lifetime are of great interest. In this paper we consider
the Rooted Maximum Network Lifetime (RMNL) problems: given a net-
work N and a node r, the objective is to find a maximum-size collection of
routing trees rooted at the node r for a specified communication pattern.
The number of such trees represents the total number of communication
rounds executed before the first node in the network dies due to battery
depletion. We consider two communication patterns, broadcast and con-
vergecast.

We follow the approach used by Nutov and Segal in [15], who devel-
oped polynomial time approximation algorithms with constant approxi-
mation ratios for the broadcast and convergecast RMNL problems. Our
analysis of their algorithms leads to better approximation ratios than
the ratios derived in [15]. In particular, we show a 1/7 approximation
ratio for the multiple topology convergecast RMNL problem, improving
the previous ratio of 1/31.

Keywords: Network Lifetime, Broadcast, Convergecast, Approxima-
tion algorithm, Wireless ad-hoc network.

1 Introduction

In wireless ad-hoc networks, broadcast and convergecast are the fundamental
communication patterns. The goal of broadcast is to transmit a message from a
source node to all other nodes in the network, whereas convergecast, the goal is
for a destination node to collect messages from all other nodes in the network.
Many network operations (services) such as information dissemination and data
collection are based on these two communication patterns. Since the nodes of
wireless ad-hoc networks are normally battery powered, without an easy way of
recharging or replacing batteries, an important design objective for communica-
tion algorithm is to maximize the energy efficiency.

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 14–27, 2012.
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Tree-based broadcast (convergecast) schemes are often employed to improve
the energy efficiency by reducing duplicate transmissions, which in turn, may
also reduce the interference and collisions. In this manner, for broadcast, a di-
rected spanning tree rooted at the source node, in which all edges are directed
away from the source node is constructed. Similarly, for convergecast, a directed
spanning tree rooted at the destination node with edges directed towards the
destination node is constructed. Such trees are also referred to as broadcast trees
and convergecast trees, respectively. During the actual broadcast (convergecast)
round, a message is propagated from the source (leaves) along the pre-computed
directed tree.

In this paper, we address the Rooted Maximum Network Lifetime (RMNL)
problems [4, 15] for these two specific communication patterns, broadcast and
convergecast. We consider the case of unidirectional model, in which a transmis-
sion can only be received by at most one node. The input of a RMNL problem
is a network N , a node r, information about the initial battery capacity of the
nodes and about the energy cost of individual node-to-node transmissions. We
measure the network lifetime as the number of broadcast (convergecast) rounds
until the first node in the network dies due to battery depletion. Thus, we achieve
our goal of maximizing network lifetime by providing a maximum-size collection
of broadcast (convergecast) trees, where each tree represents one broadcast (con-
vergecast) round.

The RMNL problems can be divided into two categories: discrete and frac-
tional [4]. In the fractional variant, a data packet is allowed to be divided into
smaller packets, which can be transmitted separately. Whereas, in the discrete
variant [17], each packet has to be sent in one transmission. The discrete model
seems to reflect better the existing network protocols. The RMNL problems
can be further divided into two variants: single topology and multiple topology
[16]. In the single topology variant, the same broadcast (convergecast) tree is
used for all broadcast (convergecast) rounds. On the other hand, in the multiple
topology variant, the trees used in different rounds, do not have to be identical.
Additionally, for convergecast, we assume full aggregation of packets.

In this paper, we address the discrete variant of the RMNL problems for
broadcast and convergecast, and we consider both single and multiple topology.
That is, we consider the following four problems:

– Single Topology Maximum Network Lifetime Broadcast (STB),
– Single Topology Maximum Network Lifetime Convergecast (STC),
– Multiple Topology Maximum Network Lifetime Broadcast (MTB),
– Multiple Topology Maximum Network Lifetime Convergecast (MTC).

1.1 Previous Work

A significant amount of research has been carried out in the area of maximizing the
network lifetime under various communication algorithms. In particular, broad-
cast and convergecast (data gathering) have received a lot of attention.
Those studies considered mainly the omnidirectional communication model
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[9–11, 16, 17, 20], where every node has a 360 degree coverage. Kang and Pooven-
dran [8, 9] investigate the fractional variants of the maximum network lifetime
problem for broadcast communication, proposing a polynomial time algorithm for
the STB problem and some heuristics for the MTB problem. Orda and Yassour
[16] improve the time complexity of the STB problem, prove that the MTB prob-
lem is NP-hard, and propose some additional MTB heuristics. Segal [18] further
improves the running time of the STB problem. Additional results related to the
the maximum network lifetime problem under broadcast communication can be
found in [2, 12, 17]. Kalpakis et al. [7] consider the fractional variants of the MTC
problem with full aggregation, giving a polynomial time algorithm, but the poly-
nomial bound is of high-degree. For the same problem, Standford and Tongngam
[19] give (1−ε)-approximation algorithmwith a considerably faster running time.
Wu et al. [20] consider the convergecast problemwith full aggregation and propose
an online approximation algorithm, which is based on Fürer and Raghavachari
approach [5] for the minimum-degree Steiner tree problem. Lin et al. [11] extend
[20] to a more general model in which transmission power levels of nodes are ad-
justable. Liang and Liu [10] propose some heuristics for the online maximum net-
work problem for convergecast.

Orda and Yassour [16] were the first to consider the complexity of the RMNL
problem in unidirectional communication model. Under this model, they show
that the fractional variant of the STB problem is NP-hard, and propose a poly-
nomial time algorithm for the fractional variant of the MTB problem. It is not
difficult to show that the discrete variant of the STC problem can be solved
in polynomial time. Segal [18] shows that we can actually get a linear time
algorithm for this problem. Elkin et al. [4] show that the discrete variant of
the STB and MTB problems are NP-hard. In the same paper, they provide an
Ω(1/ logn)-approximation algorithm for the STB problem assuming that kopt
(the maximal number of rounds) is appropriately large. Nutov and Segal [15]
improve the approximation ratios for the same problems. They provide a con-
stant ratio approximation algorithm for the STB and MTB problems, as well
as for the MTC problem, if kopt is appropriately large. They further show that
the MTC problem admits a 1/31-approximation polynomial time algorithm. The
previous results for the discrete variant of the RMNL problems under the unidi-
rectional model are summarized in Table 1.(a). The values in the table are the
lower bounds on the computed number of rounds.

1.2 Our Contribution

We study the discrete variant of the Rooted Maximum Network Lifetime Prob-
lems for two basic communication patterns, broadcast and convergecast under
the unidirectional model. We consider these problems in single and multiple
topology variants. We improve the approximation ratios shown in [15] to the
values given in the theorem and corollary below (See also Table 1.(b)).

Theorem 1. For each of the problems, STB MTB and MTC there exists a
polynomial time algorithm, which computes a solution for k broadcast (converge-
cast) rounds, such that k ≥ �kopt/β�, where
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Table 1. Our contribution and previous results for discrete variant RMNL problems

(a). Previous results for the RMNL problems

Convergecast Broadcast

Single Topology kopt [18] �kopt/25� [15]

Multiple Topology max{�kopt/16�, 1} [15] �kopt/36� [15]
1/31 [15]

(b). Our contribution

Convergecast Broadcast

Single Topology - �kopt/5�
Multiple Topology max{�kopt/4�, 1} �kopt/6�

1/7

– β = 5 for the STB problem;
– β = 6 for the MTB problem;
– β = 4 for the MTC problem.

The Single Topology Maximum Network Lifetime Convergecast (STC) problem
can be solved in polynomial time [18]. Therefore, for the Multiple Topology
Maximum Network Lifetime Convergecast (MTC) problem, we can determine
in polynomial time whether kopt ≥ 1. This yields the following corollary.

Corollary 1. The Multiple Topology Rooted Maximum Lifetime Convergecast
(MTC) problem admits a 1/7-approximation polynomial time algorithm.

Proof. Let kSTC
opt and kMTC

opt denote the optimal number of rounds for the STC
and MTC problems, respectively. We run a polynomial time algorithm for STC
problem to obtain kSTC

opt . If kSTC
opt = 0, then kMTC

opt = 0. If kSTC
opt ≥ 1, then we run

the polynomial time algorithm of Theorem 1 to get k ≥ �kMTC
opt /4� convergecast

trees. Our solution for the MTC problem is now ksol = max{kSTC
opt , k} ≥ 1.

Because ksol ≥ 1, we have,

ksol ≥
⌊
kMTC
opt

4

⌋
≥

kMTC
opt

4
− 3

4
≥

kMTC
opt

4
− 3 · ksol

4
.

This implies that ksol ≥ kMTC
opt /7. �

2 Notation and Preliminaries

2.1 Graph Preliminaries

For a directed graph G = (V,E) and a node v ∈ V , let δoutG (v) = δoutE (v) be
the set of out-going edges from v in G, and let δinG (v) = δinE (v) be the set of
in-coming edges to v. For F ⊆ E, δoutF (v) is the set of out-going edges from all
nodes v in F . We define δinF (v) analogously.
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A directed graph G is said to be k-edge-outconnected from a node r if there
are k-edge-disjoint paths from the node r to any other node. A directed graph
G is said to be k-edge-inconnected to a node r if there are k-edge-disjoint paths
from every node to the node r.

An out-arborescence (broadcast tree) is a directed spanning tree that has a
unique path from a root r to every node. An in-arborescence (convergecast tree)
is a directed spanning tree that has a path from every node to the root r. An
arborescence refers to either out-arborescence or in-arborescence, depending on
the context.

It is well known that there are k-edge disjoint paths from a node r to all other
nodes in G if and only if δinG (S) ≥ k, for every subset S �= ∅ ⊆ V \{r}.

2.2 Model

We consider a wireless ad-hoc network N consisting of n stationary nodes. Each
node v is equipped with a unidirectional antenna, which only permits a single
node to receive a transmitted message. Each node v has a finite amount of
battery capacity. We proceed with a formal definition. Let IR+ denote the set of
non-negative numbers.

Definition 1. A static wireless ad-hoc network N = (V,E,w,B) is modeled
as a weighted, directed graph (V,E), where V is a set of nodes with |V | = n,
E ⊆ V × V is a set of directed edges, w : E → IR+ is an edge-weight function
representing energy cost of transmissions, and B : V → IR+ is a battery capacity
function.

In the network N , a directed edge (u, v) exists if node u is able to directly
transmit a message to node v, i.e. node v is located within the transmission
range d of node u. An edge-weight w(u, v) of the directed edge (u, v) denotes the
amount of energy consumed to transmit one message from node u to node v. For
example, we could consider w(u, v) = d(u, v)α, where α is a path attenuation
factor, usually taken to be between 2 and 4. However, in our model, we do not
assume any particular relation between the edge-weight and the distance between
the nodes in the physical space. The edge weights are simply part of the input to
the problems, which we consider. The battery capacity B(v) denotes the current
battery power of node v. To support the heterogeneity of nodes in the network,
we allow the initial battery capacities to be different.

In our model, we take into account only the energy consumption of trans-
missions, assuming that in wireless networks the radio frequency transmission
dominates the energy usage. In particular, we do not consider energy consump-
tion for receiving and processing data. We assume that every node shares the
same frequency band and the MAC layer is based on “collision-free” TDMA, so
that transmissions do not interfere with each other.

2.3 Problem Definition

The Rooted Maximum Network Lifetime (RMNL) problem for two communi-
cation patterns, broadcast and convergecast can be defined as follows. The input
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to the RMNL problem is a network N = (V,E,w,B), and a node r ∈ V . For
the broadcast RMNL problem, we assume that every node can be reached from
the node r while for the convergecast RMNL, we assume that the node r can
be reached from every node. The output is a collection of out-arborescences
Tout = {T1, ..., Tk} rooted at r in the case of broadcast, or in-arborescences
Tin = {T1, ..., Tk} rooted at node r in the case of convergecast. In both cases,
the following energy constraints have to be satisfied:

k∑
i=1

w(δoutTi
(v)) =

k∑
i=1

∑
e∈δout

Ti
(v)

w(e) ≤ B(v), for all v ∈ V. (1)

The right-hand side of (1) is the total energy used by node v over k trans-
mission rounds, when the ith transmission round is done according to tree Ti.
The objective of the problem is to maximize k. Since k represents the number
of broadcast (convergecast) rounds, which can be executed within the specified
battery capacities, larger k means longer network lifetime.

As mentioned earlier, the RMNL problems can be classified into two different
variants, the single topology and the multiple topology. In the single topology
variant, the same single out-arborescence (in-arborescence) is required for all k
rounds, i.e. T1 = Ti for all i ≤ k. On the other hand, in the multiple topology
variant, the out-arborescences (in-arborescences) do not have to be identical.
Thus, in this paper, we consider the following four RMNL problems. The inputs
for each of these problems is a network N = (V,E,w,B), and a node r ∈ V .

Single Topology Maximum Network Lifetime Broadcast (STB) problem
compute maximum k and an out-arborescences T rooted at r that satisfy the
energy constraints:

k ·
∑

e∈δout
T (v)

w(e) ≤ B(v), for all v ∈ V. (2)

Multiple Topology Maximum Network Lifetime Broadcast (MTB) problem
compute a maximum-size collection of out-arborescences Tout = {T1, ..., Tk}
rooted at r that satisfies the energy constraints (1).

Single Topology Maximum Network Lifetime Convergecast (STC) problem
compute a maximum k and an in-arborescence T rooted at r that satisfy the
energy constraints (2).

Multiple Topology Maximum Network Lifetime Convergecast (MTC) problem
compute a maximum-size collection of in-arborescences Tin = {T1, ..., Tk} rooted
at r that satisfies the energy constraints (1).

Note that (1) becomes (2) when all k trees are the same.
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3 Weighted Degree Constrained k-Connected Subgraph

We consider the RMNL approximation algirthms proposed by Nutov and Se-
gal’s [15], which find a good k using Nutov’s bicriteria algorithm and binary
search. We give a different analysis of the overall binary search, which leads
to better approximation ratios than the ratios obtained in [15]. Nutov’s algo-
rithm [13] solves a generalized Directed Weighted Degree Constrained Network
Design (DWDCN) problem, where the objective is to compute a minimum cost
directed subgraph that satisfies specified connectivity requirements and weighted
degree constraints. The DWDCN problem is actually more general than we
need, so, as in [15], we consider only two special variants of this problem. One
variant computes a k-edge-connected (outconnected or inconnected) subgraph,
which is used to solve the multiple topology RMNL problems. The other vari-
ant computes a single out- or in-arborescence, which is used to solve the sin-
gle topology RMNL problems. In both cases, the output satisfies the specified
weighted degree constraints. These two special cases of DWDCN are referred to
as Weighted-Degree Constrained k-Outconnected (k-Incconected) Subgraph and
Weighted-Degree Constrained Out-Arborescence (In-Arborescence), respectively,
and can be defined formally as follows.

Weighted-Degree Constrained k-Outconnected (k-Inconnected) Subgraph,
WDCKOS (WDCKIS)
Input: A directed weighted graph G = (V,E,w, b), where V is the set of nodes,
E is the set of edges, w is an edge-weight function w : E → IR+, and b is a
degree bound function b : V → IR+, a root r ∈ V , and a positive integer k.
Output: A k-edge-outconnected from r (k-edge-inconnected to r) spanning
subgraph H of G that satisfies the weighted degree constraints:

w(δoutH (v)) ≤ b(v), for all v ∈ V. (3)

Weighted-Degree Constrained Out-Arborescence (In-Arborescence), WDCOA
(WDCIA)
Input: A directed weighted graph G = (V,E,w, b), where V is the set of nodes,
E is the set of edges, w is an edge-weight function w : E → IR+, and b is a
degree bound function b : V → IR+, and a root r ∈ V .
Output: An out-arborescence (in-arborescence) H of G that satisfies the
weighted degree constraints (3).

We note that WDCOA and WDCIA are actually special cases of the WDCKOS
and WDCKIS problems, respectively, when k = 1. The WDCIA problem can be
solved in linear time in the following ways. For each node v ∈ V , remove from
the graph all edges outgoing from v such that w(e) > b(v). Then check whether
r is reachable from every node in the remaining graph.

Using Edmonds’ theorem stated below, the outputs of the WDCKOS and
WDCKIS problems provide solutions for the multiple topology variants of the
RMNL problems (that is, for the problems, MTB and MTC respectively).
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Theorem 2. [3] Let G = (V,E) be a directed graph with a specified root
r ∈ V . The graph G contains k edge-disjoint spanning out-arborescences (in-
arborescences) rooted at r if and only if G is k-edge-outconnected from r (k-edge-
inconnected to r). Moreover, there is a polynomial time algorithm that computes
such k disjoint arborescences, if they exist.

Edmonds’ theorem says that a directed graph G contains k edge-disjoint out-
arborescences rooted at r if and only if G is k-edge-outconnected from r. There-
fore, if we find a k-edge-outconnected spanning subgraph H of a graph G
that satisfies weighted degree constraints, then Edmonds’ theorem implies that
we can retrieve in polynomial time k edge-disjoint spanning out-arborescences
from H (so, also from G). The fastest known algorithm for computing k edge-
disjoint spanning out-arborescences from a k-edge-outconnected graph runs in
O(|E|k log |V |+ |V |k4 log2 |V |) time [1]. The same applies to k-edge-inconnected
graphs and in-arborescences.

As mentioned in Section 2.1, a graph H contains k edge-disjoint paths from
r to all other nodes if and only if δinH (S) ≥ k for every subset ∅ �= S ⊆ V \{r}.
Therefore, the WDCKOS problem of finding k-edge-outconnected spanning sub-
graph H that satisfies the weighted degree constraints (3) can be formulated as
the following integer program, POS

IP (k, b):

x(δinE (S)) ≥ k, for all ∅ �= S ⊆ V \{r}, cut constraints (C);∑
e∈δout

E (v)

x(e)w(e) ≤ b(v), for all v ∈ V, weighted degree constraints (W );

x(e) ∈ {0, 1}, for all e ∈ E, integer constraints (B).

In the above formulation, for a subset of edge F ⊆ E, x(F ) =
∑

e∈F x(e).
The WDCKIS problem of finding k-edge-inconnected spanning subgraph and

the WDCOA problem of finding an out-arborescence, which satisfy the weight
degree constraints (3), can be similarly formulated as integer programs. For the
former problem, the cut constraints (C) is replaced with

x(δoutE (S)) ≥ k, for all ∅ �= S ⊆ V \{r},

and for the latter problem with

x(δinE (S)) ≥ 1, for all ∅ �= S ⊆ V \{r},

giving integer programs, which we refer to as P IS
IP (k, b) and POA

IP (b), respectively.
It should be clear that kSTB

opt (the kopt for the STB problem) is the largest

k such that POA
IP (B/k) is feasible. For the multiple topology problems, since

the broadcast/convergecast trees do not have to be edge disjoint, we consider a
multigraph Gk instead of graph G. The multigraph Gk is obtained from graph
G by replacing each edge with its k copies, and the integer programs POS

IP (k,B)
and P IS

IP (k,B) are constructed for this multigraph Gk. Now, k
MTB
opt and kMTC

opt
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can be viewed as the largest integers k such that POS
IP (k,B) and P IS

IP (k,B)
are feasible, respectively. Consider the MTB problem (analogous remarks apply
to the MTC problem). By Edmonds’ theorem, we know that the solution for
the integer program POS

IP (k,B), which represents a k-edge-outconnected span-
ning subgraph of Gk, contains k edge-disjoint out-arborescences that satisfy the
energy constraints (1). This implies that there are k out-arborescences (not nec-
essarily edge-disjoint) in the input graph G, which satisfy the energy constraints.
Conversely, if k is feasible for the MTB problem, then POS

IP (k,B) is also feasible.
Nutov’s algorithm [13] for the WDCKOS, WDCKIS, and WDCOA problems

runs in polynomial time, and provides a solution that violates the weighted degree
constraints (3) by at most a factor of β, where β is as given in Theorem 3 below.
The algorithm initially tries to find a basic solution x for the LP-relaxation of
its corresponding integer program. For the WDCKOS problem the following LP-
relaxation POS

LP (k, b) of POS
IP (k, b) is considered (for the WDCKIS and WDCOA

problems analogous LP-relaxations P IS
LP (k, b) and POA

LP (b) are taken):

x(δinE (S)) ≥ k, for all ∅ �= S ⊆ V \{r}, cut constraints (C1);∑
e∈δout

E (v)

x(e)w(e) ≤ b(v), for all v ∈ V, weighted degree constraints (W1);

0 ≤ x(e) ≤ 1, for all, e ∈ E, bounds (B1).

If there is no feasible solution for the LP polytope considered, i.e, the poly-
tope is empty, the algorithm terminates and outputs “UNFEASIBLE”, meaning
that there is no k-edge-outconnected spanning subgraph H of graph G that sat-
isfies the weighted degree constraints (3) (or no k-edge-inconnected spanning
subgraph, or no out-arborescence, in case of WDCKIS or WDCOA problems).
Otherwise, the algorithm iteratively transforms the feasible fractional solution
into an integral solution. The final integral solution satisfies the cut constraints
(C) and violates the weighted degree constraints (3) by at most a factor of β.
Consequently, Nutov’s algorithm yields the following theorem.

Theorem 3. [13] There exists a polynomial time algorithm which for an input
instance of the WDCKOS, WDCKIS, and WDCOA problems computes one of
the following two outcomes.

1. Correctly determines that the polytopes POS
LP (k, b) or P IS

LP (k, b) for the case
of the WDCKOS or WDCKIS problems, or POA

LP (b) for the case of WDCOA
problem, is empty,

2. If the polytope is not empty (the polytope POS
LP (k, b), P IS

LP (k, b), or POA
LP (b)),

then the algorithm finds a k-edge-outconnected spanning subgraph H (WD-
CKOS problem), or k-edge-inconnected spanning subgraph H (WDCKIS
problem), or an out-arborescence H (WDCOA problem) that violates the
weighted degree constraints (3) by at most a factor of β, that is,∑

e∈δout
H (v)

w(e) ≤ β · b(v) for all v ∈ V, (4)

where:
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• β = 6, for the WDCKOS problem.
• β = 4, for the WDCKIS problem.
• β = 5, for the WDCOA problem.

4 Algorithms for Rooted Maximum Network Lifetime

We now show how the weighted degree constraint problems, WDCKOS, WD-
CKIS, and WDCOA can be used to solve the rooted maximum network lifetime
(RMNL) problems. For the sake of simplicity, we focus only on broadcast, that
is on the MTB and STB problems. (A similar approach applies also to the con-
vergecast problem, MTC). We start with the single topology problem (STB),
and then discuss the multiple topology problem (MTB).

Let k+ be the largest integer k such that the polytope POA
LP (B/(β · k)) is

not empty, where B is the battery capacity function in the input for STB and
β is the constant given in the statement of Theorem 1 (k+ = 0, if POA

LP (B/β)
is empty). We find k+ by binary search, checking in each iteration whether a
polytope POA

LP (B/(β · k)) is empty using a polynomial time LP algorithm based
on the ellipsoid method. If k+ = 0, then we return 0. Otherwise, if k+ ≥ 1,
we apply Nutov’s algorithm of Theorem 3 for the WDCOA problem with b =
B/(β ·k+). Since the polytope POA

LP (B/(β ·k+)) is not empty, Theorem 3 implies
that Nutov’s algorithm returns a single out-arborescence. This out-arborescence
and the number k+ (the number of rounds) are the output for the STB problem.
Observe that this out-arborescence is feasible for the STB problem, because for
b = B/(β · k+), the conditions (4) are equivalent to the energy constraints (2):

k+ ·
∑

e∈δout
H (v)

w(e) ≤ B(v), for all v ∈ V.

We will show in Section 5 that always k+ ≥ �kopt/β� (in both cases when k+ = 0
and when k+ ≥ 1).

Now consider the MTB problem, that is the multiple topology variant of the
broadcast RMNL problem. Recall that the integer program POS

IP (k,B) and the
polytope POS

LP (k,B/β) are constructed for the multigraph Gk. Let k∗ be the
largest integer k such that the polytope POS

LP (k,B/β) is not empty. Similarly to
the STB problem, we find k∗ by binary search, checking in each iteration whether
a polytope POS

LP (k,B/β) is empty. If k∗ = 0, we return an empty collection
of trees. Otherwise, if k∗ ≥ 1, we apply Nutov’s algorithm for the WDCKOS
problem to multigraph Gk∗ with b = B/β. Since the polytope POS

LP (k∗, B/β)
is not empty by the definition of k∗, Theorem 3 implies that Nutov’s algorithm
returns a k∗-edge-outconnected spanning subgraphH of graphGk∗ . Observe that
this k∗-edge-outconnected spanning subgraph satisfies the energy constraints (1),
because for b = B/β, the conditions (4) are equivalent to:∑

e∈δout
H (v)

w(e) ≤ B(v), for all v ∈ V.
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From Edmonds’ theorem (Theorem 2), we know that graph H contains k∗

edge-disjoint out-arborescences, and we can retrieve such arborescences in time
polynomial in the size of H . This gives us k∗ out-arborescences (not necessarily
edge-disjoint) in graph G, which satisfy the energy constraints (1). This col-
lection of k∗ out-arborescences in G is the output for the MTB problem. In
Section 5 we will show that k∗ ≥ �kopt/β� (in both cases, when k∗ = 0 and when
k∗ ≥ 1).

It was shown in [15] that for all RMNL problems,

kopt ≤ kmax
dfn
=
∑
v∈V

B(v)

min{w(e) : e ∈ δoutE (v), w(e) > 0} . (5)

Therefore, the binary search for k∗ and k+ can be done over the range [0, kmax],
that is in O(log kmax) iterations.

For the multiple topology problems, we have explained the algorithm in terms
of the multigraph Gk∗ . In this setting, the MTB and MTC algorithm runs in
pseudo-polynomial time because the value of k∗, and consequently the size of
graph Gk∗ , can be exponential in the size of the input graph G. However, the
algorithm can be modified to run in polynomial time by using the capacitated
version of the definition of k-edge-connectivity and the capacitated versions of
the WDCKOS and WDCKIS problems. For a directed graph G = (V,E) with
positive edge capacities and a distinguished root node r, we say that G is k-edge-
outconnected from r if for each node v ∈ V \{r}, there is a flow of value k from r
to v. The capacitated version of WDCKOS asks for a subgraph of a capacitated
graph G, which is k-edge-outconnected from r. In the capacitated case, the
output of Nutov’s algorithm is a directed capacitated spanning subgraph in
which for every node v, there is an integral flow of value k from the root node r
to v (if the corresponding LP polytope is not empty). Now, however, we cannot
apply the “uncapacitated” algorithm of Edmonds’ theorem for computing k out-
arborescences discussed in Section 3. Instead, we can use the polynomial time
algorithm for packing capacitated arborescences given in [6].

5 Analysis of the Algorithms

In this section, we prove Theorem 1, that is, we prove the lower bound of �kopt/β�
on the number of trees returned by the algorithm of Section 4 (we already dis-
cussed in Section 4 that the algorithm returns feasible solutions for the MTB,
MTC and STB problems). From the two multiple topology problems MTB and
MTC we consider only the MTB problem. The analysis for MTC is analogous.
We will consider the STB problem at the end of this section. We refer to the in-
teger program POS

IP and the polytope POS
LP of the WDCKOS problem introduced

in Section 3, dropping the superscript “OS” for simplicity of notation. (Recall
again that these polytopes are defined for the multigraph Gk.)

Lemma 1. If the polytope PLP (k,B) is not empty, then the polytope
PLP (�k/β�, B/β) is also not empty, for any β ≥ 1.
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Proof. Let 〈x(e)〉e∈Ek
be a feasible solution for the polytope PLP (k,B), where

Ek is the set of edges in the multigraph Gk. Let F stand for the set E�k/β�
of edges in the multigraph G�k/β�. We show a feasible solution 〈x〉e∈F for the
polytope PLP (�k/β�, B/β), which is defined by the following constraints:

x(δinE (S)) ≥ �k/β�, for all ∅ �= S ⊆ V \{r}, cut constraints (C2);∑
e∈δout

F (v)

x(e)w(e) ≤ B(v)/β, for all v ∈ V, weighted degree constraints (W2);

0 ≤ x(e) ≤ 1, for all e ∈ F, bounds (B2).

For an edge e ∈ E, let e1, e2, . . . , ek and e1, e2, . . . , e�k/β� be the copies of

e in multigraphs Gk and G�k/β�, respectively. If
(∑k

i=1 x (ei)
)
/β ≤ �k/β�,

then we set x(e1), . . . x
(
e�k/β�

)
in such a way that 0 ≤ x

(
ei
)
≤ 1 for each

i = 1, . . . , �k/β� and
∑�k/β�

i=1 x
(
ei
)
=
(∑k

i=1 x (ei)
)
/β. On the other hand, if(∑k

i=1 x (ei)
)
/β > �k/β�, then we set x

(
ei
)
= 1, for each i = 1, . . . , �k/β�.

It is clear that the solution 〈x(e)〉e∈F satisfies the bounds (B2) and it is
not difficult to see that it also satisfies the weighted degree constraints (W2).
We show now that 〈x(e)〉e∈F satisfies also the cut constraints (C2). Take any

∅ �= S ⊆ V \{r}. If for each edge e ∈ δinE (S),
(∑k

i=1 x (ei)
)
/β ≤ �k/β�, then

x
(
δinF (S)

)
=
(
x
(
δinEk

(S)
))

/β ≥ k/β ≥ �k/β�. On the other hand, if there is

an edge e ∈ δinE (S) such that
(∑k

i=1 x (ei)
)
/β > �k/β�, then x

(
δinF (S)

)
≥∑�k/β�

i=1 x(ei) = �k/β�. �

Lemma 2. The polytope PLP (�kopt/β�, B/β) is not empty.

Proof. The integer program PIP (kopt, B) is feasible. This implies that the poly-
tope PLP (kopt, B) is not empty as the LP-relaxation of PIP (kopt, B). Lemma 1
implies that the polytope PLP (�kopt/β�, B/β) is also not empty. �

Lemma 3. The algorithm for the multiple topology maximum network lifetime
broadcast problem MTB returns a solution with k broadcast trees such that k ≥
�kopt/β�.

Proof. We show that the solution k∗ is at least �kopt/β�. The algorithm for the
MTB problem always returns a feasible solution (either k∗ = 0 or a collection
of out-arborescences, which is feasible for k∗ rounds). By definition, k∗ is the
largest integer k such that the polytope PLP (k,B/β) is not empty. Therefore,
we know that the polytope PLP (k

∗+1, B/β) is empty. From Lemma 2, we know
that the polytope PLP (�kopt/β�, B/β) is not empty. Thus, �kopt/β� < k∗ + 1,
so, �kopt/β� ≤ k∗. �

Lemma 4. The algorithm for the single topology maximum network lifetime
broadcast problem STB returns a solution with k broadcast trees such that k ≥
�kopt/β�.
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Proof. We show that the solution k+ is at least �kopt/β�. The algorithm for the
STB problem always returns a feasible solution (either k+ = 0 or a broadcast
tree, which is feasible for k+ rounds). This implies that if kopt = 0, then k+ = 0
as well. Assume now that kopt ≥ 1. Hence, the integer program PIP (B/kopt) is
feasible. This implies that the polytope PLP (B/kopt) is not empty as it is the
LP-relaxation of PIP (B/kopt). Recall the definition of k+, which is the largest
integer k such that the polytope PLP (B/(β ·k)) is not empty. Therefore, we know
that the polytope PLP (B/(β · (k++1))) is empty. Therefore, kopt < β · (k++1),
so �kopt/β� ≤ k+. �

6 Conclusion

We considered the discrete variant of the Rooted Maximum Network Life-
time (RMNL) problems for broadcast and convergecast under the unidirectional
model. We considered these problems in both single and multiple topology vari-
ants. Our analysis of Nutov and Segal’s [15] algorithms improves approximations
ratios for these problems. Our analysis can be also applied to the Maximum In-
tegral Flows with Energy constraints problem considered in [14]: given a network
N and two nodes s and t, the objective is to find a maximum integral st-flow
that satisfies the energy constraints of the nodes. Our analysis can improve the
approximation ratio of the algorithm given in [14] from 1/16 to 1/4, if kopt is
large.

We conclude with suggestions for some possible further research. One direction
is to investigate whether the approximation ratios which we have obtained can
be further improved. The approach we consider is an iterative process, where
in each iteration the LP-relaxation of an appropriate IP problem has to be
solved. Therefore, this approach seems to have high computational costs for large
networks. Hence, a practical approach for solving the RMNL problems would
be worth further investigation. Another direction is to solve these problems by
distributed algorithms. In this study we have considered a centralized approach,
in which a prior knowledge of the full network topology is assumed. However, due
to the decentralized nature of ad hoc networks, a distributed approach would be
more desirable. It would be also interesting to develop models, which would more
accurately reflect energy consumption in wireless networks and other general
properties of such networks.
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Abstract. Distributed localization algorithms for nodes in ad hoc net-
works are essential for many applications. A major task when localizing
nodes is to accurately estimate distances. So far, distance estimation is
often based on counting the minimum number of nodes on the shortest
routing path (hop count) and presuming a fixed width for one hop. This
is prone to error as the length of one hop can vary significantly. In this
paper, a distance estimation method is proposed, which relies on the
number of shared communication neighbors and applies geometric prop-
erties to the network structure. It is shown that the geometric approach
provides reliable estimates for the distance between any two adjacent
nodes in a network. Experiments reveal that the estimation has less rel-
ative percentage error compared to a hop based algorithm in networks
with different node distributions.

Keywords: Ad Hoc networks, localization, distance estimation.

1 Introduction

Mobile ad hoc networks (MANETs), a network of devices with local communi-
cation ability and without a fixed topology have been more and more subject
to research. In such networks, adding a GPS-receiver to the devices might not
always be desirable, for example due to power consumption or cost issues. In
addition, GPS does not help in indoor or underwater scenarios. Nevertheless,
location-awareness plays an important role such as for the allocation of event
reporting in a monitoring sensor network [1–3], location dependent routing [4–8]
assistance of group querying [9], pattern formation [10, 11] and many more. For
that reason, alternative localization techniques were proposed to derive the lo-
cation of each device in the network (cf. [12–14]).

Many of these algorithms use a small number of so called anchor nodes which
are assumed to know their own coordinates either through a GPS-receiver or
due to a priori configuration. Examples for such algorithms are given in [15–20].
Many of these algorithms rely on an estimate of the distance between each node
and the anchors to calculate the nodes’ coordinates. There are several methods
for estimating distances in ad hoc networks. The most commonly addressed ap-
proach uses the strength of the radio frequency signal [21–24] or the time-of-flight
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analyzes of the signal [25, 26]. Both technique require suitable hardware which
might not always be available. To avoid this problem, mathematical approaches
have been developed, mostly counting communication hops between the node
and an anchor and multiplying this value with an estimate for the width of one
hop [21,27–31]. Different from the existing approaches, the main idea of GeoDE
is based on estimating the distance between two adjacent nodes taking into ac-
count the individual local conditions.

The idea to derive a distance estimate from the number of shared commu-
nication partners was first presented in [32], and later on refined in [33, 34].
In [33] the ratio of shared to total communication partners was used for the
first time and the mapping between this ratio and the distance of two adjacent
nodes was derived through empirical studies. In [34] a first order Taylor series
expansion is applied to approximate the mapping function. Here, an alternative
approach to the approximation in [34] is proposed. Furthermore, a technique
of averaging estimation results between neighbors is introduced and it is shown
that this improves the robustness in non-uniformly, distributed networks. Addi-
tionally, an algorithm is presented to derive long range distance estimation from
the estimates between adjacent nodes which can be used to estimate distances
to remote anchor nodes for subsequent localization, for example using multilat-
eration [15]. Experiments are conducted to analyze the performance of GeoDE
and the influence of identified error sources. GeoDE is examined in two scenarios
(a) computing the distance between any two neighbors in the network and (b)
computing the distance between all nodes and one anchor node. The behavior
of GeoDE is tested in different network scenarios and for varying signal radius
of the devices. The results indicate that the estimation using GeoDE is more
accurate than estimates derived by a hop based algorithm.

The applied model of an ad hoc network assumes randomly distributed de-
vices on a two dimensional obstacle free plane. The devices do not have global
knowledge of the network topology or their locations. Each device can communi-
cate with adjacent devices, i.e. all devices in its neighborhood. The neighborhood
of a device is defined as a physical neighborhood on the plane within a fixed dis-
tance r from the device. The radius r is identical and known to all devices and
assumed to be much smaller than the dimensions of the plane. All devices are
assumed to have the same properties (homogeneous devices), except for anchor
devices which posses knowledge of their own positions. Even though mobility is
not regarded in this paper, the adjustment of the presented distance estimation
algorithm to a mobile network is straightforward.

This paper is structured as follows. In Section 2, the GeoDE algorithm is spec-
ified. Section 3 presents the experiments’ settings and displays and discusses the
results. Section 4 concludes the paper.

2 Distributed Geometric Distance Estimation (GeoDE)

The basic idea of GeoDE is to approximately determine the common surface of
two overlapping communication areas by the ratio of shared to total neighbors.
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j i 

(a)

j i 

(b)

Fig. 1. Two examples for adjacent nodes i, j and their neighborhoods. Nodes with
dotted lines belong to Ni, Grey filled nodes to Nj . Sij are nodes in the shaded area.

Knowing the overlapping surfaceO, the distance between the two communicating
nodes can be derived. The distance can then be used as input for the localization
algorithms presented in Section 1 to obtain coordinates for each device. In this
section, it is shown how to estimate the overlapping surface of the communication
area of two adjacent nodes and the necessary steps to derive an estimate for the
distance between the two nodes. The requirements for the GeoDE algorithm are
that each node knows all its neighbors and can communicate with them. For
node i to derive the distance to its neighbor j applying GeoDE, the neighbors
of node i have to be distinguished with respect to j as follows:

Definition 1 (Classification of Neighbors). Let i, j be two adjacent nodes
and Ni, Nj the sets of nodes situated in the neighborhood of i and j respectively.
The neighbors of i can be categorized with respect to j as:

shared neighbors: Sij := (Ni ∩Nj)

individual neighbors: Iij = (Ni\Sij)

Figure 1 shows two examples for adjacent nodes i and j and the corresponding
classification of their neighbors.

The network structure of two adjacent nodes and their communication areas
can be mapped to the geometrical shape of two overlapping circles. The prob-
lem to determine the distance between the adjacent nodes is hence transfered
to computing the distance between the corresponding circles’ centers. The ratio
of shared Sij to total neighbors Ni of a node i might deliver a good estimate
for the ratio of overlapping to total circular surface area. Assuming this corre-
lation holds, the surface of the overlapping area O can be estimated from the

perspective of node i as O ≈ πr2 · |Sij |
|Ni| .

The circles’ cut surfaceO has the shape of a concave lens or a mirrored circular
segment with surface A (cf. Figure 2), with:

A ≈ 0.5 · πr2 · |Sij |
|Ni|

(1)

When two circles of the same surface overlap, the cut’s surface O should be
inverse proportional to the distance d between the circles’ centers. The segment
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Fig. 2. Geometric characteristics
of two overlapping circles
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Fig. 3. Relation of θ to Δ and the approxi-
mated third-degree polynomial function f

surface A can be calculated from a known radius r and a segment height h using
the standard equation (2):

A = r2 arccos(1− h

r
)−
√
2rh− h2(r − h) (2)

With known A and r one could try to derive the value of h from equation (2).
The segment height h can be mapped to the distance d between the circles’
centers with known r. The distance between the center of the circle and the
chord is equal to r − h. Therefore, the distance between the two centers can be
obtained by:

d = 2 · (r − h) (3)

Resolving Equation (2) to h is not feasible. In [34] the first order Taylor series
expansion is used to approximate equation 2 but with the following considera-
tions an alternative solution is possible. As Equation (2) depends on h and r
there is no 2-dimensional representation that could be approximated by using
regression. Nevertheless, the following considerations help to solve this problem.
The height h of a segment can be described as a ratio θ of the circle’s radius r
and the segment area A is a portion of half the circle’s surface:

θ =
h

r
(4) Δ =

A

0.5 · πr2 (5)

In the following we show that Δ and θ are independent of r with the result that
the relationship between Δ and θ can be approximated using regression.

The standard equations (7) and (6) describe A and h depending on r and
angle α (cf. Figure 2).
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A =
r2

2
· (α− sin(α)) (6) h = r · (1− cos(

α

2
)) (7)

Substitution A and h by rearranging Equations (5) and (4), it becomes appar-
ent that Δ and θ only depend on α, which has a fixed value range, but are
independent from r.

The relation of Δ and θ can be approximated using regression. Figure 3 shows
data points (Grey line) and the approximated third-degree polynomial function
f : Δ→ θ (dotted line) derived through polynomial regression. Apparently, f is
an almost perfect approximation of the relationship between Δ and θ.

From the approximated function f , an estimate for the segment height h and,
thus, the distance d can be calculated with known Δ:

d = 2r(1− 2 · f(Δ)) (8)

As stated before, A can be estimated from the relation between shared neighbors
Sij to total neighbors Ni which can be computed locally using Equation (1).

Putting it all together, Equation (9) calculates the distance estimate d̂ij for
node i to its adjacent neighbor j, given the number of shared neighbors |Sij |,
total neighbors |Ni| and r.

d̂ij = r · (a · ( |Sij |
|Ni|

)3 + b · ( |Sij |
|Ni|

)2 + c · ( |Sij |
|Ni|

) + e))) (9)

Using regression to determine the polynomial f and further computations, the
coefficients of the above equation can be estimated as follows:

a = 3.90 b = −4.16 c = 3.04 e = 0.04

2.1 Evaluation of GeoDE

The accuracy of the proposed GeoDE approach depends on two factors. Firstly,
the approximation of A using Equation (1) depends on the distribution of neigh-
bors in the communication area as well as the neighborhood size Ni, secondly,
the approximation of function f using polynomial regression is a source of error.

The assumption underlying the GeoDE approach is that the number of nodes
within an area of the environment can be mapped to the size of this area. This
is a critical assumption when the distribution of nodes is imbalanced. As a re-
sult the ratio of shared to individual neighbors might not reflect the relation
of overlapping to total circular area anymore. Figure 1(b) illustrates this effect.
Also, the neighborhood size Ni determines the possible precision for estimating
Δ. There are |Ni| + 1 possible estimates for the ratio of segment surface area
to total area Δ. The margin between these values is 1

|Ni| . The resulting possi-

ble absolute error for the estimation of Δ lies within the interval [0, 1
|Ni| ). From

Equation (8) and (9) the maximum absolute distance estimation error induced
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Fig. 4. The approximation error of function f

by a small neighborhood size can be calculated as ε ∈ [0, (28a+12b+4c)r) with
|Ni| = 1 and Δ → 1. The impact of the nodes’ distribution is assessed in the
experiments shown in Section 3.

The other source of error concerns the approximation of function f . Figure 4
shows the deviation between the approximation f(Δ) and the corresponding cal-
culated values of θ for different values of θ. Also, the approximation error using
first order Taylor series expansion as suggested in [34] is printed for comparison.
As Figure 4 indicates, the approximation error of function f is at most of 0.04,
which leads to a maximum absolute distance estimation error of 0.16r. The actual
error depends on the ratio of height h to radius r and, as the height is coupled with
the distance d. It follows that estimating the same distance with different radii r
can lead to different estimation errors. Nevertheless, at least for θ < 0.9 the error
using the polynomial approximation is smaller than using the first order Taylor
series as suggested in [34].

2.2 Distributed GeoDE Algorithm for Ad Hoc Networks

In principle, the distance estimate d̂ij can range between 0 and r as the cen-
ters of two overlapping circles have a maximum distance of 2r. This ignores the
fact, that adjacent nodes can have a maximum distance of r to be able to com-
municate. Therefore, using this concept in a network, d̂ij can be restricted to
a maximum value of r. This corresponds to a limited height h ∈ [0.5r, r] and,
therefore, the approximation error of function f is limited to the section high-
lighted in Grey in Figure 4.

As neighborhoods of i and j, Ni and Nj , commonly differ in size (cf. Figure 1
for an example), node i and node j calculate different estimates for the distance
between them. An improved approximation can be obtained when node i and
node j exchange their estimates via communication and calculate the average of
d̂ij and d̂ji.
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This leads to the following algorithm computed by node i to estimate its
distance to the adjacent node j using the GeoDE approach:

Algorithm 1. CalcDistToNeighbor(i, j)

// Computing the distance between i and a neighbor j
Input: node i and node j
Output: estimated distance d̂ij
1: Ni = set of neighbors nodes
2: Ask neighbor j to send its set of neighbors Nj

3: Compute the shared neighbors Sij

4: Let x :=
|Sij |
|Ni|

5: d̂ij = r · (3.90 · x3 − 4.16 · x2 + 3.04 · x + 0.04)
6: Limitation: If (d̂ij > r) Then d̂ij = r
7: Averaging: Ask j for d̂ji and if available compute d̂ij = 0.5 · (d̂ij + d̂ji)

To transfer the presented concept to a long range distance estimation between
a node i and an anchor node a, all distances along the shortest path between
both nodes are aggregated. The assumption is that all nodes in the network
estimate their distance to the anchor node a, which is the case for all eligible
localization algorithms (cf. Section 1). The distance between a node i and an
anchor a can be computed using Algorithm 2.

Algorithm 2. CalcDistToAnchor(i, a)

// Computing the distance between i and an anchor a
Input: node i and node a
Output: estimated distance d̂ia
1: Ni = set of neighbors of node i
2: If anchor (a ∈ Ni) Then d̂ia =CalcDistToNeighbor(i, a)
3: Else search for neighbor k closest to a:

Ask all neighbors j ∈ Ni for their estimate d̂ja = CalcDistToAnchor(j, a), j)
Find neighbor k with minimal estimate: k = argmin(d̂ja, j)

4: Compute distance to k: d̂ik =CalcDistToNeighbor(i, k)
5: Aggregate distances: d̂ia = d̂ik + d̂ka

End If

For comparison, in [15], the distance d̂ia between a node i and the anchor a
is estimated as:

d̂ia = (

∑
j∈Ni

hja + hia

|Ni|+ 1
− 0.5) · r (10)

hia denotes the hop count of node i to the anchor a.
Note that in both algorithms each node’s calculation depends on other nodes’

results. Therefore, the algorithm has to be executed iteratively before a stable
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(a) Scenario 1 (b) Scenario 2 (c) Scenario 3

Fig. 5. Positioning according to a uniform random distribution (a), a Gaussian random
distribution (b), and evenly distributed nodes (c)

estimate is achieved. The necessary number of executions is subject to the neigh-
borhood size and the number of nodes that lie on the shortest path between i
and a. In mobile networks the algorithm can be executed repeatedly to dynami-
cally compute the distance estimate considering changes in the locations of node
i or a respectively.

3 Experiments

GeoDE relies on the idea that the ratio of shared to total neighbors can be used
as an estimate for the ratio of overlapping to total surface of the communica-
tion area. In this section experiments are presented to evaluate whether this
assumption holds for a variety of network topologies. The second part of the
experiments concerns the usage of the GeoDE approach to estimate distances to
anchor nodes. The results are compared with the results of the hop count based
approach presented in [29].

For the experiments a 2-dimensional square environment of size 1.0 x 1.0
units containing 1000 nodes is considered. The neighborhood size and the dis-
tribution of nodes is expected to influence the quality of GeoDE. Therefore,
three different scenarios for the nodes’ distribution in the environment are con-
sidered. Two randomly distributed networks are investigated using a uniform
random distribution in Scenario 1 and a Gaussian random distribution in Sce-
nario 2. In Scenario 3, the nodes are evenly positioned in a grid-like shape (cf.
Figure 5). These scenarios were selected to investigate the influence of imbal-
anced distribution of neighbors in the communication area. In addition, different
values for the communication radius r were tested to investigate the influence
of the neighborhood size which was identified to be a potential source of error
(cf. Section 2.1).

3.1 Distance Estimation between Neighbors

In the first set of experiments, every node estimates its distance to all adjacent
nodes using the GeoDE approach. For comparison, the average distance between
adjacent nodes in the considered scenarios is taken as reference. To evaluate
the quality of the estimates, the mean absolute percentage error (MAPE) is
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(a) Scenario 1 (b) Scenario 2

(c) Scenario 3

Fig. 6. MAPE using the geometric approach (Geo) compared to the error when using
the average distance as an estimate (Simple)

calculated as MAPE(d̂ij) =
|dij−d̂ij |

dij
, where dij denotes the euclidean distance

between a node i and its neighbor j and d̂ij denotes the estimate of that distance.
The MAPE gives information about the relative deviation of the estimate with
respect to the real distance. As nodes near the border of the environment have
a cropped communication area, all experiments were repeated using only inner
nodes in order to illustrate the influence of border nodes on the network’s average
estimation error.

The results for Scenario 1 are shown in Figure 6(a). The GeoDE delivers es-
timation results ranging between 40% up to approximately 15% (10% for inner
nodes) deviation from the real distance which is consistently less error-prone
than estimating the distance using the average of the network. The results indi-
cate that the GeoDE approach delivers reliable estimates for distances between
adjacent nodes. Furthermore, the quality of the estimation improves with in-
creasing communication radius r. This can be explained by the entailed growth
of the number of neighbors.

Figure 6(b) shows the MAPE for distance estimation between any two adja-
cent nodes in a Gaussian random distributed network. In contrast to what one
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might intuitively expect, the geometrical estimation performs even better as in
uniformly random distributed networks despite the imbalanced distribution of
nodes. The reason lies in averaging the estimates of both involved nodes. An
unbalanced distribution of nodes leads to an overestimation in one node and
an underestimation in the other node which may, under certain circumstances,
provide a good estimate on average. Another factor for the less error-prone es-
timates in the Gaussian distributed network is the larger average neighborhood
size due to the concentration of nodes in the center of the environment.

For scenario 2, it is further noticeable, that the percentage error does not
decrease continuously with rising radius r, which seemed to be the case for
uniformly random distributed networks. Instead, the curve has a convex shape.
This is due to the approximation error of f . As stated before, the estimation error
induced by approximating the function f depends on θ, i.e. the ratio of height
h to radius r. For all experiments θ ranges between (0.61, 0.69), thus the closest
zero-error point θ∗ lies approximately at θ∗ = 0.745 (cf. Figure 4). Figure 7 shows
the average percentage deviation for all considered node distributions and radii
from this zero-error-point. The experiments with Gaussian distributed nodes
diverge stronger with increasing radius than the experiments with uniformly
random distributed nodes, which explains the convex behavior of the MAPE
curve.

Fig. 7. Percentage deviation between θ
and θ∗

Fig. 8. Sample standard deviation for
GeoDE between neighbors

Figure 6(c) shows the results for Scenario 3. Intuitively one would expect a
similar MAPE as in uniformly random distributed networks, as the distribution
of nodes is very balanced in both scenarios. Nevertheless, this does not appear
to be the case at first sight, but when looking at the trendline (black dotted
line) the behavior is quite similar. The oscillating error can be explained by the
step-like increase of the average distance d due to the symmetric arrangement
(cf. Figure 9) in combination with the afore mentioned distance dependent error
of the approximated function f .

Figure 8 illustrates the sample standard deviation for the previously presented
experiments. It shows that the standard deviation is relatively small compared
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Fig. 9. Average distances between adjacent nodes in networks with different distribu-
tions depending on the communication radius r

(a) Scenario 1 (b) Scenario 2

(c) Scenario 3

Fig. 10. MAPE for geometric versus traditional approach on long distance estimation
including standard sample deviation

to the estimates using the average distance. This further substantiates the ob-
servation that the geometric concept is successfully transferred to the network
topology delivering reliable estimates for each regarded distance estimation and
not only on average for the whole network.

3.2 Distance Estimation to Anchor Nodes

The second set of experiments has the objective to evaluate the GeoDE concept
for the estimation of distances to anchor nodes. Therefore, an anchor node is
randomly chosen in each experiment iteration and all other nodes estimate their
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distance to this anchor node according to Algorithm 2 (cf. Section 2.2). For com-
parison, the hop count based distance estimation described in [29] is used. This
method has been successfully used for localization in [15] and does not require
more than one anchor node for distance estimation as opposed to the DV-hop
propagation model in [27].

Figure 10(a) shows the MAPE for Scenario 1, using the uniform random distri-
bution for node positioning. Figure 10(b) for Scenario 2, the Gaussian randomly
distributed network and Figure 10(c) for Scenario 3, with evenly distributed
nodes. It can be observed that the GeoDE approach leads to less error-prone es-
timates than the hop count based estimation for all considered distributions and
radii. Furthermore, it should be noted that even the sample standard deviation
is much less or equal to the MAPE of hop count based estimates. This confirms
that the GeoDE approach is a consistent improvement in distance estimation for
all considered ad hoc network scenarios and radii.

4 Conclusion and Future Work

This paper presents a new approach for a distributed distance estimation in
an ad hoc network. The method relies on the ratio of shared to total neigh-
bors and applies geometric coherences to the network structure. Three sources
for error in the GeoDE approach were identified and, where possible, quanti-
fied. Experiments were conducted to investigate the absolute percentage error of
the distance estimates in three different network scenarios: uniformly random,
Gaussian random, and evenly distributed nodes. The results were compared to a
hop count based estimation approach, showing that the GeoDE reliably delivers
more precise estimates. This observation was consistent for all investigated com-
munication radii and node distribution scenarios. Furthermore, even the sample
standard deviation for GeoDE is close to the average percentage error of the hop
count based approach and lies below it for some considered experiment settings.
In future work, the GeoDE method is to be investigated for the usage in localiza-
tion algorithms. We expect to improve the accuracy of the established coordinate
system with the GeoDE as a great part of the error in finding coordinates is due
to inaccuracy in distance estimation. Besides, the robustness of the algorithm is
to be tested under mobile conditions.
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Abstract. New Wireless Sensor Networks (WSNs) applications are
emerging with new requirements such as reliability and respect of time
constraints. The underlying mechanisms such as MAC and routing must
handle such requirements. To meet timing constraint, it is necessary to
bound the hop-count between a node and the sink and the time it takes
to do a hop. Thus, the end-to-end delay can be bounded and the com-
munications are real-time. Due to the efficiency and scalability of greedy
routing in WSNs and the financial cost of GPS chips, Virtual Coordinate
Systems (VCSs) for WSNs have been proposed. A category of VCSs is
based on the hop-count from the sink, this scheme leads to many nodes
having the same coordinate. The main advantage of this system is that
the hops number of a packet from a source to the sink is known. Neverthe-
less, it does not allow to differentiate the nodes with the same hop-count.
For reliability purpose we propose to select forwarder nodes depending
on how they are connected in the direction of the sink. In order to be
able to do so we need a metric that gives information on hop-count, that
allows to strongly differentiate nodes and gives information on the con-
nectivity of each node. As this metric is linked to physical organization
of the network it can be viewed as a virtual coordinate. In this paper
we propose a novel hop-count-based VCS which aims at classifying the
nodes having the same hop-count depending on their connectivity and
at differentiating nodes in a 2-hop neighborhood. Those properties make
the coordinates, which also can be viewed as a local identifier, a very
powerful metric which can be used in WSNs mechanisms. We evaluate
the performances of our solution theoretically and by simulation.

1 Introduction

In this paper we focus on low convergecast traffic WSNs applications where
alarms from source nodes must reach the sink in a bounded time with a given
reliability. We can cite for example volcano monitoring [11] and forest fires de-
tection [15] applications.

The WSNs mechanisms such as MAC, routing and data aggregation (before
the alarm is forwarded toward the sink) need to have capabilities to handle such
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critical applications. Our approach to the time constraint problem is to bound
the hop-count between a node and the sink and the duration of one hop. So
the end-to-end delay can be bounded. The bound on the hop duration implies
that the MAC mechanism avoids packet collisions. Thus, the nodes have to be
strongly differentiated to be able to make a decision on which node accesses the
medium at a given time. At routing layer, the length of any path between a
source and the sink has to be known and bounded in order to give guaranties on
end-to-end delay. In convergecast networks the hop-count-based solutions such
as [14] allow this. Nevertheless it does not allow to differentiate the nodes for
forwarder selection because many nodes have the same hop-count. If nodes are
not differentiated it can lead to packet duplications for example. For reliability
purpose, the forwarder selection should be based on node’s connectivity and the
nodes having more neighbors in proportion with smaller hop-count should be
preferred. In data aggregation context, a node that gathers the data is needed.
The choice of this node must be deterministic to avoid unbounded delays. A
metric or coordinate is needed for these mechanisms to be able to make such
decisions.

In this paper we propose a 1-D coordinate which aims at responding to the
aforementioned requirements. The key ideas of our proposition are to classify
the nodes having the same hop-count and strongly differentiate them in a 2-hop
neighborhood. We do not need to differentiate the nodes in the whole network
because MAC and routing mechanisms are usually localized at a 2-hop neigh-
borhood level. At MAC level it is due to the hidden terminal problem and at
routing layer a node must choose a forwarder belonging to its neighbors. Our
proposition uses only local information in order to build the coordinate thus it
is scalable.

In Section 2, an overview of the advantages and drawbacks of existing solutions
for WSNs is presented. In Section 3, the theoretical reflexion followed to construct
the coordinate is explained and possible issues it can induce are discussed. A the-
oretical analysis of the coordinate is done in section 4. In section 5, a practical so-
lution to construct the coordinates is given. In Section 6, simulations results are
presented and the performances of the algorithm and coordinates are discussed.
Section 7 concludes on the presented work and lists future works.

2 Related Work

In the last years, many VCSs have been proposed. This can be explained by the
fact that greedy routing has been proven to be very efficient in WSNs mainly
because of its stateless characteristic. The first propositions [7] [2] were based
on geographic coordinates. The issue with these solutions is the high financial
cost of a GPS chip which has to be integrated in every node of the WSN.
Moreover, the lack of accuracy in the position of the nodes can induce bad
performances of greedy routing [12]. These problems led to solutions based on
virtual coordinates because the exact location of all the nodes is not necessary.
A VCS can be Cartesian [10] or based on anchors [4] [3]. In the first case, the
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virtual coordinates of the nodes are given in the same space as the real ones. In
the last case, the coordinates are given in distance from anchor nodes (thus if
there are n anchors the node is placed in a n-dimension space). A special case of
the last type is the 1-dimension system based on the hop-count from the sink.
It is used in convergecast networks [14].

A solution based on a Cartesian system is proposed in [10]. First, perimeter
nodes are identified and are being given coordinates. Then, each node iteratively
updates its coordinates with the center of gravity of its neighbors’ coordinates.
Nodes others than perimeter ones are initially placed at the center of the area
and move toward the borders of the network. [13] improves this scheme by con-
structing the coordinates during the runtime. Moreover, it does not need to
detect perimeter nodes and it considers the sink as the center of the coordinates
system. With those systems it is difficult to know the routing path length and
connectivity information cannot be deduced from the node’s coordinate.

Anchors-based VCSs were proposed in [4] and [3]. Anchors nodes broadcast
messages which contain a counter incremented at each hop. For example, in a
case where there are three anchors, by listening to these messages a node can
determine its virtual coordinates (V 1, V 2, V 3) where V 1 (resp. V 2 and V 3) is
the minimum number of hops from anchor 1 (resp. 2 and 3) to the given node.
As we are interested in convergecast networks, we focus more on 1-D anchor
systems with the sink being the anchor [8] [14].

VPCS (Virtual Polar Coordinates System) [8] can be classified in 1-D anchor
systems because each node has a coordinate corresponding to its number of hops
from the sink. But, another coordinate corresponding to an angle range is added.
A tree representing the network connectivity is built with the sink node as its
root. Each node has an angle range and divides it between its sons. This scheme
has the advantages of giving the information about hop-count and of differenti-
ating the nodes with the angle parameter. Nevertheless, this last parameter is
not physically meaningful because two contiguous angles may be attributed to
two different nodes which are not neighbors. The solution is centralized thus not
scalable (the sink must know the whole topology). Moreover, a change in the
topology induces a reconstruction of a part of the tree which can be costly in
energy.

In [14], the authors propose GRAB which uses the hop-count as a cost-field.
This cost-field can be seen as a 1-dimension VCS, it represents the cost for a node
to reach the sink. Each node is assigned its distance to the sink, in number of
hops, as a coordinate. Packets are routed using gradient-routing which consists
in choosing the link with the highest gradient, the gradient being defined by the
difference between the cost-fields of two nodes. As many nodes with the same
hop-count can hear the packet, the selection of the forwarder can be based on a
random value, and multiple forwarders can be elected, creating multiple paths.
The advantages of such a solution are, that the number of hops to reach the
sink is known, and multiple path leads to more reliability. Nevertheless GRAB
does not give information on the physical organization of nodes having the same
hop-count. SGF [6] and LQER [5] propose similar schemes. In SGF only one
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forwarder is chosen. LQER adds information on the link quality. Both solutions
suffer from the same drawbacks of GRAB.

Among the VCSs proposed in the literature, none can give information on the
cost in hop numbers from any given node to the sink and strongly differentiate
the nodes in a 2-hop neighborhood at the same time, with the differentiation
depending on the connectivity of the node. For these reasons we propose a new
VCS which provides those properties. It facilitates the development of many new
mechanisms for WSNs.

3 Problem Statement and Proposition

3.1 Problem Statement

In order to be as general as possible we assume that the sensor nodes have a
limited amount of energy. The radio is half duplex and mono-channel and the
nodes have no information on their geographic position. In this context the aim
of our solution is to provide a 1-D coordinate that should give information about
the physical position in term of hop-count of a node from the sink and classify the
nodes having the same hop-counts. The coordinate should also allow to strongly
differentiate nodes in a 2-hop neighborhood. Our solution should be scalable and
energy-aware in order to be deployable in WSNs.

3.2 Methodology

The production of the coordinates is separated into two steps, the first is data
generation from a theoretical model. The second step is the mapping of the
theoretical data on the network in order to give coordinates to the nodes. We
detail those two steps in the next paragraphs.

Key Ideas. Our system is composed of only one coordinate that is calculated
in function of the number of hops to the sink and an offset that is computed
from theoretical data. In the theoretical calculations, we suppose that radio links
are perfect (Unit Disk Graph model) and that nodes’ repartition is dense and
homogeneous, these hypothesis are relaxed during the performances evaluation.
So in a hop-count-based VCS, nodes having the same hop-count form rings cen-
tered on the sink. The aim of this coordinate is to give information on the hops
number and to classify the nodes within a given ring and in a 2-hop neighbor-
hood. The key idea is to have a coordinate which strongly differentiates nodes in
a 2-hop neighborhood and which has a physical meaning in the ring. Nodes with
proportionally more neighbors in the lower ring should be classified before ones
having proportionally less neighbors in the lower ring (the lower rings being the
ones nearest to the sink). Classification is done in function of the connectivity
of the nodes with the different rings.
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Theoretical Model. Our reflexion is based on the Unit Disk Graph (UDG)
model, this hypothesis is relaxed during the performances evaluation. The coor-
dinate is constructed by using the information on the number of hops from the
sink (noted n) and an offset in a ring as depicted on Fig.1, R being the radio
range. The formula used to compute the coordinate of the node p is:

coordp = (n− 1) ∗R+ offset with offset < R

The offset is used to classify the nodes within a ring. We assume that each node
knows its hop-count and the number of neighbors it has at each ring (in n− 1, n
and n+1, n being the ring of the considered node). The algorithm used in order
to obtain this information is described further. The node then computes the
percentage of neighbors it has at each ring and uses this information to compute
the offset. The idea is to find a mapping between these percentages of neighbors
at each ring and the offset of the node in the ring. This is achieved by producing
theoretical data where the percentages of neighbors are replaced by percentages
of areas of the theoretical range of the considered node in each theoretical ring
as shown in Fig.1 (percentages of areas A, B and C corresponding respectively
to percentages of neighbors in ring n − 1, n and n + 1). We insist on the fact
that those areas are theoretical because in reality the range of a node may not
be a perfect disk and the rings may not be perfect. Nevertheless, this theoretical
data can actually be used to compute an offset.

Fig. 1. Theoretical model

Fig.1 shows that the offset parameter is directly linked to the values of A, B
and C areas so we can find functions of the type f(offset) = A, g(offset) = B
and h(offset) = C. This is done by calculating one area in function of the posi-
tion of the node in the ring n. For example, the area A is given by the following
integral:
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On the same principle we can compute C, B is given by πR2 − A − C. We see
that for a given offset we obtain values of A, B and C so by dividing these
areas by the area of the theoretical range we deduce the offset in function of the
percentages of areas A, B and C. The principle is then to map the percentages
of neighbors on the percentages of areas and thus being able to give an offset to
each node.
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We can notice that two nodes in the same 2-hop neighborhood having the
same percentages of neighbors at each ring are given the same coordinate. From
now we refer to this situation as a coordinate collision. The theoretical analysis
and the evaluation sections show that, even if this situation can occur, it is
actually very rare.

Mapping Issues. At this point we have a function that links the percentages of
areas with the offset. The aim is then to give a coordinate to each node. A node
knows the percentages of neighbors it has at rings n−1, n and n+1 (noted %(n−
1), %n and %(n+1)). So we have to link those percentages of neighbors with the
area percentages. This is done with a projection of the neighbors percentages
values on the areas percentages.

In reality a node can have percentages of neighbors that do not fit the the-
oretical values, for instance if a node does not have any neighbors in its own
ring (Fig.1 shows that area B is never null with 0 ≤ offset < R). This implies
that the space of neighbor percentages values is larger than the area percentages
one. Fig.2 represents the plane of neighbors percentages, the plane corresponds
to %(n− 1) + %n+%(n + 1) = 1 and the curve which links %A, %B and %C
is contained in the plane (because %A+%B +%C = 1). The projection of the
values of the plane on the curve leads to nodes which have different neighbors
percentages being given the same areas percentages and thus the same offset as
pictured in Fig.2 (with points p and q). This issue is mitigated by the addition
of the euclidean distance of the projection (noted d) to the offset so:

offset′ = offset+ d and coord = (n− 1) ∗R+ offset′

Fig. 2. Curve that links %A, %B and %C values



1-D Coordinate Based on Local Information for MAC 49

Table 1. Notations used in Theorem 1 proof

Symbol Signification

p1 and p2 Points in the neighbors percentages space
offset1 and offset2 Respectively the offset of p1 and p2 after the projection but

before the addition of the projection distance.
d1 and d2 Respectively the projection distances of p1 and p2
Δoffset Distance between two consecutive values in the discrete offset

space.

Theorem 1. The addition of the projection distance resolves some collisions
without adding more if the offset values space is discrete and theoretical con-
secutive offset values are separated by at least the maximum projection distance
(Δoffset ≥ d).

Proof. We do a proof by contradiction, the notations are detailed in Table 1.
Let’s suppose the addition of the projection distance creates a collision. It means
that two points (p1 and p2), which do not get the same offset (offset1 and
offset2 with offset1 < offset2) end with the same offset′ because of the
addition of the projection distances. It is possible if we have d1 = offset2+d2−
offset1. We know that offset2 − offset1 ≥ Δoffset, because Δoffset is the
distance separating two consecutive offset values, so offset2 − offset1 + d2 >
Δoffset and we conclude that d1 > Δoffset which is a contradiction.

In practice a WSN’s node embeds a table that contains discrete values of the
curve f(%A,%B,%C) = offset. The point calculated with the percentages of
neighbors is projected on the nearest point in the theoretical data table, the
corresponding offset is given to the node and the projection distance is then
added to the offset. This technique allows to have a relatively low granularity of
the theoretical data because the addition of the distance prevents collisions. This
property is interesting because the WSNs’ nodes have generally a low memory.

In theory, collisions can occur in two cases: either because nodes in the same 2-
hop neighborhood have the same percentage of neighbors in each ring or because
the projection distance is the same. In practice the calculations of the percentages
and the projection distances are done with a finite precision, that induces more
collision. We analyze those issues in the next sections.

4 Theoretical Analysis of the Solution

In this section we analyze the theoretical probability of obtaining coordinate
collisions. To do so, we characterize the coordinate space in the neighborhood of
a node and compute the expected number of pairs of nodes which have the same
coordinate and are in the neighborhood of one node. We assume that the nodes
are distributed randomly on a plane, that a node in ring n always has at least one
neighbor in ring n−1 (%(n−1) > 0) and that the coordinate is chosen randomly
by using the uniform distribution. This last statement implies that we assume
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that the positions of the neighbors of the nodes being in the neighborhood of
the same node are independent. Intuitively it is not the case because two nodes
that are very close in distance tend to have very similar neighborhoods. So this
assumption leads to more probabilities that nodes can differentiate themselves.
Also, we do not take into account collisions due to the projection in this part,
it means that only the nodes having the same proportions of neighbors are in
a coordinate collision. These hypothesis imply that we are taking into account
less collisions in the theoretical analysis than the ones that can occur in reality.
Nevertheless this analysis is useful to evaluate the quality of our proposition.

4.1 Coordinate Space Characterization

First, we characterize the coordinate space. The nodes can differentiate them with
their proportions of neighbors in each ring. We consider a node with k neighbors
which all have also k neighbors. Each node has a given proportion of neighbors in
rings n−1,n andn+1. The combinations of proportions in each ring represent the
coordinate space. The number of accessible proportions depends on the number of
neighbors. If a node has 2 neighbors it can have 0% or 50% of them in ring n (100%
is impossible because it always has at least one neighbor in ring n − 1), if it has 3
neighbors it can have 0%, 33% or 66% in ring n. Thus the cardinal of coordinate
space (notedN) increases with the number of neighbors.We note that the possibil-
ities of having different proportions in a ring depend on the proportions in the other
rings. For example, if a node has 3 neighbors and it has 33% of them in ring n−1, it
can have 33% in ringn and 33% in n+1, or 66% in n and 0% inn+1, or 0% in n and
66% inn+1 leaving no other possibilities. Sowe have%(n−1)+%n+%(n+1) = 1
which can be written

m
1

k
+ o

1

k
+ p

1

k
= 1

m+ o+ p = k

with k the number of nodes in a neighborhood, m ∈ [1, k] and o, p ∈ [0, k]
respectively the numbers of neighbors at n − 1, n and n + 1. If m is fixed we
have k −m = o+ p so

o = (k −m) and p = 0
or o = (k −m− 1) and p = 1
...
or o = 0 and p = (k −m)

⎫⎪⎪⎬
⎪⎪⎭ k −m+ 1 possibilities

We sum the number of possibilities for each value of m:

k∑
m=1

k −m+ 1 = k + (k − 1) + ...+ 1 =
k(k + 1)

2

Thus the cardinal of coordinate space (noted N) is

N =
k(k + 1)

2

This argument holds if we fix o or p first.
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4.2 Expected Number of Coordinate Collisions

In this section we compute the expected number of collisions in function of the
number of neighbors of the nodes in the network (noted k). In a neighborhood of
k nodes, the probability that a given node i has the same coordinate of a node j
is 1

N if we assume that we pick the coordinate following a uniform distribution.
Let Xij be a random variable such that Xij = 1 if there is a collision between
i and j and Xij = 0 otherwise, thus X =

∑
i=j Xij is a random variable that

represents the number of 2-collisions seen by a node which has k neighbors. We
have E[X ] =

∑
i=j E[Xij ] with E[X ] being the expected number of collisions.

E[X ] =

(
k
2

)
1

N
=

k!

2!(k − 2)!

2

k(k + 1)
=

k − 1

k + 1

because N = k(k + 1)/2. We also can notice that

lim
k→+∞

k − 1

k + 1
= 1

Fig. 3. Expected number of collisions in function of the size of a neighborhood

Fig.3 represents the plot of the expected number of collisions E[X ] in function
of the number of neighbors k. The curve is always under the value 1 which
means that the expected 2-collisions number is bounded by 1. The expected
number of coordinate collisions in a 2-hop neighborhood does not depend on the
average degree of the network. Nevertheless, in reality there are more collisions
on average, as it is described in section 6. This is due to the collisions induced by
the projection as mentioned in previous section, the fact that the repartitions of
the neighbors of nodes that are neighbors are not independent and also because
of the use of finite precision number in the implementation which is described
in section 6. The result is still interesting because it shows that the number of
collisions should be stable whatever the density of the network is.
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5 Practical Construction of the Coordinate

In this section we focus on how the nodes can gather information about their
hop-counts and the percentages of neighbors they actually have in the different
rings.

5.1 Coordinates Initialization Algorithm

The nodes use a duty-cycle [9] mechanism. They alternately wake up and go into
sleep state. This mechanism reduces the amount of energy consumed during the
initialization of the coordinates.

During the initialization a node obtains information about in which ring it is
and the number of neighbors it has in the different rings. The algorithm describes
the exchanges of information among the nodes at MAC level. There are two
versions of the algorithm, one synchronous were the nodes know when their
neighbors wake up and another asynchronous in which they have no information
on wakeup dates. Here we will describe only the asynchronous algorithm since the
synchronous is the same without the part which synchronizes the nodes (because,
in this case, they are assumed to be synchronized by another mechanism).

The sink begins the algorithm, it starts the initialization process which then
progresses from the sink toward the border of the network. The algorithm is
described for a node at ring n. The nodes are synchronized with a long preamble
[9]. Nodes at n − 1 ring send a preamble used to synchronize nodes at rings
n− 1 and n. Then there is a slotted contention period where the nodes at ring
n− 1 chose randomly a slot (using a uniform distribution). They send a packet
containing their ring number. It allows the nodes at ring n to know in which
ring they are (the ring number they receive in the messages plus one) and by
counting the number of packets received they deduce the number of neighbors
they have at ring n− 1. The process is repeated with nodes at layer n and n+1
thus at the end of three contention periods a node knows its ring number and
the number of neighbors it has at ring n− 1, n and n+ 1.

5.2 Energy Consumption

The nodes have to listen to three contentions periods in which they receive
packets from their neighbors at the different layers. They send a packet only
once. Thus the energy consumed during the initialization is the energy needed
to listen during three contention periods and to send one packet plus the energy
used for the synchronization. The use of a global synchronization or of a long
preamble (respectively synchronous or asynchronous version) depends on the
application. If global synchronization is needed by the mechanisms which use
the coordinate, it could also be used for the construction of the coordinate.

5.3 Coordinate Update Discussion

WSNs have a dynamic nature: the neighborhood of a node can change due
to node deaths or due to changes in the radio environment. In this case the
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coordinates lose their relevance. The coordinates have thus to be updated with a
frequency which depends on the network’s dynamic. The update can be out-band
i.e., the initialization algorithm is being run periodically or it can be in-band,
i.e., the update is integrated to the MAC or routing scheme (these protocols
generally need information on the neighborhood so updates can be done on the
fly). The in-band solution should be preferred in our opinion, because it induces
less overhead and thus less energy consumption.

6 Performances of the Coordinates

Simulations are performed with the discrete events simulator for WSNs, WS-
Net [1]. We simulate a network of dimensions 50x50 square units with the sink
at (25,25) the communication range is 10 (we chose a relatively small simulation
area because it limits the simulations duration : we can have a high increase
of the network average degree with a relatively low increase of the number of
nodes). We simulate with two different propagation models, the free space prop-
agation model which corresponds only to the path loss without shadowing or
fading (but there are still packet collisions), this allows to test our algorithm
with a perfect channel. The second is the log-normal shadowing model which
has been proven [16] to be very suited to model real wireless links in the case
of WSNs. We simulate the initialization protocol previously described with 50
to 750 nodes placed randomly. It represents from 3 to 5 hops depending on the
topologies. We simulate the asynchronous version of the initialization protocol.

(a) Free space model (b) Log-normal shadowing model

Fig. 4. Average number of collision seen by a node with 95% confidence interval in
function of network density

Our goal is to study the number of coordinate collisions induced by the method
used to construct the coordinate. Nevertheless, in the simulator the coordinate
is represented by floating point numbers with finite precision which can induce
collisions. Although collisions which do not come from our construction method
appears, they have to be taken into account because real life implementations
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will also use finite precision numbers to store the coordinate. Here we study the
impact of the network density on the number of coordinate collisions seen by a
node.

6.1 Perfect Radio Links

Fig.4(a) represents the average number of collisions seen by a node for a given
number of neighbors, for a given node we count the number of pairs of its neigh-
bors having the same coordinate (i.e. the number of collisions it sees). This
number does not depend on the network density in the case of free space prop-
agation model. It confirms the theoretical results of section 4 with the average
number of collisions being higher than the expected number in the analysis. This
is due to our hypothesis in section 4 and the previously cited sources of coordi-
nate collisions (projection, finite precision, etc) that we do not take into account
in the theoretical analysis. From this observation we can tell that our solution
better classifies nodes in dense networks because a node sees less collisions in
proportion. The mean coordinate collisions number is near 2 which means that
on average a node has 2 pairs of neighbor nodes that have the same coordinate.
Thus for a node with 10 neighbors it is 40% of its neighbors and for a node with
100 it is 4%. The curves for highest densities are not very representative because
there are few nodes with above 90 neighbors in our simulations, this explains
the end of the curve.

6.2 Unreliable Radio Links

Fig.4(b) shows that in the case of log-normal shadowing propagation model the
average of collision number seen by a node is slightly less than in the case of free
space propagation model with almost the same 95% confidence interval and it
does not significantly grows with the network density.

As stated previously those collisions are an issue because we want to use the
coordinates to discriminate nodes in a 2-hop neighborhood. On the other hand
there are few collisions (we see that at least 95% of the number of collisions
for any number of neighbors between 20 and 90 is below 3 with both propaga-
tion models). The solution we propose can be used on real radio chips because
performances on unreliable radio links are similar to those with perfect channel.

7 Conclusion and Future Works

In this paper, we propose a new VCS which allows to address MAC and routing
issues in WSNs. We especially focus on mechanisms which need reliability and
the respect of time constraints. Our approach of the problem leads us to produce
a solution based on the hop-count, which differentiates the nodes in a 2-hop
neighborhood while giving an information on their connectivity with the other
hop-count rings. The theoretical background is presented and potential issues
are discussed, the main issue being coordinate collisions. The theoretical analysis
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shows that the expected number of collisions converges to a small value when
the network density grows. A coordinate construction algorithm is proposed and
the theoretical predictions are verified by simulation. We thus conclude that our
solution actually provides a good node differentiation in a 2-hop neighborhood.
We also conclude that our solution is better for dense WSNs because there are
less coordinates collisions in proportion.

Since our final aim is to provide WSNs MAC and routing mechanisms with
reliability and the ability to respect time constraints, in the future we will use
the characteristics of the coordinate in such mechanisms.
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Abstract. Assume that n directional antennae located at distinct points in the
plane are rotating at constant identical speeds. They all have identical range and
sensor angle (or field of view). We propose and study the Rotating Antennae Cov-
erage Problem, a new problem concerning rotating sensors for the uninterrupted
coverage of a region in the plane. More specifically, what is the initial orientation
of the sensors, minimum angle, and range required so that a given (infinite or
finite) line or planar domain is covered by the rotating sensors at all times? We
give algorithms for determining the initial orientation of the sensors and analyze
the resulting angle/range tradeoffs for ensuring continuous coverage of a given
region or line in the plane with identical rotating sensors of given transmission
angle and range. We also investigate other variants of the problem whereby for a
given parameter T (representing time) there is no point in the domain that is left
unattended by some sensor for a period of time longer than T . Despite the appar-
ent simplicity of the problem several of the algorithms proposed are intricate and
elegant. We have also implemented our algorithms in C++ and the code can be
downloaded on the web.

Keywords and Phrases: Angle, Antenna, Constant Speed, Coverage, Flood-
lights, Rotating, Sensors.

1 Introduction

Assume n directional antennae with identical range and beam width and located at dis-
tinct points in a planar finite or infinite domain. The antennae are rotating continuously
at constant identical speeds. A point in the domain is called covered by a sensor if it is
within the range and coverage area of at least one of the n sensors. The domain may
well represent a critical region all of whose points need to be covered so as to monitor
important events (such as animal migration, military activity, navigation guidance, etc.)
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which is taking place within this domain. In this setting it is required that specific events
that may occur at some point within this domain be detected, located and reported by
at least one of the sensors at all times. More specifically we consider the following
Rotating Antennae Coverage Problem concerning the monitoring of a region.

Assume we are given a finite or infinite planar region. We have n sensors mod-
elled as directional antennae with given identical ranges and beam widths. The
sensors are rotating continuously with constant identical speeds. We are con-
cerned with providing an algorithm for determining the initial orientation of the
antennae so as to ensure that no point in the domain is ever left unmonitored at
any time. In addition, we are also interested in algorithms for attaining optimal
antennae angle/range tradeoffs for accomplishing this monitoring task.

In a further (and natural) generalization, we may also be interested in two additional
parameters. 1) Gap Time T: for some real number T ≥ 0, it is required that specific
events that may occur at some point in this domain be detected, located and reported by
at least one sensor within any specified time interval whose length does not exceed a
certain gap T , and 2) Number of Monitoring Antennae k: for some integer k ≥ 1, every
point in the region is monitored by at least k antennae at all times. We use the notation
RACk(T ) to denote this Rotating Antennae Coverage problem with monitoring time T
and number of monitors k. When k= 1 we use the abbreviation RAC(T ), when T = 0 the
abbreviation RACk, and when both k = 1,T = 0 we simply use the abbreviation RAC. In
particular, in RACk we want to ensure that every point in the region is always monitored
by at least k sensors at all times. Thus, despite the fact that the coverage provided by
each individual sensor may be intermittent (due to limitations on the antenna angle
and range) and may result in insufficiently covered “corridors” within the plane region
during the antenna rotation, the coverage provided by the ensemble of all the rotating
sensors when taken together guarantees complete coverage of the region at all times.

To address the Rotating Antennae Coverage problem we propose a rotation model
whereby directional antennae rotate at constant identical speeds in the same direction.
This same model could also be used if it was required to locate the activities and report
events if sensors were also location aware (i.e., they knew their geographic coordinates).

1.1 Preliminaries, Definitions, and Notation

In the sequel we define our coverage problem precisely and provide basic terminology,
definitions and notation. Throughout the paper we assume that we have n identical di-
rectional sensors. Each sensor consists of a rotating directional antenna with range (also
called radius) r > 0, beam width (also called angle) 0≤ φ ≤ 2π that rotates around its
apex (which is at a fixed position) with constant speed in clockwise order. All antennae
rotate in the same direction at constant identical speeds. The antennae are set at some
initial orientation (determined by an algorithm) that depends on the particular location
of its sensor in relation to the remaining sensors in the set of points. The coverage area
of a sensor at time t is the circular sector of radius r and angle φ determined by the
sensor during its rotation at time t. A point in a given planar region R , is called covered
at time t if it is within the range of at least one of the n sensors at time t. We study the
problem of covering R with a set of rotating directional sensors of identical angle φ
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and range r. We distinguish two types of sensors: 1) directional sensors with given an-
gle and finite range, for example, video cameras, and 2) directional sensors with given
angle but unlimited (or infinite) range, which we refer to in the sequel as floodlights.

Note that although floodlights (i.e., sensors with infinite range) may not be techni-
cally realistic, nevertheless they will prove to be quite convenient in subsequent dis-
cussions in that they will simplify proofs and mathematical presentation. With these
explanations in mind we are ready to give the main definitions.

Definition 1 (Angles Φr(P,R ) and Φ(P,R )). Let P be a set of points in the plane and
R be a planar region. Let Φr(P,R ) be the infimum over all angles φ ≤ 2π such that
if sensors of angle φ and range r are located at the points P then there is an initial
orientation of the sensors so that the whole region R is covered at all times under
continuous rotation of the directional antennae. For the case of floodlights we have
infinite range r =+∞ in which case we use the notation Φ(P,R ).

Definition 2 (Angles Φr(n,R ) and Φ(n,R )). Let R be a region in the plane. Let
Φr(n,R ) be the infimum over all Φr(P,R ) where P is any set of n directional sen-
sors in the plane. For the case of floodlights we have infinite range r = +∞ in which
case we use the notation Φ(n,R ).

We note that although in the sequel we will be assuming that the sensors lie in the
region R under consideration the definitions make sense even without this assumption.
A similar definition can be given for covering a line L (i.e., only for points located
on the line) using rotating antennae and the corresponding notation is Φ(n,L). The
coverage problems we are interested in can be formulated precisely as follows.

Problem 1. Determine the beam width Φr(P,R ) such that there is an initial orientation
of the sensors in P with range r so that the whole region R is covered under continuous
rotation of the directional sensors. Similar problem for Φ(P,L).

Problem 2. Determine the beam width Φr(n,R ) such that there is an initial orienta-
tion of n directional sensors with range r so that the whole region R is covered under
continuous rotation of the directional sensors. Similar problem for Φ(n,L).

We will see in the sequel that the coverage problems for infinite and finite range are
related. As usual, ∠(ABC) denotes the angle between the line segments AB and BC.
Assume we have a point K = (x,y). For any angle ρ define the point Kρ = (x,y)+ reiρ.

Definition 3 (Rotating Antenna Sector). Consider a directional antenna located at a
point K with beam width φ and radius r as it rotates clockwise. We define as follows the
sector delimited by the antenna at time t.

-Let FK(r,ρ;0) denote the initial sector defined by the sensor when its orientation is
ρ; this is the circular sector defined in a circle of radius r, centered at K and delimited
by the radii KKρ and KKρ+φ.

-At time t the sensor will rotate by an angle of t radians. Let FK(r,ρ; t) denote the
circular sector at time t which is defined in a circle of radius r, centered at K and
delimited by the radii KKρ−t and KKρ−t+φ.
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Although we omit the details, a similar definition can be given when r is infinite and we
simply denote the sector defined by the sensor located at the point K by FK(ρ; t). Ob-
serve that the orientation at time t is invariant to the initial orientation, i.e., FK(r,ρ; t) =
FK(r,ρ− t;0).

1.2 Related Work

There exists research in computational geometry that is somewhat related to our prob-
lem. For example, the art gallery problem which is concerned with placing the minimum
number of guards in a planar domain so as to cover a given region or perimeter and
has been studied in various different settings. For the art gallery problem, Chvatal [2]
proved that n/3 guards are always sufficient and sometimes necessary to guard a simple
polygon with n vertices and later Fisk [3] gave a shorter proof. In these works, guards
have an omnidirectional field of view. For additional details on art gallery problems the
reader is referred to [7,9], as well as to [4] for a more recent randomized algorithm
for sensor placement in a simple polygon. Closely related is research with floodlights
which corresponds to our antenna model with fixed angle but infinite range. For exam-
ple, [11] proposes the problem of illuminating the plane with floodlights and proves that
the infinite plane can be illuminated with n floodlights if and only if the sum of angles
is at least 2π.

There is extensive literature in mobile and sensor networks concerning coverage,
e.g., see [10,1]. The k–coverage problem with isotropic sensors was studied in [6]. In
[12] and [5] the authors studied the k-coverage problem and the relationship between
coverage and connectivity. Additional research can also be found in [8].

It is important to point out that all the literature mentioned above differs from our
setting in that the antennae are static while we are concerned with a dynamic model of
rotating antennae.

1.3 Results of the Paper

We provide several algorithms depending on the number of points and their relative
location that determine for a given set of points in the plane the initial orientation of
the sensors, as well as minimum angle, and range required so that a given (infinite or
finite) line or planar domain is covered at all times regardless of the fact that the sensors
are rotating. We give algorithms for determining the initial orientation of the sensors
and study angle/range tradeoffs given that the sensors rotate with identical speeds and
have a given field of view and range. Section 2 is concerned with lattice configurations,
and Section 3 with arbitrary configurations of points in the plane. In both cases we
consider algorithms for orienting the antennae so as to cover a given line or region
provided the sensors are located in lattice configurations or arbitrary positions in the
plane. In Section 4 we look at other variants of the problem for a given parameter T
(representing the gap time) whereby no point in the domain is left unattended by a
sensor for a period longer than T . Several of the algorithms proposed are intricate and
elegant. We conclude with discussion of open problems. The main results of the paper
are summarized in Table 1, for infinite, and Table 2 for finite antennae, respectively.
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Table 1. Summary of results with finite range. We use the notation rDT(P) = 2maxu,v(d(u,v) :
{u,v} ∈ DT (P)), where DT (P) is the Delaunay Triangulation of the set of points.

Points P in Range Beam Width

Line L of size r r Φr(P,L) = 3π
n

Lattice L of size m×n r ≤ 2max(n,m)/3 Φr(P,L)≥ 2π
r

Lattice L of size m×n r ≤ 2max(n,m)/3 Φr(P,CH(L))≥ 2π√
r2−1

General Position rDT(P) Φr(P,CH(P))≥ π

Table 2. Summary of results with infinite range. We use the notation Hu(L) to denote the upper
half-plane determined by L .

Points P in Coverage Region Beam Width

Line L L Φ(P,L) = 3π
n

Line L Hu(L) Φ(P,Hu(L)) = 3π
n

General Position Plane P Φ(2,P ) = 2π
General Position Plane P Φ(3,P ) = π

2 Lattice Configurations

In this section we consider sensors located in lattice positions, namely the 1× n and
m× n grid.

2.1 Infinite Line

Theorem 1. For any set P of n≥ 2 floodlights on a line L we have that Φ(P,L) = 3π
n .

Proof. Without loss of generality assume that the line L to be covered is horizontal. Let
P = {p0, p1, ..., pn−1} be the set of n sensors on the line L and let the points be such
that the x-coordinate of pi is less than the x-coordinate of pi+1, for i = 0,1, . . . ,n− 2.

First we prove that an angle of 3π
n is always sufficient. Let the initial orientation of

the sensor at pi be Fpi(i ·3π/n;0), for i = 0,1, . . . ,n− 1; see Figure 1. We define a dual
plane as follows: each sensor i is the circular sector of a unitary circle C delimited by
i · 3π/n and (i+ 1) · 3π/n, and at time t, the line L is represented as a directed line

segment
−→
L such that

−→
L crosses the center of C and the head of

−→
L forms an angle t

with the horizontal; see Figure 2a.

Fig. 1. Initial orientation of the directional sensors on L
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t

c

a, b

(a) Orientation at t.

a

b

(b) If Φ(n,L) < 3π
n , L is not always

fully covered.

Fig. 2. Directional sensors at a unique point

In the dual plane, sensors are static while it is the line L that rotates all the time. The
orientation

−→
L of L preserves the sensor rotations in the original plane. The head of

−→
L

represents ∞ and the tail represents−∞ in the original plane.
Since the sum of the angles is 3π, the circular sector [0,π) of C in the dual plane is

always covered by two sets S1,S2 ⊆ P of sensors while the circular sector [π,2π) of C
in the dual plane is covered by one set S3 ⊆ P of sensors. Observe that each sensor in S3

is between S1 and S2 in the original plane. Let a ∈ S1, b ∈ S2 and c ∈ S3 be the sensors
that cover a segment of

−→
L at time t in the dual plane. If a and b cover the head of

−→
L , c

covers the tail. Therefore, L is fully covered by c and b in the original plane. Similarly,
if a and b cover the tail of

−→
L , c covers the head. Therefore, L is fully covered by a and

c in the original plane.
Now we prove that an angle of 3π

n is always necessary. Assume on the contrary that
the sum of angles is less than 3π. Therefore, there exists a time t when only two sensors,
say a and b, cover a segment of

−→
L in the dual plane as depicted in Figure 2b. Assume

a covers the tail and b covers the head of
−→
L in the dual plane. Therefore, L is fully

covered in the original plane. However, at time t + π, a covers the head and b covers
the tail of

−→
L in the dual plane. Therefore, the line segment ab of L in the original

plane is not covered. This contradicts the assumption. The pseudocode is presented in
Algorithm 1.

Algorithm 1. Initial orientation of sensors on a line L that covers L .

input : {p0, p1, ..., pn−1} : sensors on the horizontal line
output: Initial orientation of {p0, p1, ..., pn−1}

1 Let the x-coordinate of pi be less than the x-coordinate of pi+1;
2 for i← 0 to n−1 do
3 Orient the antenna at pi as Fpi(i ·3π/n;0);

This completes the proof of the theorem. �

Observe that if L is finite, then it is sufficient to use a range equal to the length of L .
Thus, we have the following corollary to Theorem 1 when L is finite.
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Corollary 1. For a set P of n ≥ 2 sensors on a line L of length r, we have that
Φr(P,L) = 3π

n .

2.2 Rectangular Lattice

Theorem 2. Consider a set P of nm directional sensors located in a lattice L of size
m× n and let the antennae have range r such that max(n,m)≥ �3r/2�. Then, we have
that Φr(P,L)≥ 2π

r .

Proof. Assume without loss of generality that n≤m. It is sufficient to orient the anten-
nae and provide coverage for a single row of the lattice and apply the result to each row
so as to cover each point in P; see Figure 3.

r

r

Fig. 3. r = 6, a lattice of size n = 9 and the initial positions

We orient (i, j)-th sensor as Fpi, j(r, j ·2π/r;0). To prove that L is covered, consider
a pair of sensors pi, j and pi,k at distance �3r/2�. Since m ≥ �3r/2�, such a pair exists.
Furthermore, there are 3r/2 sensors between pi, j and pi,k. Observe that the sensors be-
tween pi, j and pi,k are oriented consecutively as Corollary 1. Therefore, the line segment
pi, j pi,k is always covered. The pseudocode is presented in Algorithm 2. This completes
the proof of the theorem. �

3 Planar Configurations

In this section we consider configurations of sensors in the plane and study coverage
for half-plane, infinite plane, and the convex hull of a set of points.

Algorithm 2. Initial orientation of sensors on a lattice L of size m×n that covers
L .

input : P,r: P points on a lattice of size m×n such that max(n,m)≥ �3r/2�
output: Initial orientation of P

1 for i← 0 to n−1 do
2 for j ← 0 to m−1 do
3 Orient the antenna at pi, j as Fpi, j(r, j ·2π/r;0);



Uninterrupted Coverage of a Planar Region with Rotating Directional Antennae 63

3.1 Covering the Half-Plane

First we consider orientation algorithms for covering a half-plane determined by an
infinite line. We say that two sensors a and b with sensor angle φ form a dark corridor
at time t if Fa(ρ;t)∩Fb(ρ+φ;t) = /0.

Lemma 1. Let a and b be two directional sensors of angle φ on a horizontal line.
Assume that the initial orientations of the antennae at a,b are Fa(π;0),Fb(π− φ;0),
respectively. Further, assume that the x-coordinate of a is less than the x-coordinate of
b. If 0≤ t ≤ π, the intersection of the sensors covers a circular sector 2φ. If π < t < 2π,
they leave a black corridor.

Proof. Let la, lb,ra and rb be the left and right rays that define the wedges of the sensors
at a and b respectively. Let h be the horizontal. At time t, ∠(ra,h) = π− t, ∠(la,h) =
π+ φ− t, ∠(rb,h) = π− φ− t and ∠(lb,h) = π− t. Observe that ∠(ra,rb) = −φ and
∠(lb, la) = φ. Therefore, when π < t < 2π, the rays of ra and lb do not intersect, i.e.,
Fa(π; t)∩Fb(π− φ;t) = /0 since the x-coordinate of a is less than the x-coordinate of b
and a black corridor is formed; see Figure 4b. However, when 0≤ t ≤ π, ra intersects lb
since the x-coordinate of a is less than the x-coordinate of b. Consider the intersection
point x between ra and lb; see Figure 4a. It is not difficult to see that la and rb determine
a coverage wedge incident to x of angle 2φ. �

a b

φ φ

2φ

x

ra

lb
la rb

h

(a) 0≤ t ≤ π

a
b

φ
φ

(b) π < t < 2π a dark corridor is
formed

Fig. 4. Two directional sensors

Theorem 3. For a set P of n≥ 3 floodlights on a line L and the upper half-plane Hu(L)
determined by L we have that Φ(n,Hu) =

3π
n .

Proof. We will prove that the initial orientation depicted in Figure 1 of Theorem 1 also
covers the half-plane Hu(L) determined by L . Similarly to the proof of Theorem 1
we assume that L is horizontal and the x-coordinate of the sensor pi is less than the
x-coordinate of the sensor pi+1, for all i = 0,1, . . . ,n− 2. As before, we define a dual
plane as follows: 1) each sensor i is the circular sector of a unitary circle C delimited
by i · 3π/n and (i+ 1) · 3π/n, 2) at time t, the line L is represented as a directed line

segment
−→
L such that

−→
L crosses the center of C and the head of

−→
L forms an angle t

with the horizontal, and 3) the upper half-plane Hu(L) determined by L is represented

by the left half-plane determined by
−→
L ; see Figure 2a.
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In the dual plane sensors are static and L rotates during the time. The orientation
−→
L

of L preserves the sensor rotations and the upper half-plane Hu of the original plane.
Since the sum of the angles is 3π, the circular sector [0,π) of C in the dual plane

is always covered twice and the circular sector [π,2π) of C is covered once. Let S1 be

the set of circular sectors that covers the head of
−→
L and let S2 be the set of circular

sectors that covers the tail of
−→
L . Observe that either |S1| = 1 and |S2| = 2 or |S1| = 2

and |S2| = 1. We will prove that there exists an increasing subsequence p j, p j+1, ..., pi

so as by Lemma 1 it covers the left half-space determined by
−→
L . If |S1|= 1, let pi ∈ S1

and p j ∈ S2 such that j is the min label in S2. Otherwise if |S1| = 2, let pi ∈ S2 and
p j ∈ S1 such that j is the min label in S1. Since j < i, the increasing subsequence is
determined by the sensors p j, p j+1, ..., pi.

To prove the bound is tight, assume by contradiction that Φ(n,Hu(L)) < 3π/n; see
Figure 2b. Since Φ(n,Hu)< 3π/n they cover less than 3π. Therefore, there exists a time

t such that only two sensors fully cover
−→
L . Assume a covers the tail and b covers the

head of L . Therefore, L is fully covered. However, at time t +π, a covers the head and
b covers the tail of L . Therefore, the line segment ab is not covered. This contradicts
the assumption. This completes the proof of the theorem. �
Observe that if the points are uniformly distributed in the lower line of a rectangle of
size l× 1, it is sufficient to have a range equal to

√
l2 + 1. Thus, we have a corollary to

Theorem 3.

Corollary 2. For a set P of n ≥ 2 sensors uniformly distributed in the lower line of a
rectangle R of size l× 1, we have that Φr(P,R ) = 3π

n ; where r =
√

l2 + 1.

Theorem 4. Assume we are given a set P of mn directional sensors of radius r located
in a m× n lattice L where min(n,m) > 1 and max(n,m) ≥ �3r/2�. Let CH(L) be the
convex hull of L . Then, we have that Φr(P,CH(L))≥ 2π√

r2−1
.

Proof. Without loss of generality assume that m≥ n. Let pi, j be the sensor at row i and
column j for 0≤ i < n and 0 ≤ j < m. Orient pi, j as Fpi, j(r, j · 2π√

r2−1
;0); see Figure 5.

To prove that it is always sufficient, consider a pair of sensors pi, j and pi,k in the row

i< n−1 at distance

⌈
3
√

r2−1
2

⌉
. Since m≥

⌈
3r
2

⌉
, such a pair always exists. Furthermore,

there are

⌈
3
√

r2−1
2

⌉
sensors between pi, j and pi,k. Observe that the sensors between pi, j

and pi,k are consecutively oriented as Corollary 2. Let R(pi, j, pi+1,k) be the rectangle
formed by pi, j and pi+1,k. From Corollary 2 R(pi, j, pi+1,k) is fully covered with range

r since

⌈
3
√

r2−1
2

⌉
2π√
r2−1

> 3π. We give below the pseudocode of the main algorithm.

This completes the proof of the theorem. �

3.2 Covering the Plane

Next we consider antennae orientation algorithms for covering the entire plane. The
case of coverage with two antennae is simple, but coverage with three antennae turns
out to be quite intricate and elegant.
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r

r

Fig. 5. r = 4, a grid of size 4×9 and the initial position

Algorithm 3. Initial orientation of sensors on a lattice L of size m×n that covers
CH(L).

input : P,r: P points on a lattice of size m×n such that n≥ �3r/2�
output: Initial orientation of P

1 for i← 0 to m−1 do
2 for i← 0 to n−1 do
3 Orient the antenna at p j,i as Fpj,i(r, i · 2π√

r2−1
;0);

Theorem 5. Let P be the entire plane. We have that Φ(2,P ) = 2π.

Proof. Assume by contradiction that ω := Φ(2,P )< 2π; see Figure 6.
Let p1, p2 be two floodlights of angle ω. Assume that there is an initial orientation

of p1 and p2 such that every point in the plane is covered at all times. However, there

Fig. 6. Φ(2,P ) = 2π
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exists an uncovered wedge w1 forming an angle 2π−ω emanating from p1 and another
uncovered wedge w2 forming an angle 2π−ω emanating from p2. Clearly, at some time
t as the sensors rotate with identical constant speeds the sensor p2 will be within the
wedge w1. But then it is not difficult to see that a planar region is left which is covered
by neither p1 nor p2, which is a contradiction. �

Theorem 6. Let P be the entire plane. We have that Φ(3,P ) = π.

Proof. Let p,q,r be three directional sensors in the plane. If the sensors are collinear
then the initial configuration depicted in Figure 7 can be easily seen to be correct.

q rp

Fig. 7. Initial orientation for three sensors in collinear position

Therefore we may assume, without loss of generality, that the three sensors are not in
collinear position. Further we may assume that the line segment pr is horizontal and
q is above pr. Let C be the circumcircle C of p,q,r. Orient p as Fp(l;0), where l is
the tangent of C at p, q as Fq(π+∠(qpr);0) and r as Fr(0;0) as depicted in Figure 8a.
Consider any point a in the circumference of C of pqr. Observe that the angle that each
sensor forms with a is equal to the arc; see Figure 8b. Therefore, they intersect at a. It
can be verified that when a is in the arc pr, qr leave an uncovered wedge with apex at
p. However, p covers the uncovered wedge. When a is in the arc rq, the roles change
to p,q and r respectively and when a is in the arc qp, the roles change to pr and q
respectively. This proves the upper bound if the points are not collinear.

Assume now that p,q,r are collinear. Without loss of generality assume that they are
on a horizontal line and the x-coordinate of q is greater than the x-coordinate of p and
smaller than the x-coordinate of r. Orient p,q,r as Fp(0;0), Fq(π;0) and Fr(0;0). By
Lemma 1, p and q cover the plane at time t < π and q and r cover the plane at time
π≤ t < 2π.

To prove that the bound is tight, assume by contradiction that Φ(3,P ) = π− ε. As-
sume that at time t the sensors cover the plane. Therefore, there exists a point a in the
coverage area of p where two line wedges incident to q and r intersect since two sensor
cannot cover the plane as depicted in Figure 8c. However, a is not covered at time t +π
since Φ(3,P ) = π− ε. �

Theorem 7. Let P be a set of n≥ 3 points in general position and CH(P) be the convex
hull on P. We have that Φr(P,CH(P)) ≥ π where r is twice the longest edge of the
Delaunay Triangulation of P.

Proof. Consider the Delaunay triangulation DT (P) of P. Let G be the dual graph of
DT (P) where each triangle�(u) of DT (P) is a vertex u in G and two vertices u,v are
adjacent in G if and only if �(u)∩�(v) �= /0 in DT (P). Observe that unlike Voronoi
diagrams, there is no vertex in the dual for the outer face and G is not planar. Let I be
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(a) Initial orientation.
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(b) Initial orientation.
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Fig. 8. Three points covering the plane

a maximal independent set of G. For each vertex u ∈ I we orient the directional sensors
that form the triangle�(u) as in Theorem 6. Let r be twice the longest edge of DT (P).
We claim that r is always sufficient to cover CH(P). To prove the claim assume on the
contrary that it is not sufficient. Therefore, there exists a time where a triangle �(v)
is not fully covered. From Theorem 6, v is not a neighbor of u ∈ I since the sensors
of �(u) cover all the adjacent triangles at all times. Therefore I is not maximal. This
contradicts the assumption. �

4 Coverage with Gap Time at Most T

In this section we study a variant of the problem in which we allow points to be un-
covered for a period of time no longer than T . Let Φr(P;R ,T ) be the infimum over
all angles φ ≤ 2π such that if sensors of angle φ and range r are located at the points
then there is an initial orientation of the sensors so that every point is left uncovered
for a period of time no longer than T < 2π under continuous rotation of the directional
sensors. We will prove that in fact the two problems are equivalent.

Theorem 8. Φr(P,R ;T ) = Φr(P,R )−T

Proof. Assume an initial orientation of the sensor in P with angle Φr(P,R ). For each
sensor p of P, we will show how to orient p with angle Φr(P,R )−T such that every
point is uncovered for a period of time no longer than T . Let Fp(r,ρ;0) be the initial
orientation of p with angle Φr(P,R ) such that R is fully covered at all times. Let the
initial orientation of p as Fp(r,ρ+ T ;0) with angle Φr(P,R )− T We claim that the
initial orientation does not leave any point unattained for longer than time T . Assume
on the contrary that there exists a point a such that it is uncovered for a time greater than
T . Therefore, a is not covered by any sensor pi with angle Φr(P,R ). This contradicts
the assumption. �

5 Software

We implemented our algorithms in C++ to confirm our results. The programs can be
downloaded from http://people.scs.carleton.ca/∼omponce/floodlights/index.html.

http://people.scs.carleton.ca/~omponce/floodlights/index.html
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6 Conclusion and Open Problems

We have studied the problem of determining the initial orientation of rotating directional
sensors so as to ensure uninterrupted coverage of a planar region under continuous ro-
tation of the antennae. We studied the problem in several settings, including sensors
located in lattice and arbitrary configurations as well as for various types of regions.
Several open problems remaining concern angle/range tradeoffs. Additional problems
concern determining tight bounds on the angle Φ(P) for arbitrary and specific config-
urations of points P, e.g., points in convex position, etc. In this paper we proved that
Φ(n,P ) is equal to 2π for n = 2, and equal to π for n = 3. However, nothing non-trivial
is known for n ≥ 4. Additional interesting questions arise by considering alternative
settings concerning the speeds and rotation directions of the antennae, as well as k-
coverage whereby k antennae are required to monitor all points at all times.
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Abstract. As wireless and 3G networks become more crowded, users
with mobile devices have difficulties in accessing the network. Oppor-
tunistic networks, created between mobile phones using local peer-to-
peer connections, have the potential to solve such problems by dispersing
some of the traffic to neighboring smartphones. Recently various oppor-
tunistic routing or dissemination algorithms were proposed and evaluated
in different scenarios emulating real-world phenomena as close as possi-
ble. In this paper we present an experiment performed at the Politehnica
University of Bucharest in which we collected social and mobiltity data to
evaluate opportunistic routing and dissemination algorithms. We present
an analysis of our findings, highlighting key social and mobility behavior
factors that can influence such opportunistic solutions. Most importantly,
we show that by adding knowledge such as social links between partici-
pants in an opportunistic network routing and dissemination algorithms
can be greatly improved.

1 Introduction

Opportunistic mobile networks consist of human-carried mobile devices that
communicate with each other in a store-carry-and-forward fashion, without any
infrastructure. Compared to classical networks, they present distinct challenges.
In opportunistic networks, disconnections and highly variable delays caused by
human mobility are the norm. The solution consists of dynamically building
routes, as each node acts according to the store-carry-and-forward paradigm.
Thus, contacts between nodes are viewed as an opportunity to move data closer
to the destination. Such networks are therefore formed between nodes spread
across the environment, without any knowledge of a network topology. The
routes between nodes are dynamically created, and nodes can be opportunis-
tically used as a next hop for bringing each message closer to the destination.
Nodes may store a message, carry it around, and forward it when they encounter
the destination or a node that is more likely to reach the destination.

In order for researchers to be able to implement dissemination algorithms for
opportunistic networks, real-life traces can be used to offer information about
the patterns that people carrying mobile devices follow. Traces are taken using
different types of mobile devices for various kinds of communication as well as for

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 69–82, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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different scenarios. This paper describes a social tracing experiment that took
place between November and December 2011 at the Politehnica University of
Bucharest and the way it was implemented. Furthermore, we analyze the results
obtained and try to gather information that may be relevant in designing a good
dissemination algorithm for opportunistic networks.

In an opportunistic network, the members are people that carry mobile de-
vices. These people are organized into communities, according to common pro-
fessions, workplaces, interests, etc. Generally, members of the same community
interact with each other more often than with members of outside communities,
so the community organization should be taken into consideration when design-
ing algorithms for opportunistic networks. In recent years, due to the advent of
social networks and applications, researchers have started showing interest in
the use of such elements in opportunistic algorithms. We show here that adding
knowledge about social links between opportunistic network nodes to routing
and dissemination algorithms greatly improves their effect.

2 Related Work

There are two ways of testing the performance of a data dissemination algorithm
in an opportunistic network. First of all, traces such as the ones presented in this
paper can be taken from various situations. Such traces have been performed for
WiFi [1,2] or Bluetooth [3]. The Bluetooth trace experiment is similar to the
one presented in this paper in terms of number of participants, but the duration
differs greatly, as the traces in [3] were performed for 3 and 5 days (compared
to 35 in our case, as presented in Sect. 3). Another difference between our trace
and the ones from [3] is that the iMote traces are performed by nodes that
interact with each other for long times during the day, as the carriers work in
the same enclosed place for large parts of the day. We show in Sect. 3 that
our trace covers a larger array of node types because the participants are not
grouped together. A good place for finding mobility traces for various situations
is CRAWDAD [4], a community resource for archiving wireless data. The second
way of testing a dissemination algorithm is to use mobility models. There have
been several such models proposed in recent years. The research began with
random models such as the waypoint model, and continued with mobility models
that take into consideration the social aspect of human movement [5] as well
as the attraction of physical locations [6]. Existing human mobility models for
oppotunistic networks, including models that explore location preference or use
the social graph, are reviewed in detail in [7], and a taxonomy for classifying
such models is proposed.

A thorough review of opportunistic networking is presented in [8]. The anal-
ysis, developed in the context of the EU Haggle project, highlights the proper-
ties of main networking functions, including message forwarding, security, data
dissemination and mobility models. The authors also propose various solutions
for communication in opportunistic networks, and introduce HCMM, a mobil-
ity model that merges the spatial and social dimensions. Several well-known
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opportunistic forwarding algorithms are also presented, such as BUBBLE Rap
[9], PROPICMAN [10] and HIBOp [11].

There are several papers that propose dissemination algorithms for oppor-
tunistic networking. Authors of [12] propose Socio-Aware Overlay, an algorithm
that creates an overlay for an opportunistic network with publish/subscribe com-
munication. The overlay is composed of nodes with high values of centrality, so
that the chosen broker node maintains a higher message delivery rate. The Socio-
Aware Overlay algorithm is socially-aware, having its own community detection
methods. Thus, the authors of the article propose two algorithms for distributed
community detection, named Simple and k-CLIQUE. Another dissemination al-
gorithm is proposed in [13]. Choosing the next-hop node is a scheduling hard
problem, with fault-tolerant requirements [14]. Wireless Ad Hoc Podcasting has
the purpose of wireless ad hoc delivery of content among mobile nodes. The tech-
nique enables the distribution of content using opportunistic contacts whenever
podcasting devices are in wireless communication range. Authors of [15] propose
a dissemination technique called ContentPlace, that attempts to deal with data
dissemination in resource-constrained opportunistic networks by making content
available in regions where interested users are present, without overusing avail-
able resources. In order to optimize content availability, ContentPlace exploits
learned information about users’ social relationships, to decide where to place
user data. ContentPlace’s design is based on two assumptions: that the users can
be grouped together logically, according to the type of content they are inter-
ested in, and that their movement is driven by social relationships. In order to
be able to select data from an encountered node, nodes from ContentPlace use
a utility function by means of which each node can associate a utility value to
any data object. When a node encounters a peer, it computes the utility values
of all the data objects stored in the local and in the peer’s cache. Then, it selects
the set of data objects that maximizes the local utility of its cache.

A taxonomy for data dissemination algorithms is proposed in [16]. The au-
thors propose splitting such algorithms in four large categories. The first category
deals with the infrastructure of the network, meaning the way the network is
organized into an overlay for the nodes. Then, the dissemination techniques are
also split according to the characteristics of their nodes, such as node state and
node interaction (which includes node discovery, content identification and data
exchange). The third category of the taxonomy is represented by content char-
acteristics, meaning the way content is organized and analyzed, and finally the
last category (and the most important one) is social awareness. Social awareness
is considered to be the future of opportunistic networks, because the nodes in
such a network are mobile devices carried by humans, which interact with each
other according to social relationships.

Similar to the approach proposed in this paper, the addition of social net-
work information to opportunistic routing has been studied in [17]. The authors
consider two types of networks: a detected social network (DSN) as given by
a community detection algorithm such as k-CLIQUE and a self-reported social
network (SRSN) as given by Facebook relationships. When two nodes meet in
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their simulation, they exchange data only if they are in the same network (ei-
ther DSN or SRSN). The authors show that using SRSN information instead of
DSN decreases the delivery cost and produces comparable delivery ratio. Sev-
eral other papers address the issue of using social information in opportunistic
networks. In [7], an analytical model for the expected number of hops and delay
of messages delivered in a social-based opportunistic routing algorithm is pro-
posed, where the forwarding process is modeled as a semi-Markov process. Social
information about the participants in an opportunistic network can be used not
only for data forwarding, but also for content sharing. Thus, the authors of [18]
propose a context- and social-aware middleware that learns context and social
information about the nodes in the network, which is then used to predict their
future movement. The middleware was integrated with the Haggle architecture
and was used for content sharing, yielding up to 200% improvement in terms of
hit rate and 99% reduction in resource consumption in terms of traffic generated
in the network.

3 Social Tracing

In order to obtain trace information regarding the mobility of the members
of a faculty, a real-world tracing experiment has been performed at the Po-
litehnica University of Bucharest, in the autumn-winter season of 2011. This
section presents the setup and additional details about this experiment.

3.1 Social Tracer

Tracing was performed using an Android application we developed entitled Social
Tracer, which is presented in more detail in [19]. The participants have been
asked to run the application whenever they are in the faculty grounds, as we were
interested in collecting data about the mobility and social traces in an academic
environment. Social Tracer sends regular Bluetooth discoverymessages at certain
intervals, looking for any type of device that has its Bluetooth on. These include
the other participants in the experiment, as well as phones, laptops or other
type of mobile devices in range. The reason Bluetooth was preferred to WiFi is
mainly the battery use [20]. For example, in 4 hours of running the application on
a Samsung I9000 Galaxy S with discovery messages sent at every 5 minutes, the
application used approximately 10% of the battery’s energy. The period between
two successive Bluetooth discovery invocations can be set from the application,
ranging from 1 to 30 minutes (the participants have been asked to keep it as low
as possible, in order to have a more fine-grained view of the encounters).

When encountering another Bluetooth device, the Social Tracer application
logs data containing its address, name and timestamp. The address and name
are used to uniquely identify devices, and the timestamp is used for gathering
contact data. Data logged is stored in the device’s memory, therefore every once
in a while participants were asked to upload the data collected so far to a central
server located within the faculty premises. All gathered traces were then parsed
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and merged to obtain a log file with a format similar to the ones in [4]. Successive
encounters between the same pair of devices within a certain time interval were
considered as continuous contacts, also taking into consideration possible loss of
packets due to network congestion or low range of Bluetooth. Data gathered this
way is presented and analyzed in Sect. 4.

3.2 Experimental Setup

The experiment was performed for a period of 35 days at the Politehnica Uni-
versity of Bucharest between November 18 and December 22 2011. There were
a total of 22 participants, chosen to be as varied as possible in terms of year, in
order to obtain a better approximation of mobility in a real academic environ-
ment. Thus, there were twelve Bachelor students (one in the first year, nine in
the third and two in the fourth), seven Master students (four in the first year
and three in the second) and three research assistants. The participating mem-
bers were asked to start the application whenever they arrived at the faculty
and to turn it off when they left, because we were only interested in the mobility
patterns and social interaction in the academic environment. However, this did
not always happen, but the outcome of the experiment was not affected because
the only devices seen after leaving the faculty were external devices.

4 Trace Analysis

This section presents a detailed analysis of the logs obtained at the end of the
experiment described in Sect. 3.

4.1 Details

We define internal devices as the ones carried by the participants in the experi-
ment, while external devices are represented by other nodes encountered during
the course of the experiment. There were 22 internal devices numbered from 0
to 21. The total number of contacts between two internal devices (i.e. internal
contacts) was 341, while the number of external contacts was 1127. A contact is
considered to start at the first time a certain device was seen and to end at the
last time it was seen in a given time interval. There were 655 different external
devices sighted during the course of the experiment. This means that in average
each different external device has been seen about 2 times. External devices may
be mobile phones carried by other students or laptops and notebooks found in
the laboratories at the faculty. Some of these external devices have high contact
times because they may belong to the owner of the internal device that does the
discovery, therefore being in its proximity for large periods of time. However,
external contacts are in general relatively short.



74 R.I. Ciobanu, C. Dobre, and V. Cristea

4.2 Contact and Inter-contact Times

Encounters in an opportunistic network are characterized by two important no-
tions: contact time and inter-contact time. The contact time represents the du-
ration of a contact between two devices from the moment they discover they are
in range until the moment the link between them is gone. This represents the
time window in which the two participating nodes can send data to each other.
Inter-contact times are intervals between two successive encounters of the same
two devices. They are relevant in deciding whether data should be sent directly
between two nodes when they are in range or whether it should be relayed to a
third node for forwarding.

Figure 1 shows the distribution of contact and inter-contact times for the
entire duration of the experiment (ranging from 2 minutes to 35 days) for all
internal devices. Axis Y presents the percentage of time values that are greater
than the time on axis X. As shown in [3], the distribution of contact times
follows an approximate power law for both internal and external devices, as well
as contact time and inter-contact time. The contact time data series are relevant
when discussing the bandwidth required to send data packets between the nodes
in an opportunistic network, because they show the time in which a device
can communicate with other devices. As stated before, the number of internal
contacts is 341, with the average contact duration being 30 minutes, which means
that internal contacts have generally been recorded between devices belonging to
students attending the same courses or lecturers and research assistants teaching
those courses. External contacts also follow an approximate power law, with an
average duration of 27 minutes. However, in this case there are certain external
contacts that have a duration of several hours. This situation is similar to the one
previously described, where these devices belong to the same person carrying the
internal device. The inter-contact time distribution shows a heavy tail property,
meaning that the tail distribution function decreases slowly. The impact of such
a function in opportunistic networking has been studied in more detail in [21]
for four different traces. The authors conclude that the probability of a packet
being blocked in an inter-contact period grows with time and that there is no
stateless opportunistic algorithm that can guarantee a transmission delay with
a finite expectation.

Figure 2 shows contact and inter-contact times for encounters with any nodes.
Thus, contact time in this case (called any-contact time in [3]) represents the
time in which any internal or external node is in range with the current observer,
while the inter-any-contact time is the time when the current device does not see
anyone in range. These any-contact times are greater than regular contact times,
but the shape of the distribution is also a power law function. A conclusion that
can be drawn from these charts is, as observed in [3], that durations of contact
times are bigger and intervals between contacts are smaller, so if a node wants to
perform a multicast or to publish an object in a publish/subscribe environment
it has a great chance of being able to do so.
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Fig. 1. Probability distribution of contact and inter-contact times (CT = contact time,
ICT = inter-contact time)
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Fig. 2. Probability distribution of any-contact and inter-any-contact times (ACT =
any-contact time, IACT = inter-any-contact time)

4.3 Contact Distribution

Figure 3 shows the distribution of the number of times a node (internal or
external) was sighted by a device participating in the experiment. It can be seen
that the maximum number of encounters of an internal device is 55 during the
course of the 35 days of the experiment, whereas some internal nodes have never
been seen. Most internal devices have been seen from 16 to 20 times. As for
external devices, the majority of them have been encountered less than 5 times,
with 534 of them having been sighted only once. There are few exceptions, as
three external devices have been encountered more than 16 times. The conclusion
is that there is a large number of nodes available in such an environment that
can be used to relay a message, meaning that there is a lower chance of traffic
congestion. Figure 4 presents the number of times specific pairs of devices saw
each other. It shows that the maximum number of contacts between two internal
nodes or an internal and an external node is 17. Generally the number of contacts
with external devices is larger than the number of contacts with internal devices.
This shows that the participants in the experiment have been chosen well so that
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they represent various groups from the social and logical grouping of nodes in a
network based on mobile device carriers in an academic environment.

4.4 Communities and Social Structures

As stated in Sect. 2, the social aspect has become very important in the world of
opportunistic networking, because mobile devices are carried by people that are
organized into communities and social circles. Users from the same community or
social circle tend to interact more with each other, so relaying a packet by taking
into consideration the community an encountered node belongs to could lead to
a lower latency and a better hit rate. Human mobility models such as CMM
[5] and HCMM [6] have been proposed and implemented, but an experimental
approach could show the interaction patterns better.

The environment represented by the faculty grounds already has a logical or-
ganization into communities, namely the groups of students and the teachers
or lecturers. At the University Politehnica of Bucharest there are four years for
Bachelor students, each split into several groups of about 30 students each. For
Master’s students, the two years are formed of seven directions with about 20
students each. We tried to choose the participants in the experiment so that
the distribution would be as good as possible, as shown in Sect. 3. However,
because there were only 22 participants in our experiment, we decided that
the logical grouping should be done by year instead of group. We applied the
k-CLIQUE algorithm for community detection [22] on the traces collected by
Social Tracer. k-CLIQUE dynamically detects the community of a node by ana-
lyzing its encounters with other devices. There are two important parameters to
the k-CLIQUE algorithm: the contact threshold and the community threshold.
The contact threshold specifies the amount of time that two nodes have to be
in contact before being considered as part of the same community, while the
community threshold is used to specify the number of community nodes two
encountering devices must have in common in order for them to belong to the
same community. The community graph obtained after applying k-CLIQUE is
presented in Fig. 5, along with the logical organization of participants into year
groups. In the figure, Bachelor students are represented as triangles (first year),
circles (third year) and double circles (fourth year), Master’s students are shown
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as pentagons (first year) and diamonds (second year), while assistants and lec-
turers are squares. An arrow from node A to node B means that A sees B as
part of its community. The algorithm was applied only for internal nodes, using
a contact threshold of fifteen minutes and a community threshold of five nodes,
values that were chosen after analyzing the traces. Because social networks and
groups of communities are represented as matrices, we define the similarity value
between two matrices as the percentage of values that are equal in both of them.
Thus, the similarity value between the k-CLIQUE graph and the logical distri-
bution of participants into year groups is 79.95%. This shows that k-CLIQUE
functions correctly in the case of our trace.

Because a logical grouping into communities may not always be as straight-
forward as in this case, the social relationships between device owners can be
taken into account. The social graph of the participants in our experiment is
shown in Fig. 6, where the year group representation is the same as in Fig. 5
and the edges symbolize a social link.. Some nodes (such as 1, 4, 8 and 20) are
represented by students that participated in the experiment but did not have or
did not provide a Facebook account. It can be observed from Fig. 6 that the node
with the most social links (12) is 11, which is followed by nodes 3 and 7 with
11 links each. It can also easily be seen that most nodes that are in the same
community share a social link between them, as well as the fact that in most
cases the number of social links of a node is close to the number of communities
it belongs to according to k-CLIQUE. This means that a more popular node in
terms of social relationships will belong to more communities, which makes it
a better candidate for relaying data for other nodes in the opportunistic net-
work. The similarity value for the social network organization and k-CLIQUE is
83.06%, showing that k-CLIQUE is even better at detecting social communities
than is it for logical grouping.
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5 Opportunistic Networking Using Social Organization

The social organization of members in an opportunistic network can be used to
improve the effectiveness of routing algorithms. In order to prove this, we have
implemented some modified versions of the distributed BUBBLE Rap algorithm
(DiBuBB [9]) that take social links into consideration when routing. This section
describes our modified versions of DiBuBB along with the simulation setup, the
metrics used for analyzing the performance of our improvements and the results
obtained through the simulation.

5.1 Simulation Setup

BUBBLE Rap [9] is a routing algorithm for opportunistic networks that uses
knowledge about nodes’ communities and centralities to deliver messages. It
uses a node’s betweenness centrality, which represents the number of times a
node is on the shortest path between two other nodes in the network. Each node
in BUBBLE Rap has two centrality values, a local one (for its own community)
and a global one. A node sends a message to nodes that have a higher global
centrality than it until the message arrives at the destination community. Then,
the local ranking is used to send the message up the community hierarchy until
it reaches the destination. Community detection is done using k-CLIQUE, while
the centralities are computed by carrying out an emulation that replays collected
mobility traces, applies a flooding algorithm, and then computes the number of
times a node acts as a relay on a shortest path. However, such a method is not
feasible in real life, so a distributed version of BUBBLE Rap entitled DiBuBB
was also proposed by the authors. It uses distributed k-CLIQUE [22] for com-
munity detection and a cumulative or single window algorithm for distributed
centrality computation.

We have also implemented a version of DiBuBB to test the trace data pre-
sented in this paper. As stated in Sect. 3, we use k-CLIQUE with a contact
threshold of fifteen minutes and a community threshold of five nodes to detect
the communities. For computing the centrality values for each node in a dis-
tributed fashion we implemented the cumulative window (C-window) method,
which counts the number of individual nodes encountered for each six-hour time
window and then performs an exponential smoothing on the cumulated values.
We will refer to this version from now on as “base”.

We consider that knowledge about the social relationships between members
of an opportunistic network can increase the effectiveness of routing. Therefore,
we modified the base version of DiBuBB to use the social network matrix instead
of k-CLIQUE. Thus, when two nodes meet, instead of checking if they belong in
the same community according to k-CLIQUE, they look for a social link between
them. If that social link exists, then the nodes will compare their community
centralities, and the one with the lower value will send its messages to the other
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one. If there is no link between the nodes, the global centralities will be verified.
This will be refered to as the “social” version.

We then tried to take this approach one step further, by using the social
network in the computation of centrality values as well. When there is an en-
counter between two nodes, they are considered to be in the same community
if either they are seen as such by k-CLIQUE, or if they have a social dis-
tance of less than 3 (i.e. they are directly connected or they share a common
friend). The centrality value is computed according to the following formula:
centrality = w1 ∗Swindow +w2 ∗ popularity, where Swindow is the original value
of the centrality as computed by DiBuBB, popularity is the number of social
links a node has, and w1 and w2 are weight values that follow the conditions
w1+w2 = 1 and w1 > w2. For nodes that are not part of the social network (e.g.
participants in the tracing experiment that do no own or have not provided a
Facebook account link), the centrality will be computed the same as in the base
version of DiBuBB. Having weights for the two components of the centrality
value allows us to fine-tune the algorithm according to the trace it is applied on.
We will refer to this version as the “popularity” version.

In the simulation scenario, each node sends 11 messages to other nodes in the
opportunistic network. We managed uncertainty while testing by eliminating
from the list of internal devices the ones that have few or no encounters with
other internal devices. Such nodes are participants in the experiment that either
have not turned off the Social Tracer application when arriving at the faculty, or
they have not been attending classes. There were four test cases in which nodes
sent messages to other randomly chosen nodes (the destinations were kept the
same between the three versions of DiBuBB for each test case).

5.2 Results

We applied the base, social and popularity versions of DiBuBB on the trace
collected in our experiment. The first and most important metric that we chose
is hit rate, which is computed as the ratio between successfully delivered and total
messages. It suggests the efficiency of a routing algorithm and ideally it would be
100%. It shows the fraction of requests that can be served by a routing algorithm.
Another used metric is the delivery cost, represented by the ratio between the
total number of exchanged messages during the course of the experiment and
the number of generated messages. It should be as low as possible and it shows
the congestion of the network. The latency values show the time (in seconds)
passed between generating a message and delivering it to the destination. In an
opportunistic network, which is a type of delay tolerant network (DTN), delivery
latency is not as important, but nonetheless it should be improved when possible.
Finally, the hop count is the number of nodes that carried a message until it
reached the destination on the shortest path.

The results of our testing scenario are shown in Table 1. It can be seen that
the hit rate increases from base to social to popularity in each of the four test
cases. The improvement caused by the social version is very significat, going up
to 16% in some cases. The popularity version offers a smaller but very important
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Table 1. Results of applying the three versions of DiBuBB (base - B, social - S,
popularity - P) on four test cases. Latencies are in the DD:HH:MM:SS format

Test Case Run 1 Run 2

Metric B S P B S P

Hit Rate 81.81% 97.72% 98.48% 82.57% 98.48% 99.24%

Delivery Cost 5.89 8.76 15.71 5.87 9.06 15.43

Avg Latency 01:08:35:48 01:21:37:42 01:21:41:48 01:03:36:10 01:18:17:12 01:21:14:01

Min Latency 00:11:04:12 00:11:04:12 00:11:04:12 00:11:04:12 00:11:04:12 00:11:04:12

Max Latency 31:10:53:00 31:10:53:00 32:10:14:29 20:10:32:01 20:10:32:01 32:10:14:29

Hop Count 1.22 3.13 6.33 1.18 3.23 6.01

Test Case Run 3 Run 4

Metric B S P B S P

Hit Rate 88.63% 96.21% 99.24% 90.15% 93.93% 97.72%

Delivery Cost 4.87 7.62 14.57 4.23 7.53 14.586

Avg Latency 01:23:43:41 02:20:04:19 02:17:33:00 02:03:05:56 02:23:47:10 02:20:50:52

Min Latency 00:11:04:11 00:11:04:11 00:11:04:11 00:11:04:11 00:11:04:11 00:11:04:11

Max Latency 33:15:22:43 33:15:22:43 33:15:22:43 33:15:22:43 33:15:22:43 33:15:22:43

Hop Count 2.57 3.87 6.16 2.73 4.04 6.17

increase in hit rate, which is brought close to 100%, the ideal value for this metric.
However, having such a good hit rate comes with certain costs, which is clear
when looking at the other metrics in the table. The increase in delivery cost
and average hop count are correlated, because if a message passes through more
nodes it is transferred more times. These values are highest for the popularity
version, but given the size of a message in an environment such as the one from
our trace experiment, they are not so significant. On the other hand, the average
latency grows by a maximum of about 14 hours, which may prove to be too big
of a difference for such an algorithm to be feasible. Nevertheless, by analyzing
the maximum latency from the table, we observe that it increases by an order
of up to approximately 12 days. The explanation is that there are some nodes
that very rarely interact with other internal nodes from the network, so the
opportunity of delivering data to them comes at very large time intervals, thus
increasing the average latency. By eliminating such nodes from the simulation,
the latency values fall into acceptable ranges. Another way of solving this issue
is to use the external nodes as message carriers when running the three DiBuBB
versions. In a real-life situation, the number of participants in an opportunistic
network represented by an academic environment is much larger, thus the chance
of getting data to even these remote nodes in a timely manner greatly increases.
It should also be noted that the scenario presented here assumes that nodes send
messages to random destinations. However, in reality there is a greater chance
that a node will send data to someone from its social circle or community.
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6 Conclusions and Future Work

We have presented a social tracing experiment that took place at the Politehnica
University of Bucharest in the winter of 2011, with the purpose of gathering
contact information between mobile devices participating in an opportunistic
network. We analyzed the traces and showed that the contact and inter-contact
times follow approximate power law functions. We applied a community detec-
tion algorithm on the traces and compared the results obtained with the social
network. The conclusion was that nodes with more social links belong to more
communities from the perspective of k-CLIQUE and that the social and logical
grouping of nodes are in direct correlation with their interactions.

We have also shown that, by including knowledge about the social relation-
ships between nodes in an opportunistic routing algorithm, the hit rate can be
significantly increased at low latency and hop count costs under certain condi-
tions. This has been proven on the trace presented in the paper, by comparing
it to the distributed implementation of BUBBLE Rap, DiBuBB. Further tests
to cement these affirmations will be performed, where nodes will send data to
nodes in their own community or social circle with a higher probability. As fu-
ture work, we plan to implement an opportunistic data dissemination algorithm
of our own, specialized for scenarios like the one presented in this paper (i.e.
an academic environment). We consider that opportunistic social networks are
the future of mobile communication, especially in a world with more and more
content available and with a higher degree of connectivity between individuals.
Therefore, having real world traces of human movement and knowing that so-
cial relationships govern human interaction are paramount to creating suitable
routing and dissemination algorithms.

Acknowledgement. This work was partially supported by project “ERRIC -
Empowering Romanian Research on Intelligent Information Technologies/FP7-
REGPOT-2010-1”, ID: 264207, and by national project “TRANSYS Models
and Techniques for Traffic Optimizing in Urban Environments”, Contract No.
4/28.07.2010, Project CNCSIS-PN-II-RU-PD ID: 238. The work has been co-
funded by the Sectoral Operational Programme Human Resources Development
2007-2013 of the Romanian Ministry of Labour, Family and Social Protection
through the Financial Agreement POSDRU/89/1.5/S/62557.

References

1. McNett, M., Voelker, G.M.: Access and mobility of wireless PDA users. SIGMO-
BILE Mob. Comput. Commun. Rev. 7, 55–57 (2003)

2. Henderson, T., Kotz, D., Abyzov, I.: The changing usage of a mature campus-wide
wireless network. In: Proc. of the 10th Annual Int. Conf. on Mobile Computing
and Networking, MobiCom 2004, pp. 187–201. ACM, New York (2004)

3. Hui, P., Chaintreau, A., Scott, J., Gass, R., Crowcroft, J., Diot, C.: Pocket switched
networks and human mobility in conference environments. In: Proc. of the 2005
ACM SIGCOMM Workshop on Delay-tolerant Networking, WDTN 2005, pp. 244–
251. ACM, New York (2005)



82 R.I. Ciobanu, C. Dobre, and V. Cristea

4. CRAWDAD, http://crawdad.cs.dartmouth.edu/
5. Musolesi, M., Mascolo, C.: Designing mobility models based on social network

theory. SIGMOBILE Mob. Comput. Commun. Rev. 11, 59–70 (2007)
6. Boldrini, C., Passarella, A.: HCMM: Modelling spatial and temporal properties

of human mobility driven by users’ social relationships. Comput. Commun. 33,
1056–1074 (2010)

7. Karamshuk, D., Boldrini, C., Conti, M., Passarella, A.: Human mobility models
for opportunistic networks. IEEE Comm. Magazine 49(12), 157–165 (2011)

8. Conti, M., Giordano, S., May, M., Passarella, A.: From opportunistic networks to
opportunistic computing. Comm. Mag. 48, 126–139 (2010)

9. Hui, P., Crowcroft, J., Yoneki, E.: BUBBLE Rap: social-based forwarding in de-
lay tolerant networks. In: Proc. of the 9th ACM Int. Symp. on Mobile ad Hoc
Networking and Computing, MobiHoc 2008, pp. 241–250. ACM, New York (2008)

10. Nguyen, H.A., Giordano, S., Puiatti, A.: Probabilistic routing protocol for inter-
mittently connected mobile ad hoc network (propicman). In: 2007 IEEE Int. Symp.
on a World of Wireless Mobile and Multimedia Networks, pp. 1–6 (2007)

11. Boldrini, C., Conti, M., Jacopini, J., Passarella, A.: HiBOp: a History Based Rout-
ing Protocol for Opportunistic Networks. In: IEEE Int. Symp. on a World of Wire-
less, Mobile and Multimedia Networks, WoWMoM 2007, pp. 1–12 (2007)

12. Yoneki, E., Hui, P., Chan, S., Crowcroft, J.: A socio-aware overlay for pub-
lish/subscribe communication in delay tolerant networks. In: Proc. of the 10th
ACM Symp. on Modeling, Analysis, and Simulation of Wireless and Mobile Sys-
tems, MSWiM 2007, pp. 225–234. ACM, New York (2007)

13. Lenders, V., May, M., Karlsson, G., Wacha, C.: Wireless ad hoc podcasting. SIG-
MOBILE Mob. Comput. Commun. Rev. 12, 65–67 (2008)

14. Pop, F.: A fault tolerant decentralized scheduling in large scale distributed sys-
tems. In: Antonopoulos, N., Exarchakos, G., Li, M., Liotta, A. (eds.) Handbook
of Research on P2P and Grid Systems for Service-Oriented Computing: Models,
Methodologies and Applications. Info. Science Ref., pp. 566–589 (2010)

15. Boldrini, C., Conti, M., Passarella, A.: Exploiting users’ social relations to forward
data in opportunistic networks: The HiBOp solution. Pervasive Mob. Comput. 4,
633–657 (2008)

16. Ciobanu, R., Dobre, C.: Data dissemination in opportunistic networks. In: 18th Int.
Conf. on Control Systems and Computer Science, CSCS-18, pp. 529–536 (2011)

17. Bigwood, G., Rehunathan, D., Bateman, M., Henderson, T., Bhatti, S.: Exploiting
self-reported social networks for routing in ubiquitous computing environments. In:
Proc. of the 2008 IEEE Int. Conf. on Wireless & Mobile Computing, Networking
& Comm., pp. 484–489. IEEE Computer Society, Washington, USA (2008)

18. Boldrini, C., Conti, M., Delmastro, F., Passarella, A.: Context- and social-aware
middleware for opportunistic networks. J. Netw. Comput. Appl. 33(5), 525–541
(2010)

19. Social Tracer, http://code.google.com/p/social-tracer/
20. Ferro, E., Potorti, F.: Bluetooth and Wi-Fi wireless protocols: a survey and a

comparison. IEEE Wireless Comm. 12(1), 12–26 (2005)
21. Chaintreau, A., Hui, P., Crowcroft, J., Diot, C., Gass, R., Scott, J.: Pocket Switched

Networks: Real-world mobility and its consequences for opportunistic forwarding.
Technical report, University of Cambridge, Computer Lab (2005)

22. Hui, P., Yoneki, E., Chan, S.Y., Crowcroft, J.: Distributed community detection in
delay tolerant networks. In: Proc. of 2nd ACM/IEEE Inter. Workshop on Mobility
in the Evolving Internet Architecture, MobiArch 2007, pp. 7:1–7:8. ACM, New
York (2007)

http://crawdad.cs.dartmouth.edu/
http://code.google.com/p/social-tracer/


Analysing Delay-Tolerant Networks

with Correlated Mobility

Mikael Asplund and Simin Nadjm-Tehrani

Department of Computer and Information Science
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Abstract. Given a mobility pattern that entails intermittent wireless
ad hoc connectivity, what is the best message delivery ratio and latency
that can be achieved for a delay-tolerant routing protocol? We address
this question by introducing a general scheme for deriving the routing la-
tency distribution for a given mobility trace. Prior work on determining
latency distributions has focused on models where the node mobility is
characterised by independent contacts between nodes. We demonstrate
through simulations with synthetic and real data traces that such mod-
els fail to predict the routing latency for cases with heterogeneous and
correlated mobility. We demonstrate that our approach, which is based
on characterising mobility through a colouring process, achieves a very
good fit to simulated results also for such complex mobility patterns.

Keywords: Latency, Delay-tolerant networks, Correlated Mobility,
Connectivity.

1 Introduction

Delay- and disruption-tolerant networks represent an extreme end of systems
in which a connected network cannot be relied upon. Instead, messages are
propagated using a store-carry-forward mechanism. Such networks can have ap-
plications for disaster area management [4], vehicular networks [19], and envi-
ronmental monitoring [17]. These systems offer many challenges and have been
extensively studied by the research community [1,22,23,26].

Recent results indicate that to the extent that delay-tolerant networks will be
found on a larger scale, they will definitely be composed of islands of connectiv-
ity, that is, some parts that are well-connected and some parts that are sparse.
This in turn implies correlated contact patterns [2,11]. Most existing analytical
delay performance models fail to capture such scenarios, since they assume in-
dependent node contacts. Moreover, although there are analyses done also for
quite complex mobility models [8,9], it is not obvious how one should go about
to map such models from real traces.

We extend previous results by studying the routing latency distribution for
heterogeneous mobility movements. Our analytical model incorporates a colour-
ing technique for information propagation to derive the latency distribution for
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an epidemic routing algorithm for a quite general case. The key strength of our
approach compared to other models of heterogeneous mobility is that we are
able to extract the relevant data from a real trace and produce the routing la-
tency distribution (not just expected latency). The results are verified with a
simulation-based study where we consider both synthetic and real-life mobility
traces. We show that while a model that assumes independent inter-contact times
works well for simple synthetic models such as random waypoint it is not able
to predict the routing performance for a heterogeneous mobility model whereas
our analytical results match very well.

There are two main contributions in this paper. First, a scheme for deriving
the routing latency distribution for complex heterogeneous mobility models and,
second, an experimental evaluation and validation of our model and a comparison
with a model that assumes homogeneous and independent mobility is presented.
The key insight of the evaluation is that heterogeneous mobility can result in
such a high correlation of contacts that theoretical results based on independent
inter-contact times are no longer valid.

The rest of the paper is organised as follows. Section 2 describes the system
model and the basic assumptions we make. Section 3 describes how to derive the
routing latency distribution given knowledge of the colouring rate distribution.
This latter distribution is discussed in Section 4, and we explain how it can be
determined from mobility traces. Section 5 contains the experimental evaluation.
Finally, Section 6 gives an overview of the related work and Section 7 concludes
the paper.

2 System Model

Consider a system composed of N mobile nodes (some possibly stationary).
Nodes can communicate when they are in contact1 with each other. During
the contact both nodes can send and receive messages. We focus on connection
patterns and ignore effects of queueing and contentions. Moreover, since we are
interested in intermittently connected networks, the time taken to transmit a
message is assumed negligible in relation to the time taken to wait for new
contacts. We call this assumption A.

We characterise the pattern with which contacts occur using a simple colour-
ing process (similar to [22,23]). Note that the colouring does not necessarily
correspond to message dissemination, and should be seen only as an indication
of node contact patterns. The basic idea is that if node A is coloured and sub-
sequently comes in contact with node B, then node B will also become coloured
(if not already coloured).The only restriction we make on the contact pattern
(and thereby on the mobility of the nodes) is that the incremental colouring
times should be independent. More specifically, given a colouring process that
has coloured i nodes, the time to colour one more node is independent from the
time taken to colour the earlier i nodes. We call this assumption B. Note that

1 A contact is defined by a start and an end time between which two nodes are within
communication range.
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Table 1. Notation

N Number of nodes in the system P (X) Probability of X being true
Ti Random variable, the time taken

for a randomly chosen colouring
process to colour i nodes

Δi Random variable, the time taken
for a randomly chosen colouring
process to colour one more node
given i coloured nodes

R Random variable, the message
delivery time

fi(t) PDF of the random variable Ti

fΔi(t) PDF of the random variable Δi Fi(t) CDF of the random variable Ti

FΔi(t) CDF of the random variable Δi FR(t) CDF of the random variable R

this is a much weaker restriction on the set of allowed mobility models compared
to assuming independent inter-contact times.

We use a number of random variables to describe the colouring and routing
processes, Table 1 summarises the most important notation. PDF is an abbre-
viation for probability density function and CDF stands for cumulative density
function, these abbreviations are used throughout the paper.

Our analysis builds on ideal epidemic routing since it corresponds to the opti-
mal performance any routing algorithm can achieve. Thus, these results provide
a useful theoretical reference measure on what is good performance for a given
mobility model. Such a reference can also be of practical use to decide whether
the measured performance in some network is due to the network characteristics
or to the protocol implementation. Moreover, this scheme can be extended to
other routing protocols, for example using the techniques described by Resta
and Santi [22].

3 Routing Latency

We now proceed to characterise the routing latency for epidemic routing in
intermittently connected networks. We begin by determining the colouring time
distribution which is then used to express the routing latency distribution.

3.1 Colouring Time

A colouring process (t0, s) is characterised by a start time t0 and a source node
s from which the colouring process begins (thus, s becomes coloured at time t0).
Every time a coloured node comes in contact with an uncoloured node, the un-
coloured node becomes coloured. Let Ti denote the random variable representing
the time taken for a randomly chosen colouring process to colour i nodes.

Moreover, we let Δi denote the random variable that describes the time taken
for a randomly chosen colouring process to colour one more node given that i
nodes are already coloured. This means that we can express the time taken for
a colouring process to reach i+ 1 nodes as Ti+1 = Ti +Δi.
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Note that since we start the process with one coloured node, the time to
colour the first node is T1 = 0, and the time to colour the second node is
T2 = Δ1. Slightly abbreviating standard notation we let fi(t) denote the PDF
of the random variable Ti and let fΔi(t) be the PDF of Δi. For the purpose of
this presentation we assume that the latter of these functions is given since it
depends on the mobility of the nodes in the system. In Section 4 we show how
to extract fΔi(t) from an existing contact trace. Assumption B from Section 2
states that Ti and Δi are independent, so the PDF of their sum can be expressed
as the convolution of the PDFs of the respective variables [10]:

fi+1(t) = (fi ∗ fΔi)(t) (1)

Since we know the characteristic of f2(t) we can use equation (1) to iteratively
calculate f3(t), f4(t), f5(t) and so on. The CDF for the variable Ti, here denoted
by Fi(t), can be computed in the standard manner from the PDF by integrating
over all time points. Thus, assuming that colouring times are independent, it is
straightforward to express the colouring time distribution Fi(t) given knowledge
of the PDF fΔi(t). In the next subsection, we show how to derive the routing
latency distribution from Fi(t).

3.2 Routing Latency and Delivery Ratio

Our aim now is to find the latency distribution for an ideal routing algorithm.
So, consider a randomly chosen time t0, source node s and destination node
d �= s. Let R be the random variable that models the time to route a message
from s to d using ideal epidemic routing. We will try to find the CDF of R,
FR(t) = P (R ≤ t). Clearly, given assumption A (i.e., that the queueing and
transmission times can be neglected), this probability is the same as for d being
one of the coloured nodes by the colouring process (t0, s) after t time units.

Let Ct be the random variable that models the number of coloured nodes after
t time units. If Ct = i then the probability that d is coloured after t time units
is (i− 1)/(N − 1) since if we remove the source node s, there are i− 1 coloured
nodes and N − 1 nodes in total. Thus, we can express FR(t) as:

FR(t) = P (R ≤ t) =
N∑
i=1

P (Ct = i) · i− 1

N − 1
(2)

Now let’s consider the probability P (Ct = i) that the number of coloured nodes
at time t equals i. This is the same as the probability that the time taken to
inform i nodes is less than or equal to t minus the probability that i + 1 nodes
can be reached in this time:

P (Ct = i) = P (Ti ≤ t)− P (Ti+1 ≤ t) (3)

Combining equations (2) and (3), and rewriting gives:

FR(t) =
1

N − 1

N∑
i=2

Fi(t) (4)
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Listing 1. GetRoutingLatencyDistribution

Input: fΔi : Vector representing the PDF of Δi

1 f2 ← fΔ1

2 for i = 3 . . . N
3 fi ← conv(fi−1,fΔi−1) /* equation (1) */
4 Fi ← cumsum(fi)

5 FR ← 1
N−1

∑N
i=2 Fi /* equation (4) */

6 return FR

In summary, if we know the probability PDFs of the random variables Δi, we
can use equation (1) to determine fi(t). Equation (4) will then give us the cumu-
lative distribution function for the epidemic routing latency. Listing 1 shows an
algorithmic representation of how to derive the distribution for R using discrete
distributions. The procedure conv and cumsum are standard Matlab functions
and compute the convolution between two vectors and cumulative vector sum
respectively.

By knowing R we can easily deduce the delivery ratio of a protocol given a
certain time-to-live (TTL) for each packet. The probability that a message with
TTL of T will reach its destination is simply FR(T ) (i.e., the probability that
the message will be delivered within time T ).

4 Colouring Rate

Having derived the routing latency distribution based on knowledge of the dis-
tribution of the incremental colouring time Δi we now proceed to show how to
find this latter distribution.

We consider two cases, when the mobility is homogeneous, and the more
interesting heterogeneous case. By homogeneous we mean that the pairwise inter-
contact times (i.e., the time between contacts) are identical and independently
distributed (often abbreviated iid). The homogeneous case is not really novel in
this context and is provided here briefly in order to explain the baselines we have
used and to show that this case is also covered by our general approach.

4.1 Homogeneous Mobility

For the particular case of homogeneous mobility we make three additional as-
sumptions commonly used to analyse homogeneous mobility [7,12]. (H1) The
duration of contacts is negligible compared to the waiting times, (H2) the inter-
contact time has a finite expectation, and (H3) pair-wise contacts are
independent.

Now consider a set of coloured nodes that wait for a new contact to appear so
that a new node can become coloured. The time they have to wait is the smallest
of all pairwise waiting times for all pairs where one node in the pair is coloured
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Fig. 1. Complementary Cumulative Distribution Functions (CCDF) of Δi

and one node is uncoloured. If i nodes are coloured, then there are i(N − i) such
pairs. Given assumption H3, we can express the CDF of Δi as:

FΔi(t) = P (Δi ≤ t) = 1− (1− Fτ (t))
i(N−i) (5)

where Fτ (t) is the cumulative distribution of the residual2 inter-contact time
between two nodes. We refer to Karagiannis et al. [12] for further explanation
and how to derive the residual distribution from the inter-contact distribution. If
the inter-contact time is exponentially distributed with rate λ, then the residual
waiting time is also exponentially distributed with the same rate and the incre-
mental colouring time Δi will be exponentially distributed with rate λi(N − i).

4.2 Heterogeneous Mobility

If node contacts are not independent, then deriving an expression for the colour-
ing distribution Δi will be more challenging. We now proceed to present a first
simple model for approximating it from real heterogeneous traces.

In order to explain the rationale behind the model we first show some data
from a real-life trace based on the movement of taxis in the San Francisco area.
The trace was collected by Piorkowski et al. [21] based on data made available
by the cabspotting project during May 2008 and we used a subset of the first
100 vehicles from the trace. In the simulation each taxi was assumed to have a
wifi device with a range of 550m.

Fig. 1 shows the Complementary Cumulative Distribution Function (CCDF)
of each Δi (recall that i corresponds to the number of already coloured nodes)
for the San Fransisco cab scenario. We obtained this data by running 700 of
colouring processes on the contact trace and logging the time taken to colour
the next node. The plot uses a logarithmic scale on both axes to highlight the
characteristics of the distribution. This shows that they exhibit an exponential
decay (i.e., it approaches 0 fast, indicated by the sharp drop of the curves.).

2 The residual inter-contact time refers to the time left to the next contact from a
randomly chosen time t, as opposed to the time to the next contact measured from
the previous contact time.
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The second phenomena that we have observed is that due to clustering of
nodes, it is often the case that the next node can be coloured without any
waiting time at all. Based on these two basic principles we conjecture that the
colouring time can be modelled as either being zero with a certain probability,
or with a waiting time that is exponentially distributed.

If i nodes have been coloured, then we let Con(i) denote the probability that
one of those i nodes is connected to an uncoloured node (thereby allowing an
immediate colouring of the next node). Further we let fExp(t, λi) denote the
PDF of the exponential distribution with rate λi. Then, we let the PDF of the
the simple colouring distribution model be expressed as:

fΔi =

{
Con(i) if t = 0

(1 − Con(i)) ∗ fExp(t, λi) otherwise
(6)

While this is clearly a simple model, it can be seen as a first step towards mod-
elling the colouring distribution and seems to work well enough for the scenarios
we have studied. We believe that further work is needed to better understand
how the colouring distribution is affected by different mobility conditions. Note
also that our general scheme is not tied to this particular model and allows
further refinements.

5 Evaluation

To validate our model and to test whether it actually provides any added value
compared to existing models we performed a series of simulation-based experi-
ments. We used three different mobility models, the random waypoint mobility
model, a model based on a map of Helsinki and a real-world trace from the cabs
in the San Francisco area. After explaining the experiment setup we give the
details and results for each of these models. Finally, we relate our findings on
the effects of heterogeneity for these cases.

We used the ONE Simulator [14] to empirically find the ideal epidemic routing
latency distribution for the three different mobility models. For each mobility
model we ran the simulation 50 times. For the first 40000 seconds a new message
with random source and destination was sent every 50 to 100 seconds. The
simulation length was sufficiently long for all messages to be delivered. We used
small messages of size 1 byte, and channel bandwidth of 10Mb/s.

In addition to the simulated results we used two different theoretical models
to predict the latency distribution:

Colouring Rate: This model uses equation (6) from Section 4.2 to model the
colouring times. The necessary parameters Con(i) and λi are estimated from
the trace file by sampling.
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Homogeneous: This model assumes independent and exponentially3

distributed inter-contact times which are used to compute fΔi as described
in Section 4.1. This has been a popular model for analysing properties of
delay-tolerant networks [22,23,26].

In order not to get a biased value for the inter-contact time distributions due
to a too short sampling period, we analysed contacts from 200 000 seconds of
simulation. To further reduce the effect of bias we use Kaplan-Meier estimation
as suggested by Zhang et al. [26].

5.1 Effect of Mobility

Random Waypoint Mobility. In order to validate our model against already
known results, we start with considering the random waypoint mobility model.
Despite its many weaknesses [2,25], this model of mobility is still very popular
model for evaluating ad hoc communication protocols and frameworks. The net-
work was composed of 60 nodes moving in an area of 5km× 5km, each having a
wireless range of 100m. The speed of nodes was constant 10m/s with no pause
time.

Fig. 2a shows the results of the two theoretical models and the simulation. The
graph shows the cumulative probability distribution (i.e., the probability that a
message will has been delivered within the time given on the x axis). As expected,
both models manage to predict the simulated results fairly well. In fact, the ex-
ponential nature of the inter-contact times of RWP is well understood and since
the heterogeneous model is more general, we were expecting similar results.

Helsinki Mobility. We now turn to a more realistic and interesting mobility
model, the Helsinki mobility model as introduced by Keränen and Ott [13]. The
model is based on movements in the Helsinki downtown area. The 126 nodes is
a mix of pedestrians, cars, and trams, and the move in the downtown Helsinki
area (4500x3400 m). We used a transmission range of 50 meters for all devices.
Fig. 2b shows the results. Again both theoretical models achieve reasonable
results. However, due to the partly heterogeneous nature of the mobility model,
the homogeneous model differs somewhat more from the simulated result. In
particular, we see that the s-shape is more sharp compared to the observed
data. We further discuss possible explanations for this in Section 5.2.

San Francisco Cabs. Finally, the last mobility trace we have analysed is a
real-life trace based on the movement of taxis in the San Francisco area as ex-
plained in Section 4.2. Fig. 2c shows the results. In this case the homogeneous
model fails to capture the routing latency that can be observed in simulation.
However, the heterogeneous model based on equation (6) is still quite accurate.
We were surprised to find such a big difference between the simulated data and
the homogeneous model. Something is clearly very different in this trace com-
pared to the synthetic mobility models. An estimate of the fraction of messages

3 We also obtained nearly identical results when estimating the inter-contact
distribution from the mobility trace, which we have excluded for lack of space.
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(a) Random waypoint (b) Helsinki mobility

(c) San Francisco cab trace

Fig. 2. Routing latency

being delivered within an average latency of 2500s in such a scenario would be
misleadingly optimistic by 20%.

5.2 The Effects of Heterogeneity

In the previous subsection we have seen that the accuracy of the homogeneous
model is high for the random waypoint model, but is lower for the Helsinki
model and completely fails for the San Francisco cab trace. In this subsection
we present our investigation into why this is the case. We proceed by identifying
four different aspects of how this model differs from reality.

Correlation.We begin with the most striking fact of the results presented so far.
The homogeneous model is way off in predicting the routing latency distribution
in the San Francisco case. There are a number of different ways that one can
try to explain this, but we believe that the most important one has to do with
correlation (i.e., non-independence) of events. The main assumption that makes
equation (5 possible, and thereby the homogeneous model is that the contacts
between different pairs of node are independent from each other. However, this
seems to be a false assumption.

We analysed the contact patterns of the three different mobility models by
considering the residual inter-contact times for each node during a period of
20000 seconds. Fig. 3a shows the percentage of nodes who’s average correlation
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(a) (b)

Fig. 3. (a) Correlation of contacts, (b) Time to colour one more node in the San
Francisco trace

among its contacts is higher than a given value (i.e., it is the complementary
CDF of nodes having a given average correlation). If the pairwise contacts are
independent, they will have no (or very low) average correlation and we would
expect to see a sharp decay of the curve in the beginning of the graph. This is also
what we see for the random waypoint model. Since the nodes move around com-
pletely independently from each other, the contacts also become independent.
The Helsinki trace shows a higher degree of correlation, but not as significant as
for the San Francisco cab case. In this case 40% of the nodes have an average
correlation of their contacts which is higher than 0.2 (a correlation of 1 would
mean that all contacts are completely synchronised). This shows a high degree
of dependence and we believe provides an explanation of the result we have seen
in Section 5.1.

Note that correlated mobility does not necessarily lead to slower message
propagation, in fact there are results indicating the contrary [8]. What we have
seen is that the prediction of the latency becomes too optimistic when not taking
correlation into account. If the model assumes that contacts are “evenly” spread
out over time, whereas in reality they come in clusters, the results of the model
will not be accurate.

Lack of Expansion. The second prominent effect is what we choose to call
lack of expansion (motivated by the close connection to expander graphs [3]).
This means that the rate of the colouring process seems not to correspond to
the number of coloured nodes. Fig. 3b shows the expected time to colour one
more node for the San Francisco trace. The x-axis represents the number of
nodes already coloured (up to half the number of nodes). We can see that the
homogeneous model predicts that the time decreases (i.e., the rate of colouring
increases) as the number of coloured nodes increase. On the other hand, the data
based on sampling the distribution of Δi from the mobility trace file (indicated
as “From trace” in the figure) shows that after the first 5-10 nodes have been
coloured, the rate is more or less independent from the number of coloured nodes.
We believe that this is partly due to the fact that most of the node mobility is
relatively local and that nodes are often stationary for long periods of time.
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(a) (b)

Fig. 4. (a) Time to colour one more node with the Helsinki mobility model, (b) CDF
of the time to colour the second node

Slow Finish. Another effect that can be observed is that in some rare cases it
can take a very long time for a message to reach its destination. For example
in Fig. 2c, even after 10000 seconds not all messages have been delivered to
their destinations. This has to do with the fact that the time to colour all nodes
take significantly longer time than to colour almost all the nodes. The models
based on independent contacts predict that it takes the same amount of time to
colour the second node as it takes to colour the last node. In both cases there
are N − 1 possible node pairs that can meet and result in a colouring. However,
we have seen that in reality colouring the last node takes significantly longer
(on average). Fig. 4a shows the effect for the Helsinki trace, by plotting the
expected colouring time as a function of the number of coloured nodes. While
the homogeneous model is completely symmetrical around the middle, the actual
data shows that it takes roughly three times longer to reach the last node than
to reach the second node.

Fast Start. Finally, we consider why the homogeneous model predict a lower
probability for delivering messages fast. This can be seen in both the Helsinki
and San Francisco cases, but is more distinct in the former case. It can be seen
visually in Fig. 2b in that the homogeneous model has a slightly flatter start
compared to the other curves. This is because there is a chance that when a
message is created, the node at which it is created has a number of neighbours.
Thus, the message will not need to wait any time at all before being transmitted.
Or if we express it as a colouring process, the time to colour the second node is
sometimes zero. For a model based on inter-contact times, this is not considered.

Fig. 4b shows the CDF of T2, (i.e., the time taken to colour the second node)
for the Helsinki case with the colouring rate and homogeneous model. We see
that both curves are similar (the expected value for T2 is the same for both
models) but that the start value differs. That is, in the homogeneous model, it is
predicted that the chance that the second node is immediately coloured is zero,
whereas in fact it is roughly 0.3. Recall that the colouring time only reflects
the contact patterns of the mobility and does not consider message transmission
delays.
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In this section we have seen how heterogeneous mobility causes correlated
contacts and how that affects predictions of routing latency. Our model which is
based on colouring rate of nodes was the only model able to accurately predict
the routing latency distribution in these cases.

6 Related Works

There is a rich body of work discussing detailed analytical models for latency
and delivery ratio in delay-tolerant networks. The work ranges from experimen-
tally grounded papers aiming to find models and frameworks that fit to observed
data to more abstract models dealing with asymptotic bounds on information
propagation. Many of these approaches are based on or inspired by epidemio-
logical models [15]. We have previously characterised the worst-case latency of
broadcast for such networks using expander graph techniques [3].

Closest to our work in this paper is that of Resta and Santi [22], where the
authors present an analytical framework for predicting routing performance in
delay-tolerant networks. The authors analyse epidemic and two-hops routing
using a colouring process under similar assumptions as in our paper. The main
difference is that our work considers heterogeneous node mobility (including
correlated inter-contact times), whereas the work by Resta and Santi assumes
independent exponential inter-contact times.

Zhang et al. [26] analyse epidemic routing taking into account more factors
such as limited buffer space and signalling. Their model is based on differen-
tial equations also assuming independent exponentially distributed inter-contact
times. A similar technique is used by Altman et al. [1], and extended to deal
with multiple classes of mobility movements by Spyropoulos et al. [24].

Kuiper and Nadjm-Tehrani [16] present a quite different approach for analysing
performance of geographic routing. Their framework can be used based on ab-
stract mobility and protocol models as well as extracting distributions for arbi-
trary mobility models and protocols from simulation data. The main application
area for this model is geographic routing where waiting and forwarding are nat-
urally the two modes of operation in routing.

The assumption of exponential inter-contact times was first challenged by
Chaintreau et al. [7] who observed a power law of the distribution for a set
of real mobility traces (i.e., meaning that there is a relatively high likelihood
of very long inter-contact times). Later work by Karagiannis et al. [12] as well
as Zhu et al. [27] showed that the power law applied only for a part of the
distributions and that from a certain time point, the exponential model better
explains the data. Pasarella and Conti [20] present a model suggesting that an
aggregate power law distribution can in fact be the result of pairs with different
but still independent exponentially distributed contacts. Such heterogeneous but
still independent contact patterns have also been analysed in terms of delay
performance by Lee and Eun [18].

Our work on the other hand, suggests that the exact characteristic of the
inter-contact distribution is less relevant when contacts are not independent.
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Correlated and heterogeneous mobility and the effect on routing have recently
been discussed in several papers [6,5,8,11], but to our knowledge, we are the first
to provide a framework that accurately captures the routing latency distribution
for real traces with heterogeneous and correlated movements.

7 Conclusions and Future Work

We have presented a mathematical model for determining the routing latency
distribution in intermittently connected networks based on trace analysis. The
basic idea that we have built upon is that the speed of a colouring process
captures the dynamic connectivity of such networks. This was confirmed by
a set of simulation-based experiments where we demonstrated that our model
matched the simulation results very well. On the other hand, the models based on
independent and homogeneous contacts did not provide accurate results except
for the case with the random waypoint mobility model.

Our scheme allows accurate analysis of a much wider range of mobility mod-
els than previously possible. This analytical technique also has the possibility
to increase our understanding of the connection between mobility and routing
performance, potentially leading to new mobility metrics and classifications. We
used a rough estimation-based model for the colouring distribution, and there is
certainly room for considering other ways of expressing these distributions.

There are several possible extensions to this work. First, it would be inter-
esting to study the accuracy of the analysis in the context of other routing
paradigms such as social and geographic routing, as well as considering effects
of limited bandwidth and buffers. Moreover, the effects of correlation of node
contacts should be further investigated by analysing other real-life traces, also
considering under which circumstances our assumption of independent colouring
times is valid.
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Abstract. There has been an effort to employ social similarity inferred
from user mobility patterns in opportunistic routing solutions to improve
forwarding. However, the dynamics of the networks are still not fully
considered when devising solutions based on social similarity metrics.
To address this issue, we propose two utility functions which consider
the daily life routines of users and the intensity of their social inter-
actions to take forwarding decisions: Time-Evolving Contact Duration
(TECD) that weights social interactions among nodes considering the du-
ration of contacts; and TECD Importance (TECDi) which estimates the
importance of nodes. We compare our utility functions against contact-
and social-based solutions, and we show that the use of daily life rou-
tines information (i.e., using TECD and TECDi) has a positive effect on
opportunistic routing.

Keywords: daily routines, network dynamics, contact duration, social
structures, opportunistic routing.

1 Introduction

Most of the proposed opportunistic routing solutions are built based on inter-
contact times [1], despite the increasing need to fully understand the nature of
such statistics. In addition, the resulting proximity graphs are rather instable
[2] as they need to be created based on the users’ mobility, which constantly
changes.

There is a current trend that employs the use of stable social structures (in-
ferred from user mobility) in order to improve opportunistic routing [3]. These
social structures are built based on social similarity metrics such as centrality
which identifies nodes that can increase the probability of message delivery given
their popularity within the system. Such centrality is used to perform message
delivery both inside and outside of a cluster/community under the assumption
that users meet each other according to the social strength between them.

However, the proposals which are based on the identification of social struc-
tures (e.g., communities) do not take into account the dynamics of networks,
that is, the evolution of the network structure (the making and braking of net-
work ties) since users meet other users in different moments during their daily
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routines. So, the global structure of the users’ social network changes as their
personal networks change.

When considering dynamic social similarity, Hossmann et al. [4] show that it
is imperative to correctly map real node interactions (resulting from the mobility
process) into a cleaner social representation (i.e., comprising only stable social
contacts) to create proximity graphs based on the daily life routine of nodes to
aid routing. This encourages us to study the effect that network dynamics have
on opportunistic routing. Additionally, Eagle and Pentland [5] show that users
have routines that can be used to identify future behavior and interaction with
others with whom they share similar behavior and potentially share the same
community. These studies suggest that opportunistic routing should mimic social
behavior, and the creation of social structures should consider the oscillations of
user behavior.

To address this challenge, we propose the use of time-evolving social struc-
tures to reflect the different behavior that users have in different daily periods of
time. This is achieved through two novel utility functions: Time-Evolving Con-
tact Duration (TECD) that weights social interactions based on the statistical
contact duration that nodes have in the same daily period of time, over consec-
utive days; and TECD Importance (TECDi) which estimates the importance of
nodes based on its node degree, and the social strength towards its neighbors,
in different periods of time.

To evaluate our approach, we compare opportunistic routing based on our
utility functions against benchmark contact- and social-based proposals. Results
show that capturing the dynamism of networks based on social daily behavior
(by using TECD and TECDi, for instance) can improve routing performance in
terms of delivery probability, cost and latency.

This paper is structured as follows. Section 2 analyzes the most significant
opportunistic routing trends. In Section 3, the TECD and TECDi utility func-
tions are presented along with an algorithm used to implement them. Section 4
presents the evaluation methodology, setup, and results. In Section 5 we conclude
the paper and present directions for future work.

2 Related Work

We previously identified [3] that most of the opportunistic routing prior-art
considered the replication-based forwarding scheme, while only 15% were based
on single-copy and flooding-based forwarding schemes. Among the replication-
based solutions, approximately 69% consider a contact-based approach (e.g.,
frequency of encounters) and 31% (the latest ones) investigate a new trend based
on social similarity metrics (e.g., community detection).

Contact-based proposals consider every contact among nodes to update the
proximity graph and implement metrics such as the number of times nodes meet,
contact frequency and the last time a contact occurs. Besides PROPHET [6],
the most cited replication-based proposal [3], other examples based on contact
metric are Prediction [7], and Encounter -Based Routing [8].
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Social-based proposals build proximity graphs based mostly on social simi-
larity metrics such as inter-contact times, and therefore they can identify social
structures such as communities in Bubble Rap [2], interest shared by nodes as in
SocialCast [9], and node popularity (i.e., importance) as in PeopleRank [10].

On one hand, contact-based proposals can achieve acceptable performance,
but with the complexity of updating proximity graphs according to node move-
ments [2]. On the other hand, social-based proposals have shown routing im-
provements based on proximity graphs more stable than those created based on
every contact. However, these proposals are complex when subject to form com-
munities prior to routing [2], or are based on strong assumptions about nodes
sharing the same interests spending most of the time co-located [9,10].

Independently of being based on contacts or social similarities, none of the an-
alyzed approaches consider the daily life routine of people (i.e., the dynamics of
network) carrying communicating devices, which certainly influences their per-
formance. Additionally, it has been shown that people’s routines can be rather
useful to determine future behavior [5], and that considering the dynamics of
social ties (based on an analysis of contact duration) from different daily rou-
tines is important to achieve a correct mapping of real social interactions into a
proximity graph with a clean (i.e., more stable) social representation able to aid
data forwarding [4].

3 Our Approach

Forwarding based on social interactions has great potential as less volatile prox-
imity graphs are created. However, existing approaches fail to consider the oscil-
lations of social interactions, which are mostly influenced by daily routines. We
believe that the accuracy level of social interactions is mainly dependent on the
statistical duration of contacts over different periods of time, since people have
daily habits that lead to a periodic repetition of behavior [5]. Moreover, they
will more accurately reflect the real evolution of social ties than relying solely on
the contact between nodes or well-defined social structures. This section starts
by describing the TECD and TECDi utility functions. After that, we describe
the algorithm that implements such utility functions.

3.1 Time-Evolving Contact Duration (TECD)

TECD aims to capture the evolution of social interactions in the same daily pe-
riod of time (hereafter called daily sample) over consecutive days, by computing
social strength based on the average duration of contacts.

Fig. 1 shows how social interactions (from the point of view of user A) vary
during a day. For instance, it illustrates a daily sample (8 pm - 12 am) over
which the social strength of user A to users D, E, and F is much stronger (less
intermittent line) than the strength to users B and C. Fig. 1 aims to show the
dynamics of a social network over a one-day period, where users’ behavior in
different daily samples lead to different social structures.
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Fig. 1. Contacts of A with a set of nodes x (CD(a,x)) in different daily samples ΔTi

As illustrated in Fig. 1, users’ social strength in a given daily sample depends
on the average contact duration that they have in such time period: if user x has
n contacts with user y in a daily sample ΔTi, having each contact k a certain
duration (Contact Duration - CD(x,y)k), at the end of ΔTi the Total Contact
Time (TCT(x,y)i) between them is given by Eq. 1.

TCT(x,y)i =

n∑
k=1

CD(x,y)k (1)

Each ΔTi represents a different daily sample in the routine of a person. Since
a behavior pattern can be observed, we can consider that each daily sample
represents a specific behavior at work/study place, home, or somewhere else (e.g.,
out of town, friends’ houses). In [5] it is shown that people can have their future
behaviors predicted by considering previous ones. Thus, we try to capture such
behavior considering the time that nodes spend together (i.e., Total Connected
Time) in the same daily sample ΔTi along different days j.

The Total Contact Time between users in the same daily sample over con-
secutive days can be used to estimate the average duration of their contacts for
that specific daily sample [5]: the average duration of contacts between users x
and y during a daily sample ΔTi in a day j (ADj

(x,y)i
) is given by a cumulative

moving average of their TCT in that daily sample (TCT j
(x,y)i

) and the average
duration of their contacts during the same daily sample ΔTi in the previous day
(cf. Eq. 2)

ADj
(x,y)i

=
TCT j

(x,y)i
+ (j − 1)ADj−1

(x,y)i

j
(2)

The social strength between users in a specific daily sample may also pro-
vide some insight about their social strength in consecutive k samples in the
same day, ΔTi+k. This is what we call Time Transitive Property. This prop-
erty increases the probability of nodes being capable of transmitting large data
chunks, since transmission can be resumed in the next daily sample with high
probability.
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The TECD utility function (cf. Eq. 3) is able to capture the social strength
(w(x,y)i) between any pair of users x and y in a daily sample ΔTi based on
the Average Duration (AD(x,y)i) of contacts between them in such daily sample
and in consecutive t − 1 samples, where t represents the total number of daily
samples. When k > t, the corresponding AD(x,y) value refers to the daily sample
k − t. In Eq. 3 the time transitive property is given by the weight t

t+k-i , where
the highest weight is associated to the average contact duration in the current
daily sample, being it reduced in consecutive samples.

TECD = w(x,y)i =
i+t−1∑
k=i

t

t+ k − i
AD(x,y)k (3)

3.2 TECD Importance (TECDi)

TECDi, shown in Eq. 4, aims to capture the Importance (Iix) of any user x
in a daily sample ΔTi, based on its social strength (TECD) towards each user
that belongs to its neighbor set (Nx) in that time interval, in addition to the
importance of such neighbors.

TECDi = Iix = (1− d) + d
∑
yεNx

w(x,y)i

Iiy
Nx

(4)

TECDi is based on the PeopleRank function [10]. However, TECDi considers the
social strength between a user and its neighbors encountered within a specific
ΔTi, while PeopleRank computes the importance considering all neighbors of x
at any time. It is worth mentioning that the dumping factor (d) in TECDi has a
similar meaning as in PeopleRank: to introduce some randomness while taking
forwarding decisions.

3.3 Distributed Algorithm

The operation of the algorithm is quite simple as shown in Algorithm 1. Its
functionality is different according to the utility function being used, TECD or
TECDi. In the former case, when the CurrentNode meets a Nodei in a daily
sample ΔTk, it will get a list of all neighbors of Nodei in that daily sample and
its weights towards them, (Nodei.WeightsToAllneighbors computed based on Eq. 3).
Then, every Messagej in CurrentNode’s buffer is replicated to Nodei if the
latter’s weight towards the destination (getWeightTo(Destinationj)) is greater than
CurrentNode’s weight towards the same destination.

If TECDi is used, then when the CurrentNode meets a Nodei, the
CurrentNode obtains Nodei’s importance and replication occurs if such im-
portance is greater than or equal to that of the CurrentNode.
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Algorithm 1. Forwarding with TECD and TECDi
begin

foreach Nodei encountered by CurrentNode do
if (TECD being used) then

receive(Nodei.WeightsToAllneighbors)
foreach Messagej ∈ buffer.(CurrentNode) & /∈ buffer(Nodei) do

if (Nodei.getWeightTo(Destinationj) >
CurrentNode.getWeightTo(Destinationj))

then CurrentNode.replicateTo(Nodei, Messagej )
else if (TECDi being used) then

receive(Nodei.Importance)
foreach Messagej ∈ buffer.(CurrentNode) & /∈ buffer(Nodei) do

if (Nodei.importance ≥ CurrentNode.importance)
then CurrentNode.replicateTo(Nodei, Messagej )

end

4 Performance Evaluation

This section presents the evaluation methodology, implementations and simula-
tion settings, and the evaluation results which point out advantages and con-
straints of capturing the dynamics of the network, by using time-evolving contact
duration and node importance in opportunistic routing. Results are analyzed
in two stages: we start by the performance analysis between the TECD -based
algorithm and contact-based approaches, PROPHET and Epidemic. Next, we
analyze the performance of the TECDi-based algorithm against social-based ap-
proaches, Bubble Rap and Rank (a PeopleRank -like solution). For the sake of
simplicity, we refer to our algorithm as TECD or TECDi hereafter.

4.1 Evaluation Methodology

Performance analysis is carried out on Opportunistic Network Environment
(ONE) [11] simulator with simulations representing a 12-day interaction period
between nodes. Each simulation is run ten times (with different random number
generator seeds for the used movement models) to provide a 95% confidence
interval for the results.

The metrics used to assess the performance of TECD and TECDi against the
contact- and social-based benchmark solutions are the average delivery proba-
bility (i.e., ratio between the number of delivered messages and total number of
created messages), average cost (i.e., number of replicas per delivered message),
and average latency (i.e., time elapsed between message creation and delivery).
Regarding the ONE simulator, the time step size is of 2 seconds [11], and simu-
lations are performed in batch mode with 2 GB RAM dedicated memory.

4.2 Implementations and Simulation Settings

TECD and TECDi are compared with representatives of the identified contact-
and social-based approaches in Section 2. In what concerns contact-based solu-
tions, PROPHET [6] and Epidemic [12] were chosen for being the most cited
proposals: the first is widely recognized by the Delay Tolerant Networks (DTN)
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research community, and the second represents a solution that is merely inter-
ested in replicating messages in order to increase delivery. For the social-based
approaches, Bubble Rap [2] and PeopleRank [10] were selected as representative
of solutions based on social structures and node popularity notions.

Regarding the implementations, ONE encompasses all benchmarks except
Rank. Hence, we have implemented it considering the node degree and the im-
portance of its neighbors to make it having a PeopleRank -like behavior in each
time interval of a daily routine. Thus, instead of determining the overall impor-
tance of a node at each encounter, like PeopleRank does, Rank estimates the
node importance at the end of every daily sample.

It is worth noting that the dumping factor d of Rank, which is also used in
TECDi, was set to 0.8, since it lies among the values where PeopleRank [10]
showed the best success rates. Regarding Bubble Rap, we used it with K-clique
and single window algorithms for community formation and node centrality com-
putation [2]. We chose parameter k to be 5, since it results in the best overall
performance for Bubble Rap in terms of delivery probability, cost and latency.

Regarding the simulation settings, although not using real traces, we aim
at creating a scenario close to the one found in people’s daily activities. Such
concern is also considered in the evaluation of considered benchmarks where
community-based scenarios are devised and real world traces are used.

The simulation scenario is part of the Helsinki city and has 150 nodes dis-
tributed in 8 groups of people and 9 groups of vehicles. One of the vehicle groups,
with 10 nodes, follows the Shortest Path Map Based Movement, where they ran-
domly choose a place and use the shortest path to reach it. These nodes represent
police patrols equipped with Bluetooth (250 kbps in a 10 m range), with speed
between 7 to 10 m/s and a pause time between 100 and 300 seconds.

The other vehicle groups represent buses. Each group is composed of 2 ve-
hicles, equipped with Bluetooth (250 kbps/10 m) and WiFi (11 Mbps/250 m),
following the Bus Movement with speeds between 7 to 10 m/s and pause times
between 10 and 30 seconds. Due to limitations of the Bubble Rap implementa-
tion, the bus group is equipped with only WiFi (11 Mbps/100 m) interface.

The people groups follow the Working Day Movement with walking speeds
between 0.8 and 1.4 m/s and may also use buses. Each group has different
meeting spots, offices, and home locations. People spend 8 hours at work and
present 50% probability of having an evening activity after work. In the office,
nodes move around and have a pause time between 1 min and 4 hours. Evening
activities can be done alone or in group, and can last between 1 and 2 hours.

The traffic load corresponds to approximately 500 messages generated per day
among a subset of preset node pairs, which results in 6000 considered for the
performance assessment.

TTL values were set at 24 hours and unlimited. With a 24-hour TTL, mes-
sages have a short time in the system and shall impact delivery probability, and
unlimited TTL increases the cost as messages are allowed to be replicated for the
duration of the simulations. This way the studied proposals are analyzed in two
extreme cases. Message size ranges from 1 kB to 100 kB. The buffer space is of
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2 MB. Message and buffer size comply with the universal evaluation framework
that we proposed previously [3] based on the evidence that opportunistic rout-
ing prior-art follow completely different evaluation settings, making assessment
a challenging task.

4.3 Comparison against Contact-Based Algorithms

As shown in Fig. 2(a), TECD has a gain of 16.17 percentage points over
PROPHET (59.87% against 43.70%) and a gain of 23.77 percentage points over
Epidemic (59.87% against 36.10%) for a 24-hour TTL. The average delivery
probability gain of TECD with unlimited TTL increases to 18.41 percentage
points over PROPHET (44.39% against 25.97%), and to 23.26 percentage points
over Epidemic (44.39% against 21.13%).

As TECD is able to reflect the daily routine and intensity of social ties, it only
forwards messages to nodes that actually increase the probability of reaching the
destination (i.e., are well socially connected) even if the carrier needs to keep the
message for a little longer. PROPHET ’s performance is affected by the presence
of finite loops (happening occasionally) that keep messages in the system for
longer times, which in turn use transmission opportunities that would be needed
to keep a good delivery probability of other messages. Epidemic’s performance
is explained by an aggressive replication strategy, which quickly exhausts buffer
space, limited to 2 MB per node.

Regarding the average cost, Fig. 2(c) shows that for the 24-hour TTL, TECD
produces 57.37 replicas to perform a delivery against 272.35 of PROPHET and
454.12 of Epidemic. For unlimited TTL, TECD has a higher number of replicas
(121.30), but it is still lower than the ones created by PROPHET (247.11), and
almost 4.5 times smaller than the ones created by Epidemic (535.04).

TECD presents a lower cost than PROPHET, since it wisely chooses the
next best hop based on the social strength, avoiding a higher number of replicas
(i.e., messages can be held in the carrier node for a longer time, while finding
stronger social ties). Although the advantage of TECD decreases with unlimited
TTL, this is acceptable since the cost is expected to increase as messages are
allowed to live longer in the system. The cost reduction of PROPHET with
unlimited TTL is related to the limited buffer (i.e., 2 MB), which does not allow
it to further replicate as long-lived messages quickly exhaust nodes’ buffer. As
mentioned before, buffer limitation is not an issue for TECD since it wisely
chooses next hops, leading to lower replications and to lower buffer occupancy.
Regarding Epidemic, the trend is for the number of replicas to increase with TTL
as messages take longer to expire: with unlimited TTL cost increases almost 18%.

For the average latency, Fig. 2(e) shows that with a 24-hour TTL, TECD has a
lower average latency than PROPHET (1672.82 s lower) and Epidemic (4173.53
s lower). This is due to the fact that TECD is able to deliver messages with a
lower number of hops (3.23 against 3.66 of PROPHET and 11.10 of Epidemic)
and due to occasional finite loops that add delay in PROPHET. For unlimited
TTL, TECD has slightly higher latency because nodes tend to hold messages for
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Fig. 2. Comparison results for the considered performance metrics

longer time based on the expectation of having a better transmission opportunity
in a later time interval.

Fig. 2(e) also shows that PROPHET has similar behavior as reported in [6]:
latency increases with TTL. This happens since PROPHET has no mechanism to
erase copies of messages that were already delivered, which occupy buffer and use
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forwarding opportunities of undelivered messages. The same justification helps
to explain the higher latency of TECD and Epidemic with unlimited TTL. The
difference in latency values with unlimited TTL for the three approaches is due to
the fact that Epidemic puts much more messages in the system, which increases
the probability of one message arriving first to the destination. Nevertheless, the
cost of this strategy is very high (cf. Fig. 2(c)).

These first results show that representing social interactions based on the
average duration of contacts in time intervals defined based on people daily
habits leads to an overall better performance than just using inter-contact time
information such as time since last encounter and frequency of encounters.

In summary, with a 24-hour TTL, TECD presents an average delivery prob-
ability 16% and 23% higher than PROPHET and Epidemic, producing almost
1
5 and 1

8 less replicas with a subtle gain in latency, respectively. With unlimited
TTL, the advantage of using TECD in relation to PROPHET and Epidemic
is still clear. Although TECD presents an average latency 6.29% and 31.79%
higher than PROPHET and Epidemic, it presents an average delivery probabil-
ity 18.41 and 23.26 percentage points higher, producing nearly 126 and 414 less
replicas.

4.4 Comparison against Social-Based Algorithms

In this section, we analyze the performance of TECD and TECDi against Bubble
Rap and Rank. The goal is two-fold: first, to analyze the potential benefits of
considering social relationships as a complement to the importance of nodes
(metric used by Rank) for the identification of accurate social interactions; and,
second, to analyze how an approach able to capture the network dynamics based
on a time-evolving social-based solution behaves when compared to solutions
that rely solely on the identification of social structures, as with Bubble Rap.

In what concerns the average delivery probability (cf. Fig. 2(b)), TECD over-
comes Rank and Bubble Rap in 22.84 and 29.26 percentage points, respectively,
for a 24-hour TTL (59.87% against 37.03% and 30.61%, respectively). For un-
limited TTL, all approaches present lower delivery probability (while keeping
the same performance order), with the exception of Bubble Rap, which improves
as TTL increases.

It is also observed that TECDi has a gain of 6.06 percentage points over Rank
for a 24-hour TTL (43.09% against 37.03%). This gain is higher than the one of
Rank for a scenario with unlimited TTL (23.25% against 18.37%).

Regarding Bubble Rap, TECDi has a gain of more than 12 percentage points
for the 24-hour TTL case (43.09% against 30.61%), since Bubble Rap needs some
time to create communities, which affects its delivery rate. However, for the
unlimited TTL case, Bubble Rap overcomes TECDi by more than 9 percentage
points, which was expected since it has now more time to form communities
increasing the delivery capability as reported in Hui et al.

Based on Fig. 2(b), our findings show that, considering the strength of social
ties in addition to the importance of nodes, it brings benefits in terms of delivery
probability. With TECDi the importance of nodes is influenced by the social



108 W. Moreira et al.

strength they have with neighbors. This means for instance that a node, with a
high set of weakly related neighbors, will have a lower importance with TECDi
than with Rank. Moreover, next hops are selected among the important nodes
that have a stronger social tie with the message carrier, which helps in the case
where more than one contact is needed to transfer a message.

In what concerns the average cost (cf. Fig. 2(d)), TECD achieves the lowest
cost with 24-hour TTL when compared to Rank and Bubble Rap (57.37 replicas
against 302.05 and 559.69, respectively) as it chooses the best next hop based on
the social strength. The same behavior occurs with unlimited TTL as TECDi
is able to reduce the number of potential next hops from the set of important
neighbors (being more selective in relation to nodes with high degree but weak
social ties with their neighbors). However, cost increases with TTL, since mes-
sages stay longer in the system and are subjected to more replication. Bubble
Rap presents the highest costs independently of TTL, as replication occurs based
on global centrality when communities are not yet fully formed, and nodes with
higher global rank (i.e., those which move throughout the entire scenario like
buses) are always receiving messages in an attempt to have them readily deliv-
ered. The decrease in cost of Bubble Rap with unlimited TTL is due to messages
starting to exhaust buffer in carrier nodes, which means less messages to be
replicated.

Regarding the average latency (cf. Fig. 2(f)), TECD manages to have the
lowest latency (less 4598 s and 17476 s than Rank and Bubble Rap, respectively)
whereas TECDi has a subtle higher latency (more 818.37 s) than Rank, but still
has a lower latency (less 12059 s) than Bubble Rap with a 24-hour TTL. With
unlimited TTL, TECD still has a lower latency (less 2752 s) than Rank, but a
higher latency (more 13299 s) when compared to Bubble Rap, while TECDi has a
higher latency than Rank and Bubble Rap (11492.86 s and 27545 s, respectively).
Increase in latency of TECD is due to messages being held longer in attempt
to find better next hops. As for TECDi, messages are replicated based on node
importance, and as they reach top-ranked nodes, they take more time to reach
destination especially if those do not interact much outside their social groups.

The high latency of Bubble Rap with 24-hour TTL is expected as messages are
subject either to the formation of communities or to the fact that their holders
must come in contact to higher popularity ranked nodes to perform forwarding,
thus influencing the overall latency experienced. As the number of delivered
messages increased in the unlimited TTL case, so did its overall latency.

When compared to TECD, both Rank and TECDi present a higher average
latency, since nodes tend to hold messages longer, especially if the current node
has a high importance factor. The impact of the importance factor also explains
the higher latency of TECDi in relation to Rank, since the former also consider
the social strength between nodes, in addiction to the importance of nodes.

In summary, with a 24-hour TTL, TECD overcomes Rank and Bubble Rap
in terms of delivery probability for more than 22.84 and 29.26 percentage points
respectively, creating 1

5 and 1
10 less replicas with 13.58% and 51.63% lower la-

tency. Yet, TECDi presents an average delivery probability of 6.06 and 12.47
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percentage points higher than Rank and Bubble Rap respectively, producing al-
most 36 and 294 less replicas with a 2.12% higher latency than Rank and 30.7%
lower latency than Bubble Rap.

With unlimited TTL, TECD has still better performance in terms of delivery
probability and cost than Rank and Bubble Rap, although its latency is 24.20%
higher than Bubble Rap. In the case of TECDi, it brings more advantages than
Rank, because although the former presents an average latency 16.18% higher
than Rank, it has an average delivery probability 4.88 percentage points higher
than Rank, producing 55 less replicas. With Bubble Rap, although it has a gain
of 9 percentage points regarding delivery probability and a lower latency, TECDi
manages to spare resources by creating almost 37% less replicas.

4.5 Scalability Analysis

We analyze the memory needed for computing TECD and TECDi. Considering
a worst case scenario with k time slots and n nodes, where every node meets all
other nodes in each ΔTi, we have:

– n× (n− 1) variables to store the starting time for every new connection.
– n× (n− 1) variables to store TCT computations.
– k × n× (n− 1) variables to store AD computations.

If each variable has X bits, TECD ’s needed resources is given by Eq. 5.

TECDalloc = n× (n− 1)× (k + 2)×X bits (5)

In our scenario we have 150 nodes, 6 time slots, and 64 bit double for storing,
which results in 1.364 MB of total memory usage in the system, which means
that in average each node needs up to 4 MB (including the 2 MB of buffer space).

To use TECDi, nodes need to store their importance and the importance of
nodes they meet. Thus, the amount of needed resources is given by Eq. 6.

TEDCialloc = n2 ×X + TECDalloc bits (6)

Assuming the aforementioned worst case, TECDi needs a storage capacity of
1.536 MB, which means that in average a node needs to reserve the same 4 MB.

In case of rather limited buffer, a solution is to keep track of the best weights,
eliminating those under a threshold. A configuration with pre-defined thresholds
will be considered to investigate which is the most suitable value to be used.

5 Conclusions and Future Work

Prior art proved that social relationships are useful for data exchange in op-
portunistic networks. Thus, it is clear that solutions based on the structure of
the network have much better performance than solutions based solely on con-
tacts. However, we can also observe that the dynamics of the network (i.e., based
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on daily routines) should also be addressed in order to improve even more op-
portunistic routing. Hence, we propose two utility functions which are based
on the daily routine of people, and can transcribe movement patterns result-
ing from social ties into equivalent social weighted representations relevant for
forwarding: Time-Evolving Contact Duration (TECD), where social interactions
are weighted reflecting the social daily routines of users, and TECD Importance,
which includes the social strength between nodes and their importance.

As presented in Sections 4.3 and 4.4, network dynamics can indeed improve
the performance of opportunistic routing when compared to solutions based
on the structure of the network and on node contact. TECD stands out amongst
the contact- and social-based proposals and it even has advantages over TECDi :
delivery probability gains up to 21.1 percentage points producing ~242 less repli-
cas with a lower latency (~17.3%). This is due to the fact that TECD replicates
messages based on the social strength among nodes (which is very reliable), while
TECDi does it based on node importance. This dependency on node importance
results in useless replications which increases TECDi ’s cost contributing to its
lower delivery probability and higher latency. Still TECDi has great potential
(when compared to the remaining solutions) in improving forwarding, and this
approach should be further investigated.

This paper showed the advantages of using solutions based on the dynamics of
the network for routing. We prove this by comparing a solution based on utility
functions that are aware of users’ daily routines against prior art.

As future work, we aim to investigate a hybrid utilization, with TECD and
TECDi, creating a new opportunistic routing proposal to forward messages. We
also plan to finetune both utility functions to improve delivery probability, cost
and latency, and evaluate such proposals considering human traces to show its
potential in real scenarios.
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Abstract. As vehicular systems are expected to become the key ele-
ment of the global networking ecosystem, it is crucial to ensure that the
relevant technologies are included in their development from the very
outset. A distinctive feature of vehicular networks is their envisaged high
complexity in terms of network composition. Therefore, certain dose of
automation is required for the purposes of guaranteeing smooth and ro-
bust system operation. First, it is expected that there will be a need for
the vehicles to express capabilities of autonomic configuration in order
to address the issues of rapid topology changes and distributed nature of
the network. Second, a very relevant question of self-management needs
to be answered so it is possible to understand how network nodes, i.e.
vehicles, can express cooperative behaviors, manifested through, for ex-
ample, the ability to perform autonomic cooperative communications
and routing.

Keywords: cooperative communications, autonomic system design,
vehicular networks.

1 Introduction

This paper outlines the evolution of the technologies leading to the instantiation
of autonomic cooperative networking for vehicular systems [13], [12]. The discus-
sion covers not only spatio-temporal transmission and its successful transition
into cooperative relaying but also puts emphasis on the very important role of
network layer routines eventually enhanced with the concept of autonomic sys-
tem design. Perceived from a general perspective, cooperative transmission seems
to be emerging as the key enhancement to vehicular systems in terms of provid-
ing reliable data transmission. As this approach capitalises on the exploitation of
spatio-temporal processing techniques, it can offer very promising improvements
in performance of wireless communications through the use of transmission di-
versity provided by relay nodes. Such relay nodes may form virtual antenna
arrays [7] and act for example as a distributed space-time block or trellis en-
coder [11]. In the case of vehicular networks, however, the system dynamics
requires special logic able to handle the continually changing network config-
uration. This can be achieved through cross-layering with the aid of network
layer routines [22]. For this purpose one may, in turn, employ for example the

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 112–125, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Autonomic Cooperative Vehicular Communications 113

Multi-Point Relay station selection heuristic of the Optimised Link State Rout-
ing protocol which can be easily exploited to organise virtual antenna arrays [5].
Last but not least, the system needs to be stable and scalable, and so large-
scale vehicular networks should implement the notion of self-management [4]. A
future vehicular network may be actually even expected to somewhat imitate
the behavior of a living organism meaning it should be capable of functioning
by itself without any necessity for a specific external human intervention during
most of the time of operation [13], [12]. Such autonomic network architectures
are currently being developed with the aid of the concept of decision elements
and control loops and are being pushed onto the standardisation path [3].

The paper has been organised in the following way. Section 2 provides all
the necessary background on spatio-temporal processing so the idea of applying
cooperative relaying to vehicular systems can be introduced in Section 3. Next,
the role of network layer routines is explained in Section 4 in context of organising
vehicles into virtual antenna arrays. Then the concept of involving the rationale
behind autonomic system design is advertised for in Section 5 and the simulation
results for autonomic equivalent distributed space-time encoder, working in both
the block and trellis mode, are presented in Section 6. The paper is concluded
in Section 7.

2 Spatio-temporal Transmission

There are a few space-time processing techniques which may be employed for
the purposes of pre-processing the transmitted signals in such a way that they
are more robust to the wireless radio channel impairments. Among them there
is space-time block coding, introduced by Alamouti [1], which offers diversity
gain but no coding gain. Therefore, despite its name, space-time block coding
may be generally perceived as a modulation rather than a coding technique.
It was designed to provide an additional spatio-temporal diversity in wireless
systems, employing multi-element antenna arrays for the purposes of enhancing
the reliability of transmission. When compared to the classic solutions based on
receive diversity, space-time coding allows to shift the complexity connected with
multiple antennas from small mobile user terminals to base stations. Among the
most significant advantages of this approach, there is the reduced complexity of
user terminals, lower cost of installing one multi-element antenna array at the
base station only, as well as the possibility of guaranteeing reasonable spacing
among elements of such an antenna array. The base space-time block code G2 is
defined with the use of the matrix (1):

G2 =

[
x1 x2

−x∗
2 x∗

1

]
(1)

This code may be used in a system employing two transmit and any number of
receive antennas. More specifically, in the first timeslot the x1 and x2 symbols
are sent by the first and second transmit antenna respectively and then, in the
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Fig. 1. Base space-time trellis code exploiting 4-PSK modulation

second timeslot, the −x∗
2 and x∗

1 symbols are transmitted in the same manner,
being the complex conjugates of the original ones.

The other technique taken into account in this paper is space-time trellis
coding [18], [19]. In contrast to space-time block coding, it introduces additional
relations among specific sequences transmitted by distinct antennas, as well as
the symbols constituting these sequences, so that apart from diversity gain,
additional coding gain may be also observed. The base space-time trellis code
exploiting the 4-PSK modulation scheme, is presented in Figure 1 [18]. The
numbers placed to the left of the trellis diagram should be interpreted in the
following way: the most significant digit represents the current state, whereas
the least significant one corresponds to the input and therefore also to the next
state [18]. It means that the consecutive pairs of the encoder input bits determine
the transition from the current state to the following one. Consequently, two
symbols are relayed to the transmit antennas, and more specifically the first
antenna transmits the channel symbol informing about the current state, whereas
the second antenna transmits the channel symbol informing about the next state.

3 Cooperative Relaying

The issue of cooperative relaying emerged as a very promising method for im-
proving the process of transmission in wireless mobile networks [14]. This is where
the application of the discussed space-time processing techniques to cooperative
relaying can be advantageous as in general it true that thanks to significant sep-
aration between Relay Nodes (RN) a Virtual Multiple Input Multiple Output
(MIMO) radio channel may be formed in the cooperation phase. This way coop-
erative transmission may improve the reliability of communication through the
use of diversity provided by network nodes available to assist in the transmis-
sion between a given pair of source and destination nodes [10]. This is possible
because the rationale behind spatial-temporal processing discussed in the pre-
ceeding section can be easily mapped onto networking, as long as sufficiently
tight synchronization is guaranteed. Cooperative transmission evolved from of
the conventional relaying scheme [24] and usually it consists of two phases. First
the Source Node (SN) sends its information to the RN, which fully decodes the
received signal, then re-encodes it and sends to the Destination Node (DN). Such
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Fig. 2. Conventional relaying

an approach makes it feasible to either reduce the transmit power or extend the
transmission range. As it was explained in the description of space-time pro-
cessing techniques, no diversity gain can be offered here. This approach is also
known as L3DF because taking into account the Open Systems Interconnection
layered structure the operation of relaying is performed at the network layer [9].

An extension is the basic cooperative relaying case where additionally a direct
link between SN and DN is available as in Figure 3. Here, both the DN and
RN receive the transmitted signal and then the RN may additionally resend
its copy towards the DN to enhance the system performance by exploiting the
aforementioned diversity gain. The most advanced approach actually consists in
application of distributed space-time block coding [11]. SN broadcasts its signal,
which is consequently received by the DN as well as by the potential RNs.
Afterwards, this signal is processed by these intermediate nodes and eventually
resent towards the DN. The concept of distributed space-time block coding may
be perceived as a special case of virtual antenna arrays. It is then crucial to
note that the latter can be generalised even further to encompass multi-hop
set-ups [6], [7].

Cooperative transmission is not only applicable to mobile ad hoc networks,
mesh networks or sensor networks but there already exist interesting applications
to the next generation cellular systems as well [8]. Regardless the environment,

Fig. 3. Cooperative relaying
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Fig. 4. Generalised virtual antenna array concept

however, in most of the cases there is question of the selection of relay nodes to be
included in a virtual antenna array. This is somewhat similar to transmit antenna
selection in the case of plain space-time coding systems where one could observe
benefits from proper antenna selection [20]. For networked systems, however, this
issue becomes even more substantial and complex as the network topology may
be changing rapidly and it is very unpredictable. One of the proposed approaches
assumes employing specific existing routing layer mechanisms for the purposes
of gaining access to and capitalising on topology information readily available
at the network layer [22]. This approac is further discussed in Section 6 where
the evaluation assumptions are outlined.

4 Network Layer Routines

The Optimised Link State Routing protocol was designed for Mobile Ad-hoc
Networks (MANETs). As it belongs to the link-state class of protocols, it some-
what resembles the classic solution in the form of the Open Shortest Path First
(OSPF) protocol, however, it is better suited to mobile environments. Such en-
vironments are usually characterised by very dynamic changes in the topology
of the mobile network and therefore the protocol should be tailored accordingly
so that, keeping the overhead at a reasonable level, it was able to follow those
changes and provide accurate routing information.

Although, due to the broadcast nature of the wireless channel, many inter-
mediate intermediary nodes typically receive the radio transmission originated
by one of the neighboring nodes, it makes sense only for some of them to par-
ticipate in cooperative relaying. Routing mechanisms can be used to facilitate
this process, so information available at the network layer may be exploited to
for the coordinatione of the transmission at the link layer. The selected relay
nodes may form the aforementioned virtual antenna array(s) and then perform
the operation of distributed space-time processing to orthogonalise the wireless
radio channel. A perfect candidate solution addressing these needs is actually the
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Fig. 5. Multi-point relay selection

aforementioned OLSR protocol. It is characterised by proactive topology discov-
ery and an optimised broadcasting mechanism of the Multi-Point Relay (MPR)
station selection heuristic. As described in [22] and [21], [23] the modification of
this mechanism allows for a seamless integration of the concept of virtual an-
tenna aided cooperative transmission based on space-time block coding with the
routines of network layer protocol. It means that, thanks to careful extensions
to the OLSR protocol ensuring its backward compatibility, one is able to capi-
talise on the routing mechanisms and additional information readily available at
the network layer for the purposes of optimising the performance of a link layer
system employing the aforementioned virtual antenna arrays.

The MPR selection heuristic [15] is aimed at optimising the protocol overhead
during the phase of topology recognition (Figure 5). It is performed with the use
of both the set of one-hop and the set of two-hop neighbours, identified with
the aid of Hello messages. To this end, each node x issues such messages con-
taining the addresses of all the neighbours it has discovered within its one-hop
neighbourhood N(x) together with the corresponding link codes [5]. Following,
a node n in N(x) should be able to acquire knowledge about its two-hop neigh-
bourhood N2(x), reachable through the node x, in the same manner. Having
identified its both one-hop and two-hop neighbourhoods, the node x may elect
MPRs with the aid of the heuristic summarised in short below [5]. First, the
node x includes in the MPR(x) set all its symmetric one-hop neighbours be-
ing the only ones to provide reachability to a node n2 in the strict symmetric
two-hop neighbourhood, and always willing to carry and forward traffic [15].
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The heuristic continues selecting this node in the N(x) set, which has not been
inserted into the MPR(x) set so far and is characterised by the highest will-
ingness to carry and forward traffic, as long as there still exist any uncovered
nodes in N2(x). For multiple choice the one is chosen which provides the highest
reachability, i.e. through which the highest number of still uncovered nodes in
N2(x) can be reached. Otherwise, if it is impossible to select one node only, the
one with the highest degree is chosen, where the degree of a one-hope neighbour
denotes the number of its symmetric neighbours, excluding all the members of
N(x) and the node x, performing the computation [5].

In particular, OLSR appears of so special interest here because it is not only
already integrated with cooperative transmission, but also very well aligned with
the paradigm of autonomic networking, as it allows for a network node to decide
on its willingness to carry and forward traffic, which is exactly what is meant by
an enabler for autonomic behaviors.

5 Autonomic Networking

As the network complexity increases, the network layer per se is no longer suffi-
cient when it comes to the general scope coordination. In particular, to accom-
modate the routing information enhanced cooperative transmission, a specific
architectural extension depicted in Figure 6 is necessary as a component aligned
with the rationale behind the Generic Autonomic Network Architecture (GANA)
[4]. Autonomic networking has emerged as one of the most promising approaches
towards the instantiation of the self-managing future networked systems [4] such
as vehicular communications [13], [12]. Autonomicity is defined as the ability
to self-configure without a need for any external intervention, while the flavour
of a system being autonomous means its ability to display certain dose of cog-
nition. The inherent feature of autonomic networking is a need for continuous

Fig. 6. Autonomic cooperative node from architectural perspective



Autonomic Cooperative Vehicular Communications 119

monitoring so the network is able to self-configure according to the imposed poli-
cies and taking into account additional monitoring related information [2]. The
aforementioned factors are particularly important for vehicular networks which
depending on the scenario might be characterized by a very dynamically chang-
ing topology, affecting the possibility for efficient cooperation. Generally, such
an autonomic network should behave like a living organism or rather imitate
its internal processes remaining in close correlation but not requiring external
intervention during most of the time of operation. In particular, such systems
are on control loops, where a Decision Element (DE) is controlling a managed
entity (ME) based on a closed information flow and with the use of external
monitoring and policies related data (Figure 7).

Such decision elements interact among themselves in hierarchical management
structures based on the input from control loops. This is a very important as-
pect because monitoring is necessary for acquiring up-to-date information data
regarding the network topology, which may positively affect the safety situation
in the network. At the same time, policing might be used to impose certain be-
haviors on distinct vehicles, groups of vehicles or even the whole network in order
to address certain objectives, related for example to the traffic load optimisation.
In particular, starting from the protocol level as described in Figure 6 a new Co-
operative Processing decision element (CP DE) needs to be introduced having
responsibility over controlling the aspects of cooperative transmission protocol
related to physical emulation of the distributed space-time encoder. This oper-
ation is equivalent to the processing of the relayed signal according to the op-
eration of a given space-time encoder, either block or trellis one. The operation
of CP DE needs to be aligned with the already existing Routing Management
decision element RM DE. This is necessary for the proper synchronisation of

Fig. 7. Control loop
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the routing tables maintained at the cooperating nodes [21], [23]. Moreover, the
RM DE also needs to act pursuant to the interactions with other existing DEs,
i.e. the Resilience and Survivability decision element RS DE and Fault Man-
agement decision element FM DE. In this case, the RS DE covers the aspects
of service resilience and survivability. For this it interacts with FM DE which
controls the symptoms suggesting that a failure, e.g. in terms of service, may be
imminent. Finally, while these DEs are located at autonomic cooperative nodes,
it is still necessary to provide substantial coordination at the network level.
This task is accomplished by the Cooperative Routing decision element CR DE
which is responsible for overseeing the situation from a higher level perspective
and orchestrating the concurrent cooperative and non-cooperative transmissions
among vehicles [13], [12].

6 System Assumptions and Evaluation

The evaluation of a system comprising all the above components is a challenging
task. Therefore, it is assumed that the operation of the routing information
enhanced cooperative transmission as described in [23], [21], [22] is enhanced
with the notion of an autonomic equivalent distributed space-time encoder. In
particular, using the notation introduced for the MPR selection heuristic, each
neighbour n having zero degree is removed by the source vehicular node x from
the set N(x). Then the classic MPR selection heuristic is executed iteratively
over the set N(x), until all the potential MPR nodes have been subdivided into
disjoint MPRi(x) sets. Each such iteration should result in additional multi-
point relay set, i.e. secondary, ternary, etc. At the same time, all the nodes
from these sets, are expected to be assigned to the most relevant virtual antenna
arrays VAA(x, n(2)), providing cooperative connectivity between the source node
x and the destination node n(2). This means that any intermediate node n may
be included in more than one virtual antenna array operating according to the
definition of an autonomic equivalent distributed space-time encoder outlined
below [21], [23].

Definition: A set of perfectly synchronized distributed relay nodes connected
to the source node via error-free links and able to cooperatively encode the re-
ceived signals as if they constituted a given space-time block or trellis encoder,
conceptually forms and is defined as an autonomic equivalent distributed space-
time encoder.

Following, the operation of such encoder has been analysed with the aid of
simulations. Different configurations were validated where the power emitted by
each transmitting vehicle was always normalised for the total transmitted power
to be equal to 1. Always 10 million bits were transmitted and the destination
vehicle was assumed to have from 1 up to 3 receiving antennas. In particular,
the signal (2) received by a receive antenna j may be then written as [1], [18]:

rjt =

N∑
i=1

hi,js
i
t + ηjt (2)
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where hi,j denotes a channel coefficient between the antenna of the relaying
vehicle i and the receive antenna j at the destination vehicle, sit represents
the symbol transmitted by antenna of vehicle i and the noise samples ηjt are
modeled by the complex Gaussian process with zero mean and N0/2 variance
per dimension. For space-time block coding the following metric (3) was used [1]:

z =

L∑
t=1

M∑
j=1

∣∣∣∣∣rjt −
N∑
i=1

hi,js
i
t

∣∣∣∣∣
2

(3)

where t denotes the time slot and i denotes the transmit antenna. For space-time
trellis coding, transitions was assigned weights (4) according to [18]:

wx,y =

M∑
j=1

∣∣∣∣∣rjt −
N∑
i=1

hi,js
i
t

∣∣∣∣∣
2

(4)

The results achieved for the base space-time block and space-time trellis codes,
introduced in Section 2, are presented in Figure 8 and Figure 9, respectively.
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Fig. 8. Performance of G2 equivalent system for 1, 2, and 3 receiving antennas
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Fig. 9. Performance of space-time trellis coded equivalent system for 1, 2, and 3 re-
ceiving antennas

Additionally, two more advanced space-time block codes G3 (5) and H3 (6)
were evaluated [17], [16]:

G3 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1 x2 x3

−x2 x1 −x4

−x3 x4 x1

−x4 −x3 x2

x∗
1 x∗

2 x∗
3

−x∗
2 x∗

1 −x∗
4

−x∗
3 x∗

4 x∗
1

−x∗
4 −x∗

3 x∗
2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5)

H3 =

⎡
⎢⎢⎢⎢⎣

x1 x2
x3√
2

−x∗
2 x∗

1
x3√
2

x∗
3√
2

x∗
3√
2

(−x1−x∗
1+x2−x∗

2)√
2

x∗
3√
2
− x∗

3√
2

(x2+x∗
2+x1−x∗

1)√
2

⎤
⎥⎥⎥⎥⎦ (6)

The achieved results show that one may expect theoretical gains in terms of
system performance through the application of autonomic cooperative network-
ing to vehicular systems. Given all the assumptions are met or close to ideal, it
becomes really thrilling to think what the vehicular network of the future may
look like.
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Fig. 10. Performance of G3 equivalent system for 1, 2, and 3 receiving antennas
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Fig. 11. Performance of H3 equivalent system for 1, 2, and 3 receiving antennas
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7 Conclusion

In this paper the concept of autonomic cooperative networking for vehicular
systems has been introduced. In particular the required background on spatio-
temporal processing was provided and the idea of its transition into cooperative
relaying to be applied to vehicular systems was outlined. It was also discussed
how important the role of network layer routines would be in context of organ-
ising vehicles into virtual antenna arrays, and then also the concept of involving
the rationale behind autonomic system design was advocated for to provide
durable and efficient system operation.
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Abstract. This paper presents a new simulation tool for performance analysis 
of wireless sensor networks (WSN) deployed on farm animals. The mobility 
and herding patterns from real herds are fed into statistical models to give rise 
to network simulation that is based on accurate herd behavior. The simulation  
results are used in evaluation of novel protocol ideas customized to the needs of 
farm monitoring.     

1   Introduction 

Animal rearing is a profitable but challenging business. On the one hand, owing to the 
overlap with public health and epidemiological concerns, its practice is highly regu-
lated, and on the other hand owing to its fungible and perishable products, these busi-
nesses always remain under tight economic competition. Any technological advance  
that can enhance safety and competitiveness would be readily embraced  by this in-
dustry. Monitoring health and estrus of cattle in large herds is quite labor intensive 
and its efficiency can be much enhanced by WSN deployed on the cattle. In this paper 
we present a simulation model for performance analysis of large scale deployments of 
this application of WSN. Cattle herds have their own characteristic  peculiarity in the 
spatial spread of nodes and  their mobility patterns. This fact ensures that the com-
monly used spread  and  mobility models [1]are not directly applicable in perfor-
mance modeling specific to this application. A simulation model tailored for this  
application must also allow for: (i) directional (vs. classical omnidirectional assump-
tion)  antenna propagation from WSN nodes mounted as cow-collars due to RF ab-
sorption by the cow’s body, (ii) movement limitations in a typical farm such as water 
holes, fences, etc. (iii) model augmentation using herd behavior captured from satel-
lite images and GPS tracked data. We noted that these custom features were not readi-
ly implementable on the existing network simulators (surveyed in [2]). Based on these 
requirements, we have developed a novel discrete  event based network simulator, 
WSNSIM, for performance analysis of this class of wireless networks, and used it to 
evaluate new protocol ideas for cattle herd monitoring. 

2   Related Work 

This section will outline the state of the art that this work builds on. There are three 
branches of predecessors of this work (i) that of WSN simulators (ii) that of WSN 
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protocols and (iii) that of farm animal behavior relevant to WSN performance.  So 
the following subsections survey related past work on these three aspects. 

2.1   Related Work on WSN Protocol Designs 

The LEACH (Low Energy Adaptive Clustering Hierarchy) protocol [3] is one of the 
most cited protocols as this work led to a whole family of protocols that were based 
on LEACH in some way. This paper is often cited also because it gives mathematical 
formulae for power consumption in transmission and reception. These formulae have 
been used by many subsequent works, including WSNSIM. An improvement to 
LEACH is proposed by the DAC algorithm [4], which seeks to improve the spatial 
spread of cluster-heads by asynchronous pre-emptive cluster election. This work also 
introduces a metric for efficacy of a routing, expressed in terms the ratio of clustered 
transmission length to the transmission length of direct communication to the base 
station. This ratio represents the power efficiency of the network topology used for 
transmission. A subsequent work [5] introduced a protocol called KMMDA 
(K-Means-like Minimum Mean Distance Algorithm) which seeks to improve LEACH 
by improving the spatial clustering. The protocol presented in [6]is quite similar to 
KMMDA. The PEGASIS (Power-efficient GAthering in Sensor Information Systems) 
protocol [7] presents another improvement over the LEACH protocol. In PEGASIS, 
the nodes form chains from sensor nodes so that each node transmits and receives 
from a neighboring node, and each member of the chain backbone has a designated 
next-forwarder. The STEM protocol presented in [8] proposes the key idea of a low 
duty-cycle periodic wakeup interspersed by long sleep (a low energy non-radio-
listening state) intervals. In STEM, the data channel is different from the wakeup 
channel.  The MR-MAC protocol [9] is similar protocol to STEM, but it uses two 
different channels of widely different frequency bands – a low data-rate, low frequen-
cy channel for exchange of wakeup and control packets.  

2.2   Related Work on Network Simulators  

The simulator NS3 [10] is a pure C++ library for which the simulation scenario is 
implemented as a ‘main’ function. The tool GTNetS [11] also supports the same me-
thod of usage, i.e., the simulation user writes the scenario as a main function using the 
facilities of the simulation class library. This method of user interfacing is not very 
user friendly for a WSN researcher. In WSN simulator it is best if some part of the 
input (especially the spatial node distribution) is defined graphically. It is also very 
useful if it is possible to visualize the mobility of nodes and network transmissions 
through an animation. In order to evaluate strategies like data gathering using a mo-
bile collector node, it is useful to support interactive simulation – one in which the 
user can control simulation entities as the simulator runs. Another widely used simu-
lator NS2 [12] is the precursor of NS3, and has the same usage model as NS3. It is 
difficult to customize it for WSN modeling. TOSSIM [13] is a discrete event simula-
tor for TinyOS networks. It is tightly bound to the TinyOS capabilities and does not 
allow simulation of platform capabilities beyond that of TinyOS motes. This fact was 
quite limiting as the transmit function was not parameterized by the transmission 
range, or the receive functionality did not seem to record the received signal strength. 
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NetTopo [14] is a Java-based WSN simulator that provides both simulation and visua-
lization functions to assist the investigation of WSN algorithms. The main limitation 
of NetTopo is that it is not an event based simulator. So the timing characteristics and 
collision behavior are not modeled by it. Such simulators are good for evaluating 
initial ideas, but for accurate estimation of protocol performance, one has to model the 
protocol at event level. The ATMEU [15] simulator provides simulation along with 
hardware emulation at a very low level; however, it is specific to the MICA2 platform 
and hence did not appear suitable for general freeform protocol research. There are 
two WSN simulators based on the open source OMNET++ framework [16], MIXIM 
[17] and Castalia [18]. The extension interface of Castalia and MIXIM involves pro-
gramming the low level message-handler interface of OMNET++. WSNSIM intro-
duces a simpler programming interface based on the new lambda notation in C++ 
(which is a formalism derived from the ‘functional programming’ model) for behavior 
specification, which is much more compact an easier to understand than the ‘message 
handler call-back’ method of Omnet++. 

2.3   Related Work on Mobility Behavior Modeling   

The paper [19] reports an experiment in which sizable cattle herds were recorded 
using navigation equipment and a probabilistic mobility model was made from the 
recorded data. Our colleagues have performed a similar experiment in a Scottish farm 
[20] and analyzed the movement patterns in an experimental herd to determine the 
connectivity of the network for various radio ranges. Another work [21] by the same 
group is based on the same experiment described in [20] and goes further to suggest 
implementation of protocols for herd management. It proposes duty cycles for trans-
mission that is necessary to let the base station pick up data messages when the cattle 
briefly wander in its proximity. This paper does not implement a concrete protocol 
per se but proposes ideas and issues for protocol design. A third paper [22] from the 
same group reports experimental results from evaluation of two data gathering me-
thods vis-à-vis cattle behavior: (a) A routing based data gathering and (b) a moving 
collector based data gathering. Mobility has a strong influence on the design, so it 
would be useful to incorporate into WSNSIM modular components representing vari-
ous mobility models (e.g. vehicular networks in facilities such as ports [23]).  

3   The WSNSIM Simulation Model 

The architecture of WSNSIM is shown in Fig. 1 in terms of its functional compo-
nents. The core of WSNSIM is written in C++ and the graphic user interface (GUI) is 
written in a popular scripting language called Tcl/Tk [24]. The simulation scenario is 
captured from interactively modeled user inputs in a data format called “.sim”. The 
modeled scenario captured in the sim file includes such items as - the geometric shape 
of the rearing space (fences, prohibited regions etc.), initial herd configuration, direc-
tional antenna range, protocol parameters etc. WSNSIM uses image processing  
techniques to extract cattle positions from satellite photographs (as shown in Fig. 2) 
and uses statistical methods of distribution fitting to create a probabilistic model for 
generation of herd scenarios. 
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Fig. 1. The architecture of WSNSIM 

WSNSIM supports definition of obstacles and fences (forbidden regions) in a two 
stage manner. Firstly one can define region annotations in the form of polygons. The 
orientation of the polygon is used to represent whether it bounds its inside or outside. 
The screenshot embedded in Fig. 1 shows the boundaries of a farm represented in 
WSNSIM. Previous investigation [25] has shown directional radio propagation prop-
erties for cow-collar transmitters. The antenna lies on one side of the cow’s neck, 
which casts an electromagnetic shadow on the other side of the cow. Moreover, elec-
tromagnetic waves are primarily dipole radiations, so the wave propagation consists 
of lobes. In the presence of such directionality of transmitters, the simulator must take 
into account the shape of the directional range, in order to be accurate about recep-
tions and interference.  WSNSIM supports polygonal definition of antenna ranges, in 
addition to the default circular ranges.   

A Markov chain (i.e. probabilistic state transition) based model of node mobili-
ty is superposed in WSNSIM with a discrete event simulation of network events to 
allow modeling of protocols. Radio models, packet loss models, and power deple-
tion models are invoked alongside the discrete event simulation of the protocol 
activities.   
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Step 1. Initialise k clusters to represent k widely 
different colours that appear in such images. 
Each pixel is augmented with a data field called 
‘tag’ to represent the cluster associated with the 
pixel (these are initially set to some invalid  
default that won’t be confused with a cluster  
identifier). 
Step 2. Tag all the pixels by the cluster whose 
colour is closest to the colour of the respective 
pixel. If none of the pixels change their previ-
ously assigned tag, go to step 5. 
Step 3. Re-compute the colour of each cluster as 
the mean (or centroid) of colours of all the pixels 
that has the respective cluster as its tag. 
Step 4. Go to step 2 
Step 5. Set pixels tagged with background-like 
clusters as white and those with cattle-like clus-
ters as white.  
This might produce several fragmented pixel 
chunks for each cow, which can be fixed using 
the morphological closure operator [26](as  
shown below)  

    

Step 6. Finally detect the central position of 
each connected black region (blob). 

Fig. 2. Algorithm for obtaining cattle spread data from satellite images 

4   Statistical Model of Spatial Distribution 

The spatial distribution of nodes has a strong influence on the protocol performance 
and thus an accurate model of the spatial distribution would improve the accuracy of 
protocol performance. The previous work in the literature assume a random or uni-
form distribution of nodes in a rectangular region, whereas we have formulated a 
statistical model of cattle distribution based on data collected from various herds  
captured  from satellite images. A mathematical probability distribution has been 
fitted to the recorded distance of each cow from its four nearest neighbors in the herd. 
The best fit distribution was found to be the gamma distribution, which is similar to 
Gaussian distribution, but unlike a Gaussian variate ranges between -∞ and ∞, the 
gamma variate ranges between 0 and ∞. Following is the density function for the 
gamma distribution:  
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_    (Here α, β are parameters defining the dis-

tribution, and Γ in the normalizing denominator is the gamma function) 

For our best fit, we had: α=2.208 (the shape parameter) and β=0.231 (the spread 
parameter). Fig. 3 shows a plot of the observed PDF alongside the density function of 
the best-fit gamma distribution.  

 

The fitted Gamma density function compared 
with the observed density function and the 
banded histogram. 

Cumulative distribution of a cow’s dis-
tance from four nearest cows. 

Fig. 3. Probability density functions describing the composition of cattle herds 

A structural recursion based growth algorithm was used for generating synthetic 
herds by sampling deviates from the fitted distribution. An intuitive view of that algo-
rithm is to view the herd growth as a crystal growth scenario with atoms that can form 
up to four bonds with other atoms, but unlike atomic bonds, the cattle are not un-
iformly separated in angles.  The 360o angle around a cow is divided into four 90o 
sectors; the herd is grown as new cows join the neighborhood of an existing cow in 
one of the unfilled 90o sectors at a distance sampled from the aforementioned fitted 
distribution. Following is an outline of the said algorithm: 
 
Step 1. Start with one or more initial cows (seed cows).   
Step 2. Choose a cow at random from the current herd which still 
has an empty neighborhood sector. 
Step 3. Sample a distance from the said gamma distribution.  
Step 4. Place a new cow at that distance in the unoccupied sec-
tor and mark that sector of the chosen existing cow as occupied.  
Reject the new placement if it goes beyond the farm boundary.  
Step 5. If the total required herd size is not reached, go to 
step 2, else the work is done.  
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5   Statistical Model of Cattle Mobility 

The satellite images are static snapshots of herds which tell us about the spatial spread 
and formations occurring in herds, but it does not tell us the patterns of mobility. In 
order to support the patterns of mobility, we have used timed position data recorded 
using GPS devices mounted on cattle collars. The movement behavior of cattle was 
modeled as a finite state machine with states defined in terms of speed and direction. 
Within each state the speed or direction follows a continuous probability distribution 
fitted from experimental data. The speed was partitioned into three states. The speed 
states were named as ‘resting’, ‘grazing’, and ‘shifting’ - and experimental speed 
values were snapped to each of the three cluster centers formed by k-means clustering 
in speed values. The three states were chosen based on subjective observation of the 
herd and on expert opinion. Resting is the phase in which the cow is completely im-
mobile; grazing is the state in which the cow is very slowly mobile and in the process 
of feeding from the grass patches. Shifting is the state in which the cow moves from 
one place to another in a relative haste.  It is customary to determine the number of 
clusters by minimizing the statistical measure called mean index of adequacy (MIA). 
Although the data for MIA (Table 1) shows k=2 to have the lowest MIA within a 
reasonable range of k, the number of speed states is not chosen as two as all the three 
states identified above are relevant for the cattle behavior, and the MIA for k=3 is 
quite close to that at k=2.  

Table 1. Mean Index Adequacy vs. number of speed states from the herd data  

Number of clus-
ters (k) 

Mean index of 
adequacy (MIA) 

 Number of  
clusters (k) 

Mean index of  
adequacy (MIA) 

2 0.1037653  5 0.1105193 
3 0.106014  6 0.1524412 
4 0.1243418  7 0.1410835 

Statistical distributions were fitted to speeds within each cluster. Fig. 4 shows the 
speed distribution in the resting state (the lowest speed cluster). A piecewise linear equa-
tion was used to approximate the inverse function of its CDF (as shown in light gray). 

 

 

Histogram of lowest-speed cluster in 
speeds data 

CDF of lowest speed cluster in speeds data, 
along with the fitted piecewise linear CDF. 

Fig. 4. Speed distribution in the resting state 
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The speeds in the two other states are modeled as shifted Gamma distributions. The 
density plots with statistical estimates and the best-fit curve are given in Fig. 5. 
Another important aspect of the model is the amount of time spent in each speed state. 
Exponential distributions were found to be good fits for these variables. Fig. 6 shows 
plots of the dataset and of the best-fit exponential distributions. State transition proba-
bilities are computed as statistical conditional probabilities derived from the  
transitions data (the values are shown in the bottom right panel of Fig. 6). 

Distribution of grazing state speed Distribution of shifting state speed 

Fig. 5. Speed distribution in the grazing and shifting states 

 

CDF of time spent in resting state CDF of time spent in grazing state 

 

CDF of time spent in shifting state State transition probabilities 

Fig. 6. CDFs and state transition probabilities 
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Heading directions were lumped into the eight directional states (viz, East, North-
East (i.e. 45 degree north of east), North, North-West, West, South-West, South, and 
South-East) and the transition probabilities were obtained from the GPS tracked data-
set.  Fig. 7 shows the probabilities of direction transition, in which the arrow direc-
tion represents the direction of the state transition, with the probability of the transi-
tion noted alongside the arrow.  

Transition Probabilities from Heading North Transition Probabilities from Heading South 

Fig. 7. Transition probabilities of some heading directions  

The transition probabilities were calculated based on the GPS dataset used towards 
[20] using a simple conditional probability calculation. The probability of transition 
between to state  given that current state is  is calculated as:   |  ,∑ ,   ; Here ,  stands for the number of times the GPS 

dataset had a transition from  to . 

6   Novel Protocols Designed Using WSNSIM 

Most WSN protocols are data centric, in which the network transmits sensor readings 
to data-sink nodes or base stations. We have borrowed ideas from such data centric 
protocols as LEACH [3] and STEM [8] and evaluated a protocol that addresses the 
shortcomings of either taken in isolation.  LEACH has the shortcoming that there is 
nothing in the protocol to ensure spatial spread of cluster centers. As a result, often 
the distributions of cluster-heads get skewed leaving a large number of nodes un-
reachable (and un-listened-to). Our modification of LEACH involves inference of 
spatial clusters through the first few communication rounds so that each node re-
calibrates its self-election probability according the estimated size of its local neigh-
borhood.  The self-election probability is corrected to 1/ (size of local neighborhood), 
so that small isolated sub-herds in space don’t get frequently excommunicated due to 
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spatial isolation. Fig. 8 shows the results on evaluating this LEACH variant using 
WSNSIM. The number of excommunicated nodes reduces dramatically without com-
promising on the power consumption.   

 
 

Comparison of the number of excommuni-
cated nodes in LEACH and the Modified 
LEACH 

Comparison of the total power factors in 
LEACH and the Modified LEACH 

Fig. 8. LEACH vs. Modified LEACH 

In LEACH, the nodes wake-up from low-power state to high-power state based 
on clocked timers. These timers work fine as long as the time-to-wakeup is not high 
enough to thwart synchronization due to clock skew. So LEACH rounds are closely 
spaced in time, but this is wasteful in the context of herd monitoring because the 
monitoring need not be up-to-date up to the second. It is just fine to get a snapshot 
of the herd condition every several minutes. So we developed a STEM-like protocol 
(named LEMSYP) that uses an idle duty-cycle to monitor the channel for a wakeup 
signal. The wakeup signal is a train of small packets broadcast with high power 
from a non-power-constrained central transmitter. In this protocol the nodes will 
normally stay in a low duty-cycle (LDC) periodic-listening idle phase, from which 
nodes may be awakened by a train of beacons from the base station. The train is 
long enough to accommodate at least one listening phase of a duty cycle, and each 
node’s subsequent wake-up time would be synchronized according to the serial 
number of the received wakeup packet. Thus LEMSYP manages to synchronize just 
fine despite having a much longer time between data collection rounds, thereby 
reducing the power consumption dramatically. Fig. 9 shows the state diagram of the 
LEMSYP protocol. 
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Fig. 9. State diagram of the LEMSYP protocol 

The results of simulation, comparing the power performance of LEACH and 
LEMSYP, are shown in Fig. 10. 

 

Fig. 10. Comparison of energy consumption by LEACH and LEMSYP 
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7   Verification and Validation 

The WSNSIM simulator was verified using a set of unit-tests representing well un-
derstood and simple scenarios for which certain aspects of the results are known by 
analytical calculation. To facilitate this, R [27] bindings were written for the elemen-
tary units of WSNSIM functionality. The unit-tests are Tcl and R scripts that can be 
executed and report a failure if the understood outcome is not met. Some tests make 
randomized and periodic transmissions from static nodes for which the packet colli-
sion rate can be estimated without simulation. There are some tests for which the 
output is a stream of random variates that are fed into R as a data-vector and its distri-
bution fitted and compared against the expected distribution parameter. For example, 
there is a test script that generates herd positions using the structural recursion algo-
rithm described earlier in this paper. The generated herd positions are taken and the 
distances between each generated node and its four nearest neighbors recorded. This 
data is then fed into R to verify that the distribution agrees with the parameters ob-
tained from satellite images. 

8   Conclusion 

WSNSIM is a simulation tool for design and performance analysis of wireless sensor 
network protocols applied to livestock monitoring and designed from real data. Simu-
lation results from real cow distributions indicate that WSNSIM can be easily used in 
comparing the key performance aspects of data gathering WSN protocols. New proto-
cols were proposed and evaluated using WSNSIM that show good improvement over 
the state of the art with regard to farm requirements.  
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Abstract. Almost all the existing wireless data aggregation approaches
need a topology construction step before scheduling. These solutions as-
sume the availability of flexible topology controls. However, in real sce-
narios, lots of factors (impenetrable obstacles, barriers, etc.) limit the
topology construction for wireless networks. In this paper we study a
new problem called Minimum-Latency Aggregation Scheduling for Arbi-
trary Tree Topologies (MLAT). We first provide an NP-hardness proof
for MLAT. Second, we draw an important conclusion that two frequently
used greedy scheduling algorithms result in a large overhead compared
with the optimal solution: the scheduling latency generated by these two
greedy solutions are

√
n times the optimal result, where n is the to-

tal number of links. We finally present an approximation algorithm for
MLAT which works well for the tree with a small depth. All the above
results are based on the SINR (Signal-to-Interference-plus-Noise Ratio)
model.

1 Introduction

Data aggregation is a fundamental operation in wireless sensor networks. Given
a set of sensor nodes distributed on the Euclidean plane, the data aggregation
problem is to compute an aggregate function (e.g. a maximum or average func-
tion) on the data from all nodes in the wireless sensor network, and let the final
aggregated value to be sent to a sink node in the fewest timeslots. To solve the
data aggregation problem, also called as the MLAS (Minimum-Latency Aggre-
gation Scheduling) problem in the literature, the interference models employed
will play an important role. Compared with exceedingly simplified graph based
models or the protocol models used in many previous studies of data aggrega-
tion [1,7,17,19], a more realistic SINR (Signal-to-Interference-plus-Noise-Ratio)
interference model [3] has been widely adopted in the community [12,11,10,4].
The SINR model is also called the physical model since it reflects the physical
reality more accurately. The advantages and robustness of the SINR model are
analyzed in [14]. In this paper, we employ the SINR model to study the data
aggregation problem for arbitrary tree topologies.

For the MLAS problem, the best result to date under the SINR model is
O(log n) given by Halldórsson et al [4]. There is a hardness result for the MLAS
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with uniform power assignment in [10]. The data aggregation problem for arbi-
trary directed acyclic networks under the SINR model is also studied in [6]. In
this paper, the authors first show that this problem is NP-hard and give both
heuristic and approximation algorithms. Note that the NP-hardness result for
the directed acyclic networks may not mean the same hardness result for the
tree topologies and the latter is the most frequently used topology for data ag-
gregation. In addition, compared with the directed acyclic networks [6], one may
get better scheduling results for the restricted tree topologies.

Also by using the SINR model, some other related wireless scheduling prob-
lems have been studied in the literature. Moscibroda et al. in 2006 [14] first
initiated the connectivity scheduling problem (to construct a spanning tree over
a set of sensor nodes on the plane in the fewest number of timeslots). This kind
of connectivity scheduling problem has been further studied and better results
have been proposed in [15,13,16]. The NP-hardness of the One-Shot scheduling
problem (to pick the maximum number of links to be scheduled in the same
timeslot) with uniform power (all the nodes take the same power) was proposed
by Goussevskaia et al.[16]. This result was extended to the non-uniform power
version later [8]. Very recently, some further hardness results have been given:
Halldórsson and Wattenhofer [5] proved that One-Shot scheduling with uniform
power assignment is in APX (the set of NP optimization problems that allow
constant-factor approximation algorithms) and Kesselheim [9] extended the re-
sult to the power control version.

Note that, the typical solution for MLAS involves the construction of an
appropriate data aggregation tree, followed by scheduling its transmission links.
For example, the nearest neighbor tree is one of the widely used topologies.
However, in a dynamic physical environment, it can not be guaranteed that
any two nearest neighbors can communicate with each other successfully. This
problem arises if there are obstacles or barriers restricting the kinds of links that
can be formed between nodes that could otherwise be within communication
range. Based on this observation, we study the Minimum Latency Aggregation
Scheduling for Arbitrary Tree Topologies (MLAT ). The only difference between
MLAT and MLAS is that the tree topology is given in advance for the MLAT
problem instead of first constructing a tree in the MLAS problem.

1.1 Formal Description of the MLAT Problem

We are given a tree consisting of nodes V = {v0, v1, v2, . . . , vn} with root v0. We
divide time into timeslots, defined to be the unit of time required to transmit
once for any link. All the nodes are arbitrarily distributed in the Euclidean
plane and can be both a sender and receiver, but only in different timeslots.
The distance between any two nodes vi, vj is denoted by d(vi, vj). Each edge
lij = (vi, vj) represents a communication request from a sender vi to a receiver
vj . The length of link lij is denoted by dij = d(vi, vj), where dgj = d(vg, vj)
denotes the distance between the sender of link lgh and receiver of link lij .

Formally, the SINR model is defined as follows. The signal power Pi(j) re-
ceived at vj from sender vi depends on the transmission power Pij of vi and the
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distance dij . The path loss radio propagation model for the reception of signals
says the signal strength that vj receives degrades at d−α

ij (α denotes the path-
loss exponent, and is usually a constant between 2 and 6), i.e. Pi(j) = Pij/d

α
ij .

Every sender vg (with corresponding receiver vh) that sends concurrently with
vi causes an interference Ig(j) = Pg(j) = Pgh/d

α
gj at receiver vj . All interfer-

ences accumulate. The total interference I(vj) experienced by receiver j is given
as the sum of all interferences caused by other concurrently sending nodes, i.e.
I(vj) =

∑
lgh =lij

Ig(j). A receiver vj successfully receives a message from its

sender vi if and only if it obeys the precedence constraint (a node cannot send
its data to the parent node until it has received data from all children nodes)
and the following SINR threshold holds:

SINRS(vj) =
Pi(j)∑

lgh∈S\lij Ig(j) +N
≥ β

where N is ambient noise, β ≥ 1 denotes the minimum SINR required for a
message to be successfully received, and S is the set of concurrently transmitting
links. We call the set SINR-feasible set. Denote all edges of the given tree as E =
{l1, l2, . . . , ln} (for notational simplicity, we omit the sender and receiver suffix
here), we strive to find a sequence of t sets, i.e. a schedule: S = {L1, L2, . . . , Lt},
L1 ∪ L2 ∪ · · · ∪ Lt = E and Li ∩ Lj = ∅, ∀i, j ∈ [t] i �= j, such that:

S = argmin
S′={L1,L2,...,Lt}

t

h > g ∀i, j, k lij ∈ Lg and ljk ∈ Lh,

SINRLm(vj) ≥ β, ∀m ∀lij ∈ Lm

1.2 Results

In Section 2, we will present the first NP-hardness proof for MLAT under two real
conditions: (i) ambient noise exists, and (ii) all nodes have limited power ranges.
We then analyze the gap between local optimal solution and global optimal
solution for the MLAT Problem. Section 3 provides the evidence of that most
local greedy approaches of existing aggregation scheduling algorithms perform
poorly compared with the optimal result. The timeslots (scheduling latency)
needed by the local optimal methods could be

√
n times larger than the global

optimal solution, where n is the total number of wireless links. We then present
an approximation algorithm for MLAT in Section 4, which adopts an existing
strategy of iteratively maximizing concurrently transmitting links. We derive
the exact approximation ratio bounded by O(min{d · logn, n/d}), where d is the
depth of the given tree. Even though the greedy approaches have been proved
to perform poorly, this analysis shows that it still has guaranteed efficiency for
the tree with a small depth.
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2 NP-Hardness Proof for MLAT

In this section, we will show the following NP-hardness result.

Theorem 1. MLAT with given power range and nonzero background noise is
NP-hard.

Proof. Let Pvi ∈ [Pmin, Pmax] be the transmission power assigned to every
sender vi, and let N > 0.

We will give a polynomial time reduction that expands on methods used in
[16,8] from the Partition Problem to the decision version of MLAT, when one
must decide whether there exists a schedule of a specified length for a given
aggregation tree.

Partition Problem: Do there exist sets I1, I2 ⊂ I where I = {i1, i2, . . . , in}
is a set of integers s.t.

I1 ∪ I2 = I, I1 ∩ I2 = ∅,∑
ij∈I1

ij =
∑
ij∈I2

ij =
1

2

∑
ij∈I

ij =
1

2
σ.

This problem was proved to be NP-complete by Karp [2]. We construct a many-
to-one reduction from an arbitrary Partition Problem instance to an instance of
MLAT. We will argue that the instance of MLAT can be scheduled in T ≤ n+3
timeslots if and only if the reduced Partition Problem instance can be solved.

Lemma 1. The Partition Problem can be reduced to MLAT in polynomial time.

(0, 0) ((Pmax
Nβ )

1
α, 0)

sj

rj

s1

s2

s3

r1

r2

r3

sn

rn

sn+1

sn+2

rn+1,n+2
r

Fig. 1. Example of constructed instance of
MLAT from Partition Problem

dε(0, 0) ((Pmax
Nβ )

1
α, 0)

sj

rj
(Pmin

ij
)
1
α

O C

Fig. 2. The semicircle in the plane

Without loss of generality, we assume all elements in the Partition Problem
instance I = {i1, i2, . . . , in} to be distinct and positive. Next, we construct an
instance of MLAT with 2n+3 links L = {l1, l2, . . . , l2n+3} (cf. Fig. 1). We define
the sender and receiver of link li as si and ri, respectively.
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To begin, we must scale all the integers in I by the same factor k such that
k · imin ≥ NβPmin

2αPmax
, where the imin and imax (used in the definition of dε below)

are the smallest and largest integers in I, respectively. In the following we regard
the set I to be properly scaled.

We assign every node a position in the Euclidean plane. First, we fix a semi-
circle of radius R1 = (Pmax/(Nβ))1/α to the plane centered at some point C,
followed by another semicircle with radius R2 = R1 + dε also centered at C, dε
a small constant. Let Imin be defined as:

Imin = min
ig ,ih∈I,ig =ih

|(Pmin

ih
)

1
α − (

Pmin

ig
)

1
α |.

We will show that for any small ε > 0,

dε = min{ Imin

( (1+ε)nβPmax

εPmin
)

1
α + 1

, (
Pmin

Nβ(1 + ε)
)

1
α , (

Pmin

imax
)

1
α }

is sufficiently small for our reduction.
For each integer ij ∈ I, we place sender sj on the larger semicircle such

that its distance from the leftmost point of the smaller semicircle (origin O) is
(Pmin/ij)

1/α (cf. Fig.2). Because of our scaling of I and choice of dε, such a
point will always exist.

d(sj , O) = (
Pmin

ij
)

1
α ∀1 ≤ j ≤ n

Next, we designate the position for every receiver rj , 1 ≤ j ≤ n to be the
intersecting point on the smaller semicircle of the line which passes through
both sj and C. Note that the distance between any pair sj, rj , 1 ≤ j ≤ n is
always dε.

Finally we place four nodes sn+1, sn+2, rn+1,n+2 and r. Note that rn+1,n+2 is
the receiver corresponding to senders sn+1 and sn+2. Node r is the parent node
for all receivers r1, r2, . . . , rn, rn+1,n+2 in the tree (cf. Fig. 1).

pos(sn+1) = (−( Pmax

β(N + σ
2 )

)
1
α , 0), pos(rn+1,n+2) = (0, 0)

pos(sn+2) = (0, (
Pmax

β(N + σ
2 )

)
1
α ), pos(r) = ((

Pmax

Nβ
)1/α, 0)

Next n+ 3 links of the tree are constructed as follows:

ln+1 = (sn+1, rn+1,n+2), ln+2 = (sn+2, rn+1,n+2)

ln+3 = (rn+1,n+2, r), ln+(i+3) = (ri, r) 1 ≤ i ≤ n



144 G. Wang, Q.-S. Hua, and Y. Wang

We then prove four properties of this tree:

1. ln+1, ln+2 must transmit in different timeslots.
2. All li, 1 ≤ i ≤ n, and one of ln+1, ln+2 can transmit concurrently (i.e. in

the same timeslot).
3. ln+1, ln+2 can transmit successfully if and only if the total interference from

other senders is not greater than σ/2.
4. lj , n+ 3 ≤ j ≤ 2n+ 3, can only transmit alone.

The first property arises directly from the observation that ln+1 and ln+2 have
a common receiver rn+1,n+2. If they transmit in the same timeslot, there is no
possibility that both of their SINR is greater than β.

The second property can be derived from the following lemma:

Lemma 2. Every transmission li ∈ L′ = {l1, l2, . . . , ln} is successful using
transmission power Pmin, no matter how many other links lj ∈ L′ along with
either ln+1 or ln+2 transmit concurrently, even if all transmitting links, except
for li, use power Pmax.

Proof. For links in L′, the worst case scenario is that all senders si, 1 ≤ i ≤ n,
and either sn+1 or sn+2 transmit concurrently with Pmax. Recall that we have
chosen a very small dε (i.e. the distance between si and ri, 1 ≤ i ≤ n). It is
easy to see that d(sn+1, rn+1,n+2) = d(sn+2, rn+1,n+2) ≥ dε. We can bound the
distance between ri and sj , 1 ≤ i ≤ n, 1 ≤ j ≤ n+ 2, i �= j.

d(ri, sj) ≥ d(sj , si)− d(si, ri) ≥ |d(sj , O)− d(si, O)| − dε (1)

≥ Imin − dε ≥ ((
(1 + ε)nβPmax

εPmin
)

1
α + 1− 1)dε (2)

= (
(1 + ε)nβPmax

εPmin
)

1
α dε (3)

The first inequality follows from two triangle inequalities (cf. Fig.3). The second
inequality follows from the definition of Imin and dε. Thus, we can derive an
SINR lower bound for all receivers ri, 1 ≤ i ≤ n:

SINR(ri) =

Psi

d(si,ri)α

N +
∑

lj∈L′/li∪{ln+1 or ln+2}

Psj

d(ri, sj)α

≥
Pmin

dα
ε

N + nPmax

d(sj,ri)α

=

Pmin

dα
ε

N + εPmin

(1+ε)dα
ε β

.

On the other hand, according to the value of dε, we know dε ≤ (Pmin/(Nβ(1 +
ε)))1/α. So we obtain N ≤ Pmin

(1+ε)dα
ε β

.

Combining these, we get

SINR(ri) ≥
Pmin

dα
ε

( Pmin

(1+ε)dα
ε β

) + εPmin

(1+ε)dα
ε β

= β.
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sj
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rj
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Fig. 3. The distance between ri and sj

√
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√
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Fig. 4. Counterexample for the Leaf-First
approach

The third property can be derived from the total interference suffered by rn+1,n+2

from sk, 1 ≤ k ≤ n. When these senders transmit with minimum power Pmin,

Irn+1,n+2(sk) =
Pmin

((Pmin

ik
)

1
α )α

= ik.

However, even if sn+1 uses transmission power Pmax, we have:

Psn+1(rn+1,n+2) =
Pmax

(( Pmax

β(N+σ
2 )
)

1
α )α

= β(N +
σ

2
).

If we want sn+1 to transmit successfully, the following inequality must hold:

Psn+1(rn+1,n+2)

N + I
=

β(N + σ
2 )

N + I
≥ β.

It is easy to see that if sn+1 transmits using a smaller power or if other senders
transmit using larger powers, then the SINR balance will be destroyed. The same
analysis also holds for sn+2. Thus the following lemma can be derived from these
three properties:

Lemma 3. There exists a 2-slot schedule for all links in L′′ = {l1, l2, . . . , ln+2}
if and only if there is a solution to instance I of the Partition Problem.

Proof. By the second property, we only need to consider ln+1, ln+2.
If {I1, I2} is a solution to I, then

∑
ij∈I1

ij =
∑

ik∈I2
ik = σ/2. This means

we can let ln+1 and all lj, ∀ij ∈ I1 transmit concurrently in the first timeslot,
and ln+2, lk, ∀ik ∈ I2 transmit in the second timeslot. The correctness of this
schedule is guaranteed by the third property.

From the first property, if there is a 2-slot schedule for L′′, ln+1, ln+2 must
transmit in different timeslots. Without loss of generality, we assume ln+1 trans-
mits in the first timeslot, ln+2 in the second. Let L1 and L2 be the sets of links
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transmitting in first and second timeslot, respectively. According to the third
property,

∑
lj∈L1

ij ≤ σ/2, and
∑

lk∈L2
ik ≤ σ/2. However, we already know∑

lj∈L1∪L2
ij = σ. So the following equation holds:

∑
lj∈L1

ij =
∑

lk∈L2

ik = σ/2

which means we have a solution for the Partition Problem instance I.

The fourth property follows naturally. Since the lengths of all lj, n + 3 ≤ j ≤
2n+3 are (Pmax/(Nβ))1/α, i.e., the radius of the smaller semicircle, receivers rj ∈
{r1, r2, . . . , rn, rn+1,n+2} become senders with transmission power Pmax. Then
Prj (r) = (Pmax)/((Pmax/Nβ)1/α)α = Nβ, which means any other additional
interference will make SINRrj(r) fall below the threshold β, i.e., lj, n+3 ≤ j ≤
2n+ 3, can only transmit alone.

Combining all four properties, we conclude that the constructed instance of
MLAT can be scheduled in T ≤ n + 3 timeslots if and only if the reduced
Partition Problem instance can be solved. Therefore, if we have a polynomial
time algorithm A for MLAT, then we may also solve the Partition Problem using
A as a subroutine in polynomial time.

3 Gap between the Local and Global Optimization

In this section, we will show that two greedy approaches (layer-first and leaf-
first) result in very poor schedules: the scheduling latencies generated by greedy
solutions could be

√
n times the optimal result, where n is the total number of

links. Note that most existing data aggregation scheduling algorithms use the
greedy ideas after the topology construction step, even the best O(log n) result
for the MLAS problem [4]. This may give some hint that using an appropriate
topology construction algorithm could help reducing the scheduling latency for
the data aggregation problem.

3.1 Leaf-First Method

Assume we have a black box which can find the maximum size set of concur-
rently transmitting links, from all the given links. This black box is used for
greedily select operation in this section. We want to show that even we can find
the local optimal concurrent transmissions using this black box, it still leads to
a very poor performance compared with the global optimal solution in the worst
case.

Definition 1. For any given data aggregation tree defined in Section 1.1, in any
round, greedily select the leaves of the tree (i.e. choose the maximum number of
links that can transmit simultaneously) at the beginning of that round to transmit,
without violating the SINR threshold. This approach is called Leaf-First.
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Theorem 2. Given a data aggregation tree with n links, assume the output of
the Leaf-First approach is the schedule Sleaf and the minimum-latency schedule
of this tree is Sopt. In the worst case, |Sleaf | = Ω(

√
n)|Sopt|.

Proof. Construct the data aggregation tree with
√
n layers and every layer con-

sists of
√
n links, as shown in Fig.4. Except for the links in the top layer, this

tree has only two types of links: long link and short link. The long links only
appear in the deepest layer and their lengths are all dlong = (Pmax

Nβ )1/α. It is easy

to show that every long link can only transmit alone since
Pmax/d

α
long

N = β, i.e.
any additional interference from other senders let the transmission of a long link
fail. The remaining links are short links which is very short compared with dis-
tance (denoted as d′ in the figure) between any two short links such that all the
short links in the same layer can transmit concurrently. Simply set their length
as dshort = ( Pmin

β(
√
nPmax/d′α+N)

)
1
α , then the required property above for short link

holds.
After the construction, we apply the Leaf-First approach on this data aggre-

gation tee. Its performance is shown in Fig.5. Obviously, the Leaf-First approach
needs Θ(n) timeslots in total to finish the aggregation. However, a much better
aggregation should be finishing all the long links one by one and then short links
layer by layer, which results in a 2

√
n − 2 time-slot schedule, and all the links

in the top layer still needs extra
√
n timeslots. Therefore, 3

√
n − 2 timeslots is

enough to finish the aggregation. So we get |Sleaf | = Ω(
√
n)|Sopt|.

1 step 2 step 3 step √
n step

Fig. 5. Performance of the Leaf-First approach on counterexample

3.2 Layer-First Approach

For simplicity, we assume Pmax = Pmin = P and β = 1 in this part, i.e.,
adopting the special case –uniform power assignment– in the following analysis.
In addition, the ambient noise is so small compared with P that it can be ignored.
We give the formal definition of the Layer-First approach like above.

Definition 2. For any given data aggregation tree defined in Section 1.1, in any
round, greedily select the wireless links belong to the deeper layers (i.e. transmit
the deepest links as many as possible, then the second deepest ones, and so on)
at the beginning of that round to transmit, without violating the SINR threshold.
This approach is called Layer-First.
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Fig. 6. Example of counter-block links

Θ(
√
n)

layers

1st layer

2nd layer

3rd layer

Fig. 7. Counterexample for the Layer-First
approach

Theorem 3. Given a data aggregation tree with n links, assume the output of
the Layer-First approach is the schedule Slayer and the minimum-latency sched-
ule of this tree is Sopt. In the worst case, |Slayer| = Ω(

√
n)|Sopt|.

Before we start the proof, we need to define a special pair of links called
counter-block links.

Definition 3. Two links are called counter-block links if and only if they are
axially symmetric (as lAB, lDE and lCB, lFE shown in Fig.6) and can transmit
concurrently without any additional interference (i.e. the existence of any other
transmission makes their SINRs lower than the threshold).

Proof. As shown in Fig.6, we just need to choose appropriate ||AB|| and ||AE||
such that P/||AB||α

P/||AE||α = β then lAB and lDE are counter-block links. It is easy

to show that if ||CB|| is a little shorter than ||AB||, we can also set ||CE|| to
make sure that lCB and lFE are also counter-block links. Obviously, this method
allows us to have infinitely many pairs of counter-block links with two common
receivers. Using this technique, we construct the data aggregation tree which is
shown in Fig.7, whose ith layer has �i/3� pairs of counter-block links (except
for the top layer). Assume this tree has n links in total and m layers, then
3(m− 1)m/2 = (n− 2)/2, i.e., the number of layers m = Θ(

√
n).

Still, we need to apply the Layer-First approach on this data aggregation tree.
For every layer, the maximum number of concurrently transmitting links is two
due to the fact that there are only two receivers. One pair of counter-block links
can be selected to transmit any timeslot by the Layer-First approach, so the
whole aggregation needs (n − 2)/2 + 2 timeslots. Next, we will show a more
efficient scheduling which needs just m = Θ(

√
n) timeslots.

Except for the top layer, we separate the tree into left part and right part.
For the left (or the right) part, in the ith timeslot, one link in the (3k+ i− 1)th
layer, k = 1, 2, · · · , can transmit. In other words, for one single side, links are
chosen at intervals of three layers in one timeslot (no vertical links can be chosen
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except for the deepest layer). So after two timeslots (one for each side), the 1st
layer of the tree finishes transmission. At the same time, the 4th layer leaves
one vertical link for each side, which means after eight timeslots, all the deepest
four layer are removed from the tree after transmission, and so on. Finally,
this scheduling can finish aggregation of this tree with 2m timeslots. We show
|Sleaf | = Ω(

√
n)|Sopt| by plugging in the definition of m. Next lemma explains

that this schedule satisfies the SINR constraint.

Lemma 4. For a set of links in one side of the tree constructed above, it is
SINR-feasible if any two links in this set are at least three layers far away from
each other.

Proof. Assume this SINR-feasible set is L. For any link l0 in L, there are at most
two links (denoted as l3 from higher layer and l−3 from lower layer) which are
three layers far away from it. The distance between the sender of l3 (or l−3) and
the receiver of l0 is at least 2||l0|| (or 4||l0||). Similarly, there are two links l6, l−6

which are six layers far away from l0. Corresponding distances between senders
and l0’s receiver are at least 5||l0|| and 7||l0||, and so on. Since the total number
of links in one side of the tree is bounded by n/2, the SINR of l0 can be easily
derived:

SINR(l0) ≥
P

||l0||α
P

2||l0||)α + P
4||l0||)α + · · ·+ P

(2+3(n
2 −1))||l0||)α + P

(4+3(n
2 −1))||l0||)α

>

P
||l0||α

2

n/2∑
k=1

P

(k||l0||)α

>
1

2

∞∑
k=1

1

kα

>
1

2 α
α−1

> 1

where the second-to-last inequality follows the Riemann’s zeta-function and the
last one based on the fact that α ∈ [2, 6].

4 Approximation Algorithm for MLAT

In this section, we describe a greedy algorithm that solves MLAT, using existing
techniques for the Wireless Capacity Maximization Problem (the same as the
One-Shot Scheduling problem) [9,18] ( [9] needs much larger Pmax). Our algo-
rithm is performed in a layer-by-layer style. Note that even though the greedy
approaches have been proved to perform poorly without appropriate topology
control, we show that we can still acccomplish an acceptable approximation ratio
when data aggregation trees have small but reasonable depths.

The basic assumption for this section:

– The maximum power Pmax for all senders is large enough that every link
can transmit successfully in some case: Pmax/(Ndαmax) ≥ β, where dmax is
the length of the longest edge of the aggregation tree.
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– All the edges in the aggregation tree have lengths greater than 1. Any in-
stance can be transformed into this case by scaling.

According to the analysis in [9,18], the correctness of the SINR-feasible sets
generated in line 18 of Algorithm 1 is guaranteed. The approximation ratio
for maximizing concurrently transmitting links is constant, which leads to an
approximation algorithm for minimum latency scheduling with an approximation
ratio bounded by O(log n). Note that the algorithm in [9] needs a very large
maximum transmitting power.

Algorithm 1 labels all the edges of the given tree by first using a depth
first search approach and then finds the depth of this tree in lines 3-7. Sim-
ply, the currently deepest edges of the tree are selected as scheduling candidates
in lines 11-15. Then the existing scheduling algorithm for maximizing concur-
rent transmissions is used to select an approximated maximum SINR-feasbile
link set. It repeats this process until all the links have been scheduled.

Algorithm 1. The Layer-by-Layer Algorithm for MLAT

Input: An arbitrary aggregation tree T = {V, E} and N , α, β, Pmin, Pmax;
Output: A schedule S in which every edge can transmit successfully under SINR;
1: S := ∅, depth := 0, t := 1;
2: Use Depth First Search(DFS) to label every edge e with its layer, to be stored in

layer(e)
3: for every edge e in T do
4: if depth < layer(e) then
5: depth := layer(e);
6: end if
7: end for
8: L := E;
9: while |L| > 0 do

10: L′ := ∅;
11: for every edge li in L do
12: if layer(li) = depth then
13: L′ := L′ ∪ li;
14: end if
15: end for
16: L := L \ L′;
17: while |L′| > 0 do
18: Given N , α, β, Pmin, Pmax, use the constant-approximation algorithm for

maximizing concurrent transmissions (please refer to [9] or [18]), to compute
an approximate maximum SINR-feasible link set L′′ in L′;

19: St := L′′; S := S ∪ {St}; L′ := L′ \ St; t := t + 1;
20: end while
21: depth := depth− 1;
22: end while
23: Return S;

In Algorithm 1, we divide the schedule generated by the algorithm into sub-
schedules: S = {S1, S2, . . . , Sd}. d is the depth of the input aggregation tree,
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and Si is the sub-schedule in which only links in the ith layer can appear:
S1 ∪ S2 ∪ · · · ∪ Sd = Salg, and Si ∩ Sj = ∅, ∀i, j ∈ [d], i �= j.

Define Topt = |Sopt|, where Sopt is the optimal solution of MLAT. If we only
schedule the links in the ith layer, the minimum number of timeslots Ti needed
must not exceed Topt. This is because if Ti is greater than Topt, we can find a
subschedule Si,opt in Sopt which schedules all links in the ith layer, i.e., |Si,opt| ≤
Topt < Ti, which contradicts the fact that Ti is the minimum number of timeslots
required to schedule these links. Thus, we have |S1,opt|+ |S2,opt|+ · · ·+ |Sd,opt| ≤
dṪopt. We already know that every sub-schedule from our algorithm adheres to
|Si| ≤ logn|Si,opt|, which implies that Talg ≤ d logn · Topt.

On the other hand, it is obvious that Talg, Topt, n, d are all greater than 0
and Topt ≥ d, Talg ≤ n. Therefore, we derive another bound: Talg ≤ (n/d)Topt.

From these, we bound the approximation ratio by O(min{d · logn, n/d}).
This gives an approximation ratio of O(log2 n) when d is either very small (d ≤
O(log n)), or very large (d ≥ Ω(n/ log2 n)). Fortunately, common aggregation
trees often fall within these depth ranges. For example, applying our algorithm
on a nearest neighbor tree (which has depth O(log n)) leads to an O(log2 n)
approximation ratio.

5 Conclusion

In this paper, based on the fact that lots of factors (impenetrable obstacles, bar-
riers, etc.) limit the topology construction for wireless networks in real scenarios,
we introduce the Minimum Latency Aggregation Scheduling for Arbitrary Tree
Topologies (MLAT) problem. We give the first NP-hardness proof for MLAT. In
addition, we prove that the scheduling latencies generated by the two frequently
used greedy algorithms could be

√
n times the optimal result, where n is the

total number of links. Given the fact that the MLAS problem could be solved in
O(log n) timeslots [4] using the greedy scheduling approaches and topology con-
trol, the gaps we find for the MLAT problem show that giving another freedom
of topology control could help reduce the aggregation latency. Finally, we pro-
pose an approximation algorithm for MLAT with approximation ratio bounded
by O(min{d · logn, n/d}) which is acceptable when the data aggregation trees
have small depths. One of our future work is to give an approximation algorithm
with a much better approximation ratio. Second, based on the preliminary ob-
servation that a clever mixture of different greedy approaches could lead to a
better performance, we hope to devise a new heuristic algorithm combining both
layer-first and leaf-first approaches. Another interesting extension to our work
would be to design a distributed solution for MLAT.
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4. Halldórsson, M.M., Mitra, P.: Wireless connectivity and capacity. In: SODA (2012)
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Abstract. In-network data aggregation is considered an effective technique for
conserving energy communication in wireless sensor networks. It consists in
eliminating the inherent redundancy in raw data collected from the sensor nodes.
Prior works on data aggregation protocols have focused on the measurement data
redundancy. In this paper, our goal in addition of reducing measures redundancy
is to identify near duplicate nodes that generate similar data sets. We consider a
tree based bi-level periodic data aggregation approach implemented on the source
node and on the aggregator levels. We investigate the problem of finding all pairs
of nodes generating similar data sets such that similarity between each pair of
sets is above a threshold t. We propose a new frequency filtering approach and
several optimizations using sets similarity functions to solve this problem. To
evaluate the performance of the proposed filtering method, experiments on real
sensor data have been conducted. The obtained results show that our approach
offers significant data reduction by eliminating in network redundancy and out-
performs existing filtering techniques.

1 Introduction

Data collection from sensor networks can be made on demand or by data streaming.
The first category is done by bi-directional dialogs between the sensor nodes and the
base station. A request for data is sent from the end user via the sink to the sensor
nodes which, in return, send back the data to the user via multi hop communications.
On the other side, in data streaming, data flows primarily from the sensor node to the
sink. In this category we distinguish the periodic sampling and the event driven data
models. In this paper we are interested in ”periodic sampling” data model in sensor
networks, where the acquisition of sensor data from a number of remote sensor nodes
are forwarded to the gateway on a periodic basis. This data model is appropriate for
applications where certain conditions or processes need to be monitored constantly,
such as the temperature in a conditioned space or pressure in a process pipeline. There
are couple of important design considerations associated with the periodic sampling
data model. The most critical design issue is the phase relation among multiple sensor
nodes. If two neighbor nodes operate with identical or similar sampling rates, redundant
packets from the two nodes are likely to happen repeatedly. It is essential for sensor
networks to be able to detect and clean redundant transfered data from the nodes to
the sink. In-network data aggregation has been proven as an effective technique for
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eliminating redundancy and forwarding only the extracted information from the raw
data. Furthermore, by doing so data aggregation can often reduce the communication
cost and extend the whole network lifetime.

In this paper we present a hierarchical multilevel data aggregation scheme aiming to
optimize the volume of data transmitted thus saving energy consumption and reducing
bandwidth on the network level. A first level in-sensor process is done by the nodes
themselves. Instead of sending each sensor node’s raw data to a base station, the data
is cleaned periodically by the sensor node itself before sending it to an aggregator node
for a second level of aggregation. At this level, we are interested in exploring a new part
of the filtering aggregation problem, by focusing on identifying the similarity between
data sets generated by neighboring nodes and sent to the same aggregator. Our objective
is to identify similarities between near sensor nodes, and integrate their captured data
into one record while preserving information integrity.

In this paper, we provide a new prefix filtering method to study the sets similar-
ity in sensor networks. We propose frequency filtering optimization techniques, which
exploits the ordering of measurements according to their frequencies. A frequency of a
measure is defined by the number of occurrences of this measure in the set defined at the
first aggregation level. Furthermore, we provide a new optimization method for early
termination of sets similarity computing. To evaluate our approach we conducted exten-
sive experimental study using real data measurements. The obtained results compared
to the existing algorithms show the effectiveness of our method which significantly
reduces the number of duplicate data.

The rest of the paper is organized as follows, Section 2 gives an overview on related
works reported on data aggregation in sensor networks. Section 3 describes our periodic
data aggregation scheme. The local aggregation level is presented in section 4. Review
on similarity functions and our proposed frequency filtering techniques are presented
in Section 5. Experimental results are given in Section 6. Section 7 concludes the paper
with some directions to a future work.

2 Previous Data Aggregation Work

Data aggregation in wireless sensor networks has been well studied in recent years [1]
[2] [3]. It means computing and transmitting partially aggregated data to the end user
rather than transmitting raw data in networks to reduce the energy consumption [4].
There are vast amount of extant works on in-network data aggregation in the literature.

Some of the methods reported recently are query based methods [5] [6]. A query
is generated at the sink and then broadcasted through the network. Some nodes just
process the query, while others propagate it, receive partial results, aggregate results,
and send them back to the sink. Various algorithmic techniques have been proposed to
allow efficient aggregation without increasing the message size [7].

Some works, such as [8] [9] [10], use the clustering methods for aggregating data
packets in each cluster separately. Among these methods, the LEACH protocol [11]
[12]. In [9], the authors propose a self-organizing method for aggregating data based on
the architecture CODA (Cluster-based self-Organizing Data Aggregation), based on the
Kohonen Self-Organizing Map to aggregate sensor data in cluster. In a first step before
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deployment, the nodes are trained to have the ability to classify the sensor data. Thus,
it increases the quality of data and reduces data traffic as well as energy-conserving.
An adaptive data aggregation (ADA) scheme for clustered sensor networks has been
proposed in [10]. In this scheme, a time based as well as spatial aggregation degrees are
introduced. They are controlled by the reporting frequency at sensor nodes and by the
aggregation ratio at cluster heads (CHs) respectively. The function of the ADA scheme
is mainly performed at the sink node, with a little function at CHs and sensor nodes.

In a tree based network as our presented work, sensor nodes are organized into a tree
where data aggregation is performed at aggregators along the tree to arrive to the sink.
Tree based data aggregation approaches are suitable for in-network data aggregation.
The authors in [13] [14], have proposed Tree on DAG (ToD) for data aggregation, a
semistructured approach that uses Dynamic Forwarding on an implicitly constructed
structure composed of multiple shortest path trees to support network scalability. The
key principle behind ToD was that adjacent nodes in a graph will have low stretch in
one of these trees in ToD, thus resulting in early aggregation of packets.

In our previous work [3], we have shown that existing prefix filtering methods are
very complex and not suitable for sensor networks and we proposed a heuristic based on
the frequency ordering. In this paper, we propose two optimization techniques based on
frequency filtering extention which can be integrated with our previous prefix method [3]
to find similar data sets efficiently. Furthermore we provide a new and faster technique
for sets similarity computation.

3 Periodic Data Aggregation

Due to resource restricted sensor nodes, it is important to minimize the amount of data
transmission among sensor networks so that the average network lifetime and the over-
all bandwidth utilization are improved. To reduce the amount of sending data, an aggre-
gation approach can be applied along the path from sensors to the sink. Sensor nodes
collect information from the region of interest and send it to aggregators. Each aggre-
gator then condenses the data prior to sending it on.

Our data aggregation method works in two phases, the first one at the nodes level,
which we call local aggregation and the second at the aggregators level. At each period
p each node sends its aggregated data set to its proper aggregator which subsequently
aggregates all data sets coming from different sensor nodes and sends them to the sink.

4 Local Aggregation

In periodic sensor networks, we consider that each sensor node i at each slot s takes a
new measurement yis. Then node i forms a new set of captured measurements Mi with
period p, and sends it to the aggregator. It is likely that a sensor node takes the same (or
very similar) measurements several times especially when s is too short. In this phase
of aggregation, we are interested in identifying locally duplicate data measurements in
order to reduce the size of the set Mi. Therefore, to identify the similarity between two
measures, we provide the two following definitions:
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Definition 1 (link function). We define the link function between two measurements
as:

link(yis1 , yis2) =

{
1 if ‖yis1 − yis2‖ ≤ δ,
0 otherwise.

where δ is a threshold determined by the application. Furthermore, two measures are
similar if and only if their link function is equal to 1.

Definition 2 (Measure’s frequency). The frequency of a measurement yis is defined
as the number of the subsequent occurrence of the same or similar (according to the
link function) measurements in the same set. It is represented by f(yis).

Using the notations defined above the local aggregation algorithm is done as follows [3].
For each new sensed measurement (at each slot), a sensor node i searches for the similar
measure already captured. If a similar measurement is found, it deletes the new one
while incrementing the corresponding frequency by 1, else it adds the new measure to
the set and initialize its frequency to 1. At the end of the period p, each node i will
possess a local aggregated set Mi and send it to its aggregator.

5 Duplicate Data Sets Aggregation

At this level of aggregation, each aggregator has received k sets of measurements and
their frequencies. The idea here is to identify all pairs of sets whose similarities are
above a given threshold t. For this reason we use a similarity function which measures
the degree of similarity between the two sets and returns a value in [0, 1]. A higher
similarity value indicates that the sets are more similar. Thus we can treat pairs of sets
with high similarity value as duplicates and reduce the size of the final data set that will
be sent to the sink.

5.1 Similarity Functions

A variety of similarity functions have been used in the literature such as overlap thresh-
old, Jaccard similarity and Cosine similarity [15–17]. We denote |Mi| as the number of
elements (measures) in the set Mi. The following functions can be used to measure the
similarity between two sets of measurements Mi and Mj :

Overlap similarity: O(Mi,Mj) = |Mi ∩Mj|
Jaccard similarity: J(Mi,Mj) =

|Mi∩Mj |
|Mi∪Mj |

Cosine similarity: C(Mi,Mj) =
|Mi∩Mj |√
|Mi|×|Mj |

Dice similarity: D(Mi,Mj) =
2×|Mi∩Mj |
|Mi|+|Mj|

All these functions are commutative and can be transformed to the Overlap similarity
easily. For instance, we can present the Jaccard similarity function as follows:

J(Mi,Mj) =
O(Mi,Mj)

|Mi|+ |Mj| −O(Mi,Mj)
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In our approach, we will focus on the Jaccard similarity. It is one of the most widely
accepted function because it can support many other similarity functions [16]. In our
application, two given sets Mi and Mj are considered similar if and only if:

J(Mi,Mj) ≥ t

where t is a threshold given by the application itself. This equation can be transformed
as:

J(Mi,Mj) ≥ t⇔ O(Mi,Mj) ≥ α (1)

where, α = t
1+t .(|Mi|+ |Mj|).

In order to study the similarity functions for data aggregation in sensor networks,
we define a new function for overlapping ”∩s” between two sets of measurements as
follows:

Definition 3 (Overlap function). Consider two sets of measurements M1 and M2,
then we define:

M1 ∩s M2 = {(y1, y2) ∈M1×M2 such that link(y1, y2) = 1}; and Os(M1,M2)
= |M1 ∩s M2|.

To evaluate the similarity between two sets we obtain:

J(Mi,Mj) ≥ t ⇔ |Mi ∩s Mj | ≥ α =
t

1 + t
.(|Mi| + |Mj |) (2)

5.2 Sets Similarity Computation

In this section we provide techniques for computing the similarity between the received
sets. A naı̈ve solution to find all similar sets is to enumerate and compare every pair of
sets. This method is obviously prohibitively expensive for large data sets (such the case
of sensor networks), as total number of comparison is O(n2).

To reduce the number of comparisons between sets a prefix filtering method has been
proposed. Several approaches for traditional similarity join between sets are based on
the prefix filtering principle [15] [17] [3]. This method is based on the intuition that if
all sets of measures are sorted by a global ordering, some fragments of them must share
several common tokens with each other in order to meet the threshold similarity. An
inverted index maps a given measurementm to a list of identifiers of sets that containmi

such that link(mi,m) = 1. After inverted indices for all measures in the set are built,
we can scan each one, probe the indices using every measure in the set M , and obtain a
set of candidates; merging these candidates together gives us their actual overlap with
the current set M ; final results can be extracted by removing sets whose overlap with
M is less than � t

1+t .(|Mi|+ |Mj |)�(Equation 1).
This intuition is formalized by the following Lemma inspired from [17]:

Lemma 1. Consider two sets of sensor measures Mi and Mj , such that their elements
are ordered by a global defined ordering. Let the p-prefix be the first p elements of Mi.
If |Mi∩sMj | ≥ α, then the (|Mi|−α+1)-prefix of Mi and the (|Mj|−α+1)-prefix
of Mj must share at least one element.
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Proof. Lemma 1 can be proven similarly to the lemma of page 6 in [17].

To ensure the prefix filtering based approach does not miss any similarity set result,
as shown in Lemma 1 we need a prefix of length |Mi| − �t.|Mi|� + 1 for every set
Mi [3]. The algorithm for finding similarity sets based on prefix filtering technique is
given in Algorithm 1. It takes as input a collection of datasets coming from different
sensor nodes already sorted according to a defined ordering. It scans sequentially each
set Mi, selects the candidates that intersects with its prefix. Afterwards, Mi and all its
candidates will be verified against the jaccard similarity threshold to finally return the
set of correct similar measurements sets.

Algorithm 1. Prefix-filtering based algorithm.
Require: Set of measures’ sets M = {M1,M2...Mn}, and a threshold t.
Ensure: All pairs of sets (Mi,Mj), such that J(Mi,Mj) ≥ t.
1: S ← ∅
2: Ii ← ∅ (1 ≤ i ≤ total number of measures)
3: for each set Mi ∈ M do
4: p ← |Mi| − �t× |Mi|� + 1
5: X ← empty map from set id to int
6: for k ← 1 to p do
7: w ← Mi[k]
8: if (Iws exists such that link(w,ws) = 1) then
9: for each Measurement (Mj [l]), f(Mj [l]) ∈ Iws do

10: X[Mj ] ← X[Mj ] + 1
11: end for
12: Iws ← Iws ∪ {Mi}
13: else
14: create Iw
15: Iw ← Iw ∪ {Mi}
16: end if
17: end for
18: for each Mj such that X[Mj ] > 0 do
19: if Os(Mi,Mj) ≥ α then
20: (S ← {(Mi,Mj)})
21: end if
22: end for
23: end for
24: return S

Prefix filtering algorithm helps prune out unfeasible sets of measures, however, in
practice the number of non-similar sets surviving after this technique is still quadratic
growth [18]. Following the prefix filtering, many optimization methods [18] [19] were
proposed to prune out further the unfeasible non-similar sets. A trade-off of these pre-
fix filtering optimizations is that usually require more computational efforts which is
unsuitable by heavy resources sensor networks. In our approach, we provide some opti-
mizations for prefix filtering techniques based on measures frequency while taking into
account this trade-off.
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5.3 Frequency Filtering Approach

In this section, we present our frequency filtering method based on prefix extension.
We begin by introducing some definitions and notations which will be the basis of what
follows. In periodic sensor networks, two data sets are similar if their measurements
overlap with each other, and especially the ones having higher frequencies values.

Definition 4 (Ordering O). We define an ordering O which arranges the measure-
ments of a given set by the decreasing order of their frequencies.

For two similar measures mi and mj such that link(mi,mj) = 1, we denote fmin

(mi,mj) = Min(f(mi), f(mj)) the minimum value of the frequency of these mea-
sures.

Definition 5 (fs(Mi,Mj)). Consider two sets of measures Mi and Mj , we define

fs(Mi,Mj) =
∑Os(Mi,Mj)

k=1 (fmin((mi,mj) ∈Mi ∩s Mj)).

In this paper, we consider that all sensor nodes operate with the same sampling rate,
and every node captures τ measures with each period p. Thus we can deduce that for
every received set Mi from node i we have:

∑|Mi|
k=1 (f(mk ∈Mi) = τ .

Using the Jaccard similarity function, two sets Mi and Mj are similar if and only if:
Os(Mi,Mj) ≥ α where α = t

1+t .(|Mi|+ |Mj|) (Equation (2)). Supposing that the sets
were sent to the aggregators without applying the first aggregation phase and without
computing measures frequencies, thus we can observe that:

|Mi| = |Mj | = τ and fs(Mi,Mj) = Os(Mi,Mj). (3)

Hence, from Equation (2) and Equation (3) we can deduce that:

Mi and Mj are similar iff: fs(Mi,Mj) ≥
2× t× τ

1 + t
. (4)

Frequency Filter Principle. Lemma 1 states that the prefixes of two sets of measures
must share at least one measure in order to satisfy the prefix filtering condition (PFC).
Nevertheless, in sensor networks this condition is easily satisfied. In this section, we
will present an extension of the prefix filtering technique making the PFC condition
more difficult to be satisfied.

Lemma 2. Assume that all the measures in the sets Mi and Mj are ordered according
to the global orderingO. Let the p-prefix be the first p elements ofMi. If fs(Mi,Mj) ≥
2×t×τ
1+t , then fs(p-Mi, p-Mj) ≥

∑|p-Mi|
k=1 (f(mk ∈ p-Mi))− 1−t

1+t × τ .

Proof. We denote by p-Mi the prefix of the set Mi and r-Mi the set of reminder mea-
sures where Mi = {p-Mi + r-Mi}. We have:
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fs(Mi,Mj) = fs(p-Mi,Mj) + fs(r-Mi,Mj)

= fs(p-Mi, p-Mj) + fs(p-Mi, r-Mj) +

fs(r-Mi,Mj)
∼= fs(p-Mi, p-Mj) + fs(r-Mi,Mj)

≤ fs(p-Mi, p-Mj) +

|r-Mi|∑
k=1

(f(mk ∈ r-Mi))

In the second line we can omit the term fs(p-Mi, r-Mj) because we have assumed that
it is negligible compared to the other terms in the equation. Indeed, if the two sets are
similar then the measures having highest frequencies must be in the prefix set and not in
the reminder, which means that the overlapping between the p-Mi and r-Mj is almost
empty. From the above equations and equation (4)(similarity condition) we can deduce:

2× t× τ

1 + t
≤ fs(p-Mi, p-Mj) +

|r-Mi|∑
k=1

(f(mk ∈ r-Mi)) (5)

From the following equation:

|p-Mi|∑
k=1

(f(mk ∈ p-Mi)) +

|r-Mi|∑
k=1

(f(mk ∈ r-Mi)) = τ (6)

We obtain:

fs(p-Mi, p-Mj) ≥
|p-Mi|∑
k=1

(f(mk ∈ p-Mi))−
1− t

1 + t
× τ (7)

The lemma is proved.

Algorithm 2 describes our method to find similar sets of measures based on the fre-
quency filtering approach. It is a hybrid solution, where we integrate our frequency
condition presented in Lemma 2 to the prefix filtering approach presented in
Algorithm 1.

Jaccard Similarity Computation. Although filtering approaches reduce the number
of comparisons between the received sets of measures, the number of candidate sets
surviving after this phase is still non negligible. Furthermore, the computation of the
jaccard similarity between two candidates sets can be very complex, especially when
it comes to sensor networks where measures’ sets can have ten hundreds or thousands
elements. Therefore, to continue filtering out further candidate sets we propose a new
frequency filtering constraint in the verification phase. In doing so, we can also reduce
the overhead of the jaccard similarity computation.
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Algorithm 2. Frequency-filtering based algorithm.
Require: Set of measures’ sets M = {M1,M2...Mn}, t, τ .
Ensure: All pairs of sets (Mi,Mj), such that J(Mi,Mj) ≥ t.

Replace line 5 in Algorithm 1 with

– Fs ← empty map from set id to int
– sumFreq ← 0
– for k ← 1 to p do

sumFreq ← sumFreq + f(mk ∈ p-Mi)
– end for

Replace line 10 in Algorithm 1 with

– Fs[Mj ] ← Fs[Mj ] + fmin(Mi[k],Mj [l])

Replace line 18 in Algorithm 1 with

– for each Mj such that Fs[Mj ] > sumFreq− 1−t
1+t

× τ do

Assume that we want to compute the similarity between two sets Mi and Mj . Then,
these sets are similar if they satisfy the overlap condition fs(Mi,Mj) ≥ 2×t×τ

1+t . We also
assume that a measure m ∈Mi divides Mi into two partitions: one partition containing
all the measures having frequencies higher than f(m) including m denoted by h-Mi

and the second l-Mi containing all the measures having frequencies less than f(m).
Similarly, we assume that any measure in Mj divides it in two partitions h-Mj and l-
Mj . The idea of dividing the sets is to find a measure where at this position a similarity
upper bound is estimated and checked against the similarity threshold. As soon as the
check is failed we can stop the overlap computing early. This hypothesis is formalized
by the following lemma:

Lemma 3. Assume that |Mi| < |Mj| and all measures in Mi are ordered according to
the global ordering O. Mi and Mj are similar ⇒ for any m ∈ Mi dividing Mi into

h-Mi and l-Mi we have: fs(h-Mi,Mj) ≥ 2×t×τ
1+t −

∑|l-Mi|
k=1 (f(mk ∈ l-Mi)).

Proof. Mi and Mj are similar

⇒ fs(Mi,Mj) ≥
2× t× τ

1 + t
(8)

⇒ fs(h-Mi,Mj) + fs(l-Mi,Mj) ≥
2× t× τ

1 + t
(9)

⇒ fs(h-Mi,Mj) ≥
2× t× τ

1 + t
− fs(l-Mi,Mj) (10)
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Then we have:

fs(l-Mi,Mj) ≤ min(

|l-Mi|∑
k=1

(f(mk)),

|Mj |∑
k=1

(f(mk))) (11)

≤ min(

|l-Mi|∑
k=1

(f(mk ∈ l-Mi)), τ) (12)

≤
|l-Mi|∑
k=1

(f(mk ∈ l-Mi)) (13)

From equations (10) and (13) we can deduce that:

fs(h-Mi,Mj) ≥
2× t× τ

1 + t
−

|l-Mi|∑
k=1

(f(mk ∈ l-Mi)).

The lemma is proved.

The algorithm of overlap computation is given in Algorithm 3

Algorithm 3. Overlap Computation.
Require: Two sets of measures Mi and Mj , t, τ .
Ensure: Os(Mi,Mj).
1: Os ← 0
2: Consider |Mi| < |Mj |
3: sumFreqH ← 0
4: sumFreql ← τ
5: Mj ← sort(Mj , |Mj |) Mj is sorted in increasing order of the measures
6: for k ← 0 to |Mi| do
7: sumFreql ← sumFreql− f(Mi[k])
8: Search similar of Mi[k] in Mj

9: find Mj [l]/link(Mi[k],Mj [l]) = 1
10: sumFreqH ← sumFreqH + fmin(Mi[k],Mj [l])
11: if sumFreqH ≥ 2×t×τ

1+t
− sumFreql then

12: Os ← Os + 1
13: else
14: Return −∞
15: end if
16: end for
17: Return Os

In this algorithm, we used two kinds of measures ordering depending on the sets
sizes. The first one according to the global orderingO (Mi in the above algorithm) and
the second is sorted in increasing order of the measures to accelerate a measure search1.

1 In our experiments we used the binary search.
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6 Experimental Results

To evaluate our approach, we conducted multiple series of simulations using the dis-
crete event simulator OMNET++ [20]. The objective of these simulations is to confirm
that our prefix frequency filtering (PFF) technique can successfully achieve desirable
results for data aggregation in periodic sensor networks. Therefore, In our simulations
we used real readings collected from 45 sensor nodes deployed in the Intel Berkeley
Research Lab [21]. Every 31 seconds, sensors with weather boards were collecting hu-
midity, temperature, light and voltage values. For the sake of simplicity, in this paper
we are interested in one field of sensor measurements: the temperature2. We performed
several runs of the algorithms (an average of 15 runs). In each experimental run, we gen-
erated a network of 46 nodes corresponding to those was deployed in the Intel Berkeley
Lab. Each node then reads periodically real measures saved in a file while applying
the first aggregation algorithm. At the end of this step, each node sends its set of mea-
sures/frequencies to an aggregator node which in his turn applies prefix and filtering
algorithms to theses sets. Furthermore, we compare our approach to the ToD protocol
proposed in [13] [14]. As our real data sensor network consists of 46 nodes, we use ToD
in a one dimensional Network as explained in [14] and we only divide the network into
two F-cluster.

We evaluated the performance of the protocols using the following parameters: a)
the number of sensor measurements taken by all nodes during a period τ , and b) the
threshold of the Jaccard similarity function t. The threshold δ is fixed to 0.07. The
aggregation function used for the ToD protocol is the same used in our approach (PFF)
based on the link function (cf section 4). We employ four metrics in our simulations:

– The number of candidate sets generated after applying the prefix filtering ap-
proach [3], the frequency filtering algorithms with optimizations (PFF) and the final
result (the real number of duplicate sets);

– Percentage of received measures: It represents how effective a protocol is in aggre-
gating data. It is the number of measures received by the sink over the number of
measures taken by all nodes.

– Data accuracy: represents the measures loss rate. It is a evaluate of measures taken
by the source nodes and did not received at the base station (sink). It is defined also
as the aggregation error.

– Overall energy dissipation: is the total energy dissipation of the entire network. To
evaluate the energy consumption of our approach we used the same radio model as
discussed in [21].

6.1 Prefix Frequency Filtering Optimizations

In this section we compared the number of candidates (number of comparisons) gen-
erated respectively by our frequency filtering technique (PFF), the prefix filtering al-
gorithm and the results obtained after applying the Jaccard similarity function. We

2 The others are done by the same manner.
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fixed the number of the total measuremtns taken by all the nodes during a period to
τ = 8.E + 04. The obtained result is shown in figure 1. We notice that, when the simi-
larity threshold increases from 0.7 to 0.9, the number of comparisons of the frequency
filtering and the prefix filtering becomes closer. We can also see that our frequency fil-
tering technique (PFF) outperforms the prefix filtering methods in all cases. Moreover,
the number of candidates generated by all the algorithms is far bigger than the results
number. This is to prove that under this circumstance, applying early termination algo-
rithm is very effective (Algorithm 3).

6.2 Percentage of Received Measures and Data Accuracy

Figure 2 shows the percentage of received measures over the total number taken by all
nodes for the temperature field. These experiments permit to show how well aggregation
protocols do aggregation and reduce redundant measures. PFF performs better than ToD
in terms of data aggregation because of it is ability to compare sets of data instead of
single packets. In other words, PFF reduces the number of redundant data traveling into
the networks better than TOD especially when the number of readings increase (the case
of periodic networks). We also notice that, the percentage of received packets remains
almost unchangeable while increasing the sensor readings.
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Figure 3 depicts the resulsts of the aggregation error. This metric is an important per-
formance index, and the high measures loss rate will impact the use of the data greatly.
The obtained results show that the two protocols have good performance regarding the
aggregation error. As expected, when we increase the threshold t of the similarity func-
tion we reduce the measures loss rate. For instance, we can notice that PFF outperforms
ToD in terms of data accuracy for t = 0.9.

6.3 Overall Energy Dissipation

The overall energy dissipation is the total energy consumption of the entire network.
Figure 4 shows the results for total energy consumption obtained while varying the
total number of sensor readings. The figure shows that the overall energy dissipation for
different protocols increases as the number of readings increases. We notice that ToD
consumes not too much, but does not scale well as the number of readings increases. For
all the values of the threshold t tested, PFF always outperforms the ToD protocol in total
energy dissipation. This is because, the packet-packet comparison used in ToD instead
of data sets in PFF generates more transmissions in the network, furthermore, the packet
construction in ToD contains additional information required for the aggregation which
is not the case in PFF.

7 Conclusion and Future Work

In this paper we proposed a tree based bi-level model for data aggregation in periodic
sensor networks: Local aggregation and Frequency filtering aggregation. In the first one
we provided an aggregator for simple captured measurements based on a link similarity
function while in the second level our objective is to detect and aggregate multiple data
sets generated by different neighboring nodes. We proposed a new frequency filtering
approach and several optimizations using sets similarity functions to find similar data
sets. It was shown through simulations on real data measurements that our method
reduces drastically the redundant sensor measures and outperforms the existing prefix
filtering approaches.

We have two major directions for our future work. The first direction seeks to adapt
our proposed method to take into account reactive periodic sensor networks, where
sensor nodes operate with different sampling rate. In periodic applications the dynamics
of the monitored condition or process can slow down or speed up; and to save more
energy the sensor node can adapt its sampling rates to the changing dynamics of the
condition or process. The second direction is to develop a new suffix frequency filter
algorithm beside the frequency filtering approach proposed in this paper. Our goal is
to use additional filtering method that prunes erroneous candidates that survive after
applying the prefix and frequency filtering technique.
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Abstract. Wireless sensor networks (WSNs) are subject to interference
from other users of the radio-frequency (RF) medium. If the WSN nodes
can recognize the interference pattern, they can benefit from steering
their transmissions around it. This possibility has stirred some interest
among researchers involved in cognitive radios, where special hardware
has been postulated to circumvent non-random interference. Our goal
is to explore ways of enhancing medium access control (MAC) schemes
operating within the framework of traditional off-the-shelf RF modules
applicable in low-cost WSN motes, such that they can detect interfer-
ence patterns in the neighbourhood and creatively respond to them,
mitigating their negative impact on the packet reception rate. In this
paper, and based on previous work on the post-deployment character-
ization of a channel aimed at identifying “spiky” interference patterns,
we describe (a) a way to incorporate interference models into an existing
WSN emulator and (b) the subsequent evaluation of a proof-of-concept
MAC technique for circumventing the interference. We found that an
interference-aware MAC can improve the packet delivery rates in these
environments at the cost of increased, but acceptable, latency.

Keywords: classification, interference, sampling, wireless sensor net-
works, channel modelling, medium access control.

1 Introduction

WSN nodes must be particularly resilient to interference because the ISM bands
are heavily used, particularly in dense urban environments [1]. ISM sources are
quite varied, including cordless telephones/headphones, wireless local area net-
works (WLANs), and microwave ovens. Most existing studies are based either
on over-simplistic environmental models assuming Gaussian background noise,
or on the assumption that interference arises from peer devices (members of the
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same networked wireless system). The two types of disturbance have received
considerable attention in research under the umbrellas of channel modelling and
MAC protocol design, respectively. The third type of disturbance, namely ex-
ternal interference from a different wireless system (possibly even from a system
whose purpose is not data communication per se) has been much overlooked.
Based on our empirical findings, external interference is already a major source of
communication problems in WSN systems, especially those deployed in densely
populated urban areas.

ch. 1, port 10-110

-90

ch. 18, port 2-110

-90

ch. 69, port 12-110

-90

R
SS

I 
(d

B
m

)

ch. 30, port 0-110

-90

ch. 117, port 10-110

-90

0 5 10 15 20 25 30
time (s)

Fig. 1. The different primary interference classes identified in our RSSI traces. The
middle pattern, representing frequent impulses of short duration, is the focus of this
work.

Specifically, external interference became blatantly obvious to us in our 2008
deployment of the Smart Condo – a network to passively monitor an independent
living environment [2,3]. As soon as its simple transceivers (RF Monolithics
TR8100) began their operation (at 916.5 MHz), we noticed significant packet
losses even over short distances and with the obvious lack of interference from
peers. Those losses disappeared when the same set of motes was moved to another
environment (several blocks away) for an in-lab study of their poor performance.
Having thus confirmed that the environment itself was the culprit, we returned
to it with another WSN comprised of 16, more flexible, motes to assess the
character of the external interference. We specifically wanted that assessment
to be carried out by a WSN, as opposed to some specialized and sophisticated
spectrum analyzing equipment, because we wanted to determine how WSNs
could analyze and respond to interference problems on their own.

The nodes of the newWSN were equipped with the Texas Instruments CC1100,
capable of collecting digitized samples of the received signal strength indicator
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(RSSI) at high rates over varying channels. Using that network, we took an
extensive collection of RSSI traces sampled at 5000 Hz on 256 channels rang-
ing from 904 to 954 MHz [4]. After plotting those traces as time series data,
we immediately identified a number of recurrent interference patterns, includ-
ing the one that caused our original alarming packet losses (Figure 1, middle).
Reflecting back on that negative experience, although the TR8100 transmitted
at reasonably powerful levels (10 dBm), it used a very simple encoding scheme
(on-off keying) that is particularly susceptible to interference [5,6]. The analysis
and the characterization and classification of interference patterns using WSN–
suitable low-complexity techniques is described in two earlier publications [4,7].
Here, we present just a summary of the main results and describe how we were
able to (a) integrate interference sources in a high–quality simulation testbed
and (b) evaluate a simple MAC protocol that takes advantage of particular in-
terference patterns.

Specifically, we explore the avoidance of impulsive (spiky) interference in dense
wireless sensor networks (Figure 1, middle). We first review work related to the
general characterization of channels (Section 2), and we then summarize our
previously developed techniques capable of identifying this particular pattern.
In Section 3, we describe the extension of an existing simulator with this char-
acterization. After modelling the interference, we incorporate the classifier and
a proof-of-concept MAC into a WSN application (Section 4) and present the
results from simulating it (Section 5). Finally, in Section 6, we present some
concluding remarks.

2 Related Work

When exploring interference, some researchers have focused on the interaction
of specific protocols, e.g., IEEE 802.11b (WLAN), 802.15.1 (Bluetooth), and
802.15.4 (ZigBee) [8]. Similarly, others have concentrated their efforts on specific
expected interferers, e.g., Chandra [9] used a spectrum analyzer in a 3-story
building to explore the noise generated by electronic equipment in a workshop,
a photocopier, elevator, and fluorescent tubes. In this section, we describe the
small body of work that addresses interference more generally.

Using sensor platforms, Srinivasan, Dutta, Tavakoli, and Levis [10] studied
packet delivery performance. With nodes synchronized, they encountered strong,
spatially-correlated impulses (up to -35 dBm or higher) in their traces. Given
the high correlation, they concluded that the spikes originated externally to the
nodes.

Researchers working on closest-fit pattern matching (CPM) sampled noise
in (a) WLAN-enabled buildings, (b) WLAN-enabled outdoor areas, (c) out-
door quiet areas, and (d) controlled areas [11,12]. They sampled channels both
overlapping and non-overlapping an IEEE 802.11b network and observed three
characteristics: (a) spikes sometimes as strong as 40 dB above the noise floor,
(b) many of the spikes were periodic, and (c) over time, the noise patterns
changed. In their work, they offered little description of the patterns beyond
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what we summarize here. Instead of focusing on specific patterns, they devel-
oped a modelling approach that initially replays the recorded trace and then
estimates future points based on computed probabilities.

More recently, Srinivasan, Dutta, Tavakoli, and Levis [8] expanded on much of
their previous work. With six synchronized nodes, they sampled RSSI values at
128 Hz and explored the correlation in the noise traces. They observed 802.11b
interference as high at 45 dB above the noise floor, and in their figures, this
interference appears as periodic impulses at roughly 36 Hz.

In our recent work, we explored measurements from a grid of sixteen nodes
in an indoor urban environment [4]. Within the 80 m2 space, we deployed the
grid with 1.83 m spacing and elevated each node 28 cm off of the floor. We
connected all of the nodes to a single computer using USB and then proceeded
to simultaneously measure each node’s RSSI value sampled at 5000 Hz. To the
best of our knowledge, this sampling rate has been unmatched so far in a WSN
framework. Over a period of roughly 2.5 hours, we scanned the 256 available
channels ranging from 904 to 954 MHz.

Upon inspecting our high resolution traces, we identified the five recurrent pat-
terns that we show in Figure 1. Specifically, the patterns are: (1) quiet, (2) sparse
(random) impulses, (3) frequent (strongly periodic) impulses, (4) high level in-
terference, and (5) shifting-mean interference. It would be highly presumptuous
to claim that any interference patterns that we observed in a particular environ-
ment and on a particular day should be immediately generalized into blanket
rules applicable to all wireless systems. However, the very fact that we clearly
saw a small number of simple and easily discernible patterns and that some of
those patterns have been uncovered before strengthens our confidence that the
set of patterns we observed can be considered representative.

In this paper, we are interested in exploiting the pattern of periodic impulse
“spikes.” From the original 4096 traces (16 nodes× 256 channels), we randomly
sampled 1024 traces and carefully hand-classified them for the presence of fre-
quent periodic impulses. We encountered the pattern in 154 of the traces, and
some of these traces contained other patterns as well. Since each full trace con-
sists of 175 000 points, and because we are interested in a small set of samples (to
conserve the amount of energy spent to sampling the medium), we subsampled
the traces using even and Poisson subsampling techniques. For each trace of sub-
samples, we record whether the periodogram indicates the presence of frequent
periodic impulses. Furthermore, in the periodogram calculation, we simplified
the computation of the (co)sine by approximating it with values from a lookup
table which contained quantized approximations of the (co)sine function. As re-
ported in [7], we found that the automated classification yielded the same results
as the hand classification (i.e., our ground truth) in the vast majority of cases,
and hence the classifier was deemed adequate for our purposes. We also found
that the performance of the classifier did not improve significantly past the point
where 4000 samples were used.
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3 Simulation

One need arising in the study of networks under interference patterns observed
in traces collected from real networks is that, in order to produce repeatable
simulation experiments, it is essential to model the interference sources (diverse
as they might be) in a manner that is both general and easily implementable on
a simulator. An ideal approach, advocated in this paper, would be to support a
form of “scripted” interference source behaviours. Since our platform of choice
for application development and for emulation and simulation is PicOS [13], we
crafted simulated interference patterns in the idiom of PicOS threads. PicOS
is conceptually derived from the SMURPH/SIDE simulator. Rather recently,
PicOS gained wireless channel support [14] and the ability to emulate PicOS
applications at the level of their API (application programming interface) using
a component named VUE2 [15] which leverages SIDE to provide an accurate
simulation environment on which pre-deployment evaluation of protocols and
systems can be conducted. Given this close relationship between our chosen OS
and a mature simulator, our decision to use SIDE was quite natural.

We extended SIDE by adding the ability to define scripted external impulsive
interference. The extension consists of (a) a user-specified configuration, (b) a
new “node” type within the simulator, and (c) threads running on those nodes
to produce the specified interference. Additional tags and attributes added to an
existing XML (extensible markup language) configuration file provide the user-
specified interference configuration. A new interferers attribute to the network
tag indicates the number of interferers in the environment, e.g.,

<network nodes="40" interferers="3">

The user can use the new <interferers> tag to identify an interferer-specific
block within the configuration akin to the existing <nodes> tag. Within this new
section, the user can define the parameters for each interferer, e.g.,

<interferer number="0" type="impulsive">

<location type="random">170.0 170.0</location>

<pattern>

R 0.245 s ; random delay

P ; start periodic portion

O 0.0 dBm 3 dB ; on at 0.0 dBm with 3 dB sd

T 0.005 s ; delay

F ; off

T 0.245 s ; delay then implicit jump to P

</pattern>

</interferer>

The attribute and value type="random" for the location causes SIDE to generate
a new location every time the simulator starts (assuming a new random number
generator seed). It uses the specified coordinates to bound the random values.
Internally, each interferer becomes an object within the simulation, not unlike
what already occurs for nodes. For these new objects, the user can create a
library of processes, each capable of producing a certain class of interference.
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For this work, we implemented an Impulsive process to simulate user-specified
impulsive interference.

The body of the <pattern> tag essentially provides the interference behaviour
script for the process Impulsive to follow. For an impulsive interferer, SIDE sup-
ports following commands:
R: delay for a random duration between 0 and the double argument (in seconds),
T: delay for the specified duration (in seconds),
O: generate interference at the specified power level (in dBm) with the specified
standard deviation (in dB),
F: stop the generation of interference, and
P: mark the start of the periodic portion of the pattern.
Essentially, the Interferer process interprets (in a fetch-decode-execute style)
the command sequence provided in the specification block. Once the end of the
list of commands is reached, an implicit jump occurs to the command immedi-
ately following the P command.

We placed a number of synchronized impulsive interferers in a virtual envi-
ronment, and using our earlier sampling application [4], collected a number of
virtual traces (e.g., Figure 2). With very little tweaking, we were able to make
the simulated traces match the substance of the real traces. Upon close inspec-
tion, there are slight differences, e.g., the simulated traces lack some random
non-periodic components, and with a little more work, we could include these
in our model as well. That said, the existing detail suffices for the classification
and medium access control techniques that we implement next.
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Fig. 2. An actual trace (top) plotted with a simulated trace (bottom). We used the
same application to collect both traces.

4 Exploiting Interference Classification in a MAC
Protocol

4.1 On-Line Classifier

To classify channels with regularly-spaced short-duration impulsive interference,
we implement the approximate least-squares spectral analysis (LSSA) technique
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described in [7]. In the transceiver’s transmit state machine, we introduce three
new states to accommodate the classifier:

CLS INIT Initializes the variables required for classification and immediately ad-
vances to CLS MEANEST.

CLS MEANEST A visit to this state represents the measurement of a single RSSI
sample to compute the mean RSSI estimate. It remains in this state for 200
iterations prior to transitioning to CLS SAMPLE – a number of iterations that
proved reasonable in our early tests. The delay between each iteration is
uniformly randomly distributed between 0 and 7 ms.

CLS SAMPLE A visit to this state represents obtaining a single RSSI sample for
calculating the LSSA. It remains in this state for 5000 iterations which span
approximately 17.5 s and then transitions to the (regular) MAC state. The
delay between each iteration is uniformly randomly distributed between 0
and 7 ms. We used more iterations than the minimal 4000 identified earlier
simply as a precaution.

The complete classification process lasts just over 18 s during which we prevent
nodes from communicating. If the application wishes to transmit packets during
the process, they are simply queued until the classifier completes. It is implied
that in a real deployment, the classification task is to be executed occasionally
to assess the new levels and periods of any periodic impulse interference.

4.2 Pattern-Aware Medium Access Control (PA-MAC)

The output from the classifier indicates the presence of periodic short-duration
impulsive interference at any of the tested frequencies. Our proof-of-concept
pattern-aware MAC (PA-MAC) then uses this output in its attempt to steer
transmissions around the impulses. In fact, the protocol makes a virtue out of
interference, because the periodic interference becomes well-defined time points
around which to anchor transmissions (with some back-off of course as we will
later see). Stretching definitions a bit, the interference becomes a means for
implicit synchronization of the MAC transmissions across nodes.

In our approach, we make observations about the interference at a transmit-
ting node and assume that they also hold for the receiving node, i.e., we assume
a significant amount of correlation in the interference between nodes. Particu-
larly in small dense deployments, we have found this assumption to hold, e.g., we
observed significant correlation in the traces collected in the Smart Condo. More-
over, other researchers have observed significant correlations in packet losses [16].
Even in larger environments, this assumption may hold given either a particu-
larly strong interferer or a collection of correlated interferers.

To implement PA-MAC, we introduce one further state to the transceiver’s
state machine: MAC SEARCH with the intention to use it as a way to track the
impulse instants. Initially after the classification, and then again regularly after
each transmission window, the process will enter this state to sample the channel
to track the next impulse. Successfully finding an impulse causes the transceiver
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thread to (a) set a timer to mark the end of the next transmission window,
i.e., the expected arrival of the next impulse and (b) delay for the expected
duration of the currently identified impulse and then transition to the thread’s
primary state (XM LOOP). Once in the main loop, the driver will retrieve outgoing
packets as they become available and transmit them until the expiration of the
first timer. At that point, the process reenters MAC SEARCH where it attempts to
track the next impulse.

For the sake of comparison, a simple baseline MAC protocol is listen before
transmitting (LBT), which, other than sensing prior to attempting transmission,
resolves contention using a random back-off. Given multiple transmitting nodes,
the random back-off leaves little opportunity for nodes to synchronize. With
PA-MAC, however, our regular tracking of the interference introduces a new
opportunity for nodes to synchronize, which could ultimately cause a number of
nodes to transmit at the same time. We eliminated this point of contention by
introducing an additional random back-off.

5 Results

We evaluated the pattern-aware MAC within the interference-generating sim-
ulator, using the built-in shadowing channel model, and we tweaked the sim-
ulator’s parameters to represent our physical hardware. We include results for
both single- and multi-hop random topologies. For a given configuration, we av-
erage the measurements from 100 different topologies, each with its own traffic
pattern, and plot the results with 95% confidence intervals.

5.1 Single-Hop

The single-hop configurations consist of 19 source nodes, one destination node,
and two interferers, and the simulator places them all randomly within an 18 m×
18 m field. Since the model neither includes obstructions nor considers radio
irregularity [17], these dimensions guarantee that the destination is within the
transmission range of every source node. Each node transmits at a rate of 10 kbps
and a transmission power of -20 dBm. The interferers introduce 5 ms pulses of
impulsive interference at a period of 4 Hz and -30 dBm.

We first evaluated the effect of varying the packet length (Figure 3) on the
packet reception rates (PRRs) and latency. Note that the destination node does
not acknowledge received packets and nodes make no attempt to retransmit lost
packets. We measure latency from the application perspective: the time that
elapses between receiving the packet from the application (at the transmitter)
and the application receiving the packet (at the receiver). Note that the effect of
varying the packet length should be seen relative to the frequency of impulsive
interference. Alternatively, we could have kept the packet length the same and
changed the interference’s period. We chose the former approach. In these tests,
nodes generated new packets according to an exponential distribution with mean
50 s to reduce (if not practically eliminate) the effect of congestion. For each run
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Fig. 3. In a dense single-hop network, the effect of the packet length on the packet
reception ratio and the latency

of the simulation, we generate 500 s of input and allow the simulator to run for
600 s (in case of delayed packets).

When increasing the length, the PRR decreases for all configurations and the
latency increases (as expected). In terms of PRRs, PA-MAC performs similarly
to the quiet configuration because it successfully steers the transmissions around
the interference. To obtain these PRRs, it ends up delaying transmissions that
may collide with the interference, and the latency graph reflects this behaviour.
The traditional LBT MAC’s PRRs suffer at a greater rate than the other two
configurations as more packets are lost to collisions than simply the non-zero
bit error rate. The traditional LBT MAC shows higher latency than what is
achieved by the quiet channel, demonstrating that the LBT MAC yields also
occasionally to interference because it senses the medium as being busy.

We also evaluated the effect of varying the packet generation rate (Figure 4)
on the PRRs and latency. In these experiments, we set the packet length to its
maximum (60 bytes) in order to accentuate the variable’s effect.

Under high congestion (mean packet inter-arrival time at each node μ <
2 s), the packet reception rates drop significantly for all methods in this dense
network, and the LBT MAC and PA-MAC perform very similarly. Since all
nodes are within range of each other, all transmissions will generate interference,
but that interference may not be sufficiently strong for a node to recognize the
medium as busy. The PRRs are lower for both of the interference configurations
because the MACs will sometimes yield to the interference, leaving less of a
window for data transmission. At lower levels of congestion, the PA-MAC tends
towards the performance of the quiet configuration.
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Fig. 4. In a dense single-hop network, the effect of the mean latency between per-
transmitter packet introductions on the packet reception ratio and the latency

5.2 Multi-Hop

The multi-hop configurations consist of 39 source nodes, one destination node,
and three interferers, and the simulator places them all randomly within a
170 m× 170 m field. As with the single-hop scenario, nodes transmit at a rate of
10 kbps and with transmission power -20 dBm. In this case, the three interferers
produce a similar interference pattern to the single-hop case, but transmit at
0 dBm rather than -30 dBm. Given the larger field, we made this change to
ensure the visibility of interferers across the network.

The transmitting nodes use the tiny ad hoc routing protocol, TARP [18], to
deliver packets to the destination. TARP is a light-weight on-demand routing
protocol that quickly converges to the shortest path in static networks. Because
it lacks explicit control packets (minimal control information is present in the
packet header) it does not inflate the overall traffic needed to support it. Al-
though the application only demands one-way communication, the destination
sends short 14-byte replies to each source node for the benefit of the routing
protocol. Note that communication continues to be unacknowledged, and nodes
make no attempt to retransmit lost packets.

Given random node locations, we need to take precautions to ensure that each
source node has a path to the destination node. Immediately after generating a
random layout, the simulator will search for a path from every source to the single
destination while ensuring that each hop is less than the maximum transmission
range. If the procedure finds a disconnected node, the simulator will generate a
completely new node placement until a path exists between every pair of nodes,
i.e., until the communication graph is connected.

Like in the single-hop case, we first evaluate the effect on varying the packet
length on the PRRs and latency (Figure 5). To reduce congestion in the
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Fig. 5. In a connected multi-hop network, the effect of the packet length on the packet
reception ratio and the latency

multi-hop environment given the high initial number of retransmissions, we lower
the packet generation rate to follow an exponential distributionwithmean of 200 s.
Given the lower packet generation rate, we generate 2000 s of input and allow the
simulator to run for 2100 s.

As with the single-hop case, we notice decreasing PRRs and increasing laten-
cies as the length increases, and PA-MAC again follows the PRR of the quiet
configuration. However, unlike the single-hop case, we notice that the quiet con-
figuration no longer provides the baseline for delay. To explore this phenomenon,
we investigate the hop lengths compared to packet lengths (Figure 6).

Since the network is static, we would expect little change in the expected
number of hops as the packet length increases. However, we notice that the
expected number of hops decreases for the LBT MAC as the packet length
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Fig. 6. In a connected multi-hop network, the effect of the packet length on the mean
number of hops
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increases. The significant number of packet losses cause this behaviour: packets
are more likely to be lost on the long paths, and these lost packets will not factor
into the latency calculations.

Our final graph shows the effect of varying the packet generation rate on the
PRRs and latency (Figure 7). In these experiments, we set the packet length to
its maximum (60 bytes) in order to accentuate the variable’s effect.
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Fig. 7. In a connected multi-hop network, the effect of the mean latency between per-
transmitter packet introductions on the packet reception ratio and the latency

Here, the PRR rate follows a similar trend to the single-hop case just at
significantly lower levels. Unlike with the single-hop case, the latency curve again
increases as we slow the rate of packet generation. As with the packet lengths,
less congestion results in an increased number of the long paths succeeding which
subsequently increase the latency.

In summary, the results demonstrate the benefits of using interference in a
constructive manner. The benefits are evident even if used to augment a trivial
MAC protocol, such as a rudimentary LBT. Naturally, more elaborate schemes
can be devised. Suffice is to say that the impulse interference is the basis of
synchronization around which a self-organizing TDMA-like MAC protocol could
eventually be constructed.

6 Conclusion

In this paper, based on our previous work on simplification of the Lomb peri-
odogram for the post-deployment identification of frequent impulsive interfer-
ence, we extend an existing simulator with a flexible interface for the production
of impulsive interference. Subsequently, we incorporated the impulse classifier
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and a proof-of-concept pattern-aware MAC (PA-MAC) into the simulator and
simulated a variety of different configurations. We found that PA-MAC could
improve the packet reception rates in both single- and multi-hop environments
at the cost of increased latency.

In terms of future work, we plan to explore protocols that would allow nodes
to come to a consensus about the channel classification. An immediate result
from this would be the weakening of our correlation assumption. Such a pro-
tocol would allow nodes to join the network without pausing communication
while the evaluation occurs. Moreover, it may make sense to delegate the task
of channel sampling solely to a subset of nodes (possibly the ones that have
better energy reserves) while providing a way of disseminating the information
about interference patterns to the rest of the network. Generally, the problem
of optimal collaborative identification of interference patterns and selective dis-
semination of knowledge (not all nodes need to receive the same information)
appears as an interesting topic for a further study.
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Abstract. There exists extensive work in wireless sensor networks
(WSNs) on security measures that guarantee the correctness of the es-
timation of the position of a node despite attacks from adversaries. But
very little work has investigated how colluding attackers can modify the
behavior of known attacks or even create new ones. In this paper, we first
present an attack model that allows three types of colluding attackers
to threaten the secure localization process and/or the attacker detection
process. We then describe a decentralized algorithm that is used to de-
termine the position of a location-unknown sensor U despite the presence
of colluding attackers (that can alter any type of information being ex-
changed in a WSN in order to form an attack jointly). Most importantly,
the proposed algorithm allows U to detect such colluding attackers in its
sensing range. Our simulation results show that in both a uniformly de-
ployed WSN environment and in a randomly deployed one, our Super
Cross Check algorithm can achieve a high success rate for both secure
localization and detection of colluding attackers.

Keywords: Secure Localization, Colluding Attacker Detection, Wire-
less Sensor Networks.

1 Introduction

1.1 Background

Wireless sensor networks (WSNs) have enabled a new form of communication
between tiny embedded devices equipped with sensing capabilities. Such sen-
sors act as the nodes of an ad-hoc network in which communication relies on a
distributed collaborative exchange of information. Applications for WSNs range
from environmental and health monitoring, to home networking and tracking
systems (for objects, animals, humans, and vehicles). And in many WSNs ap-
plications, the positions of unknown (or equivalently, location-unknown) nodes
play a critical role. Moreover, many fundamental techniques in WSNs (such as
geographical routing, geographic key distribution, and location-based authen-
tication) require determining the positions of unknown nodes. When a WSN
is deployed in an unattended and/or hostile environment, it is vulnerable to
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threats and risks. Many attacks (such as wormhole, sinkhole and sybil ones)
make the estimated positions incorrect. Such incorrect positions may have se-
vere consequences in many applications. For example, a battlefield surveillance
system incorrectly reporting enemy movement or wrongly identifying an ally as
an enemy; a patient monitoring system sending the wrong location of a patient
in critical condition; a forest fire monitoring system incorrectly reporting the
location of a fire; a nuclear reactor monitoring system locating erroneously a
malfunction. Thus, a secure localization scheme, that is, one that guarantees the
accuracy of computed locations, is absolutely required.

Usually, there are two steps in a localization process: information acquisition
and position calculation. Most adversaries attack the first step of a localization
process. An adversary can either a) corrupt normal nodes into sending false lo-
calization information, or b) pretend to be a legitimate node in order to forge,
alter or replay communication data. Such attacks will lead to inaccurate local-
ization calculations (regardless of whether it is a centralized authority node that
calculates the location of a location-unknown node, or such a node calculates
its own location locally). Consequently, security measures have been extensively
studied in order to make estimated positions correct despite attacks from an
adversary. But several questions remain, in particular: a) What happens when
several adversaries collude? and b) Can the attack model change and, if so, what
kind of damage can it inflict on the localization process?

1.2 Related Work

Meadows et al. [1] analyze existing techniques for collusion prevention, and show
how these techniques are inadequate for addressing the issue of collusion in sensor
networks. Wang et al. [2] propose a novel localization algorithm called TMCA.
This is a distributed algorithm based on the cooperation of non-beacon neighbor
nodes. It is robust against some known attacks such as the wormhole, sybil and
replay attacks. Even when there are more malicious anchor nodes than benign
anchor nodes in a WSN, TMCA can still generate adequate localization results.
The algorithm calculates an unknown node S’s location using a distance bound-
ing technique when S receives the coordinates (xi, yi) and distance di from a
reference beacon. The Maximum Likelihood Estimate technique is used to re-
ceive a reasonably precise location of S. However, despite the algorithm being
called “Tolerant Majority Colluding Attacks”, there is no evidence of collabora-
tion (e.g., exchange of messages) between attackers to form an attack jointly.

In [3], Garcia-Alfaro et al. introduce algorithms that enable the unknown
nodes to determine their positions in the presence of neighbor sensors that may
lie about their locations. In algorithm Majority-Three Neighbor Signals, all the
neighbor anchor nodes of a sensor advertise their locations. For every three
anchor nodes, the unknown node uses trilateration [4] to calculate a position.
Then, a majority decision rule is used to obtain the final position of the unknown
node. All triplets that compute a location different from this final one have their
nodes considered to be liars. In [5,6], an Evil Ring (ER) attack is introduced. An
evil ring attacker who lies about its position can successfully fool all the sensors
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that use trilateration to obtain or verify their locations. Algorithm Cross Check
is presented to detect such attackers. The evil ring is an attack on the location
determination algorithms of Garcia-Alfaro et al. When inquired, an attacker
returns a fake location sitting on a circle centered at the victims location and
with radius equal to the attacker-victim separation distance. The calculation of
the distance between the victim and the attacker is not affected. A location-
unknown node correctly determines its location. The attack, however, misleads
such as node in getting and using wrong locations for its malicious neighbors. An
evil ring attacker who lies about its position can successfully fool all the sensors
that use trilateration to obtain or verify their locations. Algorithm Cross Check
is presented to detect such attackers. Its main steps are:

– Request locations: Location-unknown node U sends using broadcast a loca-
tion request to all the other nodes in the neighborhood.

– Calculate location: Using every possible three neighbor combination and
their distances, node U calculates a location (x, y) according to the majority
decision rule.

– Build a cross-check list: All neighbors in triplets in agreement with the ma-
jority are added to the cross-check list. The accepted location and cross-check
list are sent using broadcast to neighbors.

– Liar detection: Node U waits until it receives two cross-check lists from two
different neighbors. Every node present with identical location in all three
cross-check lists is added to the neighbor table. Otherwise, it is added to the
list of liars.

Most importantly, however, both [3] and [5,6] assume a dense network in which
no sensor collusion exists.

In “Collaborative Collusion” [7], the CCAM model is proposed. In that model
all malicious nodes can collaborate with each other to alter the location infor-
mation they receive and/or jointly forward it. The authors present a solution
to detect such malicious nodes. However their algorithm TSFD cannot detect
the ER attackers introduced in [5, 6]. Also, their proposed solution rests on the
existence of a trusted base station that periodically broadcasts trusted grids to
all nodes. In fact, attacker detection is performed only by this base station. Such
calculation at a central node has several drawbacks. First, in order to forward
the location information to a central node, a route to the latter must be known.
This implies the use of a non-location-based routing protocol, which entails an
additional communication cost. Second, because of the large volume of traffic to
and from the central node, the battery lifetime of the nodes around the central
node will be seriously impacted. Third, centralization hinders the robustness of
the system: if the routes to the central node are broken, the nodes will not be able
to communicate their location information to the central node and vice versa.
In summary, a centralized implementation will not only reduce a network’s life-
time, but it will also increase its complexity and compromise its robustness. On
the other hand, if location estimation takes place at each node, in a distributed
manner, such problems can be alleviated [8].
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1.3 Our Contribution

Very little work has been done on investigating how colluding attackers can
change the behavior of known attacks or even create new attacks. Depending on
the nature of each secure localization algorithm, sensors could collaboratively
elude the location-unknown sensors by: 1) jointly announcing false information or
2) forming an illegal position (physical) pattern (e.g., more than two sensors are
collinear). Either one of these two scenarios could lead to an erroneous calculation
of a position. Furthermore, beyond location information, the colluding attackers
can also alter other information or signals in the WSN under attack. For example,
reputation lists are used in [2, 5, 6, 9, 10] in order to support different secure
locational algorithms. In [2,5,6], the consistency of reputation lists is checked in
order to detect malicious sensor nodes. All existing solutions assume that such
reputation lists are not corrupted and that there are no colluding attackers that
can jointly compromise this consistency verification procedure. In contrast, in
this paper, we present a decentralized algorithm that is used to determine the
position of a location-unknown sensor U when there are colluding attackers that
can alter all types of information being exchanged in the WSN in order to form
attacks jointly. Most importantly, the proposed algorithm allows U to detect
such colluding attackers in its sensing range.

2 Colluding Attackers Detection Algorithm: Super Cross
Check (SCC)

2.1 Attack Model and Assumptions

Let K be a set of location-known sensor nodes. Let A be a set of Anchor nodes,
which know their own positions beforehand by either using GPS or being man-
ually configuration [11, 12]. And let S be a set of regular sensor nodes, where
S ⊂ K and A ⊂ K. U denotes a set of location-unknown sensor nodes. Each
location-unknown sensor U ∈ U can measure accurately the distance between
itself and any other node in its sensing range. All sensor nodes are deployed on
a 2−dimensional plane G. In K, there are sensors (hereafter called liars), includ-
ing Evil Ring attackers [5, 6], that can lie about their locations and any other
information being exchanged with neighboring nodes in a liar’s sensing range.
Such lying behavior may be the result of malicious attacks or an unintentional
act due to a sensor’s physical malfunctioning. There are upper bounds on the
number of tolerable liars, otherwise the algorithms in [3, 5, 6] fail. As a function
of the liar number, Table 1 lists the minimum number of neighbors required to
determine a location. We call a liar Ci ∈ C, C ⊂ K a Colluding Attacker if Ci

and one or more other liar(s) jointly form an attack. A Colluding Attacker can
be either a regular node or an Anchor node.

In this paper, we present a solution that, despite the presence of colluding
attackers, allows a location-unknown sensor U to obtain its position and detect
such attackers within its sensing range. In order to detect colluding attackers,
we must know what kind of threatening behavior (affecting the accuracy of the
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secure localization process) sensor collusion can bring into the WSN. Clearly,
the less information being exchanged between sensor nodes, the less chance ad-
versaries have to attack successfully. In our solution the only messages being
exchanged between sensor nodes are the coordinates of each sensor and its Cross
Check Lists (hereafter CC lists). In this paper, we do not focus on a colluder’s
ability to attack the system by corrupting periodic ‘Hello’ messages (used to
check if neighbors are alive and to exchange routing information).

We organize colluding attackers into three categories. Attacks from attackers
in all three categories involve, in part, sending out an altered CC list. Beyond
having this common behavior, further categorization depends on how an attacker
lies about its location during the localization process:

1. a liar lies about its location by using a randomly generated fake location;
2. a liar lies about its location by giving out a fake location: in cooperation with

two other attackers, it returns the location of a location-unknown sensor
U ∈ U .

3. a liar lies about its location by giving out a fake location that sits on a circle
centered at the victim’s location and of a radius corresponding to the distance
between the attacker and victim. The attack succeeds and is undetectable by
any existing liar detection algorithm, except for the one presented in [5, 6].
Namely, only algorithm Cross Check can detect such an Evil Ring attack.
But this type of colluding attackers, like in the other categories, also send
out colluded CC lists, which algorithm Cross Check cannot address.

In the rest of this paper, we will focus on explaining how to deal with the third
category of liars. This is because an algorithm that can detect such liars (of
our third category) can de facto handle the first two categories of liars. These
first two categories of attackers must still be identified because they use different
attacking behaviors to jeopardize the localization process, and such differences
must be simulated.

Also, we will compare our proposed solution only with the algorithm Cross
Check presented in [5,6] since only that algorithm can detect non-colluding liars
similar to those of our third category.

Table 1. Minimum number of location-aware neighbors required to determine a correct
location, as a function of the number of liars [3]

Number of Liars Min Number of Neighbors

1 7

2 11

3 16

4 21

5 26

10 31

15 74

20 98
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We postulate that in order for a location-unknown node U to systematically
detect a third category colluding attacker, the number of non-colluding attackers
in the intersection of the sensing circles of U and A should be at least two more
than the number of colluding attackers in U ’s sensing range.

2.2 SCC Algorithm

There are two steps in this algorithm:

– obtain the position of a location-known sensor k ∈ K
– detect the colluding attackers.

Step one: calculate the position and create a CC list for each U . In this first step
(Lines 1-9 in Algorithm 1 below), we use the trilateration technique to calculate
the location of each U . We then used a majority decision rule, as used in [5, 6],
to obtain the final position of the unknown nodes.

Step 2: exchange CC lists and detect the colluding attackers. In this second
step (Lines 10-29 in Algorithm 1), upon receiving a request for its CC list, each
k ∈ K sends out its CC list. If it does not have a CC list, it will construct one
the same way a location-unknown sensor U does. Naturally, if k is a colluding
attacker, it will send out a CC list that does not reflect its real calculation results.
For example, it may purposely delete a few sensors that should have been in the
list, in order to give the illusion that these deleted sensors could be colluding
attackers. This attack could succeed if there were several such colluding attackers
lying about the same fact. This second step of the algorithm detects the three
categories of colluding attackers by using a voting technique: U requests a CC
list from its neighbor nodes. Upon receiving a CC list Li, U gives a positive
credit to a node k ∈ K if this node (that is, its coordinates) is in both U ’s CC
list and Li, a negative credit to k otherwise. Once U receives all the CC lists,
it will compute the number of positive and negative credits of each neighboring
node. If a neighboring node k received two more positive credits than negative
credits, U can conclude that k is not a colluding attacker and U can use k to
construct its routing table. Otherwise k is identified as a colluding attacker.

The pseudo code for this algorithm is shown in Algorithm 1.

3 Simulation and Evaluation

In this section, simulation results are presented and analyzed. The simulations
are performed using Omnet 4++. We conduct tests under the following two
scenarios: 1) uniformly deployed Anchor nodes and regular sensor nodes and 2)
randomly deployed sensor nodes. We evaluate the performance of our proposed
algorithm by measuring the success rate for the detection of colluding attackers
and by comparing our results with those of the Cross Check algorithm presented
in [6]. We explain the details of these two scenarios separately.
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Algorithm 1. Super Cross Check
1: repeat
2: Request neighbors’ locations.
3: for all triplets of neighbors (V1; V2; V3) do Compute the intersection point of

the three circles centered at V1; V2; V3 with radius d1, d2, d3.
4: end for
5: until there is a consensus on (x, y) determined by the majority of triplets.
6: Accept (x, y) as the location of U .
7: for all triplets of neighbors (V1; V2; V3) in agreement with the majority do
8: Add the locations V1; V2; V3 to U ’s CC list.
9: end for

10: Broadcast location of U and its CC list.
11: request CC lists from all the neighbors that are in U ’s CC list
12: for each neighbor i on U ’s CC list (referred to as I) do
13: Select all sensors in the intersection of the two sensing circles of U and i
14: for all the selected sensors (referred to as c ∈ C) do
15: compare the CC list from c with the one from U
16: if i is in both CC lists then
17: give a positive credit to i
18: else if i is not in the CC list received from i then
19: give a negative credit for i
20: end if
21: end for
22: end for
23: for each i ∈ I do
24: if i received 2 more positive credits than negative credits then
25: this node is not a colluding attacker and it can be used to construct U ’s

routing table
26: else
27: this node is a colluding attacker
28: end if
29: end for

3.1 Uniform Sensor Deployment

In this section, we consider the situation in which all sensors are uniformly
deployed in a WSN. In Figure 1, solid black dots represent Anchor nodes, which
have Ra = 2d with (d > 0, d = AB) as their sensing range; and grey dots
represent the regular location-known sensors, which haveRr =

√
2d with (d > 0)

as their sensing range. Any of these Anchor nodes and regular sensor nodes
could be colluding attackers. Additionally, each black and white dot represents
a location-unknown sensor node that also has Rr =

√
2d with (d > 0) as its

sensing range. A key observation is that, in the worst case, all the colluding
attackers in the WSN under attack belong to our third category.

As mentioned earlier, in order for a location-unknown node U to system-
atically detect a third category colluding attacker A (or B) in Figure 1, the
number of non-colluding attackers in the intersection of the sensing circles of U
and A should be at least two more than the number of colluding attackers in U ’s
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Fig. 1. Uniform deployment

sensing range. In our proposed uniform deployment WSN, this assumption leads
to approximately 33.3% of third category colluding attackers in the total number
of location-known sensor nodes. We focus here on the success rate of detecting
third category colluding attackers after executing algorithm Super Cross Check
and then compare these results against the ones of algorithm Cross Check. Our
simulation results are presented in Figure 2. The solid line shows that in the pro-
posed uniformly deployed WSN, the success rate of detecting colluding attackers
(which will all be third category colluding attackers in the worst case) after exe-
cuting algorithm Super Cross Check is 100% consistently, when the percentage of
colluding attackers does not exceed 33%. We also observe that in order to keep a
100% colluding attacker detection success rate, the percentage of third category
colluding attackers among all the colluding attackers should be inversely propor-
tional to the percentage of colluding attackers among all location-known sensor
nodes. In other words, beyond 33% of third category colluding attackers, having
a higher percentage of colluding attackers from the two first categories among all
the location-known sensor nodes does not affect the colluding attacker detection
success rate. The dashed line in the figure corresponds to the performance of
algorithm Cross Check under the same setup. The results of algorithm Cross
Check show that in each cell of the grid (e.g. cell ACDE in Figure 1), as long as
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Fig. 2. Comparison of colluding attacker detection success rate between algorithms
Super Cross Check and Cross Check in a uniformly deployed WSN

there are more than 1 colluding attackers, the success rate of detecting collud-
ing attackers will drop drastically (to as low as 30%). Interestingly, we observe
that when the percentage of colluding attackers among all location-known sensor
nodes is between 8% to 33%, the success rate increases. However, after careful
analysis, we conclude this increase does not correlate to the ability of algorithm
Cross Check to detect colluding attackers. Instead, this rate increase stems from
the fact that the algorithm will wrongly label some nodes as colluding attackers.
Thus, the more genuine colluding attackers present in the WSN, the more nodes
labeled arbitrarily by algorithm Cross Check as colluding attackers will end up
being real colluding attackers, thus increasing the detection rate.

3.2 Random Sensor Deployment

In this section, we consider the situation in which all sensors are randomly
deployed in a WSN. We compare the performance of algorithm Super Cross
Check and algorithm Cross Check with respect to the following two aspects:
the success rate of localizing location-unknown sensors and the success rate of
detecting colluding attackers.

Figure 3 shows the success rate of detecting colluding attackers using algo-
rithm Super Cross Check in a randomly deployed WSN in which there are 80
non-colluding attackers and 10 location-unknown sensors. We can see from this
figure that the success rate drops to 90% when the number of colluding attackers
is around 50, which entails that 1 of the 10 location-unknown sensors under test
did not receive its correct location. This is because in this random deployment
setup, the number of colluding attackers exceeds the number of non-colluding
attackers. Otherwise, algorithm Super Cross Check’s success rate for secure
localization of location-unknown sensor nodes in a randomly deployed WSN
is 100%.
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Fig. 3. Secure localization success rate of algorithm Super Cross Check in a randomly
deployed WSN

Figure 4 illustrates the success rate of detecting colluding attackers using
algorithm Super Cross Check, when there are 80 non-attacking nodes (location-
known sensors) and 10 location-unknown nodes in the WSN. We let the ratio of
the three categories of colluding attackers be 3 : 4 : 3 and the total number of
colluding attackers increase from 0 to 80. The results show that algorithm Super
Cross Check’s success rate at detecting colluding attackers is never lower than
93%, while the success rate at detecting colluding attackers of algorithm Cross
Check varies between 22% to 42%.
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Fig. 4. Comparison of colluding attacker detection success rate between algorithms
Super Cross Check and Cross Check in a randomly deployed WSN

4 Conclusions

When aWSN is deployed in unattended and/or hostile environments, it is vulner-
able to threats and risks. Many attacks make the estimated positions incorrect.
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Such incorrect positions may lead to severe consequences in many applications.
Thus, security measures have been studied extensively in order to make the es-
timated positions correct despite the attacks from an adversary. But very little
work has been done on investigating how colluding attackers can change the
behavior of known attacks or even create new attacks. In this paper, we present
an attack model that allows three types of colluding attackers to attack the se-
cure localization process and/or the attacker detection process. We then present
a decentralized algorithm that is used to determine the position of a location-
unknown sensor U when there are colluding attackers that can alter all types
of information being exchanged in the WSN in order to form attacks jointly.
Most importantly, the proposed algorithm allows U to detect such colluding at-
tackers in its sensing range. The simulation results show that in both uniformly
deployed and randomly deployed WSN environments, our algorithm Super Cross
Check achieves a significantly high success rate for both secure localization and
colluding attackers detection.
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Abstract. In this work we study energy efficient hybrid sensor network
design using mobile sinks, motivated by the practical GreenObs system
application. In our model, the movement of mobile sinks is constrained to
be on some predefined road-segments. Two different network structures
are investigated: the one-hop structure in which each static sensor can be
reached by the mobile sink at some stage of the movement, and the multi-
hop structure where some sensors need the relay by other sensors to reach
the sink. The challenge is to find a movement schedule of mobile sink that
will minimize the energy cost while meet other constraints. In this work,
we first show that the problem is NP-hard and then design an efficient
movement scheme and theoretically prove that the total cost is within a
constant factor of the optimum. We further present a scheduling solution
using integer program for multi-hop structure, which is near optimal and
can be computed in polynomial time. Finally, we conduct extensive study
of our method in a real wireless sensor network deployment composed
of hundreds of static sensors. Our experiments validate the theoretical
findings of our method.

Keywords: mobile hybrid sensor networks, data gathering, mobile sink,
group steiner tree, flow network.

1 Introduction

The emergence of large-scale wireless sensor networks revolutionizes information
gathering and processing paradigm in a variety of application scenarios. One of
the most fundamental challenges in such data gathering is energy efficiency. In
conventional flat topology of sensor networks, data gathering paradigm is relay
routing, where sensing data are routed to a remote static sink via some relay
sensors with the objective of minimizing overall energy expenditure or balancing
energy cost among multiple sensors. In this case, sensor nodes around the sink in-
evitably drain their energies ahead of others because of heavier data forwarding,
and thus the arisen coverage/commucation holes will lead to a disconnected and
dysfunctional network. Considering the weakness mentioned above, intelligent,
mobile sink has been introduced into the conventional static sensor networks.

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 193–206, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



194 D. Tao, S. Tang, and H. Ma

Mobile sink helps to prolong the lifetime of network by alleviating the data for-
warding burden, and thus balances the energy consumption of network [1]. In
this paper, we address low cost data gathering with mobile hybrid sensor net-
works. A network consists of static sensors which have “sensing” ability and
mobile sink which has “moving” ability.

In general, the energy consumption of a hybrid network mainly comes from
two parts: the principal one is on data forwarding among static sensors, and
the secondary one is consumed on motion by mobile sink. For a static sensor,
the energy expenditure of sensing information is relatively stable as it mainly
depends on the sampling [2]. In contrast, its main energy expenditure is caused by
radio transmission. Intuitively, if a static sensor only transmits its own sensing
data to the sink without relaying the data from other static sensors, it will
have the minimum energy consumption. Motivated by this intuition, we first
investigate a simple one-hop structure in which each static sensor can be reached
by the mobile sink at some stage of the movement. Particularly, each static sensor
in the hybrid network is capable of controlling its discrete transmitter power
levels to the lowest value to reach certain road-segment which a mobile sink
walks along with the lowest energy cost, which is different from the assumption
that each static sensor has uniform transmission ability in [3]. In this scenario,
we aim to finding a motion path with the minimum length for mobile sink to
visit each static sensor to minimize the motion energy consumption of the hybrid
network.

As a matter of fact, it is hard to guarantee that all the static sensors sparsely
deployed can exchange data with mobile sink via one-hop transmission even if
they can flexibly control transmitter power levels. Static sensors that are too far
away from the road-segments need the relay by other static sensors to reach the
sink. In this case, the total energy consumption of a hybrid sensor network mainly
depends on the part from energy-limited static sensors. From the perspective
of minimizing data transmission energy cost, we aim to finding a scheduling
algorithm to gather and transmit the data from all the static sensors so that the
system lifetime can be maximized.

Recently, a series of research has been conducted and a wide variety data
gathering schemes have been proposed in the context of mobile hybrid sensor
networks. The majority of research on mobile data gathering is based on the
assumption that the trajectory of mobile sink is arbitrary in a large monitoring
field [2] [4] [5]. In reality, there likely exist natural obstacles, such as stones,
bushes and lakes and man-made structures. To avoid these obstacles, the mobile
sink may have to move within some constrained regions. In our application [6]1,
sensors are statically deployed in a large-scale forest, and the forest patrol guards
carrying with mobile sink node need to collect physical environment information
(e.g. temperature, humidity and optical intensity) from all static sensors one by
one. Mobile sink node can be equipped with a powerful transceiver, battery
and large memory. As a forest patrol guard moves in close proximity to static

1 GreenOrbs is one of a wide variety of surveillance and dissemination applications
that span large geographic areas. http://greenorbs.org/

http://greenorbs.org/
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sensors, data is transferred to the mobile sink, and then mobile sink returns
and uploads data to the base station for further processing. Instead of walking
arbitrary, forest patrol guards are given a set of deterministic roads. One of the
key challenges in such data gathering is to conserve sensors’ energies, so as to
maximize their lifetime.

Taking the constrained moving paths of mobile sink into account, we study
energy-efficient hybrid sensor network design using mobile sink with the objective
to minimize the energy cost of a network. The main contributions of this paper
are summarized as follows: Firstly, we study the energy cost performance for
data gathering in a one-hop structure. We also show that the problem is NP-
hard and then design a movement scheduling of mobile sink that will minimize
the energy cost and theoretically prove that the total tour length is within a
constant factor of the optimum. Secondly, we present an integer programming to
formulate the mobile data gathering in multi-hop structure so that the lifetime of
static network can be maximized with energy constraint on each static sensor.
Thirdly, we conduct extensive study of our solutions in practical GreenOrbs
system composed of hundreds of static sensors, and a series of experiments verify
the theoretical findings of our solutions.

The remainder of this paper is organized as follows. Section 2 presents system
model and problem formulation. Section 3 and Section 4 respectively discuss
energy-efficient single-hop and multi-hop data gathering schemes. Simulations
and numerical results are given in Section 5. Section 6 reviews related work, and
we conclude this paper in Section 7.

2 Preliminaries and Problem Formulation

2.1 Network Model

In this paper, we consider a network of n static sensors S = {s1, s2, · · · , sn}
and one mobile sink m deployed over a two-dimensional monitoring area. The
locations of the static sensors are known a priori. Assume that there exists a
road map M , which indicates the feasible paths for mobile sink to move along,
as the gray strips illustrated in Fig.1. The monitoring field can be partitioned
into several subregions by walking roads in the map.

A mobile sink starts from starting point, traverses the monitoring area along
road map, and gathers data from static sensors if and only if they are within each
other’s transmission range, and then returns. We define the certain point(s) that
mobile sink can stop for data gathering from static sensors as anchor point(s).
When a mobile sink arrives at an anchor point, some static sensors in the neigh-
borhood that receive the gathering request message from the mobile sink can
upload data packets through short-range communication.

2.2 Radio Model

Assume that static sensor and mobile sink are based on a disk radio model, and
the radio transceiver in each static sensor can be tuned to m discrete power
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Fig. 1. Road map

levels [7] (see Fig.2), i.e. {p1, p2, · · · , pm}, with each power level correspond-
ing to a unique transmission range {r1, r2, · · · , rm}. The maximum power level
and transmission range are denoted by pm and rm respectively. In the stage
of data gathering, the radios have power control and can expend the minimum
required power to reach the intended recipients (e.g. restricted paths). The pow-
erful transceiver of mobile sink ensure that its transmission range R is always
larger than the maximum transmission range rm of static sensors. Given the dis-
tance di,j between node (static sensors or mobile sink) i and j, we can convert
di,j into the minimal available transmission range which is greater than di,j by
function F (di,j). We further assume that a static sensor can communicate with
others within its transmission range with the same energy spent.

2.3 Energy Consumption Model

We assume that each static sensor generates one data packet per round to be
transmitted to mobile sink or other sensors, and each packet has size k bits.
Further, each static sensor si has a battery with finite, non-replenishable energy
Ei. Now we discuss the energy consumption for data transmission and reception.
Whenever a sensor transmits or receives a data packet it uses some energy from
its battery. In this paper, we use the same radio model as discussed in [8] which is
the first order radio model. In this model, a radio dissipates εelec=50nJ/bit to run
the transmitter or receiver circuitry and εamp=100pJ/bit/m2 for the transmitter
amplifier. Thus, the energy consumed by a static sensor si in receiving a k-bit
data packet is given by RXi = εelec × k. The energy consumed in transmitting
a data packet to static sensor sj is given by, where di,j is the distance between
si, sj . TXi,j = εelec × k + εamp × F (di,j)

2 × k. So, we denote fi,j as the total
number of packets that node i (e.g. a static sensor) transmits to node j (e.g. a
static sensor or mobile sink). The energy constraint at each sensor satisfies as
follows, where i = 1, 2, · · · , n,

n+1∑
j=1

fi,j · TXi,j +

n∑
j=1

fj,i · RXi ≤ Ei (1)
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2.4 Problem Formulation

With the objective of minimizing the energy cost of a mobile hybrid sensor
network, we decompose this global optimization problem into two subproblems
to be solved by mobile sink and static sensors.

Fig. 2. Multi-hop data gathering paradigm

In one-hop structure, we focus on studying the primary energy cost which
comes from the motion of mobile sink. Generally, some static sensors that are far
away from the road segments, need transfer the data to certain sensors via multi-
hop relay. As shown in Fig.2, these certain sensors can be regard as dynamic
connector. While moving along the paths, mobile sink can collect data from
dynamic connector instead of approaching each static sensor. In this way, the
mobile sink can collect data from the static network even for a general case, which
is more likely to happen in realistic sensing environment. Here, we specify a base
station located outside the subregion as a virtual sink for data gathering. We
define the lifetime T of network to be the number of rounds until the first static
sensor runs out of its energy. A data gathering schedule specifies, for each round,
how the data packets from all the static sensors are collected and transmitted to
the virtual sink. Particularly, a schedule can be considered as a collection of T
directed trees, each rooted at the virtual sink and spanning all the static sensors.
Intuitively, in this situation, the network lifetime (i.e. energy consumption) is
intrinsically connected to the data gathering schedule.

Then, we are ready to formulate the pending problem as follows.

Problem 1. Given n static sensors over a monitoring region Ω, a mobile sink
m can move along the pre-given roads and directly gather data from nearby
static sensors via one-hop communication, we want to design energy-efficient
scheduling algorithms to minimize the data gathering energy cost in a mobile
hybrid sensor network with the following two objectives:
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(i) single-hop structure : finding a movement scheduling of mobile sink that
will minimize the energy cost.

(ii) multi-hop structure : finding an energy-efficient manner in which data
should be gathered from all the static sensors, such that the system lifetime is
maximized.

3 Single-Hop Data Gathering Paradigm

In this section, we study on how to optimize the motion energy cost of mobile sink
in single-hop data gathering paradigm. In the process of network formation, we
assume that all the static sensors can reach its nearest path(s) at the minimum
transmitter power level. As far as an individual static sensor is concerned, this
radio model is also the most energy-efficient one.

Before a mobile sink starts a data gathering tour, the first issue to tackle
is determining the anchor points need be visited. During data collection, it is
unnecessary for mobile sink to approach the position of a static sensor but within
its transmission range. Generally, a static sensor’s transmission disk can intersect
the pre-given roads with one or more intersection points, which can be defined
as anchor points. Then when mobile sink moves to one of these anchor points, it
can exchange data with certain static sensor and complete the data gathering.
Firstly, for each static sensor, we calculate its corresponding anchor points. For
the sake of discussion, we assume that the maximum of anchor points generated
by the intersection a transmission disk with roads is a constant k. Specifically,
we can regard a static sensor si as a group gi, where 1 ≤ i ≤ n, and thus

gi = {ap(i)1 , ap
(i)
2 , · · · , ap(i)j , · · · , ap(i)l } (l ≤ k) which contains a subset of anchor

points. Especially, considering the mobile sink starts from starting point and
return this point after finishing data gathering task, we define the starting point
as an extra group g0 = {ap(0)}. In this way, for n static sensors in the network, we
can totally get n+1 groups contain the universe set of anchor points Υ =

∑n
i=0 gi

in the region. An example is shown in Fig.3.

Fig. 3. An example of defining anchor points

A data gathering tour of the mobile sink consists of a subset of anchor points
and road segments connecting them. For example, Υ =

∑n
i=0 gi denotes a uni-

verse set of anchor points. Then, the data gathering tour of mobile sink can be



Low Cost Data Gathering Using Mobile Hybrid Sensor Networks 199

represented by P = {ap(0) → ap
(1)
a → ap

(2)
b → · · · → ap

(i)
c → · · · ap(n)z → ap(0)}

(a, b, c, z ∈ [1, k]), which can be depicted in Fig.4. Thus, the optimal problem
can be regarded as the problem of determining the subset of anchor points and
the sequence to visit them with the constraint that the union of anchor points
must cover the whole static sensors, so that the length of tour can be minimized.
We further discuss the case when R→ 0, the mobile sink must visit the location
of every static sensor one by one to gather data. In this situation, the pend-
ing problem is reduced to the well-known Traveling Salesman Problem (TSP)
for discrete points in a plane [9]. The data gathering tour can be expressed by
P = {m→ s1 →, s2, · · · ,→ sn → m}.

Fig. 4. Data gathering tour of a mobile sink

Our pending problem can be converted into the classic mathematic problem,
Group Steiner Tree (GST), which has been introduced by Reich and Widmayer
to solve wire routing with multiport terminals in physical VLSI design [10].
Group Steiner Tree problem is a generalization of the Steiner tree problem, and
therefore NP-hard [11]. In fact, it is also a direct generalization of the even harder
set-covering problem.

Specifically, we are given an undirected weighted graphG=(V ,E) with the cost
function c: E → R+, and sets of vertices g1, g2, · · · , gn ⊂ V . We call g1, g2, · · · , gn
groups. The objective is to find the minimum cost subgraphG′ of G that contains
at least one vertex from each of the sets gi. Formally, find G′ = (V ′, E′) that
minimizes

∑
e∈E′ ce, such that V ′⋂ gi �= ∅ for all i ∈ {1, 2, · · · , n}. Considering

that the staring point ap(0) is the only element of group g0, it must be included
in a subgraph G′, which can ensure the assumption that mobile sink starts from
starting point, traverses the monitoring area along road map, and then returns.

Since G is connected, there exists an edge e
(i,j)
a,b for each pair of vertices ap

(i)
a and

ap
(j)
b (where ap

(i)
a , ap

(j)
b ∈ V and i �= j, 1 ≤ a, b ≤ k), with weight w

(i,j)
a,b defined

as the shortest distance on the determinate roads for a mobile sink to move
from ap

(i)
a to ap

(j)
b . We can solve an all-pairs shortest-paths problem by running
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a single-source shortest-paths algorithm |V | times, once for each vertice as the
source. Since all edge weights are nonnegative, we can use Dijkstras algorithm
whose time complexity is O(|V | log |V | + |E|). Then, we use a polynomial time
algorithm proposed in [4] that with high probability finds a group steiner tree of
cost within O(log k logn+1) times the optimal solution, where k is the maximum
size of a group and n+1 is the number of groups (here n denotes the number of
sensors in a network). Compared to the heuristic solution presented in [2], we can
provide a theoretical bound which proves that the total cost is within a constant
factor of the optimum. Due to the limited space, the algorithm description is
omitted.

4 Multi-hop Data Gathering Paradigm

In multi-hop data gathering paradigm which characterizes a more actual situa-
tion, we consider finding an efficient schedule X to gather and transmit the data
from all the static sensors to the virtual sink, such that the energy consumption
of a static network is minimized and thus its lifetime T is maximized. We define
a set of dynamic connector as C = {c1, c2, · · · , ck}, including the static sensors
nearby the paths and are likely to become dynamic connectors. In this paradigm,
data generated from static sensors can be first delivered to the dynamic connec-
tors, which are marked as orange points in Fig.2, stored there and then relayed
to the mobile sink as it passes by. Finally, mobile sink returns and uploads the
data to a base station (i.e. virtual sink).

The schedule X induces a flow network G = (V,E). The flow network G is a
directed graph having as nodes all the static sensors and the virtual sink, and
having edges (i, j) with capacity fi,j where fi,j > 0. Next, we consider the prob-
lem of finding a flow network G with maximum T (i.e. minimal energy usage will
achieve the maximum lifetime). Clearly what needs to be found are the capacities
of the edges of G. We call such a flow network G is a feasible flow network with
lifetime T . A feasible flow network with the maximum lifetime is called an opti-
mal feasible flow network. Now, the problem becomes a multi-source, multi-sink
maximum flow problem We can reduce it to an ordinary maximum flow problem
by that firstly adding a supersource s and an edge with infinite capacity from
s to each of the multiple sources; then adding a supersink t (i.e. virtual sink)

and an edge to each (ci, t) pair and set r
(i)
j (j ∈ [1,m]) as the weight of the

edge from each of the multiple sink (i.e. dynamic connector) to t. r
(i)
j denotes

the minimum required transmission range of dynamic connector ci to “touch”
the road. Recall that a static sensor can communicate with sensors or mobile
sink which are within its transmission range with the same energy consumption.
Hence, we can still select a subset of anchor points generated from dynamic
connectors to gather data by the scheduling algorithm proposed in Section 3, in
order to achieve the minimal motion energy consumption of mobile sink.



Low Cost Data Gathering Using Mobile Hybrid Sensor Networks 201

In this way, our problem can be viewed as a maximum flow problem with
energy constraints at the sensors, and can be solved by the following integer
program with linear constraints. The integer program, in addition to the vari-
ables for the lifetime T and the edge capacities fi,j , uses the following variables:

for each static sensor k = 1, 2, · · · , n, let π
(k)
i,j be a flow variable indicating the

flow that a sensor sk sends to the virtual sink over the edge (i, j). The integer
program is given by,

maxT (2)

subject to the energy constraint (1) and the flow conservation constraints below,
for each k = 1, 2, · · · , n,

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

a)
∑n

j=1 π
(k)
j,i =

∑(n+1)
j=1 π

(k)
i,j

b) T +
n∑

j=1

fi,j =
n+1∑
j=1

fj,i

c) 0 ≤ π
(k)
i,j ≤ fi,j

d)
∑n

i=1 π
(k)
i,n+1 = T

(3)

where all the variables are required to be non-negative integers. For each k =
1, 2, · · · , n, constraint (3) consists of following restrictions: a) and b) enforce the
flow conservation principle at a sensor; c) ensures that the capacity constraints on
the edges of the flow network are respected and d) ensures that T flow from sensor
sk reaches the virtual sink. When all the variables are allowed to take fractional
values, the linear relaxation of the above integer program can be computed in
polynomial-time. First, we fix the values of the fi,j variables to the floor of their
values from the linear relaxation, and then solve the linear program subject to
constraints (1)-(3). The solution is guaranteed to have integer values for all the
variables, since it is a max-flow problem with integer capacities.

Observe that this solution provides us readily with a schedule for collecting
the data packets from all the static sensors, during the lifetime of the system.
A simple way to construct such a schedule would be to take the flow network
obtained from the solution, and push data packets from each static sensor on one
or more paths (with available capacities) to the virtual sink. This approximate
solution provides a near-optimal system lifetime that is efficiently computable.

5 Simulation and Numerical Results

In this section, we use real data traces gathered from GreenOrbs Testbed to
evaluate the performance of the proposed solutions in terms of energy cost and
lifetime. We select a rectangle region in GreenOrbs Testbed with size about
200m ∗ 150m. The road map for the selected region can be obtained by relevant
topographic information and the real node locations of GreeOrbs Testbed are
illustrated in Fig.5. Assume that the origin (0m, 0m) is at the bottom left of the
road map, and mobile sink starts from start point (0m, 30m) and returns to the
same point after each tour.
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Fig. 5. In real GreenOrbs Testbed, 232 static sensors are deployed in a
200m*150m region. The 2D location coordinates of four boundary sensors are #1003
(8934.861,3103.606), #1153 (8763.517,3182.47), #744 (8850.326,3236.395) and #1193
(8958.139,3149.958), respectively.

5.1 Tour Length of Mobile Sink

We first evaluate the performance of tour length in one-hop structure. Assume
that a static sensor has 3 options for transmission ranges: 20m, 40m and 60m
in our experiments. The total length of paths that a mobile sink can walk in
the road map is about 800m. Each result shown here is the statistical average of
20 experimental results. Fig.6 compares the shortest tour length calculated by
our movement scheduling algorithm with the total length of pre-defined paths
from different number of static sensors (n). We can get that with the increase of
the number of static sensors, the relative tour ratio will increase exponentially.
Generally, the value of relative tour ratio might be greater than 1. When n=40
and 100, the relative tour ratio is about 1.18 and 1.35 in our specific experiment
scenario. It is mainly because the shortest tour length correlates closely to the
structure of road map, e.g. shape and length. To return the start point after
gathering data from all the static sensors, the mobile sink may traverse a certain
road segment twice.

By scheduling the working/sleeping mode of static sensors, we focus on the
number of static sensors (n) and evaluate its effect on performance of tour length.
We compare our solution with the optimal solution and spanning tree covering

Fig. 6. Comparison between the shortest tour length calculated by our movement
scheduling algorithm and the total length of pre-defined paths from different n
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algorithm (STCA for short) proposed in [2]. Recall that each static sensor can
reach the nearest path using the minimum radio power level. Here, we assume
that the discrete transmission range of a static sensor is varied to be 20m, 40m
and 60m, and the number of active static sensors n in the network is changed
from 20 to 100 with an increment of 20.

Fig. 7. Comparison the length of data gathering tour with the optimal solution and
STCA with different transmission ranges

From the curves in Fig.7, we can observe that when the number of active
static sensors is small (e.g. n=20), and the transmission range is relatively short
compared to the average distance between a sensor and its nearest neighbor,
both our solution and STCA have very close to the optimal solution. With the
increase of n, the length of tour will increase continuously. It is unnecessary for
mobile sink to arrive at the nearest location of each static sensor but within its
transmission range, so our solution performs better than STCA. As n increases
(directly leads to an increase in the number of anchor points), the computational
complexity of our solution will become not ideal. Analyzing the data shown in
Fig.8, with the fix of n, the length of tour decreases gradually as the transmission
range R increases. For example, when n=60, R=20m and 60m, the difference
between the shortest tour length is almost 200m. It should be pointed out that
motion energy cost will reduce at the expense of the increase of data transmission
energy cost. We need balance the two parts of energy cost to achieve the minimal
energy cost of a hybrid sensor network.

5.2 Lifetime of Static Network

We evaluate the performance of the scheduling algorithm in terms of the network
lifetime in multi-hop data gathering paradigm. Assume that each static sensor
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has an initial energy of 1J and the base station and generates data packets with
the size of 800 bits. To construct a network Graph G′ defined in Section 3, we
calculate the weight of each edge in G as a function of the shortest moving
distance along the pre-given road map. We compare our data gathering schedul-
ing algorithm with that obtained from a chainbased hierarchical protocol (LRS
for short) proposed in [13]. Recall that the (integral) solution given by our al-
gorithm is an approximation of the optimal (fractional) solution. As shown in
Fig.8, the lifetime of the schedule given by our algorithms always significantly
outperforms that given by the LRS protocol. In case of data collection, our al-
gorithm performs 1.98 to 2.11 times better than the LRS protocol in terms of
system lifetime.

Fig. 8. Data gathering

6 Related Work

Recently, mobility in sensor networks has received much attention [1] [2] [4] [5] [14]
[15] [16] [17] [19] [20]. In the context of network with mobile sink, most exist-
ing works investigate how to plan the moving trajectory for the mobile sink to
achieve an efficient data collection. In [15], a number of mobile collectors, called
data mules, traverse the sensing field along parallel straight lines and gather
data from sensors. This scheme works well in a large scale, uniformly distributed
or randomly distributed sensor network. However, in practice, data mules may
not always be able to move along straight lines. In [5] employed a single mobile
collector called SenCar, and focused on optimizing the data gathering tour. Con-
sidering that utilizing only a single SenCar may lead to a long data gathering
cycle and data buffer overflow at sensors, the author of [16] explored data gath-
ering with multiple SenCars and SDMA technique. Ma et al. [2] proposed a data
gathering mechanism with multiple mobile collectors, in which the mobile data
collectors will collect data from all sensors through single-hop communications.
In some existing works, data gathering with controlled sink movement is to op-
timize the network performance such as energy consumption [17] [18], network
lifetime [19] [20], or detection delay [1] [3], controlled sink mobility are consid-
ered such that a sink moves along predetermined optimized trajectory, or paths
meeting certain criteria. Luo et al. [18] investigated how to minimize energy
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consumption in a wireless sensor network with a mobile sink while also con-
sidering multi-hop propagation effects. Using analytical means they estimated
the optimal trajectory of the mobile sink to be a cycle and calculate its opti-
mal positioning and radius. The author of [1] proposed a number of deployment
strategies for the static sensor network and mobile sensor network respectively
in order to satisfy certain reaction delay requirement while minimizing the total
cost.

However, those works mentioned above assumed that mobile collector can
move randomly in the monitoring area, which is not practical. In this paper,
we explore the restricted sink mobility in constrained moving region for data
gathering to handle the natural obstacles problem in reality.

7 Conclusion

In this paper, we investigate low cost data gathering algorithm for hybrid sen-
sor networks by introducing mobile sink into the network. Firstly, we design a
movement scheduling algorithm so that the energy cost of mobile sink will be
minimized in single-hop structure. By using Group Steiner Tree method, we can
provide a theoretical performance guarantee. Further, we formulate the mobile
data gathering problem with integer program in multi-hop structure, which is
near optimal and can be computed in polynomial time. The experimental data
obtained from practical GreenOrbs Testbed demonstrate the effectiveness of our
solutions.
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Abstract. This paper is based on two fundamental assumptions about
a future Internet of Things (IoT): i) The amount of wireless, resource-
constrained devices will outnumber the amount of devices in the current
internet by several orders of magnitude and ii) those devices will be con-
nected to the Internet over multi-hop wireless links. We argue that the
experimental validation in testbeds is imperative to make those networks
robust. However, there are only limited means to support researchers in
“debugging” the actual communication on the wireless medium and of-
ten developers can only guess why their protocols don’t work in a given
environment. In this paper, we present such a framework which extends
the WISEBED testbed federation. Our contribution allows an easy-to-
use browser-based experimentation and evaluation of wireless multi-hop
protocols in all WISEBED-compatible testbeds (nine testbeds with 1000
sensor nodes and the SmartSantander [17] smart city testbed which will
offer up to 20, 000 IoT devices). Using a generic packet tracking frame-
work for multiple platforms, researchers can easily detect hotspots and
bottlenecks in the network and follow the routes of individual packets as
they are forwarded. Experiment configurations can be shared on the web
so that experiments can easily be repeated to verify published results.
We demonstrate the usability of our approach by means of a real-world
use-case.

Keywords: Experimentally-driven Research, Testbeds, Internet of
Things, 6LoWPAN, CoAP.

1 Introduction

This paper is based on two fundamental assumptions about a future Inter-
net of Things (IoT): i) The amount of wireless, resource-constrained devices
will outnumber the amount of devices in the current internet by several or-
ders of magnitude and ii) those devices will be connected to the Internet over
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multi-hop wireless links using standardized protocols such as 6LoWPAN1 and
the Constrained Application Protocol (CoAP)2.

The integration of resources and services available in the traditional Internet
with novel real-world services offered by IoT devices such as sensor nodes, gives
rise to a completely new class of applications. However, the development of ap-
plications exploiting this combined infrastructure is cumbersome and difficult.
This is due to the massively distributed nature of these networks combined with
the heterogeneity of the devices, severe resource-constraints, and the difficulties
of wireless multi-hop networking. In the past, simulations were a predominant
means to test and optimize networking protocols. However, especially in wire-
less networking environments, many of these simulations lack realism and results
strongly depend on the actual parameters. Apart from the fact that these were
often not even reproducible [11, 20], the simulated environments and their im-
plicit assumptions are also hardly comparable to any real-world setting.

As a result, IoT-testbeds such asMoteLab [19], Kansei [1], w-iLab.t Testbed [3],
and WISEBED [4, 5] have become an important means to improve this situa-
tion by allowing researchers to evaluate the performance of protocols and applica-
tions [8] in real-world environments. This so-called experimentally-driven research
has been instrumental in designing protocols that work efficiently in real-world
settings. In the past virtually all experiments have been limited to the wireless
network and there has been no or only very limited interaction with the Internet.
If our two assumptions hold, a novel kind of testbeds is required that allows con-
ducting experiments to exploit the merged infrastructure of the Internet and the
Internet of Things. In this paper, we present

1. an extension to IoT testbeds to conduct experiments using standard Internet
technologies such as IP and HTTP,

2. a framework for tracking packets in the wireless network, and
3. a tool for controlling, managing, and evaluating experiments using JavaScript

only.

For our extension, we have chosen the WISEBED testbed federation, which, in
contrast to virtually any other testbed, offers a well-defined web service API to
allow for such extensions. Our contribution allows an easy-to-use browser-based
experimentation and evaluation of wireless multi-hop protocols in all WISEBED-
compatible testbeds (nine testbeds with 1000 sensor nodes and the SmartSan-
tander [17] smart city testbed which will offer up to 20, 000 IoT devices). Using a
generic packet tracking framework for multiple platforms, researchers can easily
detect hotspots and bottlenecks in the network and follow the routes of individ-
ual packets as they are forwarded. In addition to this, we present a reverse proxy
that allows researchers to test the integration of WSNs into the Internet.

1 6LoWPAN [9] is a lightweight IPv6 adaptation layer allowing resource-constrained
sensors to exchange IPv6 packets with the Internet.

2 CoAP [15] is a draft by IETF’s CoRE working group and provides a lightweight
alternative to HTTP using a binary representation and a subset of HTTP’s methods
(GET, PUT, POST, and DELETE).
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The remainder of this paper is structured as follows. Section 2 introduces
our framework and discusses the extension to the WISEBED testbed federation,
the reverse proxy architecture, and the packet tracking infrastructure. Section 3
presents a use-case in optimizing a 6LoWPAN- and CoAP-based application
using our approach. Finally, Section 4 concludes this paper with a summary.

2 Architecture

Figure 1 depicts the extension to the WISEBED testbed federation (described in
detail in Section 2.1), the reverse proxy architecture (Section 2.2) and their rela-
tionship with the overall testbed architecture. Section 2.3 discusses how packet
tracking can be used on this architecture to help optimizing network protocols.

Fig. 1. Framework components overview

2.1 Testbed Extension

A variety of different testbeds for wireless sensor networks has been developed
in the past that are now available to researchers. Each testbed has different
characteristics and specific benefits [8]. However, the majority of them are also
hardy extensible due to a proprietary user interface. These are often web-based
and can only be operated by humans which prevents automated experimentation
or extensions. An exception to this is the WISEBED [4, 5] testbed federation,
which has defined a set of SOAP-based web service APIs that separate the
interface of a testbed from the actual backend implementation and allows the
implementation of generic clients and tools.

Consequently, we have chosen to build upon the WISEBED APIs to imple-
ment our extension. As a result, our extension is compatible with all WISEBED-
compatible testbeds where currently several thousand sensor nodes from more
than 10 different vendors are available. These APIs allow creating web-,



210 D. Bimschas, O. Kleine, and D. Pfisterer

console- and desktop-based clients with the ability to exchange messages with
sensor nodes via their serial interface (e.g., to parameterize nodes to explore the
parameter space in an experiment) as well as to reset crashed nodes, reprogram
nodes, send control commands, etc. This allows a very high degree of interactiv-
ity with the experiment in which experimenters can control the experiment at
runtime. For an in-depth overview, we refer the reader to the web page of the
WISEBED project (http://wisebed.eu).

The goal of our extension is twofold: On the one hand, we provide a web-
friendly interface to testbeds based on HTTP web services instead of SOAP-
based ones to allow a broader acceptance. On the other hand, the goal was to
build a modern web-based user interface that support browser-based experimen-
tation (e.g., for packet tracking as discussed in Section 2.3). The motivation for
this extension is the observation, that only a very limited subset of users was
actually creating custom experimentation clients based on the SOAP API but
instead used the simple ones shipped by the WISEBED consortium.

Additionally, the support for SOAP-based web services in languages such as
JavaScript, Ruby, Python or others is limited and they often lack support for
the WS-I web service interoperability standards. However, all these languages
excel in their support for HTTP-based web services, also known as RESTful
HTTP web services [7]. The extension presented here is based on easy-to-use
technologies such as JavaScript, AJAX and JSON that allow users to create
browser-based experiments with a very flat learning curve. In the remainder
of this section, we now first introduce the RESTful HTTP-based web service
API and then present the architecture of the new web-based user interface that
uses this API and enables browser-based scriptable experimentation control. An
example for such a scriptable execution is packet tracking to debug wireless
communication as discussed in Section 2.3.

RESTful HTTP-Based Web Service API. The new HTTP-based web
service API adheres to the REST architecture style and provides the same func-
tionality as the SOAP-based APIs. Scripting experiments is now possible us-
ing virtually any interpreted or compiled programming language that supports
HTTP and JSON (JavaScript Object Notation), thereby overcoming the issues
with the SOAP-based APIs. Operations such as authentication, reservation, re-
programming, and resetting nodes are done by sending simple HTTP GET,
PUT, POST and DELETE requests. Data exchange with sensor nodes is real-
ized via WebSockets that allow bidirectional socket-like data exchange on top of,
e.g., HTTP and avoid the problems of polling in AJAX-based web applications.

Both, the reference implementation and the documentation of the RESTful
APIs are available as open-sourceprojects at https://github.com/wisebed/rest-ws.
The component is designed as a proxy mediating between the HTTP-based API
and the SOAP-based APIs and is hence able to serve all WISEBED testbeds.

Web-Based User Interface Supporting Experiment Scripting. In ad-
dition to the HTTP-based API we developed a graphical user interface called

http://wisebed.eu
https://github.com/wisebed/rest-ws
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WiseGui that is solely based on cutting-edge HTML5 technologies. This includes
new JavaScript and CSS features that are being subsumed under this standard
which is already supported by all major browsers. The WiseGui already includes
all required features for conducting experiments such as signing up, logging in,
making reservations, ”connecting” to a reservation, programming and resetting
nodes, sending messages to nodes, and displaying messages from nodes in a
terminal-like window (cf. Figure 2). WiseGui is available for usage by everyone
at http://wisebed.itm.uni-luebeck.de but may also be deployed on local testbed
installations or embedded into other web sites.

Fig. 2. WiseGui screenshot showing streamed output from the nodes’ serial interface

Apart from basic experimentation support, WiseGui has the outstanding fea-
ture to allow experimenters to script experiments directly in the browser by
writing JavaScript in an embedded editor (cf. Figure 3). This completely elimi-
nates the need for any client-side software installation. Scripts are executed right
in the same browser window as WiseGui and can react to incoming messages
from nodes, can generate messages to be sent to nodes, or can invoke any of the
aforementioned functionalities to control the experiment (e.g., reprogram nodes,
send configuration parameters, or reset nodes). Furthermore, scripts may modify
the Document Object Model (DOM) of the web page. This for instance allows
creating live visualizations of experiment data or updating tables displaying ag-
gregated data. A use-case for this feature is introduced in Section 3.

A major issue with experimental facilities is repeatability of experiments by
other researchers, e.g., to verify results published in papers. To facilitate such
endeavors, the WiseGui enables “importing” of experiment configurations from
any web page. Such a configuration contains a description of which nodes are

http://wisebed.itm.uni-luebeck.de
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Fig. 3. WiseGui script editor

to be programmed with which binary image. Figure 4 shows an example defin-
ing two sets of nodes to be programmed with different binary images. The first
set is determined by the URL query string ?capability=pir&filter=0x21 and
consists of all nodes that have a passive-infrared sensor (PIR) and contain the
string 0x21 in their description. The second set is defined likewise for temper-
ature sensors. Upon passing the URL of this configuration to the WiseGui it
will first resolve the sets of nodes, then download the binary images from the
URL defined by the (relative) path in binaryProgramUrl and finally flash the
individual node sets with the correct image file.

A future addition will be to include a URL to an evaluation script. This allows
researchers to include links in publications pointing to the configurations that
were used to generate the published results. As such a configuration includes the
binary program images, the mapping of programs to nodes, and the evaluation
script other researchers can repeat each experiment by just pasting this link into
the WiseGui.

2.2 Reverse Proxy

As mentioned in the introduction, resource-constrained IoT devices are typically
not capable of providing direct IP connectivity or even web services via HTTP.
Because of this, an IPv6 adaption layer (6LoWPAN [9]) and a lightweight al-
ternative to HTTP (CoAP [15]) have been developed. For integration into the
Internet, a (transparent) protocol conversion is required. In the context of the
EU-project SPITFIRE, we have developed such a reverse proxy architecture [12],
which has been extended for the work presented here. This so-called Smart Ser-
vice Proxy (SSP) acts as a border device between the Internet and an IoT
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1 { "configurations " : [

2 {

3 "nodeUrnsJsonFileUrl " : "http://wisebed.itm.uni-

luebeck.de/rest /2.3/uzl/experiments/nodes?

capability=pir&filter=0x21",

4 "binaryProgramUrl " : "bin/JN5148/Nodes.bin"

5 }, {

6 "nodeUrnsJsonFileUrl " : "http://wisebed.itm.uni-

luebeck.de/rest /2.3/uzl/experiments/nodes?

capability=temperature&filter=0x21",

7 "binaryProgramUrl " : "bin/JN5148/Gateway.bin"

8 }

9 ]

10 }

Fig. 4. Experiment configuration

network (e.g., a sensor network) as illustrated in Figure 1. The SSP provides a
transparent protocol translation on different layers: on the network layer, it con-
verts IPv6 to 6LoWPAN and on the transport and application layer, it converts
all three protocol combinations {HTTP, TCP, IPv4}, {HTTP ,TCP, IPv6}, and
{CoAP, UDP, IPv6} to {CoAP, UDP, 6LoWPAN}.

The core of the SSP is based on Netty [10], a Java framework for asynchronous
network I/O. Internally the SSP is organized into modules with different respon-
sibilities. These include protocol conversions, mime-type conversions, caching,
compression, and more. These modules are arranged as a stack and protocol
packets are passed from bottom to top through the modules for analysis, pro-
cessing and response creation and back from top to bottom afterwards.

The topmost module is called backend because it either provides the requested
data itself or obtains the data from a network behind. In our case it is responsible
for application layer protocol translation from HTTP to CoAP and vice versa
and forwarding the translated request to the sensor node, resp. the translated
response to the Internet client.

The network-layer conversion allows a direct integration of IoT devices into
the Internet and enables a seamless exchange of IP packets. The application-
layer conversion provides integration on a service-level, i.e., integration into the
World Wide Web. The service-level integration offered by the SSP is agnostic of
the actual version of IP and accepts HTTP requests over IPv4 and IPv6. This is
of special importance as IPv4 is still the predominant protocol on the Internet.

Regarding the data link layer, the SSP provides Ethernet on the Internet
side and a 802.15.4 radio on the WSN side. Since data link layer protocols
may vary on the route between client and server this is not exactly a pro-
tocol conversion but is mentioned for the sake of completeness. Note, that
the IPv6/6LoWPAN conversion is not part of the publicly available source
code at https://github.com/ict-spitfire/smart-service-proxy. Actually, this is re-
alized using an external box having two data link layer interfaces. Its ethernet

https://github.com/ict-spitfire/smart-service-proxy
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Fig. 5. SSP’s protocol conversion architecture

interface is connected to the SSP whereas its 802.15.4 radio interface is the
default gateway for the WSN built up of sensor nodes. The network connec-
tion between both devices is realized using a dedicated IPv6 net. From rout-
ing perspective the SSP acts as default gateway for the external box whereas
the external box acts as default gateway for the WSN. By this means, we
have three nets involved. The Internet (connected to the SSPs eth0), the net
2001:638:70a:c002::/64) between the SSP (eth1) and the external box (eth) and
2001:638:70a:c005::/64 for the WSN. However, for the sake of understandability
the combination of both devices is refered to as SSP in the following.

Network- and Transport-level Conversion. Converting IPv6 to 6LoWPAN is a
straightforward thing to do and thus not further introduced here. However, on
transport level, things are more complex since sensor nodes are too resource-
constrained to support TCP [14]. Consequently, the SSP intercepts TCP con-
nection attempts and accepts them on behalf of the sensor node. From a client’s
perspective the TCP connection appears to be end-to-end to the sensor node.

Assume a sensor node with the IPv6 address 2001:638:70a:c005::2 running a
CoAPweb server on topofUDP.Thegatewayto the Internet is 2001:638:70a:c005::1
(the IPv6 address of the SSPs 802.15.4 interface). Furthermore let’s assume an In-
ternet client using a web browser with HTTP over TCP.

The browser tries to establish an end-to-end TCP connection with the sen-
sor node. This connection attempt is intercepted by the SSP as illustrated in
Figure 6. Each arrow represents the transfer of a TCP packet, either between

2001:638:70a:c002::/64
2001:638:70a:c005::/64
2001:638:70a:c005::2
2001:638:70a:c005::1
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Fig. 6. Intercepting a TCP connection attempt

two sockets or with method calls within the application. The source port 33333
is just an example but in fact randomly chosen by the HTTP client. The TCP
connection attempt starts with a SYN message from the client.

The original packet is dropped using the following ip6tables Linux firewall rule:
ip6tables -A FORWARD -i eth0 -j DROP. PCAP (see [18] for Linux and [13]
for Windows OS) captures the packet before being dropped and passes it to
the so-called Connection Mapper, which is responsible for the TCP interception
handling. The Connection Mapper is a software component of the SSP that uses
jNetPcap [16] to access the operating system-specific libpcap library [18]. Each
TCP connection is uniquely identifiable by the quadruple {source IP, source
port, destination IP, destination port}. The Connection Mapper memorizes the
quadrupel of the captured TCP connection and assigns an ID (range 1 to 65535)
to the quadrupel.

In order to establish a virtual TCP connection without the need for re-
implementing TCP, virtual interfaces are used. For this, the SSP creates a virtual
IP interface (tunX) assigned with a /124 IPv6 network from the unique local
address space. After assigning the original TCP connection attempt (SYN from
Internet client) with an ID, the Connection Mapper uses this ID as source port
to establish a local TCP connection between two virtual tun interfaces (vtun0
and vtun1 in Figure 6). Since the port equals the ID, the Connection Mapper
can always map the ID to the quadruple.

Service-level Conversion. A client in the Internet has several options to contact
a CoAP-based RESTful web service [7] offered by a sensor node using either
{HTTP, TCP, IPv4}, {HTTP ,TCP, IPv6}, or {CoAP, UDP, IPv6}. The first
and the second require a conversion from HTTP to CoAP. In addition, TCP
must be ”split up” to UDP (port addressing) and CoAP (reliability) and for
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IPv4 also a conversion to IPv6 is required. In the following, we explain these
conversions in detail.

To allow an IPv4-based access to CoAP/6LoWPAN-based services, a
mapping between IPv4-based HTTP URLs (e.g., http://127.0.0.1/some/service)
and IPv6-based CoAP/6LoWPAN-based URLs (e.g., coap://[2001:638::CDEF]/
some/service) is required. Our approach is based on a wildcard DNS entry that
maps a sub-domain to a single IPv4 address. We resolve *.coap2.wisebed.itm.uni-
luebeck.de to the IPv4 address of the SSP. The IPv6 address of a sensor is en-
coded in the hostname of the sub-domain by replacing each colon with a minus.

A client would then set the Host: field of the HTTP request to http://2001-
638–CDEF.coap2.wisebed.itm.uni-luebeck.de and the SSP uses this field to ex-
tract the IPv6 address of the sensor node. Converting HTTP to CoAP is done
as follows: The SSP translates the HTTP requests to CoAP requests, forwards
them to the corresponding sensor nodes, waits for the CoAP response, translates
it into a HTTP response, and sends the response to the client.

As described in [15] the protocol translation regarding the mapping between
HTTP header fields and CoAP options is quite straightforward and thus not
further introduced here. The main pitfall is the underlying transport protocol
which is the connection based TCP for HTTP and the connectionless UDP for
CoAP. CoAP provides optional reliability and by this means provides a core
functionality of TCP based on UDP. Thus, the SSP must keep the intercepted
TCP connection and disperse its functionality on UDP and CoAP. CoAPs re-
liability bases on acknowledgements (ACKs) to be sent in answer to a received
message. The ACK message can either contain a response code and payload (a
representation of the requested resource) or be empty, indicating that the server
is willing to answer the request but needs more time to do so. However, if there
was no non-empty CoAP response within a predefined period of time, the SSP
sends a HTTP time-out message to the Internet client and a RST message to
the CoAP server to cut the request processing of.

2.3 Packet Tracking

The development of applications for wireless sensor networks is cumbersome and
error-prone, in particular due to the faulty wireless communication channels they
typically use. This is especially painful when experimenting with new or evolving
routing schemes in multi-hop environments. Often experimenters observe that
packets sent over multiple hops get lost but the exact reason is unknown. Ex-
perienced researchers may guess the correct reason (e.g., the wireless channel
is occupied due to excessive flooding or the like) and may even be capable to
solve some of the causes. However, virtually always, developers must resort to
”println()-debugging” to be able to track down the root cause of the problem
by manually analyzing debugging data received via the serial interfaces.

This situation is aggravated by the fact that some problems only occur in
large-scale networks [6], which basically eliminates debugging on the developer’s
desk. In such situations, experimental facilities are helpful that allow large-scale

http://127.0.0.1/some/service
coap://[2001:638::CDEF]/some/service
coap://[2001:638::CDEF]/some/service
http://*.coap2.wisebed.itm.uni-luebeck.de
*.coap2.wisebed.itm.uni-luebeck.de
http://2001-638--CDEF.coap2.wisebed.itm.uni-luebeck.de
http://2001-638--CDEF.coap2.wisebed.itm.uni-luebeck.de
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experimentation. However, while supporting large-scale experiments, there is
virtually no support beyond println()-debugging.

We propose a generic mechanism for tracking packets in a testbed to analyze
where hotspots are, where the medium is heavily loaded or to track individual
packets as they are forwarded in the network. Our approach is based on a contract
between the wireless sensor nodes and an evaluation script. The nodes forward any
activity on the wireless medium to the serial interface (i.e., received and transmit-
ted packets). An evaluation script running in the WiseGui (cf. Section 2.1) will
receive all data from all nodes in a testbed and can then run custom evaluations.

We have already implemented support for this kind of debugging in the iSense
operating system and will be finalizing an implementation for the Wiselib [2]
template library soon, which adds support for TinyOS, Contiki, and Scatterweb2
to name only a few. The packet format that nodes use on their serial port for
this purpose is depicted in Figure 7. TYPE indicates the type of the packet (e.g.
an IPv6 packet), DIRECTION indicates if a packet was received or sent, SRC MAC
and DST MAC contains the 64-bit MAC addresses of sender and recipient of the
packet and PACKET contains the packet itself. The node that emitted the trace
packet can be determined through the metadata that is delivered together with
the trace packet. An example of how this format can easily be used to determine
communication hotspots is presented in Section 3.

+------+-----------+---------+---------+--------+

| TYPE | DIRECTION | SRC_MAC | DST_MAC | PACKET |

+------+-----------+---------+---------+--------+

Fig. 7. Packet Tracking format for the serial interface

3 Use-Case: Optimizing a CoAP Implementation

In preparation of this paper we found ourselves in exactly the same situation
as described above – having an implementation of a standardized routing algo-
rithm that wouldn’t perform on the testbed, resulting in only a few nodes being
reachable from the Smart Service Proxy. To verify our assumption that the poor
routing performance resulted from very high traffic load in certain network re-
gions we developed a simple JavaScript-based visualization application running
in the WiseGui to find the communication ”hot spots”.

Therefore, we employed the packet tracking concept described earlier to gen-
erate trace packets for all packets being sent and received over the sensor nodes
radio interfaces. The trace packets are forwarded to the visualization applica-
tion running on the experimenters browser. The testbeds self-description is used
to determine the physical positions of the individual sensor nodes and to draw
them to a canvas accordingly. Upon every trace packet received a packet count
for the individual node is incremented and the visualization is updated. Figure 8
shows a screenshot of the visualization. Nodes are displayed as circles contain-
ing the number of packets received and sent so far and the radius of the circle
corresponds to the packet count.
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Fig. 8. Packet tracking visualization in the WiseGui

The experiment was executed on the WISEBED testbed at the University
of Lübeck. The experiment configuration file, the binary images for the sensor
nodes as well as the visualization script are available on http://goo.gl/0AZXl.

4 Conclusion

In this paper, we have motivated the need for appropriate testbed environments
that support researchers in conducting experimentally-driven research. By ap-
propriate, we mean that it is possible to debug the wireless communication effi-
ciently. In the past, this was mainly done manually by sending data to the serial
interface and by interpreting these results. However, very often this resulted in
a lot of guessing about what exactly the source of the problem is. We argue that
a testbed infrastructure should inherently support such functionality as some
issues only occur at large-scale and cannot be tracked down on a desktop-scale
deployment.

As a result, we have presented a framework for debugging the wireless com-
munication in multi-hop networks by extending the WISEBED testbed infras-
tructure. The overall goal was to create an easy-to-use platform that also allows
that other researchers can repeat experiments to verify published results. Our
approach has been to use up-to-date web standards in order to be able to run
and evaluate experiments in a browser without the need to install additional
software. To achieve this, we have designed a RESTful HTTP-based web service
API acting as a proxy for SOAP-based WISEBED testbeds and a web-based
user interface called WiseGui that supports to script experiments. In addition,

http://goo.gl/0AZXl
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we have presented a generic packet tracking framework where nodes emit infor-
mation about sent and received packets over their serial interface. This data is
evaluated by such scripts and we have shown in our use-case how this technol-
ogy can be used to optimize multi-hop protocols by pinpointing communication
hotspots.

We strongly believe that the presented framework has the potential to fun-
damentally change the way we conduct experimentally-driven research and how
results can be verified.
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Abstract. Despite all the research efforts in the two previous decades,
only a few mobile ad-hoc network (MANET) testbeds have actually been
deployed, and even fewer were able to offer Quality of Service (QoS) sup-
port. The main problems hindering actual deployment have to do with
the distributed effects of mobility, channel contention, and interference.
Using simulation or analytical models, several QoS protocols, architec-
tures and algorithms have been presented with the aim of improving QoS
support in MANETs. When attempting to translate these research efforts
to real testbeds, the difficulty to represent issues like feasibility in real
systems, implementation complexity, node deployment and experiment
repeatability have prevented their validation. In this paper we present
a real implementation of DACME, the QoS framework we propose for
mobile ad-hoc networks, and we test its effectiveness in an IEEE 802.11e
enabled testbed. Experimental results show that the developed solution
is able to achieve good QoS levels, offering sustained bandwidth levels
and bounded delay.

Keywords: Quality of Service, MANETs, testbed, distributed admis-
sion control, performance evaluation.

1 Introduction

Nowadays, mobile ad hoc networks (MANETs) provide a cheap and infrastruc-
tureless form of communication. When combined with an appropriate routing
protocol, the IEEE 802.11 standard [1] allows to easily deploy a MANET, which
can be very useful in areas where the provision of a central infrastructure is
limited or not possible. Typical MANET users share messages and collaborate
with each other [2].

Since the IEEE 802.11 standard has been widely used in most wireless LAN
environments, the IEEE 802.11e working group [3] proposed an extension to
provide QoS support at the MAC level, improving the performance of AP based
wireless networks, but also the different networks based on this standard, as
in the case of MANETs. The 802.11e extension to the original IEEE 802.11
standard introduces four new traffic categories: Voice, Video, Best Effort, and
Background (ordered according to their priority). These four categories provide
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traffic differentiation by adopting per-category values for the Contention Window
(CW) and the Inter Frame Space (IFS) parameters.

Despite the enhancements that IEEE 802.11e has brought, it is still not enough
when facing QoS flow concurrency. In fact, one of the most crucial components of
a system attempting to provide QoS guarantees is the Admission Control Module
(ACM). This module should be able to estimate the resources of the network
and decide when application flows should be admitted or rejected, avoiding to
interfere with previously active flows. Unfortunately, this is not an easy task
since MANETs are highly dynamic environments, and thus flow admission does
not guarantee good QoS conditions throughout time. So, although significant
efforts have been done in this area, the solution to the problem is not trivial.

In this paper we develop and evaluate a real implementation (i.e., using a real
IEEE 802.11e enabled testbed) of DACME [4], a low power consumption and low
complexity end-to-end admission control module. The proposed solution imposes
no constraints on the intermediate nodes of the communication other than being
able to route packets. Experimental results confirm the goodness of DACME
at enhancing QoS support in wireless multi-hop environments. Then, based on
the acquired experience, we propose an enhancement to the DACME decision
module which offers better adaptability to the network bandwidth fluctuations
under wireless interference conditions.

The rest of this paper is organized as follows: in section 2 we review the state of
the art on admission control solutions for MANETs. Section 3 presents a descrip-
tion of DACME, the admission control system we selected to implement and test,
along with the proposed enhancement to DACME’s decision module. Section 4 of-
fers a brief description of the testbed used for testing. Then, section 5 presents the
experimental results and discussion. Finally, section 6 presents the conclusions of
this work along with future works.

2 Related Works

In the literature we can find several theoretical admission control (AC) algo-
rithms for MANET environments. The main drawback associated with the dif-
ferent solutions we have reviewed is that they have only been tested on simulated
environments, and, to the best of our knowledge, none of them has been imple-
mented and tested in a real environment.

According to the guidelines provided on the survey by Hanzo et al. [5], the
different AC algorithms available can be divided in two large groups: routing
coupled and routing decoupled. In the first group we can find different algorithms
such as ACRMP [6], or MACMAN [7]. All of these AC algorithms require modi-
fying the routing algorithm to support the AC extension. This strategy has some
benefits, such as shorter admission times and less overhead of the AC protocol,
mainly because they use routing packets to measure the state of the network.
However, this first group also presents an important drawback: since they are
coupled with a specific routing algorithm, a different routing protocol can not
be used without losing the AC module. Another drawback is the strong require-
ments imposed on nodes, forcing every node in the network to adopt the modified



Evaluating a QoS Framework for MANETs in a Real Testbed 223

routing protocol to support the AC module. This means that even low power
nodes, and nodes which do not require the AC module, will have to dedicate
additional resources to support it.

With respect to routing decoupled algorithms, their main advantage is that
they allow using any routing protocol for MANET environments. Within the
routing decoupled algorithms group, an additional division can be made be-
tween stateful and stateless protocols. Stateful algorithms save certain infor-
mation about the state of the links in every node. This strategy allows AC
algorithms such as INSIGNIA [8] or MPARC [9] to store information about QoS
conditions relative to past flows, and decide, based on this information, whether
to accept or reject a flow. Thus, similarly to what occurs for routing coupled pro-
tocols, they impose several restrictions on intermediate nodes and require more
computing power from these nodes. Within the stateless, routing decoupled pro-
tocols group, we can find solutions such as DACME [4], which do not impose
any restriction on intermediate nodes since they need not store any information
about past flows, nor must they have a high computing power.

In this paper we will develop and test DACME. We chose this proposal since
it has been proved to be a powerful and efficient AC protocol, and yet easy to
implement and deploy in real systems.

3 DACME Overview

In this section we present a brief description of DACME (Distributed Admis-
sion Control for MANET Environments) [4]. DACME is a distributed admission
control system which allows achieving per flow QoS requirements in terms of
bandwidth and delay. One of the main advantages of DACME is that it does
not impose any specific requirements on MANET nodes besides the use of IEEE
802.11 and having routing support; in fact, DACME agents are only required
at the communication endpoints. Since DACME does not have MAC level con-
straints, it can be implemented in an easy way on all systems supporting the
standard TCP/IP architecture.

3.1 Admission Decision Algorithms Meeting Bandwidth
Requirements

DACME learns about the network status using a probe/response strategy. In
particular, to achieve an accurate bandwidth estimation, DACME uses a burst
of probe packets periodically generated by the source in a back-to-back fashion.
These packets arrive to the destination node with an average inter-packet time
gap which allows the destination node to make an estimation of the available
end-to-end bandwidth. When the destination gathers all the data required, it
sends a response packet with the current bandwidth estimation (BM) back to
the source. An illustration of this strategy can be found in figure 1.

When receiving a response, the source applies an algorithm to decide whether
the flow is accepted or rejected. The admission control algorithm adopted by
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Fig. 1. Bandwidth estimation strategy

Algorithm 1. The CIB-DA decision algorithm
After receiving each BM i do {

μi ← (i−1)·μi−1+BMi

i
, σi ←

√
(i−2)·(σi−1)

2+(BMi−μi)²
i−1

if (μi − ti−1,0.95
σi√
i
> BR)

then Flag(BW) ← 1
else if (μi + ti−1,0.95

σp,i√
i
< BR)

then Flag(BW) ← 0
else if (i < 5)

then send a new probe }

DACME relies heavily on bandwidth estimations to decide whether to admit
or deny a flow. For this reason, in this section we will focus explicitly in this
DACME algorithm. In particular, we first describe CIB-DA, the original decision
algorithm proposed in [4], and we then propose HRCI-DA, a novel mechanism
we have developed based on experimentation, which offers an improved behavior
in real environments compared to the former.

CIB-DA: Confidence Interval Based Decision Algorithm
The CIB-DA algorithm uses the values of up to five probes to obtain a 95%
confidence interval for the available bandwidth value, based on which flow ac-
ceptance/denial decisions are made. Algorithm 1 shows the pseudo-code that
describes the behavior of the CIB-DA algorithm. Previous works [4] have shown
that this algorithm is highly effective in simulated MANET environments.

CIB-DA is executed every time a probe reply is received. Decisions are based
on statistical confidence levels; therefore, i refers to the current iteration, ti−1,0.95

to a Student’s t-distribution with i− 1 degrees of freedom, and for a confidence
level of 95%. Parameter BR refers to the bandwidth required by the application,
while BM refers to the bandwidth measurement explained previously. If the
application is solely bandwidth constrained, the value of the bandwidth flag -
Flag(BW) - will determine whether the QoS flow can be accepted. If the applica-
tion has delay requirements as well, the value of the delay flag is also considered.
These issues are addressed in later sections.
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Algorithm 2. The HRCI-DA decision algorithm
After receiving each BM i do {
range ← max({BM}) −min({BM})

μi ← (i−1)·μi−1+BMi

i
, σi ←

√
(i−2)·(σi−1)

2+(BMi−μi)²
i−1

find the unbiased bandwidth estimator υp,i
if ( range

2
> ti−1,0.95

σi√
i
) then

( ˆBW low, ˆBWhigh) ← (μi − ti−1,0.95
σi√
i
, μi + ti−1,0.95

σi√
i
)

else ( ˆBW low, ˆBWhigh) ← (μi − range
2

, μi + range
2

)
if ( ˆBW low > BR) then Flag(BW) ← 1
else if ( ˆBWhigh < BR) then Flag(BW) ← 0

else if (i < 5) then send a new probe }

HRCI-DA: Hybrid Range/Confidence Interval Decision Algorithm
Contrarily to what occurs in simulations, lots of problems exist in real testbeds,
not only at the transmission level (e.g. interferences, packet loss), but also at
the application, kernel, and hardware levels. Examples of effects occurring at
these levels include (but are not limited to) CPU Usage, RAM paging, time
measurement delays, and loss of synchronization.

Focusing on the interferences problem, one of the main differences between sim-
ulation and real testbed experiments has to do with the wireless channel. While
in simulation experiments wireless channels are free from external interferences,
in testbeds this is rarely true. In fact, in real environments, our implementation
of DACME using the CIB-DA algorithm exhibits significant interferences, which
caused estimated bandwidth to experience frequent and drastic fluctuations. This
impeded obtaining low confidence intervals in most situations since the CIB-DA
algorithm used a t-Student function with only a few degrees of freedom for cal-
culating those intervals. Such large confidence intervals provoked that most flows
were not accepted, or decisions could not be made even when the minimum band-
width values measured were higher than the demanded ones.

To avoid this problem we proposed the HRCI-DA algorithm, an improvement
to the CIB-DA measurement algorithm. The main goal of HRCI-DA is to bound
the interval used to make flow acceptance/denial decisions, never allowing it
to become higher than the half range, that is, half the difference between the
maximum and minimum measurements. Algorithm 2 shows the pseudo-code for
HRCI-DA.

In this algorithm two different intervals are used to determine the value of the
bandwidth flag - Flag(BW) -, being one based on the range of the values, and
the other based on confidence intervals. The former is used whenever the values
produced by the latter strategy are excessive.
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3.2 Admission Decision Algorithms Meeting Delay Requirements

For delay estimations, DACME employs a ping-pong method without any delay
between consecutive request/response patterns. At the sender node, the mea-
sured RTT of the end-to-end path is used to estimate network delay. To obtain
the delay value and determine whether a new flow is going to be accepted, an
adjustment function is used; this function is described in [4], and its main pur-
pose is to make short-term measurements match long-term ones. Only when
both delay and bandwidth restrictions are achieved can a flow be accepted, be-
ing blocked otherwise. An illustration of the basic delay estimation strategy is
shown in figure 2.

Fig. 2. Delay estimation method

3.3 Implementation Details

To evaluate the effectiveness of DACME in a real environment, we developed
an application level library1 that interacts with both the applications and the
kernel to achieve all the required functionality. Figure 3 shows the interaction
between the different DACME elements.

Initially the application must register with DACME by using a modified socket
interface that also accepts flow QoS specifications (bandwidth required, maxi-
mum delay, maximum jitter) as input. This interface, which is part of the devel-
oped library, exchanges information with both the operating system (creating a
regular socket for communications) and DACME’s core. The flow is registered
with DACME by including not only the QoS specifications, but also the con-
nection details (source port, destination port, destination IP). In a second step,
DACME’s QoS measurement module will probe the end-to-end path using the
techniques described above. By interacting with the DACME agent at the desti-
nation, the DACME agent at the source will gather information that will allow it
to make admission control decisions using any of the bandwidth-based decision
1 Freely available at: http://dacme.sourceforge.net/

http://dacme.sourceforge.net/
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Fig. 3. DACME diagram illustrating the dependencies among the different elements
involved

algorithms presented in section 3.1, and the delay-based decision algorithms pre-
sented in section 3.2. According to the decision made, this module relies on the
iptables tool [10] to dynamically block flows during periods of congestion, and
unblocking them when QoS conditions are again met. The IP ToS header field of
accepted flows is also modified in order to take advantage of the IEEE 802.11e
Video and Voice medium access categories. Notice that the IEEE 802.11e MAC
driver will automatically map the IP ToS values to the four different medium
access categories available.

4 Testbed Setup

For testing the effectiveness of DACME in a real testbed we used a set of Asus
EeePC netbooks, regular laptops, and a desktop computer. All the netbooks
have a Ralink RT2860 wireless card, and the laptop and desktop systems use
a Linksys WUSB600N USB wireless card which employs the Ralink RT2870
chipset. All wireless cards support the IEEE 802.11n draft3 standard, which
includes IEEE 802.11e QoS extensions by default. The drivers employed were
available in Linux kernel version 2.6.32, allowing us to build a realistic system
with all its inherent characteristics and problems.

The stations are wirelessly distributed and connected to achieve a seven-hop
ad-hoc network, which allows us testing with different hop number combinations
per flow. The different stations involved in the tests are also interconnected via
Ethernet for remote experiment control, and as a return channel to measure
the delay of the UDP packets injected. To avoid high CPU usage, we select
different source/destination pairs for the different traffic flows. To introduce
variable degrees of congestion in our tests, we also relied on Best Effort traffic
flows, and all the video flows share a same link which becomes the network’s
bottleneck.

To manage the repeatability of the experiments we used Castadiva [11], which
we extended to provide DACME compatibility. Castadiva allows us to automate
large sets of experiments and collect all the statistics required.

In our experiments we vary both the number of best effort traffic flows and
QoS (video) traffic flows. To introduce variable degrees of congestion, each best



228 Á. Torres et al.

effort traffic flow consists of a 1.5 Mbit/s UDP stream; by varying the number
of best effort flows we were able to achieve different channel congestion levels.
With respect to video flows, they consisted of synthetic traffic at a rate of 1
Mbit/s (unidirectional) demanding to DACME a maximum end-to-end delay of
300ms. Table 1 summarizes the number of hops for each flow. Aditionally, one
of the links is shared by all traffic flows to aggravate the problem of congestion.
Notice that all hop count values are representative of typical MANET studies.

Table 1. Flow endpoint definition for both video and best effort traffic flows

Video Number of hops Best effort Number of hops

Flow #1 3 hops Flow #1 7 hops

Flow #2 3 hops Flow #2 3 hops

Flow #3 3 hops Flow #3 5 hops

Flow #4 3 hops Flow #4 4 hops

5 Experimental Results

In this section we perform a detailed evaluation to assess the correct functional-
ity of our implementation of DACME, as well as the improvements introduced
by both DACME AC algorithms (CIB-DA and HRCI-DA). With this goal we
created three scenarios: in the first one we varied congestion by increasing the
number of best-effort flows (background traffic), in the second one we increased
the number of competing QoS flows, and, in the last one, we varied the maxi-
mum delay restriction for QoS flows. Our goal was to study the QoS stability
of DACME flows in a real environment. Thus, for each test, the performance
parameters under analysis were: throughput, delay, total activity time per-flow,
and mean number of DACME on/off state transitions. This last parameter is
interesting as the less a flow switches it’s state, the more stable the flow is for
an end-user.

5.1 Varying the Number of Best Effort Flows

In this first set of experiments we study how best effort traffic affects the stability
of video flows. In our experiments we have three concurrent video flows which
start at random times during the first 20 seconds of the experiment, and then
they last for 80 additional seconds. Also, for each test, we increase the number
of best effort flows from zero to four to assess the impact of congestion on
QoS performance. Notice that, for all the presented results, each measurement
corresponds to the mean value of 25 independent tests. Throughput and delay
values include 95% confidence intervals.

Figure 4 (left) shows the mean time each QoS flow is active. Notice that, if
we do not use DACME, the activity time is always the maximum. The usage of
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Fig. 4. Mean active time per flow (left) and mean number of state transitions for
DACME flows (right) when varying the number of background traffic sources

DACME implies that, during certain periods, the flow can not be accepted since
QoS requirements are not met; however, we find that, on average, the activity
periods are maintained high, as desired. Focusing on the differences between
using and not using DACME, we can see, significant benefits in terms of both
bandwidth and delay values.

Figure 5 (left) shows the mean throughput per video flow during periods of
activity. We can see that bitrate values are maintained close to the maximum
if DACME is used (for both admission control algorithms). When DACME is
not used, we can clearly observe the negative impact of background traffic, dras-
tically affecting the QoS of the video flows. The confidence intervals presented
further evidence the goodness of both DACME decision algorithms, showing
that bitrate variability associated with these algorithms is much lower compared
to the “Without DACME” situation. In particular, we found that the standard
deviation when using DACME was never higher than 19% while, when not using
DACME, it is never lower than 30%, surpassing 100% in the worst case.

Concerning delay, figure 5 (right) shows that the differences between using
DACME and not using it are again quite noticeable. In particular, we can see
that, when the video flows are managed by DACME, the delay is typically lower
than 100ms, therefore being adequate for real-time communication. On the con-
trary, if we do not use DACME, the mean delay rises up to 700ms, being the
lowest value of about 250ms. Similarly to what occurs for throughput, the con-
fidence intervals for the delay are very low if DACME is used, becoming quite
high otherwise.

If we look at the differences between CIB-DA and HRCI-DA, we find that
the former is clearly more restrictive, typically introducing more flow blockage
in order to meet the QoS requirements. This can be observed in Figure 4 (right),
which shows the mean number of state transitions per flow, that is, transitions
from active to blocked state, or the opposite. Since DACME performs periodic
bandwidth measurements, it can block flows during ongoing communication as
soon as QoS loss is detected. Although these dynamic decisions are mandatory
to handle the effects of mobility, it is important to maintain this value as low as
possible. Results show that our HRCI-DA algorithm offers significant improve-
ments compared to CIB-DA, reducing the mean number of state transitions by
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Fig. 6. Mean active time per flow (left) and mean number of state transitions for
DACME flows (right) when varying the number of concurrent video sources

up to 40%, and making communication more fluid, while not being differenciable
in terms of throughput or delay from CIB-DA.

5.2 Varying the Number of Video Flows

The goal of this second set of experiments is to assess the performance of our
implementation of DACME when handling a variable number of QoS flows, as
well as analyzing the interactions between these flows. With this purpose our
experimental settings are similar to those of the previous section, but we now
fix the number of best effort flows to three, while increasing the number of video
flows from one to four.

Figure 6 (left) shows the results of the active time per flow. Similarly to the
previous section, we find that the percentage is quite high for both DACME
algorithms, and that increasing the number of video sources does not cause
a proportional decrease in terms of activity time. This is mostly due to the
distributed nature of wireless channel access in MANETs.

While being able to maintain a high activity time, in terms of throughput,
figure 7 (left) shows that both DACME AC algorithms allow achieving a similar
throughput (nearly 1 Mbit/s) while, when DACME is not used, this value drops
to about 0.6 Mbit/s. As in the previous set of tests, the confidence interval ob-
tained is much lower when we use DACME, meaning that variability is strongly
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Fig. 7. Mean values for throughput (left) and end-to-end delay (right) when varying
the number of concurrent video sources

reduced compared to the “Without DACME” case. This set of experiments allows
concluding that, even when using IEEE 802.11e to achieve traffic differentiation
at the MAC layer, the Video traffic category at the MAC layer is still highly
affected by Best Effort traffic interferences; thus, although IEEE 802.11e allows
some differentiation between the different traffic categories, it is not powerful
enough to provide, by itself, full QoS guarantees in MANET scenarios.

Focusing on the delay (see figure 7, right), the behavior is similar to the
previous tests. Again, the delay experienced by QoS traffic becomes excessive
when DACME is not used. Additionally, we find that, when using either DACME
decision algorithm, the delay experienced by the video flows is maintained low,
and mostly immune to the increase of video sources.

Comparing both decision algorithms, we find that HRCI-DA offers better
results in terms of both activity time (figure 6, left) and mean number of state
transitions (figure 6, right). In fact, the latter experiences a reduction of up to
30%, which shows the effectiveness of HRCI-DA at improving video streaming
stability in real environments compared to its predecessor.

5.3 Varying the Maximum Delay Restriction

In this third and last set of experiments our goal is to validate our implementa-
tion of DACME when varying the maximum delay allowed for the video flows to
determine the degree of compliance achieved. With this aim we fix the number
of Video and Best Effort flows to three each, and we vary the maximum delay
restrictions from 100 to 600 ms, again comparing both DACME AC algorithms
against a solution where DACME is not used.

Figure 9 (left) shows that DACME is able to sustain the bitrate values at near-
optimum levels and with little variability, contrarily to the “Without DACME”
situation.

With respect to the delay experienced (Figure 9, right), we find that the mean
delay values are very low when we use DACME compared with the “Without
DACME” situation. If we look deeper into the delay restriction accomplish-
ments, for the lowest value (100 ms), about 70% of the packets comply with the
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Fig. 9. Mean values for throughput (left) and end-to-end delay (right) when varying
the maximum delay restriction

maximum delay restriction, while for 150ms the level of delay compliance is of
83%, growing to more than 94% for the last two cases (300 and 600 ms).

Comparing both DACME algorithms, Figure 8 (left) shows the mean time
of activity when increasing the maximum delay allowed. We find that low delay
requirements have a significant impact on activity time, reducing it up to 46% for
both AC strategies. Again, HRCI-DA is able to improve the mean time of activity
achieved by CIB-DA, achieving an increase of up to 19%. For this metric, the
“Without DACME” values remain constant since the different delay restrictions
are only meaningful within the scope of DACME.

Varying the maximum delay restriction has also a significant impact in terms
of the mean number of state transitions, as shown in Figure 8 (right). Again
HRCI-DA shows a better behavior, in this case by reducing the number of state
transitions involved. It is also worth noticing that the main differences detected
occur when increasing the maximum delay restriction from 100 to 150 ms, being
the overall behavior mostly maintained afterward. This occurs because most of
the delay values measured are in the 100-150 ms range.

Overall, the results presented in this section validate the effectiveness of
DACME in real testbeds, and evidence the improvements introduced by the
HRCI-DA decision algorithm compared to its predecessor (CIB-DA) in real en-
vironments. Our HRCI-DA algorithm is able to increase the overall activity time
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and reduce the number of transitions, while maintaining good QoS values in
terms of both throughput and delay. Hence, we can conclude that our DACME
implementation mostly retains the QoS properties inferred based on simulation
results, although some adjustments can help at further boosting performance in
real environments.

6 Conclusions and Future Work

In this paper we validated a real implementation of a distributed admission
control system for MANETs that was previously evaluated through simulation.
We test its effectiveness in a real testbed using different performance indexes
such as throughput, delay, and total time of activity.

To cope with bandwidth estimation accuracy problems occurring in real en-
vironments, we proposed an enhanced decision algorithm (HRCI-DA) for the
admission control module that offers significant performance improvements com-
pared to the previous version (CIB-DA). HRCI-DA reduces the number of on/off
state transitions for QoS flows, and improves the total activity times, while also
maintaining good throughput and delay values.

Overall, the results presented in this paper clearly show that: (i) traffic dif-
ferentiation provided by IEEE 802.11e is not enough in real multi-hop ad-hoc
networks, and so a distributed admission control like DACME becomes essential;
(ii) the DACME QoS architecture was fully effective in a real testbed, successfully
validating the previous simulation results obtained; (iii) the proposed HRCI-DA
algorithm improves the original one by providing greater stability to QoS flows,
increasing their total activity time and reducing the total number of on/off state
transitions; and (iv) despite the greater number of active QoS-flows, bandwidth
and delay values are maintained or even improved by HRCI-DA compared to
CIB-DA.

As future work we plan to test our implementation with scalable video streams,
adapting DACME decision algorithms to the multi-level quality characteristics
inherent to such streams, thus offering the possibility for adaptive real-time mul-
timedia traffic in MANETs.
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Abstract. Temperature monitoring in data centers is essential for re-
liably operating the data processing equipment and minimizing the re-
quired cooling energy. For this purpose, we track the temperatures at
key locations in the data center with low-cost sensors and forward the
captured information via the ZRL Data Center Wireless Sensor Network
(DCWSN) to a monitoring client. Applications include continuous tem-
perature monitoring, data collection for thermal modeling, and tempera-
ture sensing for real-time control of cold air flow and workload allocation.
The DCWSN has been successfully deployed in production data centers.

Keywords: data center, wireless sensor network, energy efficiency, tem-
perature monitoring, thermal modeling, thermal management.

1 Introduction

Data centers with centralized computing and storage resources are an integral
part of modern information technology infrastructure. A recent study shows that
power consumption in data centers today accounts for about 1.5% of the total
electricity use in the world [1]. A large part of the electric power consumed in
data centers is used for cooling to prevent device overheating and to ensure
maximum availability and reliability of the data processing equipment used for
computing, storage and communication.

In air-cooled data centers, racks are typically arranged to form alternating
cold and hot aisles as shown in Figure 1. The air inlets of the data processing
equipment in the racks face the cold aisles, where chilled air from the computer
room air conditioners (CRACs) is provided via the raised-floor plenum through
perforated floor tiles placed directly in front of the racks. The hot exhaust air
from the air outlets at the rear of the racks intermixes with ambient air and
eventually circulates back to the CRACs. The reference value for the cold air
supply temperature is chosen such that the inlet air temperatures do not exceed
the maximum admissible temperature specified by the device manufacturers. In
many data centers, cooling energy is wasted because the cooling system is oper-
ated at significantly lower temperatures than actually necessary. This approach

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 235–248, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Layout of an air-cooled data center with alternating hot and cold aisles

allows compensating local hot spots and reduces the potential risk of reacting
too late to a harmful temperature increase in the data center, but leads to up to
5% more cooling energy consumption for each degree Celsius below the upper
temperature limit. To enable data center operators to run their cooling system
closer to the economically attractive upper limit, continuous temperature moni-
toring at thermally critical locations in the data center is required. In addition,
thermal models based on measurement data can be used to analyze and optimize
layout, air flow and workload distribution in the data center. Changing operating
parameters with sophisticated control concepts based on real-time temperature
information can optimize the cooling-efficiency even further.

A low-cost wireless sensor network (WSN) is well suited for gathering the
required data for continuous temperature monitoring, thermal modeling and
real-time control without any changes to the existing data center infrastructure.
The sensors can be quickly deployed and easily repositioned if data processing
equipment in the data center is relocated or replaced. We propose to use the ZRL
Data Center Wireless Sensor Network (DCWSN) that is tailored to the needs of
data center monitoring applications. The battery-powered wireless sensor nodes
in the DCWSN capture temperature data at key locations in the data center
and and forward the data via relay nodes to a monitoring client. The protocol
stack [2] performs all required network functions and uses the publish/subscribe
messaging protocol MQTT-S [3] for communicating between sensor nodes and
the monitoring application.

The rest of this paper is structured as follows: Section 2 gives an overview
of wireless sensor network applications in data centers. In Section 3, we present
the ZRL Data Center Wireless Sensor Network, a solution designed for these
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applications. Finally, the deployment of the DCWSN in a production data center,
measurement results and network performance are discussed in Section 4. The
paper concludes with a brief summary.

2 WSN Applications in Air-Cooled Data Centers

2.1 Temperature Monitoring

Thermal problems in data centers may occur at any time, for example because of
a sudden malfunction of a cooling device or after adding, replacing or relocating
data processing equipment in the data center. It is important to systematically
detect such problems to take appropriate actions as early as possible. For reliably
operating all data processing equipment in the data center, the temperatures at
the air inlets of these devices have to be monitored continuously to ensure that
the maximum admissible inlet air temperature specified by the device manufac-
turers are not exceeded.

There are several possible approaches to monitor temperatures in data centers.
For example, most data processing devices are equipped with internal tempera-
ture sensors. To detect thermal problems in the data center, however, data from
these internal sensors is generally not the first choice because it reflects the ac-
tivity of the device rather than the environmental conditions of the data center.
Furthermore, high installation and configuration effort is required to collect and
aggregate this data, especially in environments with heterogeneous devices from
different manufacturers. There exist several solutions with external wired sen-
sors, but in practice they are not widely adopted, mainly because of the difficulty
to deal with changes in the data center layout. A wireless sensor network, on the
other hand, offers a low-cost non-intrusive way to gather temperature data at
key locations in the data center. The sensors can be quickly deployed and easily
repositioned if data processing equipment is relocated or replaced.

Temperature data must be accessible from remote clients in real-time to vi-
sualize the temperature field in the data center and trigger alarms if a problem
occurs. Sampling the temperature every 30 seconds is usually sufficient for moni-
toring applications. Archived data can be used to assess temperature trends and
perform analytics to optimize the cooling concept of the data center.

2.2 Thermal Modeling

Thermal models are essential tools for optimizing data center cooling concepts.
They allow studying the effects of layout changes and parameter variations on
the temperature field without interfering with the data center operation.

Computational Fluid Dynamics (CFD) Simulations. Air flow in data
centers is generally turbulent and can be modeled with the Navier-Stokes equa-
tions. For solving these nonlinear partial differential equations coupled with the
energy equation numerically, the fluid domain is discretized into a number of
control volumes. Computer room air conditioning units, servers and other data
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Fig. 2. CFD simulation result: Temperature field in a small data center compartment

processing equipment in the data center are commonly modeled as blocks with
prescribed inlet and outlet boundary conditions. We rely on measured data to
define these boundary conditions and for validating the CFD models. For val-
idation, we require a high spatial resolution in thermally critical areas of the
data center. Figure 2 shows a CFD simulation result for a small data center
compartment with two racks and one air conditioning unit.

Simplified Physics-Based Models. CFD simulations require a high compu-
tational effort and are thus not suitable for real-time applications or for solving
multidimensional optimization problems. A simplified physics-based approach is
to model the heat flow between racks or individual devices, further on referred to
as server nodes. For a server node i, the relationship between power consumption
Pi, inlet and outlet air temperatures T in

i and T out
i , and volumetric air flow rate

fi is given by

Pi = ρcpfi
(
T out
i − T in

i

)
, (1)

where ρ and cp are the density and specific heat of air, respectively. In [4], Tang
et al. introduced a sensor-based fast thermal evaluation model for data centers
that characterizes the heat flow as cross-interference among server nodes: The
cross-interference coefficients aij correspond to the fraction of heat flowing from
server node i to server node j. With this notation, the heat flowQout

i = ρcpfiT
out
i

at the outlet of server node i can be modeled by

Qout
i =

N∑
j=1

ajiQ
out
j +Qsup

i + Pi , for i = 1, . . . , N, (2)

whereQsup
i = ρcp

(
fi −

∑n
j=1 ajifj

)
T sup is the heat flow of the cold air from the

CRAC to server node i and N is the number of server nodes in the data center.
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The N2 cross-interference coefficients can be determined with temperature data
of N independent operating points of the data center. This heat flow model
represents a simple, but efficient method to estimate the outlet air temperatures
for a given workload distribution.

Reduced-Order Models. Reduced-order modeling techniques can be used to
extract the dominant characteristics of a system and are well suited to accomplish
low-dimensional turbulence modeling for data centers. In [5], Samadiani and
Yoshi proposed a thermal modeling approach based on the proper orthogonal
decomposition (POD) for rapidly computing the temperature field T of a data
center as a function of a set of system design parameters such as air flow and
temperature. The POD-based method expands a set of observed data onto a set
of m linear independent basis functions ψ according to

T = T0 +

m∑
i=0

biψi , (3)

where ψi, i = 1, . . . ,m, are referred to as the POD modes and bi, i = 1, . . . ,m,
as the corresponding POD coefficients. To obtain a POD-based reduced-order
model of the temperature field of a data center, first the physical parameters of
interest are changed n times to generate a set of n linearly independent obser-
vations of the temperature field. Averaging the observations yields the reference
temperature field T0. In the next step, the POD modes are calculated by solv-
ing an n-dimensional eigenvalue problem. Since the energy captured by each
POD mode is proportional to each eigenvalue, the eigenvalues are sorted in a
descending order to ensure that the first POD mode captures the largest en-
ergy. Finally, the POD coefficients are computed as a function of each set of
system design variables. POD-based reduced-order models represent a powerful
tool for rapidly evaluating the temperature distribution in the data center based
on sparse temperature measurements.

Requirements for the Wireless Sensor Network. For parameter identi-
fication, definition of boundary conditions, and model validation, we require
measured temperature data with high spatial and/or temporal resolution. Num-
ber and locations of the sensors as well as sampling rate heavily depend on the
type and purpose of the model. Generally, inlet and outlet air temperatures of
air conditioning units and data processing equipment in the data center and
temperatures below the raised floor are of particular interest.

2.3 Real-Time Control

CFD simulations and experiments show that the cold air supply temperature
can be significantly increased if the air flow is adapted dynamically based on
measured inlet air temperatures of the data processing equipment. In data cen-
ters with significantly varying workload, this approach can yield cooling energy
savings of up to 20% [6]. Floor tiles in thermally critical areas of the data center
have to be equipped with controllable dampers such as louvers or sliding grates.



240 T. Scherer et al.

Fig. 3. Combined thermal-aware workload scheduling and air flow control concept

Constant pressure control at the CRAC ensures that the right amount of air is
provided via the air supply plenum below the raised floor.

Another approach to balance the temperature distribution is to move work-
load between servers in the data center. This is known as thermal-aware workload
scheduling. In [7], we proposed to combine thermal-aware workload scheduling
with air flow control to further optimize the system. The operating point of
the data center is determined based on temperature measurements and an es-
timation of the workload. Tasks are allocated to servers such that the outlet
temperatures remain close to the set point. The air flow is only adjusted if the
workload scheduler is not able to maintain the desired set point anymore and
the measured temperatures deviate too much from the set point. A high level
description of the proposed control strategy is shown in Figure 3.

Air flow control and thermal-aware workload scheduling concepts rely on
real-time temperature information collected in the data center. High reliabil-
ity, frequent sampling, and low latency are key requirements for wireless sensor
networks used in real-time control applications.

3 Data Center Wireless Sensor Network

The data center environment and the specific applications described in Section 2
lead to some challenging requirements for the WSN:

– Since sensor nodes may be added, removed or repositioned frequently be-
cause of equipment upgrades in the data center, the network should require
as little configuration effort as possible.

– For easy deployment, the sensors need to be battery-powered and the WSN
has to implement a power-efficient protocol stack to ensure long battery life.

– As accurate capturing of the temperature field in a data center typically
requires a large number of monitoring points, the network must scale for large
numbers of sensor nodes. In particular, the nodes may be densely deployed
and thus strongly interfere with each other.



Wireless Sensor Network for Continuous Temperature Monitoring 241

Fig. 4. Data Center Wireless Sensor Network with two clusters

– Because numerous metallic obstacles, such as racks, cabling shafts and pip-
ing, may disturb wireless transmission in the data center and consequently
not all nodes may be able to reach the sink directly, a multi-hop network is
needed.

– As temperature data will typically be used by several applications concur-
rently, they have to be forwarded to several distributed clients by a robust
messaging mechanism.

– Some application require updated temperature information in less than ev-
ery 10 seconds. In particular, air flow control and thermal-aware workload
scheduling require frequent sampling and low latency.

In this section, we present the ZRL Data Center Center Wireless Sensor Network
(DCWSN) for continuous temperature monitoring in large-scale data centers.
Battery-powered temperature sensor nodes, equipped with an IEEE 802.15.4
compatible radio transceiver, are placed at key locations in the data center to
periodically measure the local temperature. The architecture of the DCWSN is
shown in Figure 4. It uses the so-called IMPERIA protocol stack, which imple-
ments a centrally managed low-power multi-hop wireless network. The global
controller partitions the sensor nodes into one or multiple clusters based on net-
work size and topology. Each cluster requires one permanently installed bases-
tation associated with a gateway. The gateways collect the sensor data from the
nodes within their cluster and send the data to a broker. Client applications sub-
scribe to the data on the broker, which then forwards the temperature values to
the subscribers. Global controller, gateways, broker and client applications com-
municate with each other by using the topic-based publish/subscribe messaging
protocol MQTT-S.

The DCWSN operates in three modes: management mode, data collection
mode, and sleep mode. In management mode, the radio transceivers of the
sensor nodes are continuously enabled. This mode is used for network topol-
ogy discovery, link quality assessment, and sensor node configuration. In data
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collection mode, the sensor nodes only enable their radio transceivers within
their assigned slots according to a time division multiple access (TDMA) based
schedule to either send or receive data for transmitting collected temperature
data and maintaining synchronization. If connectivity with the basestation is
lost for an extended time period, the sensor nodes automatically switch to sleep
mode to save battery power. In sleep mode, the sensor nodes wake up periodically
to listen for messages for a short time period.

3.1 Management Mode: Network Discovery and Configuration

All steps for network discovery and configuration are initiated by the global
controller, which selects one of the available gateways to perform the required
tasks and report back the collected information to the global controller. The
wireless nodes use a source routing algorithm and a carrier sense multiple access
(CSMA) protocol to transmit the messages to their destination. If some sensor
nodes are in sleep mode, the gateway first instructs the basestation to broadcast
a series of wake up messages. Sensor nodes receiving such a message, broadcast
wake up messages themselves and then switch to management mode. To set up
the network for data collection, the following steps are performed:

1. Network Discovery – The gateway instructs the basestation to broadcast a
series of neighbor discovery messages, collect the identifiers of the responding
sensor nodes, and report them to the gateway. The gateway then iteratively
instructs all newly discovered nodes, one at a time, to find and report their
own neighbors.

2. Link Probing – The gateway successively instructs each node to broadcast
a number of link probe messages. The neighboring nodes count the received
messages and record link performance indicators. This information is then
collected by the gateway.

3. Clustering and Routing – The global controller uses a combined cluster-
ing and routing algorithm to identify for each sensor node the route with
minimal expected number of transmissions to one of the basestations and
assign it to the corresponding cluster. To avoid transient links that only
temporarily have a good packet reception rate (PRR), the link quality is
calculated based on measured PRR and received signal strength indicator.

4. Scheduling – The gateway determines the TDMA-based schedule for the
data collection mode based on the routing trees calculated in step 3, the
size of the messages, and the size of the message buffer at each node. This
includes selecting the main basestation and defining the broadcast tree for
the network wide synchronization.

5. Sensor Node Configuration – The basestation is instructed to transmit
the configuration data provided by the global controller to the individual
sensors nodes. The configuration data contains the individual slot numbers
for sending and receiving and the address of the parent node.

After all sensor nodes have been configured, the basestation can be instructed
to switch to data collection mode and broadcast a first synchronization beacon.
Each sensor receiving this beacon switches to data collection mode.
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Fig. 5. Superframe structure used in data collection mode for a network with two clus-
ters: Each cluster uses an individual communication channel for the collection frame.
Messages for network management and synchronization beacons are always transmitted
on channel A.

3.2 Data Collection Mode

In data collection mode, the sensor nodes transmit and receive messages ac-
cording to their assigned TDMA-based schedule. The superframe structure il-
lustrated in Figure 5 is periodically repeated to synchronize the wireless sensor
network and deliver updated sensor data to the broker:

1. Synchronization Frame – Synchronization beacons are broadcast via the
network wide broadcast tree to ensure that all sensor nodes will start the
subsequent TDMA slots at the same time. The broadcast tree is rooted at
the main basestation and each parent node is assigned a slot to broadcast its
synchronization beacon to all of its children. The synchronization beacons
include additional flags, e.g. for enabling the optional listening frame or for
requesting status reports.

2. Listening Frame – The listening frame, which is enabled for one super-
frame if the corresponding flag is set, may be used to search for newly added
or lost sensor nodes.

3. Collection Frame – The sensor nodes forward their data along the collec-
tion tree to the basestation of their cluster. Each cluster uses an individual
communication channel such that the data transmissions can be performed
in parallel. Within each cluster, only one node is sending and one node is
receiving at a time.

4. Sleep Frame – The radio transceivers of all sensor nodes are turned off to
save energy.

4 Measurement Results

We have successfully deployed the ZRL Data Center Wireless Sensor Network in
production data centers. This section describes measurement results of a tem-
porary deployment in a data center with a raised-floor area of about 2200 m2.
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Fig. 6. Routing tree used for the DCWSN deployed in a production data center with
400 racks and 40 CRACs: The network has mostly a star topology

Fig. 7. The temperature map of the cold aisles in the data center indicates several
potentially harmful hot spots at the air inlets of data processing equipment



Wireless Sensor Network for Continuous Temperature Monitoring 245

80 85 90 95 100
0

5

10

15

20

25

30

35

40

N
um

be
r 

of
 N

od
es

Packet Delivery Ratio [%]

Fig. 8. Histogram of the packet delivery ratio

The data center houses 400 racks with heterogeneous data processing equipment
and is cooled by 40 computer room air conditioners. The temperature changes
in the cold aisles of the data center were tracked with 108 sensors during an
upgrade of the cooling system. Since the regular data center operation could not
be interrupted during the upgrade, continuous monitoring of the temperature
distribution in the cold aisles of the data center was very important to timely
detect potentially harmful temperature increases at the server air inlets, and
immediately combat them by locally improving the air flow and temperature
distribution. The sensor nodes were attached to the front side of the racks at
a height of 1.6 m to measure the inlet air temperatures of the data processing
equipment.

After placing the sensor nodes and testing network connectivity, management
tasks and monitoring were done remotely. The DCWSN includes a client ap-
plication for real-time temperature monitoring, network state information and
network configuration. A web interface provides access to real-time tempera-
ture maps, temperature curves, and archived temperature data. It also gives an
overview of the current network state and allows monitoring the battery voltages
of the individual sensor nodes.

4.1 Network Performance

The DCWSN was set up with a single cluster. The basestation, placed at a cen-
tral location in the data center, was equipped with an antenna providing a 3 dB
stronger gain than the ones used by the sensor nodes. The network topology
used for data collection is shown in Figure 6, where most of the sensor nodes
send their data directly to the gateway and just a few sensor nodes require relay
nodes. The packet delivery ratio (PDR), given by the number of messages suc-
cessfully received by the gateway divided by the number of messages transmitted
by a sensor node, is illustrated in the histogram in Figure 8. The mean PDR was
97.63%, and only 3 sensor nodes had a PDR lower than 90%. This is achieved
thanks to the TDMA-based schedule used in data collection mode, where only
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one node is allowed to send at a time. Since most of the sensor nodes deployed in
the data center were within transmission range of each other, a CSMA-based ap-
proach would suffer from a high collision probability and could thus not perform
nearly as well.

Each sensor node is powered by two AA alkaline batteries. The power con-
sumption of the DCWSN is traced by measuring the battery voltage of the
individual nodes. Figure 9 shows the measured battery voltages for a cluster
with 40 nodes deployed in another data center. This DCWSN has been collect-
ing data for 130 days, transmitting updated temperature measurements every 10
seconds. At the start, two sensor nodes (green) were equipped with new batteries,
while the other nodes (blue and red) started with battery voltages below 2.9 V.
Concatenating a green, a blue and a red curve shown in Figure 9 covers a time
frame of 390 days. Based on these results, we expect that the DCWSN can be
operated for more than 12 months without exchanging batteries. Considerably
longer battery lifetimes could be reached by increasing the interval between two
temperature measurements from 10 seconds to 30 seconds or several minutes,
depending on the requirements of the application.

4.2 Temperature Measurements

Figure 7 shows an interpolated temperature map of the cold aisles in the data
center. The temperatures measured in the cold aisles at the air inlets of data
processing equipment are mostly below 25 ◦C, but the temperature map also indi-
cates several isolated hot spots due to insufficient cooling. Adding new
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Fig. 10. Temperature measurement during replacement of a perforated floor tile: While
the temperature at sensor node 11 decreased by 6.5 ◦C, sensor node 8 measured a
temperature increase of 1 ◦C. Sensor node 4 did not measure a temperature increase.

perforated floor tiles or replacing existing ones by floor tiles with bigger open
area was an easy way to provide more cold air to areas with critical temperature,
given that the pressure level in the air supply plenum below the raised-floor was
sufficiently high in this data center. For example, the perforated floor tile in front
of node 11 was exchanged by one with bigger open area. This yielded a reduction
of 6.5 ◦C of the air inlet temperature at the top of the rack. The overall room
temperature was not affected by this action. A detailed view of the temperature
measurements at the time of the floor tile replacement is shown Figure 10. While
the temperature at node 11 decreased by 6.5 ◦C, node 8, which was attached to a
rack in a neighboring aisle, measured a slight temperature increase. This can be
explained by the pressure drop in that particular area of the air supply plenum
due to the higher air flow through the new perforated floor tile. Node 4, which
was attached to a rack further away from the new perforated floor tile, did not
sense a temperature increase.

All hot spots highlighted in Figure 7 were eliminated as described in the
example discussed above by adding and replacing perforated floor tiles to op-
timize cold air supply and by rearranging some racks to prevent hot exhaust
air from streaming into the cold aisles. This allowed increasing the reference
temperature of the computer room air conditioning units in the data center by
3 ◦C, thus achieving a significant cooling energy reduction without risking device
overheating.
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5 Conclusion

Wireless sensor networks offer a low-cost non-intrusive solution to gather tem-
perature information in data centers. The sensors can be quickly deployed and
easily repositioned if data processing equipment in the data center is relocated
or replaced. Applications include continuous temperature monitoring, data col-
lection for thermal modeling and temperature sensing for real-time control.

Continuous temperature monitoring is essential to prevent device overheat-
ing while operating the cooling system close to the upper temperature limit
for increased energy efficiency. We propose using the ZRL Data Center Wire-
less Sensor Network to capture temperature data at key locations in the data
center with low-cost battery-powered sensors. The DCWSN forwards the cap-
tured information from the sensors to a monitoring client by executing the
IMPERIA/MQTT-S protocol stack. This allows continuous monitoring of the
temperature in thermally critical areas of the data center, visualizing the tem-
perature field in real-time, and triggering alarms if a thermal problem occurs.
Archived data can be used to analyze temperature trends and to build thermal
models for optimizing the cooling concept of the data center.

Deployments in production data centers have shown that theDCWSN performs
well in terms of configuration effort, reliability, and power efficiency. Moreover, we
have demonstrated in a data center with 400 racks that the cooling efficiency of a
data center can be significantly increased by improving the air flow and tempera-
ture distribution based on measurement data from the DCWSN.
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Abstract. This paper presents the development of a prototype of a
semi-passive Ultra-High Frequency (UHF) Radio Frequency Identifica-
tion (RFID) tag that is compatible with the leading UHF RFID stan-
dard EPCGlobal Generation 2 Class 1. The design allows the addition
of external analog and digital sensors and in that way the tag acts as
a semi-passive wireless sensor node. A standard UHF RFID reader can
acquire sensor data. The tag is designed as an open platform so that
the firmware in the tag can be easily modified. Test results of our open
platform semi-passive UHF RFID tag demonstrated that it can achieve
a read rate above 50% when an open platform semi-passive UHF RFID
tag is placed four meters from the reader antenna and the reader output
power is set to 21 dBm.

1 Introduction

RFID is a rapidly emerging technology that enables automatic remote identifi-
cation of objects. Passive and semi-passive RFID systems can be distinguished
from other forms of wireless systems, because the RFID tags (transponders)
communicate by way of backscatter. In addition, passive tags derive their en-
ergy from the RF signal emitted by the reader[1].

Semi-passive UHF RFID systems can provide much longer read range than
passive RFID systems. In addition, some semi-passive tags contain sensors. How-
ever, the field of semi-passive RFID is still under development, and so far there
are no open development platforms available.

In this paper, we designed a new semi-passive UHF RFID tag. The work
involved creating a printed circuit board (PCB), firmware, and application soft-
ware to meet the following objectives: the tag is compatible with EPCGlobal
Class 1 Generation 2 standard [2], it is low power, and allows the addition of
sensors.

The open platform semi-passive UHF RFID tag has been designed to provide a
friendly development environment for researchers. The RFID open platform tag
will create new experimentation opportunities, and enable research advances in
several areas including: physical and link layer protocols, RFID sensor networks,
security and privacy, and antenna design. All of that is possible since the code
running on the microcontroller of the semi-passive tag can be easily modified.
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We demonstrated two applications in this paper. In the first one, the temperature
sensor is attached to the tag and the tag was used as an RFID sensor node. In the
second application, another antenna was added to the tag in order to mitigate
the effects of deep fading.

In Section 2, we present related work. Hardware and software design of an
open platform tag was shown in Section 3. Experimental results are shown in
Section 4. They include performance characterization of the semi-passive tag
such as read rates and power consumption as well as the above mentioned two
applications. The paper is concluded in Section 5.

2 Related Work

Table 1 illustrates some of the short range wireless technologies and their cor-
responding products. Every technology has its advantages and weak points. For
example, WISP has an unlimited device life time, but its read range is maxi-
mum three meters, while the life of Wireless Sensor Networks (WSN), active and
semi-passive RFID systems devices is limited by the battery.

Table 1. Wireless sensor system devices

WISP TelosB Identec I-Q310 TU Graz

Wireless tech-
nology

Passive UHF
RFID

ZigBee Active RFID Semi-passive
UHF RFID

Protocol EPCglobal C1
G2

ZigBee ISO18000-7 EPCglobal C1
G2

Power consump-
tion

< 1 mA 25 mA 17 - 20 mA 38 mA

Maximum range
(m)

3 50 100 15

Network topol-
ogy

Star Star and Mesh Star and broad-
cast

Star

Anti-collision Slotted Aloha Contention
based
CSMA/CA
contention free
GTS

ISO18000-7 Slotted Aloha

Unique naming ONS and when
manufactured

none ONS and when
manufactured

ONS and when
manufactured

Frequency 902-928MHz 2.4GHz 433MHz 860-928MHz

Lifetime Unlimited Battery life cy-
cle

Battery life cy-
cle

Battery life cy-
cle

Max Symbol
Rate

64Kbps 62.5Kbps 27.7Kbps 100Kbps (FM0)

Extensibility Open Platform Open Platform No Limited
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Several research efforts have focused on the hardware development of pro-
grammable RFID readers and tags. Angerer et. al. [3] presented a dual frequency
RFID reader testbed that allows some modification of reader functionality. Ying
[4] developed a verification platform for a Gen 2 RFID reader based on a soft-
core processor residing within an FPGA. Buettner et. al. [5] developed a GNU
radio based monitor for protocol and communication analysis of Gen 2 RFID sys-
tems. Modifiable RFID tag hardware platforms with potential for incorporation
of sensors are presented in [6], [7].

One of the existing passive RFID systems is WISP designed by the Intel
Research group. It is an open platform RFID programmable passive sensor tag
[7]. WISP contains an on-board microcontroller and digital sensors. WISP was
designed as an EPCglobal Gen 2 Class 1 passive RFID tag. However, the trade-
off of battery-less design is less operating range; WISP’s read range is about ten
feet (three meters). In most wireless sensor networks, this operating range is not
acceptable. Also, due to very low processing power, the WISP firmware can not
handle advanced signal processing or complex algorithms.

TU Graz UHF Demotag designed by IAIK is a semi-passive re-programmable
RFID tag. It contains an on-board microcontroller and supports the EPC-
global Gen 2 Class 1 protocol. As it is semi-passive, TU Graz has an on-board
power source to power the microcontroller. This provides longer operating range,
greater processing ability, and extension support, (e.g. security or additional pe-
ripherals) compared to passive UHF RFID systems. The TU Graz tag is mainly
designed for security functionality as it requires high speed processing and con-
sumes 38 mA. Complete source code is not provided.

Active RFID is another RFID technology that can be applied in wireless
sensor networks. It has a battery and an RF transmitter, and provides the longest
transmission range compared to passive and semi-passive RFID tags. IdentecI-
Q310 is one of the existing products that adapted active RFID technology. It
is ISO 18000-7 standard compliant. As it contains an RF transmitter, IdentecI-
Q310 consumes more power than semi-passive tags (approximately 17 to 20 mA
in working mode), and requires extra 0 dBm power for transmitting purposes. It
is not a totally open platform, so the user does not have full access to the source
code.

TelosB wireless mote [9], developed by the University of California at Berkely
is a successful open source platform. It is used in wireless sensor network ap-
plications. TelosB mote has an IEEE 802.15 radio with an integrated antenna.
Its block diagram, schematics, and source code were published for the research
community. TelosB mote is provided as an open platform for wireless sensor net-
works, and researchers can study and modify both the software and hardware
design to meet their requirements. This open source platform helps to develop
and evaluate wireless sensor network technology. Our goal with a semi-passive
RFID tag is to provide an open UHF RFID platform to researchers.
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3 Design

3.1 Hardware

Figure 1 shows the high level overall architecture of the open platform semi-
passive UHF RFID tag. The RF signal received by the antenna is fed through a
bandpass filter circuit to an envelope detector, which removes the carrier signal
and extracts the baseband component. As the received signal strength can be
quite low, a Dickson charge pump is used. It comprises of multiple stages of
pairs of diodes connected in series to increase the voltage level of the signal.
The power efficiency improves by adding up to five stages to the Dickson charge
pump, which was determined to be the optimal arrangement for power efficiency
[10].

The baseband analog signal is fed to a hysteresis comparator that compares
the signal with its low pass version, then generates a digital output that con-
tains the encoded information received by the tag. This signal is processed by
the digital section that performs much of the MAC layer protocol activity and
higher layer functionality as needed. On the transmit side, the information to be
conveyed from the tag is appropriately encoded in the digital section and used
to control the backscatter modulator that encodes the information to the signal
reflected from the tag antenna.

The RF switch is another key component in our open platform UHF RFID tag.
The switch operates in the 902 to 928 MHz frequency band with low insertion
loss while in receive mode (switch on). At the same time the RF switch should
backscatter the input RF power as much as possible when the switch is off.

We use Microchip PIC24FJ64GA004 as a microcontroller due to its low cost,
extension support for different applications, the availability of low cost or no cost
development tools, and its serial programming capability (and re-programming
with flash memory).

The microcontroller will manage the EPCglobal Class 1 Gen 2 protocol, de-
coding the reader signal and encoding the tag backscatter signal. The RFID tag
only supports a backscattering signal rate of 256KHz with Miller 4 encoding due
to the microcontroller working frequency. As the working frequency is propor-
tional to the power consumption [11], we must decrease the frequency as much
as possible to reduce the overall power consumption. Our experiments found
that the minimum frequency we can achieve that supports this backscattering
rate is 4 million instructions per second which is 8 MHz system clock. Even
though we target this frequency, researchers can adjust the system clock to meet
their project requirement. The PIC24FJ64 family has two ADC and I2C inter-
face modules. Analog and digital sensors can be attached to the RFID tag. The
RFID tag can use I2C to communicate with other digital components, including
memory or custom digital devices. ADC can be used to communicate with low
frequency analog components as well.

Figure 2 shows the first prototype of an open platform semi-passive UHF
RFID tag.
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Fig. 1. Overall architecture of proposed tag platform

Fig. 2. Prototype of an open platform semi-passive RFID tag

3.2 Software

The firmware is developed in C and Assembly languages using the MPLAB In-
tegrated Development Environment (IDE), which is a free, integrated gcc-based
toolset for the development of embedded applications employing Microchip’s
PIC and dsPIC microcontrollers [12].

The firmware modules can be classified as:

1. Baseband Decoder – pulse interval encoding (PIE) decoder.
2. Baseband Encoder – Miller-4 (M4) encoder.
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3. EPCglobal Gen 2 Class 1 state machine – main state machine that incorpo-
rates EPCglobal Gen 2 Class 1 standard.

4. Custom Sub Function – set of modules defined by user.

The RFID reader software is composed of a low-level reader protocol and a
graphic user interface. Low-level reader protocol (LLRP) is used to control RFID
air protocol operation timing and access to air protocol command parameters
[13]. LLRP is a specification for the network interface between the reader and
its controlling software or hardware.

4 Results and Discussion

4.1 Read Rate and Read Range

We first performed several experiments related to read rate and Received Signal
Strength (RSS). Read rate is defined as the number of responses from the tag
divided by the number of reader’s queries sent. RSS illustrates the tag sensitivity
and read range. If RSS is too low, the tag will not be able to process the sig-
nal properly for forward link, and the reader cannot decode tag backscattering
signals for backward link. Both parameters can help evaluate the performance
of an open platform semi-passive UHF RFID tag in a computer lab. The exper-
iments were performed in a computer lab with dimensions of ten meters long,
ten meters wide and three meters high.

Reader

4 meters

Tag

Fig. 3. Experimental setup for examining tag read rate

In order to examine the performance of our open platform semi-passive RFID
tag, we used an experimental setup consisting of an EPCglobal Gen 2 Class 1
reader with a 6dBi gain circularly polarized patch antenna, a commercial semi-
passive tag, and an open platform semi-passive RFID tag with a 3dBi linearly
polarized patch antenna. The tags were placed four meters from reader antenna,
and the reader output power was changed in fixed steps in the range from 20 to
30 dBm, so that when the reader transmitting power is less than 20 dBm, the
open platform semi-passive UHF RFID tag read rate drops to zero, and 30 dBm
is the maximum allowable reader transmitting power. We placed the tag four
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meters away from the reader antenna, as this distance provides the best read rate
for both tags in the computer lab. The open platform semi-passive RFID tag and
commercial semi-passive tag are placed in a plane on a single cardboard platform
with the best possible orientation angle relative to the reader antenna. This is
done to eliminate the influence of orientation sensitivity on the measurements.
The experimental setup is shown in Figure 3. Initially, the reader output power
was set at 20 dBm. A total of 1000 query rounds were sent by the reader, and
the number of responses from the tag and average of RSSi value from all query
rounds were noted. RSSi values were collected only when the reader was able to
process the tag responding signal. We only test one tag at time, to eliminate the
influence of shadowing effects [14]. The read rate results are shown in Figure 4,
and the RSSi results in Figure 5.

Fig. 4. Read rate of open platform semi-passive tag and commercial semi-passive RFID
tag in a Computer lab

From the results, we also observed several issues for this prototype of an open
platform semi-passive UHF RFID tag. Figure 4 shows the best read rate of the
tag is approximately 90%. There are several reasons for this: the comparator did
not digitize the signal properly due to analog baseband signals that were too
weak after the low pass filter, and the tag input impedance was mismatched so
the analog baseband signals were very weak at certain frequencies. These issues
reduced the performance of the open platform semi-passive RFID tag. Another
observation shown in Figure 4 illustrates the sensitivity of the open platform
semi-passive RFID tag. When the reader transmit signal power is less than 21
dBm, and reader-tag distance is around four meters, the read rate of the tag
drops exponentially. Figure 5 shows that when the RSSi falls below -87 dBm,
the reader can no longer detect the tag.

In Figure 4, the read rate of the open platform semi-passive UHF RFID tag
and a commercially available semi-passive tag drop to around zero at certain
points, and the read rate varies, regardless of reader-tag separation. This is due
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Fig. 5. RSSi of open platform semi-passive tag and commercial semi-passive RFID tag
in a Computer lab

to null reading points (deep fading) [15]. At null reading point, the reader signal
and reflected signals cancel each other out. When we increase the reader-tag
separation, the tag is no longer in null reading points, so the read rate returns
back to normal.

4.2 Improving Tag Operation by Using Two Antennas

The problem of deep fading is addressed by adding a second antenna to the open-
platform tag. For this experiment the open platform tag had two antennas: a
3dBi patch antenna and 2.5dBi loop antenna. The Impinj UHF RFID reader
with a 8dBi patch antenna was used as the interrogator. The reader parameters
were set to Dense Reader Mode Miller-4 with 30dBm output power. The reader
antenna is placed 1 meter above ground, and tag about 75 cm above ground.
Figure 6 shows the RSSi obtained at the reader side vs. tag distance. As can be
seen from the figure, the reader was able to read the tag with two antennas even
in cases when the tag with one antenna was at a null point.

4.3 Backscattering Power Consumption

In this experiment, we measured the current vs input voltage when the open
platform semi-passive UHF RFID tag is communicating with the reader, and
when it is outside of the read zone of the reader. Table 2 shows the current
measurement results for various input voltages.

Limiting the input voltage to 2V does not affect read rate and RSSi of the
open platform semi-passive RFID tag and also saves considerable power which
increases device life cycle. Table 2 shows us that the backscattering mode does
not drain more current than non-backscattering mode. Thus, the semi-passive
open platform RFID tag does not waste energy when transmitting data.
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Table 2. Power consumption in executing mode and idle mode

Voltage (V) Backscattering Mode (mA) No backscattering mode (mA)

3 15.32 15.32
2.75 11.76 11.76
2.5 9.06 9.06
2.25 6.46 6.45

2 5.0 4.9

4.4 Application of the Open Platform Semi-passive RFID Sensor
Network

In this section, we integrated a digital temperature sensor [16] into the open
platform semi-passive RFID tag. The tag uses I2C protocol to communicate
with the sensor. The original state diagram of EPCglobal Gen 2 Class 1 was
modified to fit the sensor network requirement. When the tag first boots up it
does a pre-CRC calculation. When the reader requests temperature data, the tag
only needs to feed the temperature, instead of the whole response packet, to the
CRC generator, thus saving time. A full CRC calculation requires 225 ns when
tag system frequency is set to 8MHz. According to EPGglobal Gen 2 Class 1 [2],
the tag needs to respond in approximately 40 ns when the backscattering signal
rate is set to 256KHz with Miller 4 mode, thus the tag will not have enough time
to calculate a full CRC during response.

On the GUI side, we added the target tag’s EPC into sensor tag list. By
doing this, the GUI will automatically request data from this tag. This is specific
functionality we implemented for this application. We set the interval of each
query round to one second. At the beginning of the experiment, we place the tag
in the computer lab. During the experiment, we placed a finger on the digital
sensor for several minutes, then removed it. The results, in Figure 7, show that
the temperature increase in middle of the experiment, and then drops back to
room temperature.
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Fig. 7. GUI that represents temperature variations obtained by acquiring the sensor
data from the open platform semi-passive tag

5 Conclusion

The paper presented the design and architecture of an open platform semi-
passive RFID tag. We experimented with the performance characteristics of the
open platform tag, including range, reliability, and power consumption. Range
and reliability were compared to commercially available semi-passive tags. A
temperature sensor was integrated to demonstrate the extensibility of the tag
in both hardware and software. Read rates were improved by installing an ad-
ditional antenna to the open platform tag.
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Abstract. Underwater communications at low frequencies are characterized by 
the low data rate. But in some cases wireless sensors must be placed quite close 
to each other and need high data rates in order to accurately sense an ecosystem 
that could be contaminated by invasive plants or hazardous waste. Most 
researchers focus their efforts on increasing the data transfer rates for low 
frequencies, but, due to the wave features, this is very complicated. For this 
reason, we propose the use of high frequency band communications for these 
special cases. In this paper we measure the optimum working frequency for an 
underwater communication in the 2.4 GHz range. We measure the number of 
lost packets and the average round trip time value for a point-to-point link for 
different distances. These measures will be performed by varying the data rate, 
the type of modulation and the working frequency. We will show that we are 
able to transmit higher data transfer rates, by using higher frequencies, than the 
using acoustic waves.  

Keywords: Underwater Wireless Ad Hoc Communications, 2.4 GHz, UWSN. 

1 Introduction 

Research related to underwater communications and ad-hoc networks are growing 
rapidly. One of the main research lines that are being studied, in ad-hoc networks, is 
the increase of the network lifetime [1, 2]. When we try to implement ad hoc 
underwater network, we encounter other problems, such as, the low performance of 
underwater communication systems. 

Communication systems based on optical waves and acoustic techniques are being 
used in wireless communication deployments for underwater environments. But both 
transmission systems have advantages and disadvantages [3]. On one hand, the 
systems that are able to reach very high propagation speed are those based on optical 
communication. However, due to the suspended particles and the turbidity of the 
water, this system presents a strong backscattering, so it is not good option for long 
distances. On the other hand, systems based on acoustic waves are not so sensible to 
suspended particles and turbidity of water. Low frequencies are used in these kinds of 
systems, so there are problems with latency. Moreover, there is a low data rate.  
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Electromagnetic (EM) waves, in the RF range, can also be used for underwater 
wireless communication systems as a good option. These waves are less sensitive to 
reflection and refraction effects in shallow water, than acoustic waves. Moreover, 
suspended particles have very little impact on them. The speed of EM waves in the 
water is 2,25x108 m/s, meanwhile the speed of acoustic waves is around 1500 m/s. 
This parameter depends mainly on 4 environmental factors, which are: permeability 
(μ), permittivity (ε), conductivity (σ) and volume charge density ρ [4]. But there are 
some effects that can change the water nature. The wave propagation speed and 
absorption coefficient vary as a function of the presence of dissolved salts in water, 
which changes the electrical conductivity value associated to the medium. The 
conductivity is directly related to the working frequency. Conductivity presents 
different values for each case. Seawater has a conductivity average value around 4 
S/m (this value changes depending on the tested sea), but in fresh water the typical 
value is 0.01 S/m (400 times less) and drinking water presents a conductivity around 
0.005-0.05 S/m. References [5] and [6] show a relationship model that relates the 
changes of the frequency with the temperature, the salinity, and the permittivity of the 
seawater. Thus, the main problem of underwater communication with EM waves is 
the high attenuation, due to the conductivity of the water, and its increase when the 
frequency of EM waves increases. For this reason, the higher frequencies always 
register higher attenuation losses. Considering all these factors, we performed a 
practical study in underwater environments. We tested the behavior of EM signals in 
this medium. In order to perform it we used devices compatible with IEEE 802.11 
standard [7].  

This paper addresses the tests performed at different frequencies and modulations 
in order to check various parameters such as minimum depth, distance between 
devices and signal transmission characteristics. Tests have been performed in the first 
seven frequencies (specified in the IEEE 802.11 standard), that correspond with the 
frequency range from 2.412 GHz to 2.442 GHz. We performed and ad hoc 
communication between two devices, a Personal Computer (PC) and an access point 
(AP), in order to monitor the activity of the underwater point-to-point link. We have 
used the echo request and echo reply packets in order to perform our tests. The high 
attenuation given at these frequencies leaded us to think that underwater 
communications at 2.4 GHz band is unhelpful and impractical, but as we shall see at 
the end of this paper, there are many applications where the use of this technology 
will bring many benefits. 

The rest of the paper is structured as follows. We finish the first section, showing 
some previous work. Section 2 overviews some aspects about the used modulations 
and data rate of IEEE 802.11b/g. Section 3 describes the scenario, hardware and 
software used in order to take the right measurements. The performance results are 
presented in Section 4. Finally, Section 5 shows the conclusion and future work. 

1.1 Related Work 

The most widely used waves in underwater communications are the acoustic waves. 
There is a huge variety of articles, which describe and propose underwater 
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communications systems. However it is not so common the description of underwater 
communications systems using acoustic waves. 

In [8], Chaitanya et al. show an example of path loss analysis given by the 
reflection and refractions. Moreover, we can see the effects of depth and temperature 
in this type of waves [9]. For systems based on optical communications, we can also 
find a great variety of studies about their propagation and losses [10]. 

As far as we know, due to the limited use of EM in underwater environments, there 
is very few literature published about them. We can find some generic papers, where 
the authors show the mathematical formulation that should be taken into account 
when working with EM waves [11]. One of them is the paper authored by Jiang et al. 
in [12]. They conducted a study of the EM wave’s propagation in fresh water for 
frequencies between 23 kHz and 1 GHz. They also analyzed other parameters that are 
related to the waves transmission speed. 

In previous experiments [13], the authors of this paper performed a study on RF 
communication in the 2.4 GHz ISM frequency band. We demonstrated that it is a 
feasible option to use the EM waves in order to establish an underwater wireless link 
and to transmit high data bit rates between two devices. We performed several tests 
for 1, 2, 5.5 and 11 Mbps at different frequencies. 

Except the last paper presented in this section, which is our paper, we have not 
found any other paper in the related literature showing the performance of underwater 
communication tests at 2.4 GHz. 

2 Modulations and Data Rate Overview 

This section shows the parameters taken into account in our measurements: the 
modulation type and the data rates. We have analyzed another technology that use the 
same frequency as IEEE 802.11 [7]. It is the IEEE 802.15.4 standard [14]. Moreover, 
because our tests were performed using commercial devices, operating under the 
IEEE 802.11 b/g, we also discuss the standard and identify each type of modulation 
with the data rates specified in the standard. 

IEEE 802.11 standard defines the value of maximum data transfer rates depending 
on the used modulation. Each variant can be chosen depending on the system where it 
is going to be applied. In our experiments, we used the Phase-Shift Keying (PSK) 
[15] and the Complementary Code Keying (CCK) [16] modulations. CCK and PKS 
modulations operate at a theoretical data rates up to 11 Mbps in the range of 2.400 
GHz to 2.4835 GHz. BPSK and QPSK modulations are optimal from the error 
protection point of view. BPSK is used for low-cost transmitters that do not require 
high speeds. CCK modulation allows encoding multiple bits of data directly on a 
single chip with eight 64-bit sequences. Therefore, CCK method can achieve a 
maximum speed of 5.5 Mbps by encoding 4 bits at a time or up to 11 Mbps by 
encoding 8 bits of data. 

Fig. 1 shows a comparison of the maximum data transfer rates of both wireless 
technologies. It shows that devices that use IEEE 802.15.4 standard have much lower 
data transfer rates than IEEE 802.11 standard. 



 Study of the Optimum Frequency at 2.4GHz ISM Band 263 

IE
EE

 8
02

.1
1 

g

IE
EE

 8
02

.1
1 

b

IE
EE

 8
02

.1
5.

4

IE
EE

 8
02

.1
5.

4

2.4 GHz868 – 915 KHz

54 Mbps

11Mbps

250 kbps

40 kbps Frequency

Maximum Data 
Transfer Rates

 

Fig. 1. Data transfer rates comparison of some wireless technologies 

Although IEEE 802.15.4 has lower power consumption than the other technology, 
as we can see in figure 2, it also presents low data transfer rates. Our application 
needs data transfer rates higher than the ones offered by IEEE 802.14.5. For this 
reason, we have decided to sacrifice a little the power consumption in favor of 
enhancing the system data rates. 

Table 1 identifies the used modulations and the maximum data rates for IEEE 
802.11b/g variants. In order to take measurements, first we determined the distance 
between devices were the number of delivered packets without errors is higher than 50 % 
at least. We observed at 15.5 cm that the percentage of packets delivered successfully is 
quite high, while for 16 cm, these values begin to decrease. Then we measure the number 
of lost packets and the round trip time (RTT) value for each type of modulation and 
transfer rate for each frequency. We will also do the test for 17 cm, where these values 
are very low, as we saw in [13]. With these measures, we aim to see if varying the 
frequency and modulation scheme, we obtain better results. In order to determine which 
modulation and transmission schemes are good to be added in our tests, we performed 
some preliminary tests. We found that the OFDM transmission scheme presented worse 
behavior than the other three modulations (BPSK, QPSK and CCK). That is why we did 
not include it in our test. Table 1 shows data transfer rates for BPSK, QPSK and CCK. 

Table 1. Modulations and data rates used in IEEE 802.11 b/g 

Modulation BPSK QPSK CCK CCK 

Data rates 1 Mbps 2 Mbps 5.5 Mbps 11 Mbps 
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3 Scenario, Hardware and Measurements Strategies 

This section describes the scenario where measures have been taken and the hardware 
and software used for our tests. It also explains the preliminary performed tests. 

3.1 Place to Take Measurements  

We have placed the system in a swimming pool which has 32 m2 surface (it as 8 
meters length and 4 meters wide). It has a depth between 1.5 m and 1.80 m 
(depending on the side) and the brick walls are covered with small mosaic tiles. 
Because the swimming pool dimensions are much greater than the distance which the 
devices are located, we will avoid any reflection and refraction on the walls, ground 
and surface water (due to the change of medium). The measurements were taken in 
fresh water with a temperature of 26 °C. The pH value was 7.2 and the amount of 
chlorine and bromine dissolved in the water was 0.3 mg/l.  

Fig. 2 shows the sketch of the swimming pool used to perform our measurements. 
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Fig. 2. Swimming pool where measures have been taken 

3.2 Elements Used in the Tests 

In order to perform the tests we used a wireless AP Dlink DWL-2100AP. This AP can 
work under IEEE 802.11b/g. It can be configured to work as a wireless AP, as a 
bridge for a point to point connection with another wireless bridge, as a bridge for a 
point-multipoint connection with another bridge or as a wireless client. Its output 
power is around the 16 dBm. 



 Study of the Optimum Frequency at 2.4GHz ISM Band 265 

The AP uses a vertical monopole antenna with 2 dBi of gain. It is an antenna 
consisting of a single radiating arm straight vertically. This antenna has to be 
completed by a ground plane to operate properly. This ground plane can be natural (a 
water surface to facilitate electron conduction) or artificial (a number of drivers who 
are joined at the base of the monopole). 

We also used a laptop (located outside the water) as a second device to monitor the 
wireless network from outside the water. In order to connect the antennae which are 
placed inside the water, to the devices which are outside, we used 2 pigtails of 3 
meters. 

Fig. 3 shows the topology of the test bench. It shows the AP, the computer and the 
two antennas inside the water. 

15 cm.

Variable distance

Freshwater

Access 
Point

Laptop to
take the

measures

 

Fig. 3. Measurement setup  

In order to take the measurements, we used the same method used to check the 
status of a network connection. Concretely, we used some common commands in the 
command-line shell interface. It let us sent a continuous packet flow, using the echo 
request and echo reply packets. Then, we collected and analyzed the obtained results. 
From these data, it is easy to extract the system performance in terms of 
communication distance, data transfer rate, average RTT and % of lost packets for 
each frequency. It is only needed a simple data processing. 

3.3 Measurement Strategies and Scenario Preparation  

First of all, it is important to ensure that the measurements taken are valid and the 
signal did not spread out of the water. Then, the first step was to determine the 
minimum depth where the antennae should be placed. We introduce the AP antenna 
in the water and we established an ad hoc wireless connection between the PC and the 
AP. When the laptop placed outside did not get any signal from antenna AP that was 
introduced in the water, we had obtained the minimum depth. We lost the signal from 
the AP when it is at 15 cm. deep. With this simple test, we were ensuring that the only 
signal received by the laptop is provided by the antenna placed inside the water. 
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In the second test, we check the effect of different power emissions. We tested 
different values of power, between 100 mW and 800 mW. Interestingly and contrary 
to what happens when we work with these devices in the air, increasing the 
transmission power, the maximum distance between devices, does not increase. In 
addition, we observed that the transmission behavior worsens. We therefore decided 
to work at 100 mW. 

In the third preliminary test, we checked if the antenna emits when it is in contact 
directly with water. In this case, the antennas were sealed and plunged into the water. 
We observed that the antennas had to be very close to each other (almost touching). 
Therefore, we decide to put them in a watertight container, so the antenna could start 
emitting into the air and then the signal propagates through the water. We also tested 
the effect of container size of the antenna. By different studies on wireless signal 
propagation and path loss [17], we know that the greatest signal strength is found just 
one meter from the sending device. From this point, signal starts to decrease. We 
wanted to see if this is also repeated in the water. To do this, we take a container with 
a length of 1.5m and the antenna is situated inside, so that they had a 1 meter on the 
one side and 0.5 m on the other side. Both antennas were submerged in the water and 
we checked the maximum distance between the two antennas, without reducing the 
network performance. Several container sizes were checked and we saw that the 
performance does not improve, when distance between antennas increases. Finally, 
we used small containers of 5 cm in diameter and the distance is the same. Therefore, 
we conducted tests with small containers. 

Several tests were conducted in the frequency range between 2.412 GHz and 2.472 
GHz. These values correspond to the spectrum used by devices that work under the 
IEEE 802.11b/g. These tests allow us to characterize the behavior of an underwater 
communication, based on EM waves, which will allow high transfer data rates. 

4 Performance Results 

This section shows the obtained results. We have tested several frequencies specified 
in the IEEE 802.11 standard. These frequencies are 2.412 GHz, 2.417 GHz, 2.422 
GHz, 2.427 GHz, 2.432 GHz, 2.437 GHz and 2.442 GHz. For higher frequencies the 
value of lost packets is around 90-100%, which is a very bad value for a 
communications system. 

We analyzed the variation of the RTT between both devices, depending on the 
distance between the antennas. We also measured the amount of lost packets and the 
communication behavior, depending on the type of modulation. Each test was 3 
minutes long. We distinguish two types of packets: packets successfully received and 
packets which were not received or were received wrong. For the second type of 
packets, we assigned the value of 3,000 ms. In this way, we denoted that no echo will 
be received for that cases. We know this due to the wave propagation speed through 
water and the distance between both antennas. We measured the behavior of the 
BPSK, QPSK and CCK modulations with data transfer rates up to 1 Mbps, 2 Mbps, 
5.5 Mbps and 11 Mbps. 
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4.1 Measures for 1 Mbps 

Fig. 4 shows the percentage of lost packets for a data transmission rate of 1 Mbps 
using BPSK modulation. The frequencies that recorded the highest lost packets values 
were 2.427 GHz, 2.437 GHz and 2.442 GHz, for a distance of 16 cm, while the 
highest losses for a distance of 17 cm are registered at 2.417 GHz, 2.437GHz and 
2.442GHz. 
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Fig. 4. Lost packets for 1 Mbps data rate 

Fig. 5 shows the average RTT values in milliseconds for 1 Mbps data transfer 
rates, when BPSK modulation is used. The average RTT for both distances is 
relatively small (around 20 ms). In 2.437 GHz the RTT value for 16 cm increases up 
to 500 ms, while for 17 cm there are not packets registered and the RTT obtained is 
3,000 ms.  
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Fig. 5. Average RTT for 1 Mbps data rate 
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4.2 Measures for 2 Mbps 

Fig.6 shows the percentage of lost packets for 2 Mbps data transfer rates, when QPSK 
modulation is used. In this case, the frequencies with the lowest lost packets 
percentage are 2.412 GHz, 2.427 GHz and 2.437 GHz, for a distance of 16 cm, while 
for a distance of 17 cm the lowest losses are given at 2.422 GHz. 
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Fig. 6. Lost packets for 2 Mbps data rate 

Fig.7 shows the average RTT, in milliseconds, for 2 Mbps data transfer rates when 
QPSK modulation is used. The average RTT values for both distances are kept below 
500 ms for a frequency of 2.432 GHz. For a distance of 16cm, the average RTT value 
at 2.437 GHz is around 900 ms and, finally, this value increases up to 3,000 ms, at the 
same frequency, for a distance of 17cm. 
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Fig. 7. Average RTT for 2 Mbps data rate 

4.3 Measures for 5.5 Mbps 

Fig. 8 shows the percentage of lost packets for 5.5 Mbps data transfer rates when CCK 
modulation is used. We can see that the lost packets percentage has worsened almost  
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Fig. 8. Lost packets for 5.5 Mbps data rate 

threefold at 2.412 GHz and 2.417 GHz for both distances. In addition, for 16 cm, only 
2.412 GHz and 2.417 GHz frequencies had losses below 50%, meanwhile, for 17 cm, the 
frequency that registers the lowest lost packets percentage is 2.427 GHz. 

Fig. 9 shows the average RTT, in milliseconds, for 5.5 Mbps data transfer rate, 
using CCK modulation. In this case, the RTT values for both distances are less than 
500 ms from 2.412 GHz to 2.432 GHz, while at 2.437 GHz the RTT value increases 
above to 2,000 ms in both cases. 
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Fig. 9. Average RTT for5,5 Mbps data rate 

4.4 Measures for 11 Mbps 

Fig. 10 shows the percentage of lost packets for 11 Mbps data rate, when CCK 
modulation is used. We see that the percentage of lost packets for 16 cm increase 
almost linearly with the frequency. Just the amount of lost packets for 2.412 GHz and 
2.417 GHz, are below 70%. Analyzing the behavior of all frequencies for 17cm, the 
system presents lost packets values above 70%. 
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Fig. 10. Lost packets for 11 Mbps data rate 

Fig. 11 shows the average RTT in milliseconds for 11 Mbps data transfer rates, 
when CCK modulation is used. The average RTT values obtained for 16 cm remain 
around 400-600 ms at frequencies below 2.437 GHz, while in 2.442 GHz we did not 
receive any packet. In 17cm, the obtained average RTT values are very low for 2.412 
GHz, 2.417 GHz and 2.427 GHz, but it reached 3,000 ms. for all other frequencies. 
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Fig. 11. Average RTT for 11 Mbps data rate 

4.5 Summary of Results 

After having produced and presented all the results of our measurements, we 
summarize in this section the values obtained. 

Table 2 shows a summary for a distance of 16 cm, with the best results of each 
case of the measurements previously shown. It specifies the frequencies that showed 
the lowest lost packets values and the average RTT values in milliseconds. Table 3 
shows a summary of the same values, for a distance of 17cm. 
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Table 2. Summary of results for 16 cm.  

Modulation Best frequencies (GHz) % of lost packets Average RRT (ms) 
1 Mbps 2.422 and 2.432 20% to 30% 28 and 20 
2 Mbps 2.417, 2.422 and 2.432 10% to 20% 18, 20 and 7 
5.5 Mbps 2.412 and 2.417 40% to 50% 204 and 25 
11 Mbps 2.417 and 2.422 10% to 20 % 24, 208 and 547 

Table 3. Summary of results for 17 cm 

Modulation Best frequencies (GHz) % of lost packets Average RRT (ms) 
1 Mbps 2.427 40%  28 
2 Mbps 2.422 30% 46 
5.5 Mbps 2.427 50% 3 
11 Mbps 2.427 70 % 17 

As we can see, the amount of lost packets and average value of RTT does not 
affect them equally at all frequencies. The performance worsens starting from 2.432 
GHz to upper frequency values. However, the first frequency does not present a 
notable degradation of the performance with the increase of frequency. 

5 Conclusion 

Research on underwater communications and the use of Underwater Wireless Sensor 
Networks are becoming a very hot topic because of the appearance of new 
marine/oceanographic applications. Communications based on EM wave transmission 
offer great benefits such as the increase of the bandwidth of the link to transmit more 
information. 

In this paper, we performed several tests at different frequencies and modulations 
to check several parameters such as the minimum depth, distance between devices 
and signal transmission characteristics. These tests have been done in the first seven 
frequencies that are specified in the IEEE 802.11 standard. 

We note several factors. On the one hand, we see that the modulation (thus the data 
transfer rates) that show better performance are BPSK and QPSK, with percentage of 
lost packets lower than 30% for distances up to 16 cm. For 17 cm, we also obtained a 
percentage of lost packets of 30% when QPSK modulation is used. In addition, we 
observed that the RTT values for 16 cm are around 25 ms, when the system was 
working at 2.432 GHz. Thus, contrary to what we initially thought (the higher 
frequency, the higher attenuation), it seems that the global system performance 
improves slightly when it works at 2.432 GHz, compared with the results of the 
measurements obtained when it is working at 2.412 GHz. 

As we have told, due to our proposal provides short communication distances in 
UWSN, it is easy to think that because the water has a high attenuation of these 
frequencies, underwater communications in the 2.4 GHz band, is unhelpful and 
impractical.  
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However, there are very specific applications where the use of EM waves to 
transmit information at very short distances, offer great benefits. We can use it, for 
precision monitoring such as ecosystems contaminated by invasive plants (especially 
in ponds where there are some poisonous plants that can contaminate the water) or 
hazardous waste (e.g. in swamps, the quality of the water is different depending on 
the season because the water may contain some organic material that may be affected 
when it is warmer because the pH is different). In both cases the water cannot be used 
for human consumption, but, in some cases, it can be used by industries to run their 
plants and supply the water cooling system. 

We also would like to use this underwater communication system in the neutrino 
telescope project [18]. The neutrino telescope is an underwater structure located at the 
bottom of the Mediterranean Sea. This system allows the detection of cosmic 
particles, as neutrinos. It consists of thousands of optical detectors and 
photomultipliers, which must communicate with other system parts, located at 
distances, extremely small (practically in contact). The photodetectors are distributed 
in threes along umbilical cables of 450 meters high, designed to carry signals and 
power. Until now they are using cables and penetrators, to unite the different parts. 
These pieces have a high economic cost. Using wireless communications, we would 
be reducing the cost of this material and would avoid the critical connections that can 
propagate a fault (or leak) through the system. Finally, the fact that the distances 
between the devices are so small, makes the depth of this infrastructure is not a 
problem for the transmission of information. There are other applications such as, 
military applications, marine monitoring and even industrial applications such as 
marine fish farms [19], to reduce the deposition of organic waste on the seabed and to 
fight against environmental contamination. 

We want to extend the applicability of this system. To do this, our next studies will be 
focused in two directions. The first will focus on gradually reducing the work frequency, 
trying to keep the values of transmission. The second line of research will be the design 
of an antenna optimized for underwater transmission of EM signals in the frequency 
band of 2.4 GHz and other inferior frequencies that we can prove in the study. 

Acknowledgements. This work has been partially supported by the "Ministerio de 
Ciencia e Innovación”, through the “Plan Nacional de I+D+i 2008-2011” in the 
“Subprograma de Proyectos de Investigación Fundamental”, project TEC2011-27516, 
and by the Polytechnic University of Valencia, though the PAID-15-11 
multidisciplinary projects. 

References 

1. Mohsin, A.H., Bakar, K.A., Adekiigbe, A., Ghafoor, K.Z.: A Survey of Energy-aware 
Routing protocols in Mobile Ad-hoc Networks: Trends and Challenges. Network Protocols 
and Algorithms 3(4), 1–17 (2011) 

2. Segal, M.: Improving Lifetime of Wireless Sensor Networks. Network Protocols and 
Algorithms 1(2), 48–60 (2009) 

3. Garcia, M., Sendra, S., Atenas, M., Lloret, J.: Underwater Wireless Ad-hoc Networks: a 
Survey. In: Mobile Ad hoc Networks: Current Status and Future Trends, pp. 379–411. 
CRC Press (2011) 



 Study of the Optimum Frequency at 2.4GHz ISM Band 273 

4. Chakraborty, U., Tewary, T., Chatterjee, R.P.: Exploiting the loss-frequency relationship 
using RF communication in Underwater communication networks. In: Proceedings of 4th 
International Conference on Computers and Devices for Communication, CODEC 2009, 
Kolkata, India, December 14-16 (2009) 

5. Liebe, H.J., Hufford, G.A., Manabe, T.: A model for the complex permittivity of water at 
frequencies below 1 THz. International Journal of Infrared and Millimeter Waves 12(7), 
659–675 (1991) 

6. Somaraju, R., Trumpf, J.: Frequency, Temperature and Salinity Variation of the 
Permittivity of Seawater. IEEE Transactions on Antennas and Propagation 54(11), 3441–
3448 (2006) 

7. IEEE Std 802.11, IEEE Standard for Information technology—telecommunications and 
information exchange between systems—Local and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium Access Control (MAC) and Physical 
Layer (PHY) Specifications, New York, USA, pp.1–1184 (2007) 

8. Chaitanya, D.E., Sridevi, C.V., Rao, G.S.B.: Path loss analysis of underwater 
communication systems. In: 2011 IEEE Students’ Technology Symposium (TechSym 
2011), Kharagpur, India, January 14-16, pp. 65–70 (2011) 

9. Sehgal, A., Tumar, I., Schonwalder, J.: Variability of available capacity due to the effects 
of depth and temperature in the underwater acoustic communication channel. In: OCEANS 
2009 – EUROPE, Bremen, Germany, May 11-14, pp. 1–6 (2009) 

10. Arnon, S.: Underwater optical wireless communication network. Journal of Optical 
Engineering 49, 015001 (January 15, 2010), doi: 10.1117/1.3280288 

11. Hunt, K.P., Niemeier, J.J., Kruger, A.: RF communications in underwater wireless sensor 
networks. In: IEEE International Conference on Electro/Information Technology 2010, 
Normal, Illinois, USA, May 20-22 (2010) 

12. Jiang, S., Georgakopoulos, S.: Electromagnetic Wave Propagation into Fresh Water. 
Journal of Electromagnetic Analysis and Applications 3(07), 261–266 (2011) 

13. Sendra, S., Lamparero, J.V., Lloret, J., Ardid, M.: Underwater Communications in 
Wireless Sensor Networks using WLAN at 2,4Ghz. In: International Workshop on Marine 
Sensors and Systems (MARSS), Valencia, Spain, October 17-22 (2011) 

14. Martin, F., Gorday, P., Adams, J., Leeuwen, H.V.: IEEE 802.15.4 PHY Capabilities (May 
2004) Doc.: 15-04-0227-04-004A, https://mentor.ieee.org/802.15/file/ 
04/15-04-0227-04-004a-ieee-802-15-4-phy-layer-and-
implementation.ppt 

15. Chitode, J.S.: Digital Communications, 1st edn. Technical Publications Pune (2007-2008) 
16. Andren, C., Webster, M.: CCK Modulation Delivers 11Mbps for High Rate 802.11 

Extension. In: Proceedings of the Wireless Symposium/Portable By Design Conference, 
San Jose, CA, USA, February 22-26 (Spring 1999) 

17. Lloret, J., López, J.J., Ramos, G.: Wireless LAN Deployment in Large Extension Areas: 
The Case of a University Campus. In: Proceedings of Communication Systems and 
Networks 2003, Benalmádena, Málaga, Spain, September 8-10 (2003) 

18. Ardid, M.: ANTARES: An Underwater Network of Sensors for Neutrino Astronomy and 
Deep-Sea Research. Ad Hoc & Sensor Wireless Networks 8, 21–34 (2009) 

19. Garcia, M., Sendra, S., Lloret, G., Lloret, J.: Monitoring and Control Sensor System for 
Fish Feeding in Marine Fish Farms. IET Communications 5(12), 1682–1690 (2011); The 
Institution of Engineering and Technology 



A Parameter-Based Service Discovery Protocol

for Mobile Ad-Hoc Networks

Unai Aguilera and Diego López-de-Ipiña
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Abstract. Application of traditional service discovery solutions to mo-
bile ad-hoc networks is a challenging task due to their intrinsic dynamic
nature and the absence of any central information manager. However,
service discovery is a critical aspect of service oriented technologies, e.g.
remote service execution or, particularly service composition. We pro-
pose a solution for service discovery in mobile ad-hoc networks which
is based on the dissemination of information about services’ parameters
instead of service unique identifiers. Disseminated information is sub-
sequently used during service search in order to reduce the number of
propagated messages. In our solution, performed searches are maintained
in the network until they are explicitly cancelled by source nodes. We also
state that the usage of a shared taxonomy of parameter types reduces
the number of propagated messages during dissemination and search.
The proposed protocol has been fully implemented and tested using a
network simulator.

Keywords: mobile ad-hoc networks, manet, service discovery, parameter-
based, taxonomy.

1 Introduction

Mobile ad hot networks (MANET) are a type of wireless network which are
characterized by the mobility of their nodes and the absence of a fixed commu-
nication infrastructure. Nodes in these networks communicate among each other
using neighbour broadcasting and performing collaborative routing of transmit-
ted messages. In service oriented architectures, an application which is running
in a node could want to access services which are offered by other near or re-
mote nodes in the network. Due to the dynamism of mobile ad-hoc networks
the application will first need to discover the required service prior the usage of
its functionality. Service discovery is a fundamental process for the application
of any service oriented task in dynamic environments. For example, in service
composition, when needed services are searched and no directly compatible ones
exist, new service work-flows are created which provide the required functiona-
lity to the user. Service composition is performed by means of using the required
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service as a contract which could be fulfilled by executing other available ser-
vices in the network in some defined order. Service composition uses discovery
to search those services which could be used to create the composed service [1].
One of the many aspects which must be solved during service composition is in-
put/output compatibility [11]. Currently proposed solutions for service discovery
in mobile ad-hoc networks are based on searching using the service’s identifier or
type. However, for tasks such as service composition, we think that it will more
suitable to search services based on their parameters’ type.

This paper proposes a solution for service discovery in wireless ad-hoc net-
works which tries to reduce the overload produced by service discovery pro-
tocol messages while facing its dynamic nature. Our proposal is based on the
dissemination of parameter information instead of information about services
themselves. Nodes disseminate, to the network nodes, the information about
the input and output parameters of the services they provide. We think that to
propagate parameter information is more adequate for service discovery when
facing problems such as service composition than searching services using its
type or identifier. Furthermore, propagating service type information requires
all nodes in the network to know a description for each possible available service
in the network. On the other hand, when disseminating parameter information
nodes only need to share knowledge about different data types enabling the spec-
ification of multiple service signatures by means of reusing them. In addition,
applications which perform service composition in the network will benefit from
this information when applying matching of available services.

The proposed protocol uses a proactive approach for information dissemina-
tion. Whenever a new neighbour appears nodes send their parameter informa-
tion table which contains information about their own provided parameters and
those provided by near nodes. Replication of whole services or individual para-
meters could exist in the network meaning that some nodes could be propagating
redundant information. Furthermore, it is not only possible that two or more pa-
rameters, which are propagated in the same network area, are exactly equal but
they could also be related by some generalization relationship. In the proposed
solution, all nodes in the network share a common taxonomy which is used dur-
ing dissemination to decide if the information currently being propagated adds
some extra information to the previously disseminated one.

In our proposal, services are searches by means of the parameters they provide.
This means that clients searching for a service send search messages containing
the type of the input and output parameters of the needed services. After a
search is started it is maintained in the network until the source node explicitly
cancels it. Active searches are propagated to new neighbours when they appear
and removed when a communication link breaks due to mobility. This means
that new appearing services will be matched against active searches without
the need of sending new search messages periodically. In addition, disseminated
information is used during searching in order to reduce the scope of the messages.
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The rest of the paper is organized as follows. The next section presents the
parameter-based service discovery protocol in more detail. Section 3 presents
the evaluation performed to test the proposed protocol, Section 4 summarizes
the related work in the area of service discovery in mobile ad-hoc networks and,
finally, Section 5 concludes the paper and presents some future work.

2 Parameter-Based Service Discovery

The proposed parameter-based service discovery protocol is the result of different
layers and mechanisms working together: dissemination and search layers, neigh-
bour detection and the application of reliable broadcast.

2.1 Parameter Dissemination

The parameter dissemination starts on those nodes which have registered ser-
vices with input and/or output parameters. Each of these parameters must be
categorized according to a predefined taxonomy of types which is shared among
all the nodes of the network. The usage of a common taxonomy means that nodes
can only interoperate if they have a priori knowledge of this taxonomy. How-
ever, the proposed solution does not include mechanism to propagate parameter
taxonomies among nodes, so a previously shared taxonomy is supposed.

Each node in the network maintains a table with information about those
parameters types which are located near him ([0-n] hops). The table contains an
entry for each different parameter type associated with a value known as the es-
timated distance to some near node which provides the parameter. The distance
to which parameter information is propagated is defined by the dissemination
distance Dd. The estimated distance value for a parameter is reduced each time
the information about a parameter type is propagated one-hop in the network.
The higher the estimated distance value is for a parameter type the nearer that
a parameter of that type will be to the current node. Those parameters which
are local to a node, that is, which belong to a service registered in the own node,
have the maximum value, equal to Dd in their entry of the parameter table.
For example, see Figure 1, where Dd = 3 and the dotted node provides some
services with parameters, those nodes located at n-hops will have a value for the
estimated distance of Dd − n until the the value reaches 1 and the information
is not further propagated.

The parameter table is defined as a table of P,L pairs where P is a parame-
ter type and L is the list of estimated distances to one or more parameters of
that type. The list contains elements of the form (D,N) where D is the esti-
mated distance and N is the unique identifier of the neighbour which supplied
that information. The list can contain more than one element, however, the
effective distance indicator is the element of the list with the greatest value for
the estimated distance. The list cannot contain two different estimated distance
values provided from the same neighbour node. Therefore, new values for the
estimated distance of a parameter coming from the same neighbour will modify
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Fig. 1. Dissemination of parameters type information through the network

the old value. Storing the source neighbour of the information, N , enables to
avoid back-propagation of disseminated information. When a node receives in-
formation about the estimated distance to a parameter from a neighbour node
the received information will contain the previous source of that information.
Therefore, if the information was originally provided by the current node it will
mean that back-propagation is occurring and the received information will be
discarded.

Nodes disseminate parameter type information by sending a UpdateTable mes-
sages to neighbours. These messages can contain their whole table or only those
changes which where produced since last update. Because sometimes table dif-
ferences are propagated, nodes rely in the fact that previous information was
correctly propagated. Therefore, there is a need for reliable broadcasting during
message propagation, see Section 2.5.

UpdateTable messages are sent in response to one of the following events:
neighbour appearance will cause the current node to broadcast its current whole
parameter table, if it is not empty. The disappearance of a neighbour causes the
current node to remove information which came from the disappeared neigh-
bour, producing changes in its table and propagating that changes to neighbours
if needed. Every time a node modifies its local parameter table, including the
addition or removal of local services, the update might cause, in turn, the propa-
gation of the update to neighbour nodes. Each UpdateTable message contains the
changes to apply to the neighbour tables. These changes are specified as a list of
deletions and a list of additions. Deletions, which are processed first by receiving
nodes, contain a list of entries which must be removed from the receivers’ tables.
On the other hand, the addition list contains new information which must be
added by receivers. The detailed algorithm for processing UpdateTable messages
is represented in Figure 2 and works as follows:

For each parameter type contained in the update message, if a deletion exist,
the estimated distance which was previously provided by the neighbour sending
the update is removed. If the removed estimated distance is greater than 1 the
deletion is propagated to neighbours. Also, if after deleting the element the new
effective distance indicator is greater than one an addition containing the new es-
timated distance is propagated to neighbours. Additions are processed next, and
only if the added information was not originally provided by the current node.
After addition, if the current effective distance indicator (the head of distance
list) has not changed, the addition must not be further propagated. Furthermore,
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Fig. 2. Algorithm for parameter information dissemination

only additions whose estimated distance is greater than 1 are propagated in the
resulting updated message. All the resulting deletions and additions are include
in the same update message in order to reduce the number of transmissions.

2.2 Using Taxonomy Information

Nodes contain a taxonomy about available parameter types meaning that they
are able to known if one of the following relationships exists between two para-
meters. Let A and B be two parameters, equality occurs when A and B have the
same exact type, while subsumption means that parameter A has a type which
is more general than parameter B, according to the taxonomy. Finally, parame-
ters are not-related if none of the previous conditions occurs. The taxonomy of
parameter types can be expressed using languages such as XMLSchema. RDF,
OWL [10] or any other ad-hoc implementation which could be supported by the
network devices.
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In order to use taxonomic information the algorithm presented in Section 2.1
is modified in the following way. The parameter table works with parameter
groups instead of simple parameter types. Each group represents all those pa-
rameters which are related through equality or subsumption relationships. Each
group is represented by the more general type of all those parameters which are
contained within the group. The representative type changes when more gen-
eral parameters than those already registered in the group are added. However,
when parameters are eliminated from a group its representative type does not
change and its maintained until the group is deleted. Now, the parameter table
maintains an entry for each parameter group instead of parameter type. During
the dissemination of parameter information the representative type of the corre-
sponding updated parameter group is propagated. Whenever a new parameter
is added to its corresponding group, due to an addition contained in an update
message, and the estimated distance for that group is greater that 1, an update
message is propagated. This way the generalization of parameter types is dis-
seminated across the network. Entries are now removed when all the parameters
which are within the same parameter group are eliminated.

Fig. 3. Parameters are propagated using taxonomic information

Figure 3 shows, in the left side, what happens when the propagation is pro-
duced using taxonomic information. The taxonomy used in the example has two
parameters A and B, with A being more general than B. Node 5 has propagated
its local parameter information through the network with a Dd = 5. Then, node
6 appears containing information about parameter B. Nodes 1 and 6 interchange
their whole parameter table information and the parameter groups of each node’s
table are updated. Node 6 updates the representative type of the stored parame-
ter because it has added parameter A which has a more general type than the
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previously included one. In this case, it also causes the notification of neighbour
nodes with the information of the more general parameter A meaning that node
7 receives this information. Finally, node 1 will propagate the estimated distance
information because the new estimated distance is greater than the previous one.

Fig. 4. Network breaks producing information propagation

The right side of Figure 3 shows what happens when related information was
already propagated. When the node 6 appears in the network its disseminated
information is stopped by node 0 because the estimated distance list did not
change after the update. Finally, Figure 4 shows what happens when the network
breaks and the estimated distance list changes in node 1 after removing the
information from node 6. Removal is notified to neighbour nodes and the new
estimated distance information is propagated across the network.

2.3 Parameter-Based Search

The parameter-based service discovery is performed by means of propaga-
ting search messages through the network. Nodes start searches by sending a
SearchMessage which contains those parameter types whose associated services
want to be discovered. Search messages have a TTL which is used to control the
area where the search is propagated. Searches are flooded through the neighbour
and, in order to avoid duplicated propagation, they contain a unique identifier
(i.e. source node and message number) which enables to drop those searches
which are received more then once. Whenever a search is received by a node it is
checked against the local parameters, that is, those parameters which belong to
services registered in the receiving node. Two types of searches are supported:
Exact and Generic. In the first case, the search is accepted if the node contains
parameters whose types is exactly the same than the searched one. In the second
case, not only exact matches but also those parameter which are subsumed by
the searched taxonomy concept result in search being accepted.
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When a search message is accepted by a node, a SearchResponse message
is sent to the searching node. Responses are sent using unicast routes created
during the propagation of search messages. Response messages also triggers the
creation of unicast routes, in this case, which enable to communicate with the
node offering the found parameters.

Searches do not expire until they are explicitly cancelled using a SearchCancel
message. This means that searching nodes do not need to re-propagate searches
periodically in order to locate new services. When a node receives a search it
is stored as an active search meaning it will be propagated to any neighbour
appearing later. Furthermore, these also means, that if new service is registered
in those nodes which have an active search the source node will be notified and
ad communication route will be created.

Fig. 5. Search messages are pruned using disseminated information

In order to reduce the number of messages during search a message prune is
applied. Searches are only propagated to neighbours if its TTL, which is decre-
mented after each hop, is greater or equal than the distance for the searched
parameters according to the current neighbour’s parameter table. The distance
to a parameter is calculated as Dd − estimatedDistance. If the previous condi-
tion does not hold, it means that the search message is in a node which, although
it can contain information about the searched parameter, the source of the para-
meter cannot be reached with the current message TTL. For example, in Figure
5 the search message is not propagated by node 3 because its TTL is lower than
the distance calculated to the searched parameter and it could no be reached
with the current TTL. If a parameter type does not have an entry in a table its
distance is calculated as Dd, the maximum possible value.

The parameter search layer reacts to node mobility in the following ways.
When a new neighbour appears active searches are propagated to new neigh-
bours according to the previously explained pruning rules. It also possible that
new parameters appear in the network causing that active searches are checked
against that new information added to the parameter table. If matches exist
active searches are propagated according to the pruning rules explained before.
On the other hand, the disappearance of a neighbour produces that searches
coming from the disappeared neighbour are invalid and must be removed. A
RemoveSearch message, containing the disappeared searched, is propagated to
neighbours. Created unicast routes are also cleared when a link breaks using a
RemoveRoute message.
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2.4 Neighbour Detection

The protocol being proposed is proactive while performing parameter dissemina-
tion meaning that it disseminates and maintains information about parameters
during the mobility of the network. Searches, on the other hand, are only prop-
agated when a node wants to search for services offering a set of parameters.
However, once a search has been initiated it is maintained in the network mean-
ing that any new found compatible parameter will be notified to the searching
node. In both cases, information must be added or eliminated when nodes appear
or disappear.

The reaction to the network mobility is performed thanks to the usage of
beacon messages. Using beaconing for neighbour detection has its advantages and
disadvantages, which have been studied in [4], [3]. Nodes send beacon messages
with a period of Tb seconds and each node maintains a table with all the currently
discovered neighbours. Every time a message from a unknown neighbour is heard
by a node the source of the message is added to the node’s neighbour table. If
a node does not hear a message during a period of time T ≥ 2 · Tb from a
neighbour, it is considered to be inaccessible and, therefore, removed from the
current node’s neighbour table.

In order to reduce the number of messages, two improvements are made to
this basic beaconing algorithm. Firstly, any message sent by the node can act as
a beacon message. This means that beacon messages are only sent by a node if
no other messages were previously sent in the defined period of time. Secondly,
changes in the neighbour table, i.e. additions or removals, are notified to the
node with a small delay. This avoids producing multiple events and, therefore,
sending multiple messages due to multiple simultaneous neighbours appearance
or disappearance. For example, multiple detected neighbours detected in a small
amount of time when a node joins to a network.

2.5 Reliable Broadcast

Despite medium access control performed by IEEE802.11, message collision yet
occurs due to the hidden terminal problem, reducing the network capacity [9].
The parameter-based service discovery protocol needs the usage of reliable broad-
cast [16] due to the fact that information messages are not periodically refreshed
among nodes. Information is sent only when changes occur and are applied to
the maintained tables (e.g when neighbours appear/disappear). Once the infor-
mation was reliable propagated it is considered to be known by all neighbours
nodes in the current state of the neighbour.

In reliable broadcast 1-hop neighbours which receive a message from a node
must reply with an ACK message. In order to reduce medium usage if various
acknowledgement messages are pending they are bundled together in a single
transmission. Furthermore, nodes delay the transmission of their information
messages during a fixed period of time Tw in order to minimize the medium
usage by bundling may messages into a single transmission. Each transmitted
message contains a list of all the expected destinations nodes. Only nodes which
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are contained in this list will respond with ACK messages. A message is con-
sidered as delivered if the transmitter node receives acknowledgements from all
the expected destinations. The time a node waits for ACK responses is calcu-
lated as Tt · (destinations + 1) + Tw, where Tt is the estimated transmission
time in a medium without collisions or interferences. The wait time Tt accounts
for the initial transmission time, the transmission of all ACK responses and the
fixed delay added by each node. Messages are re-broadcast until all expected
destinations receive the message.

As a transmission can contain multiple messages, each one with a different set
of destination neighbours, those contained messages which were already deliv-
ered, are removed from further rebroadcasting. Furthermore, every time a node
disappears it is removed from the expected destinations of the current message,
as it could not be ever reached. The node applies a back-off time after each
rebroadcasting to reduce network congestion. The back-off increases with the
following equation Tbackoff = Tw · t2 where t is the current rebroadcasting try
number. This enables to reduce the number of rebroadcasting on those cases
when a neighbour of the transmitting node has disappeared.

3 Evaluation

The proposed protocol has been fully implemented and evaluated using the NS-2
network simulator1 extended with AgentJ2. This extension enables to execute
Java applications directly on each node. The implementation has been performed
using Java SE 1.6 and the default communication libraries (i.e. plain Java UDP
sockets). This means that the resulting implementation could be directly de-
ployed in Java enabled devices (e.g Android smartphones).

Evaluation scenarios has been constructed with the following characteristics:
100 nodes with a uniform speed distribution ranging from 0-5 m/s over an area
of 700 x 700 meters. According to [7] this scenario has an Average Network
Partition < 5% and an Average Shortest Path = 4.15 hops. The ns-2 simulator
has been configured to use a TwoRayGround reflection model. IEEE802.11 is
the only used underlying protocol configured with a data-rate of 11 Mb/s and a
maximum packet size of 1500 bytes. Experiments were configured with a TTL
= 10 hops for dissemination and search propagation. In all experiments searches
were performed in simultaneous sets with a period of 5 seconds between each
set of searches. Each time a set of searches is triggered a group of 5 randomly
selected nodes start simultaneous searches of available parameters. Searches were
performed during 100 seconds of the simulation and each one was maintained
during 10 seconds until it was explicitly cancelled by its source node. Each
simulation has been repeated 10 times and the obtained results were averaged.
Experiments have been repeated for nodes configured with a pause time of 100
and 50 seconds among each random movement.

1 The Network Simulator - ns-2 - http://www.isi.edu/nsnam/ns/
2 AgentJ Java Network Simulations in NS-2 -
http://cs.itd.nrl.navy.mil/work/agentj/

http://www.isi.edu/nsnam/ns/
http://cs.itd.nrl.navy.mil/work/agentj/


284 U. Aguilera and D. López-de-Ipiña

3.1 Dissemination Overhead Reduction

The following experiment was conducted in order to measure the reduction in
dissemination messages produced by the existence of duplicated parameters on
the network. First, we performed a simulation where a variable number (ranging
from 2 to 20) of services where randomly distribute on different nodes in the
network with each service having a total of 6 different I/O parameters. These
results are compared with a configuration where the same number of services is
used but those services are obtained by replicating two initial services. Figure 6
shows, for two different nodes pause times (100 and 50 seconds) that the number
of Sent Table Messages is effectively reduced due to service replication. Figure
also shows that the time needed to discover the first occurrence of a parameter
is reduced, as expected due the fact that the probability of finding a nearer
compatible parameter increases with replication.

Fig. 6. Table messages reduction due to parameter replication

3.2 Search Message Pruning

The aim of this experiment was to show how search messages are pruned accord-
ing to the rules explained in the previous section. The experiment was configured
by selecting 30 nodes in the network which were configured with 6 different pa-
rameters each one. Search pruning has been simulated using searches which are
trying to locate parameters which do not exist on the network and increasing
the ratio of those non available parameters in each configuration. Figure 7 shows
different metrics for the performed simulation. Plot a) shows the average ratio of
discovered parameters calculated taking into account the number of really exist-
ing parameters on the network. The discovery ratio is not perfect because of the
existence of disconnected nodes in the network and the used TTL. Obviously,
when the ratio of non-existing searched parameters is 1.0 the average discovered
parameters decays to 0. Plot b) shows the average discovery time and, as shown,
it gets reduced as the congestion of the network is reduced due to the increase
of invalid searches. Finally, plots c) and d) show that the traffic overhead gets
reduced thanks to the applied pruning. Multicast Traffic Overhead is the average
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KB/s obtained by taking into account the size of those messages related with
parameter dissemination and search messages. Finally, Sent Search Messages is
the total number of search messages sent during the simulation. The application
of search pruning effectively reduces the traffic overhead due to the reduction of
the number of sent search messages while there are not necessary.

Fig. 7. Search messages are pruned using disseminated information

4 Related Work

Traditional approaches for service discovery, such as Jini, Salutation, UPnP or
Bonjour, have been compared in [15] showing their inappropriateness for their
application to mobile ad hoc networks. In [14] the authors propose a directory-
based architecture which uses a group of selected nodes as a back-bone which
maintain information about services. Our proposal, on the other hand, can be
categorized as directory-less architecture which uses controlled flooding by means
of reducing the scope of propagated messages, thus, avoiding the need to main-
tain the backbone and reducing the possible points of failure. In [8] the authors
propose a service discovery protocol were electrostatic field theory is applied. Ser-
vices are modelled as electric charges and request messages are directed using a
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mechanism similar to an attracting force. Our proposal has some resemblances
to this work in the way that parameter information is disseminated through the
network. However, our proposal enables to find all those services which are of-
fering a particular parameter in some area and not only those with the highest
attracting factor.

The usage of taxonomies and, in a more general way semantic information,
for service discovery in mobile ad hoc networks has been previously explored.
For example, GSD [2] and Konark [5] use OWL to describe services and service
requests. However, these two approaches treat the services as a whole and do not
enable to search for services using the parameters they provide. In [6] the authors
also propose a service discovery mechanism which uses ontology information
to search for services in the network. This solution uses a service registry to
maintain the information of all available services meaning that information is
partially centralized on some nodes of the network. Finally, the dissemination of
service information with the usage of semantic overlay networks based on DHT
information distribution has been explored in [13].

Our work could also have some similarities to a publish/subscribe system were
service providers publish their parameter information and clients subscribe to
any service provider with the required characteristics, in our case I/O parameter
types. Application of pub/sub systems to mobile ad hoc networks has been re-
cently studied in [12]. However, our contribution includes the usage of taxonomic
information into the dissemination and search processes enabling to reduce the
number of propagated messages and to perform richer searches.

5 Conclusions and Future Work

This paper has presented a service discovery protocol for mobile ad-hoc net-
works where search is performed through services’ parameters instead of service
themselves. The protocol disseminates information about parameters provided
by each service located on different nodes. The dissemination leverages on the
use of a shared parameter taxonomy in order to reduce the number of propa-
gated messages. Searches are maintained in the network until they are explicitly
cancelled by source nodes. Two kinds of search messages are supported: exact
searches and generic searches. The former search locates those parameters with
a type equal to the searched one, while the latter will locate equal and more
specific parameters according to the taxonomy. The proposed protocol has been
fully implemented and evaluated using a network simulator. The results show
that the proposed protocol effectively reduces the network messages by means
of usage of a parameter taxonomy.

For the future, we plan to study if the proposed protocol could be gener-
alized to propagate any kind of information and not only parameter related
one. We think that the dissemination and discovery protocol could be used in
any situation where node discovery must be performed using nodes’ particular
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information and a taxonomy of concepts exists. Also, we are interested in exam-
ine how it could be possible to propagate different concept taxonomies through
the mobile network avoiding the need to share a fixed common taxonomy by all
the participant nodes.
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Abstract. The growth of research on Forward Error Correction (FEC)
coding has boosted the usage of FEC strategies when addressing the chal-
lenges of multicast and broadcast delivery. However, FEC approaches
can also be used for unicast content delivery to avoid known TCP is-
sues in wireless network environments. In this paper we exploit the error
resilience properties of Raptor codes by proposing RCDP, a novel solu-
tion for reliable and bidirectional unicast communication in lossy links
that can improve content delivery in situations where the network be-
comes the bottleneck. Since the implementation of RCDP in real systems
involves important technical challenges, we also focus on the design, im-
plementation, and optimization issues, proposing different architectural
and design alternatives for RCDP. Our goal is to find the best trade-off
between complexity and efficiency in order to maximize the through-
put achieved under different conditions. Experimental results show that
RCDP is a highly efficient solution for environments characterized by
high delays and packet losses (e.g. ad-hoc networks), achieving signifi-
cant performance improvements compared to traditional transport-layer
protocols.

Keywords: Application-layer FEC, Raptor codes, design and imple-
mentation, testbed.

1 Introduction

In recent years, quite sophisticated Forward Error Correction (FEC) algorithms
have been proposed, being Raptor codes one of the most remarkable solutions for
application-layer FEC (AL-FEC). In the literature, most authors adopting such
FEC strategies have mostly addressed the challenges associated with multicast-
ing/broadcasting to a high number of users, being video delivery the application
of choice. However, the FEC approach is also applicable to unicast content de-
livery, where wireless transmission channels reduce the throughput achieved by
conventional TCP-based delivery protocols. Most of the TCP issues in wire-
less networks are described in [1] and an analytical model is presented in[2].
However, there are many specific-purpose systems which can sacrifice the TCP
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compatibility in order to achieve a higher performance level, like sensor networks,
point-to-point satellite connections or vehicular ad-hoc networks.

These systems attempt to use efficiently the network resources, no matter
whether it is wired, wireless or a combination of both. To achieve this goal,
the protocols involved have throughput maximization as a primary objective.
Nevertheless, protocol design must also take into account other characteristics
such as flexibility, scalability and reliability, seeking a trade-off between them,
in order to allow a better network experience and an efficient operation in all
sorts of devices [3]. Besides protocol design itself, the implementation of such
protocols is also a complex task which must address several issues to achieve the
best performance in all environments.

In this paper, we propose a novel protocol for end-to-end content delivery
in wireless networks that adopts the aforementioned characteristics. Our solu-
tion, named Raptor-based Content Delivery Protocol (RCDP), uses a Forward
Error Correction (FEC) scheme based on Raptor codes [4] to achieve efficient
data transmission in loss-prone environments. In particular, RCDP is oriented
to wireless networks and wired/wireless mixed environments. In terms of im-
plementation, we propose different architectural and design alternatives at both
client and server that seek an optimal trade-off between throughput and resource
consumption. Experimental testbed results show that an application-layer im-
plementation of RCDP is able to achieve significant performance improvements
compared to existing transport layer protocols.

The paper is organized as follows: section 2 reviews different protocols avail-
able in the literature that attempt to optimize content delivery in wireless envi-
ronments. Section 3 explains how the proposed RCDP protocol works, including
its main tasks and components, and identifies possible improvement strategies.
Section 4 details the different improvements that were implemented, discussing
the complexity of these changes, and how they could affect the overall perfor-
mance. In section 5, we thoroughly evaluate the different implementation alter-
natives to assess their performance benefits; afterwards, we compare our solution
against other existing transport protocols. Finally, section 6 concludes the paper.

2 Related Work

Developing efficient content delivery protocols for wireless environments is an
issue that has received much attention from the research community. Several
performance studies have been done to evaluate such solutions in terms of both
design and implementation. The works available in the literature can be split into
four different groups [5]: link-layer solutions, split-connection solutions, TCP-
enhancements, and FEC based solutions.

In terms of link layer solutions, protocols like Snoop [6] and Tulip [7] attempt
to improve the performance of higher layer protocols by making the link-layer
aware of on-going connections. Split-connection approaches, like Mobile TCP [8]
and Wireless-TCP [9], attempt to improve TCP performance in wireless envi-
ronments by dividing the TCP connection into two separated connections. Both
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Fig. 1. Simple RCDP implementation diagram

link layer and split-connection approaches require performing changes in some of
the network’s intermediate elements, which can be a drawback when attempting
to deploy them.

Concerning those solutions that enhance the TCP protocol, TCP Westwood
[10] offers substantial performance improvements in wireless networks with lossy
links compared to legacy protocols such as TCP SACK and TCP Reno. Mo-TCP
[11] is another solution addressing heterogeneous wireless networks by adjusting
its operations according to underlying link and network conditions. Both are
end-to-end solutions, avoiding any changes at intermediate network elements.

Concerning content delivery solutions that explicitly adopt Raptor codes FEC,
Luby et al. [12] propose a solution for reliable file delivery over 3GPP mobile
broadcast networks, using Raptor codes to offer Multimedia Broadcast and Mul-
ticast Services (MBMS). Chiao et al. [13] describe the experience of using the
FLUTE protocol for file delivery over a WiMAX unicast network. However, no-
tice that these Raptor based approaches rely on unidirectional file pushing to
clients, being applicable to multicast and broadcast scenarios without bidirec-
tional communication requirements.

Our proposal differs from the previous ones by taking a completely novel ap-
proach. In particular, we rely on Raptor-based FEC to provide a unicast content
delivery solution that offers reliable bidirectional communications (like TCP)
while completely avoiding packet retransmissions (unlike TCP). Thus, no win-
dowing or retransmission control has to be performed. Instead, the proposed
solution relies on bandwidth estimations at the endpoints to perform rate con-
trol based on the end-to-end congestion state.

3 The RCDP Protocol

RCDP is a content delivery protocol that was developed focusing on wireless
network scenarios such as ad-hoc networks. Thus, it focuses on environments
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characterized by low end-to-end throughput, high error rates and high retrans-
mission delays. To avoid poor performance under these conditions, it relies on
a Forward Error Correction strategy, known as Raptor encoding [4], to ensure
that any piece of information sent can be successfully recovered at the final
destination, even when part of that information is lost. The method to send
encoded data is the following: data is split into blocks, typically bigger than 1
MByte, which are coded separately. Each block is split into symbols whose size
is typically made equal to the maximum size that fits into a single packet; these
symbols are then used as input to a two stage encoding process. In the first
stage, where input data are referred to as source symbols, pre-coded symbols are
generated. Then, through an arithmetic combination of these pre-coded symbols,
an infinite number of encoded symbols can be generated. To recover information
at the destination, any combination of the original symbols and the recovery
symbols allows retrieving the original information. In fact, for the most recent
version of the Raptor libraries [14], the probability of successfully decoding a
total of r symbols received is:

Pdec > 1− 10−2(r−k+1), r ≥ k (1)

This means that, to recover a source block with symbol size k, the probability
of a successful decoding is greater than 99% if k encoded symbols are received,
greater than 99.99% if k + 1 encoded symbols are received, and greater than
99.9999% if k + 2 encoded symbols are received.

The RCDP protocol is full-duplex, encompassing both sending and receiving
processes. At the sender side, the contents requested are partitioned and encoded
as stated above. Afterward, each symbol is placed in a single packet and sent
to the receiver. Notice that, in order to aid the receiver in the decoding tasks,
all the information required to recover a block is available in the header of
each packet, namely the number of source symbols, the symbol identifier, the
block identifier, and the real block size. Symbols are delivered in a continuous
flow until the receiver is able to recover the original information; such event is
notified to the sender with a control packet. When this control packet is received
by the sender, delivery of the next data block begins. Since control packets are
generated periodically, the loss of such a packet will be recovered by the next
control packet successfully received.

The sequence of actions taken by the receiver are complementary to those of
the sender: the receiver is continuously listening to incoming symbols, storing
them in memory upon arrival. When enough symbols to recover a block have
been received, the receiver sends back a successful block recovery notification and
starts the decoding procedures; this strategy allows the sender to switch to the
following block as soon as possible.

Since the proposed strategy does not adopt the sliding windows approach,
flow and rate control tasks can easily be made independent. In our solution, flow
control operates on a block basis, as described above, while rate control is made
on a packet basis. In particular, rate control relies on end-to-end estimations of
available bandwidth based on packet arrival patterns. The sender continuously
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(a) Sequential process. (b) Parallel-like process.

Fig. 2. Proposed coding process enhancements

adjusts the transmission rate according to these available bandwidth estimations,
generating packet trains [15] towards the receiver. This requires all packets to
be marked with a train identifier, as well as recording the arrival time for each
packet at the receiver. Bandwidth estimations are made based on information
about arrival times for the first and the last packet of a train, along with the
number of packets received per train. This estimation is sent back to the sender
for every train ID, allowing it to dynamically adapt its transmission rate. Notice
that this technique seamlessly adapts to network congestion since congestion
will cause the time between consecutive packets in a train to increase, thereby
decreasing the bandwidth value in the estimations made.

Packet trains are generated as follows: starting from the bandwidth estimation
described above, the sender applies a β correction to this value, obtaining a target
data rate (R̄) that is slightly lower than the estimated bandwidth (BWe):

R̄ = β ×BWe, 0 < β ≤ 1 (2)

The available bandwidth value must be mantained to avoid saturating the chan-
nel. Notice that higher β values imply that the network will be working close to
saturation. In order to detect when the bandwidth available increases, packets
are grouped in a train, and the train rate (Tr) is defined as:

Tr =
1

α
× R̄, 0 < α ≤ 1 (3)

In this equation, parameter α allows adjusting the degree of burstiness. In par-
ticular, lower values for α are synonym of lower inter-packet times. Notice that
Tr will be always higher than, or equal to, the target data rate (R̄), being the
latter the average data rate for each train period. To make sure that R̄ is man-
tained (on average), all packet trains are followed by a pause period (inter-train
time).
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4 Implementation Issues

One of the main problems of Application Layer FEC techniques (AL-FEC) is
the high computational cost of the coding and decoding process. RCDP uses
Raptor codes which, although offering a linear cost in their coding algorithms,
still requires a very efficient implementation for the proposed solution to be
efficient as a whole. Moreover, since we adopt a user-level development approach,
there are additional delays associated with the switching between kernel and user
modes that do not appear in kernel level approaches, and whose effects should
be mitigated.

4.1 RCDP Design: Initial Approach

In a first step, we have designed a solution offering the basic functionality re-
quired for the RCDP protocol to be operative. Using the UDT library [16] as a
starting point, RCDP was created following the architecture shown in figure 1.
The first module (API) acts as an interface between top level applications and
the services offered by the library. The second module acts as a data encoder
and decoder. The sending and receiving modules are responsible for rate control
purposes, acting as described in section 3. Finally, RCDP includes a channel ab-
straction module which simply sends and receives packets to and from an UDP
pipe.

To optimize the performance of the solution presented above, we have to
tackle several issues. The first one is related to the coding module. Since we are
using systematic Raptor codes [4], the first output symbols from the encoder
are the source symbols themselves, and so no pre-processing for this first set of
symbols is required, meaning that they can be sent without actually requiring
any encoding to take place. However, the Raptor encoding process is mandatory
to create the recovery symbols. Therefore, a delay between the first (source) and
the second (recovery) set of symbols is introduced. To optimize this sequence of
tasks, we reconfigure the coding process so as to eliminate the delay between the
two sets of symbols; this strategy avoids introducing periods when no packets
are sent. The diagrams shown in figure 2 depict the evolution from the original
approach, which relies on sequential sending and coding processes (see figure
2a), towards a parallelized solution (see figure 2b), where partitions indicate
that both sending and coding processes are performed in parallel.

The first approach to implement this optimization is to split the coding pro-
cess into smaller slices, interleaving them with the delivery of source symbols.
However, this approach could introduce additional problems related to the reg-
ularity with which the system is able to deliver packets due to the high CPU
usage and low granularity level at this point. Another approach is to optimize
the buffer’s size. If we consider the encoding process as an irregular injection of
symbols to be sent, instead of using two periods of symbol generation followed
by an intermediate pause, we can use a buffer to regulate symbol generation to
the lower layers. In this case, the only parameter that must be correctly tuned
is the buffer’s size. We must ensure that the transmission time of the buffered
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packets will be greater than the coding time to avoid starvation at the queue
level, as shown in equation 4:

Bs ≥
Tc · BW

Ps
(4)

where Bs is the minimum size that the queue buffer should have, in number of
packets, Tc is the block coding time, BW is the maximum bandwidth that the
channel can achieve (in bits per second), and Ps is the packet size (in bits).

A second issue that must be considered is related to the timing accuracy for
the packet generation process. The proposed solution to this problem relies on a
two phase approach, where, in the first phase, a timed wait corresponding to a
fraction of the sleeping time takes place. In a second phase, the last part of the
idle period is a busy waiting.

A third element prone to optimization is the instant when the source is warned
about the correct decoding of the current block. By default, this occurs only
when the block decoding procedure is successfully completed. However, since
the Raptor libraries provide feedback about the viability of the decoding process
even before this process starts, the receiver can warn the sender about it much
earlier, thus avoiding wasting time and network resources by preventing the
generation of additional recovery symbols when they are no longer required.

In summary, the baseline optimizations introduced are the following: (i) buffer
size tuning to regulate symbol generation, (ii) increased packet injection time
accuracy, and (iii) early feedback from the receiver about successful decoding. A
prototype of RCDP encompassing these optimizations, tagged as RCDP+BO,
will be compared against other alternative solutions in section 5.

4.2 Multithreading Support

In this section we propose a performance improvement strategy that exploits
parallel processing.

We will use two independent threads to code data blocks in parallel to overlap
two different coding processes, thereby avoiding idle periods in the network. To
achieve this goal, when a first block is being sent, the next block starts being
coded. Due to this early load of the next block, the sending process will be
improved by parallelizing all the management structures. The ability of decoding
up to two different block is also introduced and this can be used, as parallel
coding, to get a decoder ready to work without delay while the previous block
is being decoded.

When several threads are working cooperatively, as in the aforementioned
cases, processing overhead associated with thread management can become a
problem. As in all processes whose complexity is incremented, additional software
overhead must be included. This introduces processing delays, which could down-
grade performance compared to simpler, sequential implementations. Therefore,
it is important to determine the optimal trade-off between parallelization and
overhead to achieve maximum performance. These issues are evaluated in detail
in section 5.
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4.3 Design Optimizations

The parallel coding design introduced in the previous section allows generating
symbols from two different data blocks, if needed. Such a combination of sym-
bols could be particularly interesting for the period that begins when all source
symbols are sent, and recovery symbols start being generated, since we do not
know exactly how many recovery symbols are actually required. Thus, to pre-
vent occupying the whole transmission medium with redundant information for
a period equivalent to one round-trip time, we propose mixing symbols of two
consecutive data blocks in order to perform a gradual transition from the first
to the second block. Such a strategy should be particularly effective in the pres-
ence of high network delay since, in such environments, too much time is wasted
sending unnecessary recovery symbols. Thus, by mixing recovery symbols from
the current block with source symbols from the next block, we ensure that at
least part of the information sent during such period is useful to the receiver.

For evaluation purposes we developed the RCDP Mixed Blocks implementa-
tion (RCDP+PED+MB), a solution able to mix recovery symbols of the current
block and source symbols of the next block following the strategy described
above. In particular, the recovery vs. source symbols ratio is set to an arbitrary
value (X:Y), where X is the number of source symbols and Y is the number
of recovery symbols. The ratio can be optimized to different packet loss ratios,
being that the ratio should decrease when channel losses are higher. Finally, in
the unlikely event that transmission of source symbols of the second block is
completed before the first block is recovered, only recovery symbols for the first
blocked are generated to promote an ordered recovery of transmitted blocks.

5 Performance Evaluation

In this section we will study the performance trade-offs offered by the differ-
ent protocol implementation strategies defined in section 4. The three RCDP
enhancements under analysis are the following:

– RCDP+BO: This implementation contains a buffer size large enough to avoid
interruptions during the sending process, as explained in section 4.1. This im-
plementation also includes the two phased process described in that section,
and anticipates the delivery of successfully recovered block notifications.

– RCDP+PE+BO: A prototype which combines the previous optimization
and the parallel encoding described in section 4.2.

– RCDP+PED+MB: Includes the enhancements described for the previous
solution, as well as the parallel decoding optimization and the ability of
sending, receiving, and storing mixed symbols from two different blocks, as
described in section 4.3. The selected ratio of source vs. recovery blocks is
1:4.

To test the effectiveness of the different RCDP optimizations, we created a net-
work black box that is able to emulate different wireless network conditions by
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Fig. 3. Throughput vs. available bandwidth in a network with a 10 ms end-to-end
delay (null error rate)
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Fig. 4. Throughput vs. packet loss rate in a 50 Mbps channel with a 10 ms delay

varying available bandwidth, end-to-end delay, and packet loss conditions. Also,
for each RCDP version, we implemented both server and client applications,
where the latter requests a very large file to the former. We took ten samples
for all the configurations.

5.1 Performance under Different Channel Conditions

Figure 3 shows the throughput achieved when varying the available bandwidth.
We observe that, in general, the different RCDP versions tested behave as ex-
pected, experiencing an almost linear throughput increase as the available band-
width increases. Second and third evaluated algorithms are able to achieve a
higher degree of productivity compared to the former one. In particular, when
compared to the first RCDP implementation, combining baseline optimizations
with parallel encoding allows increasing throughput by about 45% in the best
case, which is a very substantial improvement. Besides throughput enhance-
ments, the block pre-charge (PE) technique described in section 4.2 enables the
generation of a continuous symbol flow which contributes to a more regular
transmission rate compared to RCDP+BO.

Figure 4 we shows the overall throughput when varying the packet loss rate.
The desired behavior would show a linear throughput decrease for increasing
packet loss ratios. We find that, in general, all the RCDP versions approximately
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Fig. 5. Throughput vs. file size in a network environment with 50 Mbps bandwidth
and a 10 ms delay (null error rate)

follow this trend. Similarly to the previous results, two well defined groups can
be identified. Results show that, in general, error immunity remains similar to
the original RCDP implementation, although actual throughput values basically
depend on the different enhancements proposed, as explained above.

Figure 5 shows the throughput when varying the size of the delivered content.
Notice that, when the file size is small, the average throughput is low because
the initial startup time overhead is similar to the transmission time. A similar
effect occurs with TCP as well. For greater files sizes, the impact of the startup
times on throughput become negligible.

A different trend is observed due to the software complexity of the different
solutions. In particular, the block management strategy for first implementation
is more lightweight (fewer threads, fewer program instructions to execute, lower
memory usage) than for the other implementations; therefore, in a high memory
and CPU demanding software such as Raptor coding, it has an impact in terms
of achieved throughput.

5.2 Resource Consumption Analysis

We now focus on the computational resources required by RCDP and the pro-
posed optimizations. The results were obtained using the Linux “ps” tool as a
background process, which was in charge of periodically measuring the CPU
utilization (CPU time used divided by the time the process has been running)
and RAM utilization at both client and server. Notice that, despite the software
running on both client and server is similar, and despite communication is bidi-
rectional, data is being transferred from server to client, meaning that the server
will be mostly performance data encoding tasks, while the client will be per-
forming decoding tasks instead. Thus, for the baseline RCDP implementation,
the server CPU load is about 40% greater than the load at the client.

Figure 6a.) shows the additional CPU overhead of the different RCDP en-
hancements. At the server side, notice that the CPU utilization increases sig-
nificantly when parallel coding is adopted due to the threads sinchronization
overhead (see section 4.2). At the client side, although the CPU load is usu-
ally quite lower than the server load in absolute terms, the differential analysis
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Fig. 6. Resource utilization for RCDP and the different optimizations proposed

of the different RCDP versions shows that the CPU overhead increases signif-
icantly when some of the proposed improvements are adopted. In particular,
load becomes higher for the solution adopting parallel coding. This is because
enhancements are mostly oriented to alleviate CPU stress at the server side.

Focusing on RAM usage, Figure 6b.) show that the data structures required
to support parallel coding cause memory consumption to increase. In particular,
the last algorithm present the highest memory usage since both parallel coding
and decoding are supported. Notice that, no matter which of the endpoints we
focus on (client or server), both must perform coding and decoding tasks to fully
support bidirectional communication.

Overall, results show that, despite both client and server share the same pro-
tocol architecture, the emphasis on either encoding or decoding tasks results in
different behaviors. In all cases, the requirements and complexity of Raptor en-
coding impose more overhead on the server compared to the client: about 40%
in terms of CPU, and between 25 and 70 MB in terms of RAM usage.

5.3 Performance Comparison against Different Transport Layer
Solutions

To complete our analysis, in this section we assess the effectiveness of the pro-
posed design and implementation optimizations for RCDP against different ver-
sions of TCP.

In our tests we use well-known TCP variants (TCP Reno [17], TCP Vegas
[18], TCP SACK [19], TCP FACK [20]) for reference, as well as other solutions
like Mobile TCP [11] and TCP Westwood [10], which specifically address wireless
channels by discriminating channel-related losses from congestion-related losses.

Figure 7 shows the results obtained in our testbed. The available network
bandwidth is of 50 Mbps, and delay is set to 10ms. The α and β parameters
for all RCDP versions are set to 0.7 and 0.9, respectively. A set of experiments
were performed in order to select these α and β values, which lead the system
to show the best behaviour.
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Fig. 7. Throughput performance of RCDP compared to different TCP-based solutions

From figure 7 we observe that, although offering different levels of error re-
silience, the different TCP-based solutions are quite sensitive to packet losses,
mostly due to (i) the need of retransmitting lost packets, and (ii) using sliding
windows of variable size to adjust the data rate in the presence of loss. Thus,
when packet loss increases, the throughput associated with the different TCP
variants drops quickly, experiencing a significant decrease compared to the no
loss situation. Notice that the most noticeable differences between the different
TCP versions occur in the loss range from 0% to 1%, as expected. Contrarily to
TCP, the throughput values remain mostly immune to loss for all RCDP versions,
being sustained near the maximum value, and only decreasing by a 15% in the
worst case. In fact, we find that both RCDP+PED+MB and RCDP+PE+BO
present performance levels that are comparable to those of an ideal (theoretical)
FEC solution. The figure also shows that, compared to the original RCDP im-
plementation, the chosen RCDP optimizations allow improving throughput by
about 25%.

6 Conclusions

The delivery of large contents in wireless environments, such as ad-hoc networks,
can be a complex task due to the different sources of loss inherent to these
networks. In this paper we proposed RCDP, a novel solution offering reliable
unicast content delivery that operates at the application layer. To achieve high
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reliability and efficiency while avoiding packet retransmissions, RCDP relies on
Raptor codes, an AL-FEC solution that is highly effective at recovering missing
data and that allows generating as many recovery packets as required.

When compared to transport layer solutions, we find that RCDP achieves
much more stable throughput values in the presence of loss, approaching the
performance of an ideal solution. In particular we find that, when the packet
loss rate increases up to 10%, RCDP only experiences a throughput decrease of
15% in the worst case, while TCP based alternatives experience a throughput
decrease of up to 95%.

Experimental results showed that parallelization of the encoding and decoding
stages, along with the fine tuning of buffer sizes and other optimizations of
the RCDP approach represents different design alternatives, which tackle the
different trade-offs between complexity and efficiency in order to maximize end-
to-end throughput.

Overall, we consider that RCDP introduces a new paradigm in the field of
wireless communications, being a very attractive solution for reliable content
delivery in environments such as ad-hoc networks due to its highly efficient use
of available bandwidth resources. Additionally, since it operates in an end-to-end
basis, no changes to the network infrastructure are required.

As future work we plan to develop a version of RCDP for the OMNeT++
simulator in order to test RCDP’s performance in vehicular network environ-
ments.
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Abstract. Wireless mesh networks are introduced as a way for providing cheap, 
easily deployable and maintainable access to core network’s services. The 
content delivery capacity of these networks directly depends on the number of 
installed wireless mesh network gateways. In this paper, we present analysis of 
impact of content placement on nodes of wireless mesh network on the total 
streaming capacity of that network. Our analysis shows that network’s 
streaming capacity, with respect to given topology and cached content, can be 
equally increased with content placement on access points of the network, as it 
would be increased with installation of additional gateways. 

Keywords: wireless mesh network, content delivery network, content 
placement, total streaming capacity. 

1 Introduction 

Internet has evolved to be the most significant information exchange medium. Its 
widespread usage and utility is not limited to the business related applications only, but is 
equally used for facilitating social and human interactions. The achieved success has 
burdened Internet with even higher expectations in terms of performance and support 
requirements for new applications and services. Equally, technology advances in video 
capturing and conditioning, for consumption on personal and portable devices, have 
made it become the most dominant traffic type on modern internet in support of “richer 
immersive experiences” [1]. In order to enable service providers to cope with the new 
challenges and limitations of the current Internet, Content Delivery (Distribution) 
Networks (CDNs) were introduced [2]. CDN networks deploy a constellations of 
dedicated servers strategically placed across the Internet geographical footprint. The 
burden of hosting the produced content is offloaded from content providers to CDN 
service providers. Content is distributed across CDN servers called Replica Servers (RS). 
The distribution is conducted in a way which tends to maximize the cache hit ratio at 
replica servers (based on distribution of users’ requests). Distributing the content closer 
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to the end users (edge of the network) will result in decreased load on content origin 
servers, offload of traffic from the core segments of the network (better load balancing 
and resource utilization) and increase in QoS provided to the end users through reduced 
delay and jitter. Typical CDN system is shown in Fig. 1. First, different Content Delivery 
Regions (CDRs) are defined based on identified profiles of the users and their request 
distribution for available content. Next, dedicated replica servers are installed at every 
CDR. Based on the dominant users’ profiles in different CDRs, different content will be 
distributed from the source server to available replica servers [2]. CDN management 
system is responsible for organization of distributed replicas and content distribution 
strategies. 

 

Fig. 1. Example of a CDN system 

The CDNs have provided the service providers with temporal solutions for 
improvements of streaming capacity over the Internet. Now, mobile users are 
becoming dominant consumers of the content provided over the Internet. Therefore, 
wireless internet access is the new challenge for the content delivery systems. These 
access networks introduce new limitations and challenges regarding streaming 
capacity of the infrastructure. 

Wireless Mesh Networks (WMNs) are introduced as a way for providing cheap, 
easily deployable, maintainable and scalable Internet access. Nevertheless, high 
transfer throughput is a must for WMNs in order to successfully compete with other 
last-mile wireless technologies. Maintaining a high transfer throughput in WMNs is 
difficult because these networks, as all other wireless networks, are subject to 
interference due to open nature of the wireless medium. Radio interference can affect 
WMN performance in several ways [3-4]: 

• Higher hops count from source to destination is likely to lower the overall 
path’s throughput since hops may need to share radio resources.  

• IP packet loss on a given path is proportional to the number of hops and 
consequently lowers the TCP throughput.  
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• Many mesh paths congregate on a single WMN gateway (GW) thus 
increasing probability of interference in vicinity of the gateways. 

One of the ideas behind future CDN systems is to continue bringing the content closer 
to the end users. WMN Access Points (APs) are infrastructure nodes which are closest 
to the end users. Therefore, content placement on these network nodes will bring the 
content as close to the end users as possible, thus providing the highest QoS to them. 
This content distribution approach can also result in increased level of WMN 
bandwidth resource utilization, which, on the other hand, increases the overall 
streaming capacity of the WMN. There are several approaches for content placement 
on WMN nodes and content delivery from these nodes to the requesting users. In this 
paper we will analyze impacts of these different approaches on total content delivery 
capacity of the WMN and Average Delivery Tree Length (ADTL).  

Rest of the paper is organized as follows. First, work related to CDNs, content 
centric networking and content delivery over WMNs will be presented. Then, three 
different approaches for content placement and delivery over WMNs will be 
introduced. Finally we will present detailed analysis of these three approaches. 

2 Related Work 

CDNs are introduced as a collection of servers with full or partial replicas of content 
stored on origin server. When local request for the content cannot be fulfilled from the 
dedicated server, it will be forwarded to the origin server. Next step was introduction of 
hierarchical replica servers [2]. Several hierarchical layers are formed in CDN system, 
and user’s request for content is forwarded from lower layers to the upper ones and all 
the way to the origin server, in case of the cache miss for particular content. These 
content delivery approaches resulted in poor storage resource utilization, because, in 
order to achieve lower number of cache misses, the same content had to be replicated 
over as many replica servers as possible [2]. The next evolutionary step was introduction 
of peer to peer (p2p) communication among CDN replica servers. This allowed CDN 
servers to address each other’s cache misses (dashed lines in Fig. 1). As the users’ 
requests became more demanding, CDN systems had to include more and more 
dedicated replica servers and bring the content closer to the end users. This trend led to 
proposal of hybrid CDN solutions, incorporating p2p content delivery among end users 
into the standard CDN framework. There are many systems proposing this type of CDN 
solutions [5-9]. However, the main challenge in these solutions is management of end 
user’s resources and content stored on their devices. The security risks, guaranteed 
resource availability, users’ incentives and highly distributed nature of the system are still 
limiting the practical implementation of these solutions. The next step is introduction of 
highly distributed CDN clouds which will completely squeeze out the dedicated servers 
[10]. However, problems related to hybrid CDNs will need to be addressed. 

The other idea, which promises to solve the majority of the future internet related 
problems, is the concept of content centric networking (CCN) [11-12]. Its governing 
philosophy argues that a communication network should support user’s focus on the 
content needed without the need to specify physical location from where to get the 
requested content. Solutions proposed by this approach will provide mechanisms for 
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efficient utilization of all networking nodes capable of content caching (not only 
servers and end user devices, but also routers, switches and access points). Enabling 
WMN APs to store and stream multimedia content will lay down a solid basis for 
implementation of CCN services on top of these networks. Including the WMN 
access points as replica servers into the content delivery system can provide the 
following benefits: 

• Content will be brought to the end point of the infrastructure, thus providing 
the best level of QoS (decrease in start-up delay, decreased probability of 
jitter effects and increased throughput) to the end users. 

• Content delivery capacity of the WMNs will be increased without the need 
for additional GWs and topology changes. 

• Service and network providers will have the full control over the caching 
equipment and content placed on them, which will significantly lighten the 
CDN management system when compared to the approaches proposing 
content placement on end users’ devices. 

• Delivering multimedia content from networking devices (APs), which work 
all the time (whether or not they are included into the content delivery 
process), will result in significant decrease in power consumption of the 
system [13-14] when compared with standard CDN approach, where 
dedicated servers are installed only for the purpose of content delivery. 

There are previous research efforts towards proposing the content placement on WMN 
nodes. Work described in [4] addresses the problem of content placement on APs of a 
WMN, and shows how this approach can result in significant improvements of 
WMN’s bandwidth resources utilization, which increases the overall content delivery 
capacity of the underlying WMN. However, authors in [4] have focused their work on 
proposing and evaluating the new content caching techniques in WMN nodes, rather 
than investigating how different content placement strategies and WMN 
topologies/configurations impact the CDN system. In this paper we will provide in 
depth analysis on how different content placement/delivery approaches, combined with 
different WMN configurations, impact the overall streaming capacity of the WMN. 

3 Different Content Placement/Streaming Techniques  
in WMNs 

In this section we will define three different techniques of content placement and 
delivery over WMNs. First, we will present a content delivery method based on a 
standard CDN approach, where all of the users’ requests are fulfilled from a dedicated 
content server located in the core network (see Fig. 2a). Analysis of this method will 
show why the WMNs are considered as bottlenecks for content delivery. Next, two 
methods for streaming of content cached on WMN nodes will be analyzed. By placing 
content on WMN nodes, we are following a CCN paradigm for including the 
networking nodes into the caching and streaming processes. We will analyze approach  
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when content, which is stored on WMN APs, can only be delivered to the requesting 
users who are directly connected to these WMN APs (see Fig. 2b). Finally, we will 
introduce and analyze content streaming solution where content cached on one WMN 
AP can be streamed to users connected to other APs in the WMN (see Fig. 2c). In this 
approach, a collaborative (p2p based) content delivery among WMN nodes is enabled.  

 

Fig. 2. Different content placement/delivery approaches 

For every of the three aforementioned content delivery approaches in WMNs, we 
have conducted a detailed analysis. Different WMN topology setups and different 
selections of nodes for content placement/delivery are investigated. This in depth 
analysis has shown the impact of different system setups on overall content 
delivery/streaming capacity of the WMNs. The streaming capacity of a WMN is 
defined as a maximal number of end users who can be served with the selected load at 
the same time. Analytical analysis is conducted in MathWorks MatLab and Wolfram 
Mathematica software packages with custom built simulator and mathematical model. 
Mathematical model is built for solving the problem of optimal context aware content 
placement on WMN nodes in light of Average Delivery Tree Length (ADTL) 
minimization [13]. Different system setups for different WMN graphs are analyzed. 
Besides investigating the impact of these system setups on streaming capacity of 
WMNs, analysis is also conducted in order to show how these streaming techniques 
and system setups impact the ADTL. WMNs in our experiments are presented as 
network graphs. All experiments are conducted on network graphs corresponding to 
well designed WMN networks. This means that network graph is connected, nodes 
have degrees less than some threshold (in our experiments threshold was 6), the 
number of leaf nodes (with degree equal to one) is limited to 5 percent of total WMN 
node count and there is maximally one edge between any two nodes in the network 
graph. For the sake of clarity of the paper’s presentation we will focus description of 
our analytical approach on one fairly simple WMN network graph depicted in Fig. 3.  
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Fig. 3. WMN network for detailed analysis (gray nodes- WMN GWs) 

Shaded nodes in the Fig. 3 are WMN GWs. Different selection of gateways will be 
shown in the analysis. Gray dashed lines represent all possible connections among 
WMN nodes. It is considered that every WMN node has two radio interfaces for 
communication with other WMN nodes (backhaul connections) and one interface for 
providing access to the end users. A standard 802.11 based WMN is considered. 
Backhaul communication is done by using the IEEE 802.11a protocol which can 
provide around 30Mbit/s of user’s traffic. Access to the WMN APs is provided over 
the 802.11g protocol which also provides 30Mbit/s for users’ data. If more than two 
backhaul connections are shown for one WMN node in the network graph, these 
wireless links will share the total bandwidth provided by two radio interfaces 
(2x30Mbit/s). We will not address the problems of channel interference and its impact 
on achievable throughput. 30Mbit/s is considered on every established link between 
two radio interfaces (if the radio interfaces are not shared with other active links). We 
will also consider that cable backhaul has an infinite capacity when compared to the 
capacity of the wireless links (backhaul cable network will not be considered as 
bottleneck for content delivery). Although our conclusions are made under ideal 
conditions (no TCP related problems, routing and packet forwarding works perfectly 
and no interference), the logic behind them is valid for realistic WMN deployments as 
well. This is because we have focused on impact of WMN topology and delivery node 
selection changes, which will have the same effect in realistic WMNs as in the 
simulator’s environment.  

Now, we will present all three content delivery solutions and their detailed analysis 
on the WMN topology presented in Fig. 3. 

3.1 Content Delivery from a Dedicated Server 

The typical WMNs have a specific networking principle where all of the traffic to and 
from end users has to pass through limited number of WMN GWs [2-3]. The number 
of these GWs greatly dictates the capacity of the network. Less GWs means more 
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economical deployment of the WMNs, because less network cable installation needs 
to be provided. However, the smaller the number of WMN GWs is, the capacity of 
the network will be limited to the value below that which can be provided by the 
underlying communication technology (i.e. IEEE802.11). If the number of WMN 
GWs increases, the network will come closer to Wireless Local Area Network 
(WLAN) in light of capacity, but in the light of installation and maintenance costs as 
well. Therefore, a proper WMN engineering requires careful selection of GW nodes 
within the WMN topology. 

When the content streaming for all end users is done from a dedicated server 
located in the core side of the network, the entire load needs to be transferred over the 
WMN GWs. These nodes will become a bottleneck for content delivery service over 
the WMN. Therefore, for this content streaming approach, the number and position of 
GWs within the WMN’s topology will have the greatest impact on the total content 
delivery capacity of the system. In Fig. 4a is shown how the content can be delivered 
over three WMN GWs depicted as gray shaded rectangles. The topology (AP 
numbering and location) from Fig. 3 is valid for WMNs presented in Fig.4. 

 

 
 

Fig. 4. Content delivery over WMN with three GWs with: a) proper GW selection; b) improper 
GW selection 

Since every GW has two radio interfaces for communicating with its neighbors, 
streaming capacity which can be achieved over three GWs presented in Fig. 4a equals 
the sum of available throughput over six backhaul links. Since every GW is also a 
WMN AP, users directly connected to GWs can be served with the requested content 
without burdening the backhaul links of the WMN. Therefore, Total Streaming 
Capacity (TSC) of the WMN in Fig. 4a can be calculated as: 

TSC = NGW * (2*CB + CA)                                             (1) 

where NGW is the number of GWs, CB is the throughput capacity of backhaul links and 
CA is capacity of access interface on WMN nodes. For the system parameters 
introduced in section 3, TSC of the WMN shown in Fig. 4a, according to (1), equals 
270Mbit/s. If every user requests 2Mbit/s, then 135 users can be served with the 
requested throughput.  However, (1) is not universal in this type of content delivery 
over WMNs. For example, presented equation cannot be applied when one WMN 

 

a)      b) 
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GW node has only one neighbor. In Fig. 4b is shown a WMN topology configuration 
where two GWs have only one neighbor. These GWs cannot use both of theirs 
backhaul radio interfaces and therefore available backhaul capacity is drastically 
affected. Also, AP13 and AP15 as GWs (see shaded rectangles in Fig. 4b and node 
numbering in Fig. 3) are too close one to another and the local backhaul link topology 
becomes congested before backhaul radio interfaces of both of these nodes are 
maximally utilized. AP14 is receiving 30Mbit/s over the backhaul link AP15-AP14. 
The other backhaul radio interface can be used to transfer 15Mbit/s of throughput 
from AP13 to AP10 over AP9. This is because all of the AP14’s users can be satisfied 
from AP15, therefore additional deliveries from AP13 will not be used by users in the 
coverage area of AP15, AP14 or AP9 (users of this AP are satisfied from AP13). 
Therefore, the remaining backhaul radio interface of the AP14 will be shared among 
links AP13-AP14 and AP14-AP9, which means that average of 15Mbit/s can be 
achieved over these two links. The TSC of the WMN in Fig.4b is 195Mbit/s. These 
results show how different GW locations can impact the TSC of the WMN. There are 
455 different combinations of 3 GW nodes in the WMN with 15 nodes. The minimum 
achievable TSC with 3 GWs for the WMN shown in Fig. 4 is 135Mbit/s for i.e. GW 
combination: AP13, AP14 and AP15. When the optimization goal for GW selection is 
maximization of TSC, equation (1) is valid for all optimal GW placements. Other GW 
placements which are not resulting in the maximal achievable value for TSC are 
considered sub-optimal. The value of TSC for all combinations of three GWs for the 
WMN topology shown in Fig. 3 is shown in Fig. 5a. 

In Fig. 5b is shown how the TSC value changes with the number of WMN 
gateways (both minimal and maximal TSC value). For lower numbers of GWs, the 
maximal achievable TSC with respect to the increasing number of GWs, is following 
a linear dependency (in line with the equation (1)). However, after certain threshold in 
the number of GWs (for the WMN shown in Fig.4 it is five GWs), the maximal TSC 
cannot be increased with introduction of additional GWs. This effect is due to WMN 
topology and the fact that wireless backhaul links are used to transfer traffic to and 
from GWs. With certain number and combination of GWs in the WMN topology, 
capacity of their backhaul interfaces will be enough to satisfy access capacity of all 
remaining APs, making introduction of additional GWs unnecessary. Therefore, the 
same maximal TSC can be achieved with i.e. 5 GWs as in the case when all WMN 
nodes are configured as GWs (equivalent of WLAN). If the values of minimal TSCs 
are considered, than 12 GWs in the WMN showed in Fig. 4 can achieve the same TSC 
as equivalent WLAN for all possible GW combinations.  

Different GW selections will have different ADTLs. This parameter will directly 
impact QoS provided to the end user (increased ADTL is directly proportional to 
increased delay). For example, if there is only one GW in the WMN showed in Fig. 3, 
then optimal GW placement (with respect to minimization of the ADTL) is AP7 
(ADTL equal to 3.07), while AP15 achieves ADTL equal to 5.2 (uniform distribution 
of users’ requests among all WMN nodes is considered). Therefore, optimal GW 
placement can be subject of two optimization criteria, one being maximization of TSC 
while the other is minimization of ADTL. As the number of GWs in the WMN rises, 
ADTL will decrease and when every WMN node is configured as GW, the ADTL  
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a) 

 
b) 

Fig. 5. TSC values a) for all combinations of three GWs, b) as function of the number of GWs 

will have the value of 1. We haven’t considered cable links for the ADTL, since delay 
over these links can be neglected when compared to delay of the wireless links. Fig. 6 
depicts ADTL value decrease variations when an additional GW is added into the 
WMN topology. ADTL values are given for every additional GW (from AP1 to AP15 
– AP7 excluded as it is the ultimate GW). The results clearly demonstrate dependency 
of the ADTL value relative to the GW location within a given WMN’s constellation. 
If AP12 is reconfigured into a new GW (in addition to the existing GW-AP7) ADTL 
decreases by 0.2. However, if AP14 is configured as a new GW, this will result in an 
ADTL reduction by 0.6. 

3.2 Delivering of Content Which Is Placed on WMN Nodes 

In this analysis we are considering a content streaming approach where content can be 
placed on WMN nodes and streamed only to the requesting users directly connected 
to these nodes. Content is still delivered from the dedicated server in the core side of 
the network (as shown in Fig. 2b). WMN APs with the stored content will be able to 
deliver that content only to their direct users and thus the TSC of the WMN will be  
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Fig. 6. ADTL variations when a specific AP within the analyzed constellation is reconfigured 
to act as an additional GW or a streaming server  

increased. In this analysis we will consider a WMN with three GW nodes and we will 
show how content placement on different number and combination of WMN APs 
impacts the TSC. 

We will start with the WMN configuration as shown in Fig. 7a. AP4, AP7 and AP9 
are WMN GWs (shaded grey) and AP1, AP6, AP8 and AP14 (node labeling from Fig. 3) 
have the content of interest cached in their memory (depicted with patterned gray shade). 
The thicker dashed lines in Fig. 7a depict content delivery. When compared to Fig. 4a it 
is clear that streaming of the content from WMN APs increases the TSC for the amount 
of maximal throughput achievable in the access of the WMN AP. Therefore, if we are 
placing the content on either of the WMN APs, apart from the currently selected GWs, 
we can expect the increase in the TSC which is equal to the NAP*CA , where NAP is the 
number of WMN APs with content placed on them, and CA is the throughput capacity of 
the technology used for providing network access to the end users.  

Fig. 8 shows how TSC of the WMN showed in Fig. 7a (for this GW combination 
we have showed that TSC equals 270Mbit/s) changes with the increasing number of 
APs on which the content is placed. For the WMN GW configuration showed in Fig. 
7a, when we place content on six APs, we can achieve the TSC equal to that of the 
equivalent WLAN. In the previous content delivery approach, for achieving the same 
effect we have needed at least two, carefully selected, additional GWs. Installation of 
new GWs into the existing WMN deployments can require significant expenditures. 
Therefore, a much more economical solution would be to place a required content on 
WMN APs which will, as shown, increase the TSC of the WMN and, in addition, 
bring the content closer to the end users, thus decreasing ADTL and providing higher 
level of QoS. ADTL value variations as a function of file copy placement on 
particular AP are shown in Fig. 6. Placing content on any of the APs within the WMN 
would have less impact on ADTL decrease than converting that particular AP into an 
additional GW. Under assumption that users’ requests are uniformly distributed 
among all APs, the ADTL will drop more significantly if the content is placed on an 
AP farther away from the existing GWs. For example, placing copy of a file on AP15 
will result in most noticeable ADTL reduction relative to the situation when every 
request is fulfilled over the ultimate GW (AP7). 
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a)     b) 

Fig. 7. Content streaming from WMN APs: a) APs can stream the content only to the directly 
connected users; b) p2p between APs is enabled 

 

Fig. 8. Maximal TSC values for different number of WMN APs with cached content  

If the content placement on APs follows a context aware strategy, which takes into 
account the number and spatial distribution of users’ requests, then delivery from 
WMN APs to directly connected end users will ensure significant increase in TSC and 
decrease in ADTL in the real deployments of WMNs. However, with additional 
management and modifications to WMN APs it is possible to achieve content 
delivery strategy presented in the next sub-section. 

3.3 Content Placement on WMN APs with Collaborative Content Delivery Enabled 

Collaborative content delivery among WMN nodes is defined as the ability of the 
involved WMN nodes with stored content to collectively address the cache misses for 
the content requests originated from users connected to the other WMN nodes. When 
the requested content is not stored on the WMN AP to which the requesting user is 
connected, CDN management system will instruct the optimal WMN AP, which has 
the content of interest in its cache, to deliver the content to the requesting user. The  
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impact of this content delivery approach on TSC will be illustrated on the WMN 
configuration presented in Fig. 7b. 

The GW placement is the same as in the previous approach. This GW placement is 
one of the optimal placements (as shown in sub-section 3.1) with respect to TSC. In 
the Fig. 7b, the content is placed on AP1, AP6, AP8 and AP14 (the same as in sub-
section 3.2). However, these nodes are able to deliver the content to the end users 
directly connected to them, as well as to the end users connected to other APs. 
Therefore, these APs have exactly the same impact on the TSC as adding the 
additional GWs. The results from the chart in Fig. 5b are valid for this content 
delivery approach as well. In this case, the minimal and maximal TSC values for four 
GWs can be achieved in WMN from Fig. 7b with three GWs and content placed on 
one AP. The optimal AP selection will result in maximal value of TSC and other APs 
can provide lower TSC. Now, we have achieved TSC increase equivalent of that 
achieved with additional GWs. Since introduction of new GWs into the existing 
WMN is a very demanding job (with respect to costs and time consumptions), this 
content delivery approach presents the best solution for providing CDN over existing 
WMN. Also, content placement on WMN nodes represents more scalable solution for 
TSC increase than adding new GWs. By different content placement strategies on 
WMN APs, streaming capacity increase can be provided where and when needed. 

Presented content delivery solution has the same impact on ADTL of the cached 
content (content cached on WMN APs), as introduction of additional GWs into the 
system (see Fig. 6). 

In order to confirm the conclusion presented in this section, we present the same 
analysis for the WMN consisting of 50 APs. In this topology (see Fig. 9a), there is 
only one WMN GW. All WMN APs support collaborative content delivery. Content 
placement on different number of WMN APs and their combinations is evaluated. 
Number of APs with stored content is increased by one in every experiment until all 
APs have content stored on them. For every selected number of APs, 40 different 
combinations of content placement are inspected. This gives the total of 2000 (50 
nodes x 40 combinations) results for TSC of the WMN presented in Fig. 9a. Box-plot 
diagram for TSC results is shown in Fig. 9b. In this diagram, we can see that maximal 
and minimal TSC values follow the same rule as in case where the number of WMN 
GWs and their combinations are gradually changed (results in Fig. 5b). The same 
results, as those shown in Fig. 9b, are achieved for 50 nodes WMN (see Fig. 9a) when 
the number and combination of GWs is changed, thus confirming our conclusion that 
content placement on WMN AP, with enabled collaborative (p2p) delivery, has the 
same potential to impact TSC increase (with respect to given topology and content 
which is cached on WMN APs) as reconfiguration of that AP into the new GW. 

When compared with the second content delivery strategy (where content stored on 
WMN APs can only be delivered to directly connected end users), the ability of 
WMN APs to collaborate in order to address each other’s cache misses, will provide 
maximal TSC with less copies of the content locally stored on WMN APs. This will 
provide better utilization of storage resources on WMN APs enabling local caching of 
broader spectrum of different content. 
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a) 

 
b) 

Fig. 9. A bigger instance of the TSC determination problem: a) WMN topology composed of 
1GW and 49 APs (50 nodes in total) and b) box-plot diagram of TSC results for different 
number and combinations of WMN APs with stored content and p2p delivery enabled 
(beginning with 27 APs, calculated TSC values for all experiments are constant and the same, 
resulting with the absence of box plots) 

4 Conclusion 

In this paper we have provided detailed analysis of three different content placement and 
delivery strategies relative to WMN centric media streaming. First we have analyzed 
content delivery from a dedicated server in a core side of the network. We have shown 
how different number and combinations of WMN GWs impacts total streaming capacity 
for this delivery strategy. Next, we have analyzed approach where content is placed on 
individual APs and can be delivered only to the end users directly connected to these 
specific APs. This approach contributes less to the overall TSC than the one which can be 
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achieved with addition of new GWs into the WMN topology. Finally, we have presented 
the content placement/delivery approach in which content is pre-placed across WMN 
APs and collaborative delivery among APs is enabled. Analysis of this approach 
demonstrates the same gains in terms of the TSC increase as the first one, in which APs 
are reconfigured into the GWs. Therefore, the same TSC can be achieved with no need 
for additional GWs, which consequently means lower delivery cost and better scalability 
(collaborative delivery increases TSC when and where needed). 
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Abstract. With the integration of everyday objects and sensors into
the Internet, users gain new possibilities to directly interact with their
environment. This integration is facilitated by the development of tiny IP
stacks that enable a direct Internet connection for resource constrained
devices. To provide users with the same level of usability that is predom-
inant in the current Internet infrastructure, a self-configured discovery
service for sensors and objects is needed. We thus present a use case of
a discovery service based on Multicast DNS and DNS Service Discovery,
which we adopt for resource constrained devices and operating systems.
Applications using this service can realize direct connections between
resource constrained devices following the end-to-end principle of the
IP-based Internet, allowing for a seamless integration of potentially mil-
lions of objects and sensors into the current Internet and facilitating the
pervasive infrastructure that is envisioned by the Internet of Things.

Keywords: Internet of Things, Discovery, mDNS/DNS-SD, Contiki.

1 Introduction

The Internet is rapidly reaching over into the physical world with the integration
of sensor networks and the embedding of communication technology in everyday
objects. This technological progress was named “Internet of Things” by Kevin
Ashton [1]. The realization of the IoT vision goes hand in hand with the de-
velopment of Internet Protocol (IP) solutions for embedded devices. With the
development of small IP stacks like uIP(v6) [2], embedded and resource con-
strained devices can be connected directly to the Internet, while at the same
time omitting approaches that break with the Internet’s end-to-end principle.

With an integration of everyday objects and sensors into the Internet, a new
kind of pervasive and ubiquitous infrastructure will be available, leading to new
types of applications and services for the interaction of users with their en-
vironment. To facilitate a seamless integration, appropriate solutions must be
compliant with the current Internet infrastructure. There are two prerequisites
to achieve this: a standardized discovery scheme complying with the IP standard
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of the conventional Internet domain and the self-configuration ability to handle
the possibly large number of objects emphasized by the IoT vision [3]. Discovery,
in our work, covers the topics of finding and addressing objects as well as issues
of interoperability between different device classes. Self-configuration, as an un-
derlying paradigm of device management, covers the problems of scalability and
bootstrapping. Both aspects are vital to provide the same level of service qual-
ity that users and developers are accustomed to from the conventional Internet.
We therefore want to facilitate solutions that provide autonomous bootstrapping
and service discovery instead of complex manual setups.

A main problem for a seamless integration lies in the restrained nature of
embedded devices. Typical limitations are: communication over short ranges
and failure prone wireless links, limited power supply, and limited memory sizes.
Another problem is the multitude of device types, whereas each type has different
characteristics, limitations, and physical communication abilities, leading to the
need for bridging solutions to enable a device-overlapping interconnection. Next
to different communication technologies, embedded devices often use specialized
and proprietary protocols on the higher layers of their communication stack.
Examples are the Constrained Application Protocol (CoAP) [4] and the Message
Queue Telemetry Transport (MQTT) [5] protocol, both rely on gateways and
protocol translators to connect embedded devices to Internet-based systems.
This leads to a loss of flexibility and end-to-end functionality because messages
need to be translated [3], which is typically a time-consuming, failure-prone, and
complex task. So instead of trying to introduce new protocols for the discovery
of applications and services offered by everyday objects, we propose to adapt
established protocols that work in compliance with the current architecture for
the integration of Things into the Internet of Things.

In this work, we introduce a lightweight discovery service implemented for the
Contiki [6] operating system for embedded devices. Our approach is based on the
combination of Multicast DNS (mDNS) [7] and DNS Service Discovery (DNS-
SD) [8] in a lightweight implementation with adjustments for embedded devices
(e.g., small code footprint, minimized overhead), while enabling interoperability
and service discovery at the application layer through DNS messages. mDNS and
DNS-SD are combined with Zeroconf [9] under the term Bonjour [10], an estab-
lished and widely used standard in current IP-based networks. While Bonjour
enables computers to communicate ad hoc without a complex setup or manual
bootstrapping, our approach will be a first step in this direction by integrating
everyday objects and sensor devices in the current IP-based Internet architecture
in order to enable the discovery of devices and services of resource constrained
devices in compliance with the current infrastructure as a basic discovery service
for the Internet of Things vision.

The remainder of this work is structured as follows: Section 2 introduces our
case study together with a discussion of related problems. Section 3 presents a
service-oriented solution to discover and address sensor devices. A verification
through a prototypical implementation is presented in Section 4. Related work
is discussed in Section 5 and concluding remarks are presented in Section 6.
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2 Case Study for Locating Sensors over IP

An autonomous discovery of devices and services inside a network domain is
a central usability criterion. Applications and users need mechanisms to iden-
tify new devices and gather relevant information to access offered services. For
Internet of Things scenarios, this means that devices need to be discovered in
wired and wireless networks, with support through pre-configured infrastructure
as well as possibly without (ad hoc) any infrastructure support. Next to these
requirements, a discovery solution should also work in compliance with current
systems. We thus favor using IP-based solutions to facilitate an easy integration
into current networks and systems.

We choose our own working environment as a testbed for a typical IoT sce-
nario. In our “smarter workplace” scenario, different devices (sensors as well as
actuators) are distributed to support workers in their daily routines, as Figure 1
illustrates. This leads to a case comparable to common “smart home” scenarios.
Smart homes are widely covered in research, although typically used technologies
are proprietary and not IP-enabled [11], thus requiring gateways and protocol
adapters. As we omit protocol gateways in favor of an end-to-end connection
with common Internet protocols, we focus on setting up a testbed of different
devices connected over IP links. We connect various stationary computers and
workstations, mobile devices (e.g., smartphones, netbooks), as well as embedded
devices, sensors, and actuators over their respective communication technolo-
gies. Figure 1 depicts the architecture of the system. It is important to note
that we cannot omit bridges to interconnect different technologies physically.
We assume that one of the following bridging methods is provided to intercon-
nect diverse communication technologies: interconnection via USB/serial port,
support for multiple radio technologies within a single device, or embedding the
sensor/device in power outlets for a connection over power line communication.
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IEEE 802.15.4

USB Adapter

IEEE 802.11 

Radio Links

=

IEEE 802.15.4 
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Fig. 1. System Architecture and Use Case
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The discovery of non-constrained devices (e.g., workstations, smartphones,
netbooks) and their respective services over IP links is provided through today’s
standards like Bonjour, which we adopt for the depicted resource constrained
sensors and actuators. For the bridging of different communication technologies,
we currently work with USB adapters to link IEEE 802.15.4 and Ethernet over
intermediate devices like notebooks. A next step will be the practical deployment
of a IEEE 802.15.4 bridging device in form of a small power outlet connected
access point for IEEE 802.15.4, comparable to the Sheevaplug [12].

Autonomous discovery of new devices and services increases usability and
user autonomy. We eventually want to reach a point where sensor devices are
just plugged in (in power outlets) or started (if battery operated) and users can
“search” the network for new services and then “subscribe” to them, gaining
access to information and new ways of interacting with their environment. This
operational scheme is directly connected to the concept of Service-oriented Ar-
chitectures (SOA) [13]. SOA enables a seamless integration and interaction of
different device types while specific devices are abstracted as services according
to their offered functions. This abstraction of functionality into services is what
we ultimately aim for with the discovery service for constrained devices.

Several problems arise due to the resource constrained nature of typical em-
bedded sensor and actuator hardware as well as due to the non-permanent at-
tachment of such devices to the network infrastructure. The following list is a
selection of problems that we explicitly address in this work:

– Resource constrained devices operate on tiny 8-bit microcontrollers with
limited memory (typically 8-16 KB of RAM and 64 - 128 KB of ROM);

– Network connection is often ad hoc and non-permanent in contrast to non-
constrained devices due to a sensor’s limited battery-driven power supply;

– Embedded communication standards (e.g., IEEE 802.15.4) support only
small Maximum Transmission Units (MTUs) when compared to normal IP-
based infrastructure (cp. 802.15.4 with 127 Bytes to IPv6 with 1280 Bytes),

We cover these problems in our solution design with several adaptations and
optimizations. The following section presents the standards that we use and
our adaptations while Section 4 presents a practical verification that specifically
addresses the problems of embedded microcontrollers and limited memory.

3 mDNS / DNS-SD-Based IoT Discovery Service

The presented IoT discovery service is based on mDNS and DNS-SD. Both proto-
cols were implemented for Contiki, an operating system for resource constrained
hardware with a small code footprint and integrated IPv6 support. Our combi-
nation of Contiki, mDNS, and DNS-SD is named uBonjour. uBonjour enables a
high interoperability between non-constrained and resource constrained sensor
devices at the application layer through the use of standardized DNS messages.
Our implementation is based on the Ethernet Bonjour [14] project. We extended
and reimplemented it in an optimized way for Contiki with IPv6 support and
tested it with Avahi as described in Section 4.
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3.1 Background Information

This subsection presents an overview of Contiki, mDNS, DNS-SD, and the SOA
concept to substantiate the subsequent descriptions of the discovery service for
IP-based embedded sensor devices.

Contiki [6] is an open source operating system, running on embedded hardware
with constrained memory and computing resources. IP connectivity is provided
by the integrated uIP stack, which features ARP, IPv4/v6, SLIP (Serial Line IP),
ICMP echo, UDP, and TCP protocol support. Contiki’s core system is based on
an event-driven kernel with on-demand preemptive multithreading to effectively
share marginal memory resources between all processes. To provide concurrency,
processes are implemented as event handlers that run till completion and return
back to the kernel when finished. A process is implemented either as an ap-
plication program or as a service. Services provide functions that can be used
by application programs. Inter-process communication is provided through the
kernel by posting events.

Multicast DNS (mDNS) [7] is one part of a group of standards that is used
to enable computers to view or find other devices and to share their services
with each other in network environments. mDNS’s functionality is to resolve
domain names without the help of any server by delivering messages to reserved
multicast addresses 224.0.0.251 (IPv4) and ff02::fb (IPv6) and the UDP
port 5353. Devices inquire network addresses with requests to a multicast group,
while the corresponding device responds with its list of DNS resource records
(refer to DNS-SD). mDNS is often implemented together with DNS-SD. Both
are available for various platforms, for example for Mac OS, iOS and Windows
with Bonjour [10], and for Linux, BSD, OpenWRT and Android with Avahi [9].

DNS Service Discovery (DNS-SD) [8] is another part of the standards
used to discover devices and share their services. It is combined with mDNS and
also provided by Bonjour [10] and Avahi [9]. DNS Service Discovery enables the
location and announcement of services of entities in a network domain. DNS
resource records are again used to provide information about services. A device
usually offers its service by propagating the following DNS records: a service
name of the service offering device via the SRV record, a hostname/domain name
mapped to an IPv4 address via the A record and optionally for IPv6 with the
AAAA record, a user-defined text with the TXT record, and an assignment of service
instances to a service with the PTR record.

Network configuration and management is simplified with mDNS and DNS-
SD because entities can detect each other inside a network without previously
distributed configuration or prior mutual acknowledgment [15]. Extending a net-
work with additional devices is simplified due to the fact that all devices are able
to explore their network vicinity for available services and running applications.
An extension of this discovery functionality beyond local network boundaries
is enabled by Wide-Area DNS-SD [16] using the same DNS-SD APIs. This can
ultimately boost the integration of resource constrained devices into the current
Internet infrastructure [17], thus supporting the IoT vision.
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Service-oriented Architecture (SOA) is an approach to provide trans-
parency through service abstraction for specific device functions as well as seam-
less interaction with different device types through self-organization and au-
tonomous connection establishment and management. Transparency through
SOA enables devices to browse their network domain for neighbor devices and
newly published services [18]. SOA also enables an easier and failure-resistant
network bootstrapping [19] because hard-coded start-up addresses and broken
pre-configurations can be avoided. Devices perform look-ups for specific services
after booting and request necessary information to perform their context-based
actions [20]. SOA eventually enables a service-oriented network where devices
can act and collaborate spontaneously and autonomously.

3.2 Standard Discovery Service

uBonjour is a lightweight service to discover and address devices and available
services in network environments. Application protocols can register their avail-
ability as services in the network as well as discover other devices that use the
same application protocol. uBonjour helps to fulfill two main goals of the IoT
vision: standardized discovery and self-configuration. Figure 2 depicts the archi-
tecture of a Contiki-based sensor device including uBonjour as a general service
for announcing available application protocols.

Application Layer

Transport Layer

Internet Layer

Link Layer

UDP

uIPv6 & 6LoWPANuIPv4 & RIME

IEEE 802.15.4

TCP

Application

Protocol 1

Application

Protocol 2

Application

Protocol 3

Contiki

uBonjour

Service

Fig. 2. uBonjour running as a Discovery Service on Embedded Devices

Standardized Discovery defines an application- and device-independent an-
nouncement for service offering entities in the network environment. It imple-
ments the standardized behavior of mDNS according to [7] and DNS-SD [8] to
ensure a compliant message exchange with different kinds of computer systems
using either Bonjour or Avahi. This enables computer systems to discover and
address sensor devices in an easy-to-use and transparent way without application
protocol gateways.

Self-Configuration is an essential aspect of the Internet of Things, as a large
number of devices are going to be connected to the Internet. An automatic
setup during the bootstrapping phase is necessary to support the diversity of
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sensor technology as well as configuration possibilities and to facilitate an easy
start-up for the subsequent interaction between devices [21]. uBonjour therefore
supports self-configuration instead of hard-coded addresses so that devices can
scan their network environment and share results without the need to know the
exact network topology. Adding a new sensor is performed as easy as starting
and requesting information from surrounding devices, while a coordinated exit
of a device is enabled with “service unavailable” messages.

3.3 Resolving Hostnames

To discover the address of another device in the network, a device needs to send
a DNS query for the domain name to the multicast group. The device with
the corresponding domain name replies with an A record including its network
address. If a hostname could be resolved, uBonjour will broadcast an event to all
listening processes with the IP address as data, or else a timeout for the query
will be triggered. Only one name can be resolved at the same time. Sending a
new query at the same time will stop the ongoing search for a hostname and will
start a new search with the currently submitted hostname.

3.4 Discovering Services

A device initiates the service discovery by sending a PTR record to the multicast
group containing the name of the searched service. If a service query is resolved,
uBonjour posts an event to all processes with PROCESS_BROADCAST, containing
the resolved IP address and port as data. If the query cannot be resolved, a
timeout for the searched service is triggered. Only one service query is supported
simultaneously. Sending a new query at the same time stops any ongoing service
search and starts a new search with the currently submitted service name.

3.5 Registering, Removing, and Updating Services

To publish an available service, a sensor device has to send four DNS records as
described in Section 3.1. Each application running on a device has to register a
service with its service name, IP address (provided by Contiki), and port, if it
wants to be found in the network by other devices. If a PTR query arrives, the
corresponding device replies with one SRV, TXT, A or AAAA, and PTR record. To
remove a service from a network, the device needs to send a PTR record with the
Time-To-Live (TTL) set to zero. Our uBonjour API also supports updating an
already published service by resending the four DNS records with changed data.
uBonjour can handle up to eight service registrations per device by default. This
value can be adjusted to the memory size of the specific device.

3.6 Memory Management Optimization

As constrained devices only support limited memory resources, reducing the
code size and the number of used variables and buffers becomes very important.
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A large quantity (about 60%) of uBonjour’s source code size is consumed by
the handling of received DNS records and by the generation of DNS responses.
We thus optimized the memory management for this code part to minimize the
memory consumption. The buffer size of the parser is reduced as the handling
is now done directly inside the uIP buffer. The generation of DNS responses
requires only a small buffer of the size of a DNS header while the rest of the
message generator directly uses the uIP buffer. This in-place processing strategy
facilitates a memory-efficient discovery service for Contiki.

3.7 Message Size and Flow Optimizations

Contiki’s uIP stack uses lower layers (e.g., Rime for IPv4, 6LoWPAN for IPv6)
and their provided features (e.g., fragmentation) to efficiently route IP packets
in a network. An IP packet relies on the lower layer fragmentation skills, which
again depend on the sensor device and its built-in radio transceiver. This limits
the supported IP packet size of Contiki, as the following Table 1 shows.

Table 1. Supported IP Payload Sizes of Contiki 2.5 in Byte

Sensor Device & Radio Module IPv4 IPv6

AVR Raven / Redbee Econotag 1300 1300

Tmote Sky / AVR ZigBit 108 / 240 240

MEMSIC IRIS / MICAz 128 240

STM32 140 140

MSB430 116 116

ESB 110 110

Zolertia Z1 108 140

Table 1 summarizes the maximum available payload sizes of an IP packet for
each supported sensor device and radio module. If these values are exceeded,
DNS records will not fit into a single IP packet and IP packet reassembly must
be enabled, which will cost an additional amount of RAM and 700 Bytes of code
size. Experiments for performing lower layer fragmentation have shown that this
mechanism is energy-efficient for request/response cycles as there is no need to
optimize the number of fragments [22, Sec. VI]. Devices like the AVR Raven or
the Redbee Econotag can handle the lower layer fragmentation very well and thus
support a higher IP payload size when compared to other devices (e.g., Tmote
Sky, Zolertia Z1). We therefore decided that each DNS record of uBonjour must
fit into a single IP packet to avoid the use of IP packet reassembly. The TTL flag
in the DNS header needs to be set for each DNS record with a time in seconds
to specify how long a published service will be available. A normal value in this
case is 120 seconds, which should be increased for further optimization. Larger
TTL values minimize the number of sent messages between devices and they do
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not interfere with the joining of new devices, because those can explicitly ask for
available services in the network. Evaluations of the impact of increased TTL
values on the data traffic in larger networks are future work.

Further optimizations for uBonjour are possible by implementing compression
methods to keep the data traffic to a minimum, especially in multi-hop networks.
Two different methods are currently available: the Known-Answer Suppression
[7, Sec. 7.1] and the Duplicate Question Suppression [7, Sec. 7.3] method. The
known-answer suppression method reduces the total number of answers while a
device sends a response for a group of devices (including himself), thus reduc-
ing the number of necessary responses to gather information about the whole
network. For this each device needs to cache published service offerings in the
network and wait a randomly chosen time before it answers a request. If a de-
vice detects a cached answer to a request, then this answer will be added to
its own. If other devices recognize this they will refrain from sending their own
answers. The duplicate question suppression method, in contrast, reduces the
total number of requests. A device will assume a request as its own when it sees
a request that matches its own. This prevents the sending of redundant DNS
responses because less PTR query messages are sent. Again, each device has to
wait a random period before it can send its request.

At the moment we decided to refrain from choosing either one of these two
methods for uBonjour because both optimizations need to store a bundle of mes-
sage related data for proper functionality. This results in an increase of needed
buffers and code size, therefore increasing the use of RAM and ROM for the
discovery service. To avoid this, we developed our own optimization approach
for uBonjour, which is introduced in the following section.

3.8 One-Way Traffic Optimization Approach

uBonjour should assist devices in finding available services and being discovered
by other classes of computational devices inside a network. The implementation
therefore must be as slim as possible to allow other applications to reside in
the device’s limited memory as well. Since the Known-Answer Suppression and
the Duplicate Question Suppression method would consume too much memory
(as described in the previous section), we developed an economical optimization
of mDNS and DNS-SD for resource constrained devices called One-Way Traf-
fic (OWT). The OWT optimization is built-in and can be activated during the
compilation of uBonjour. This optimization puts a sensor device into a passive
mode in which the device only publishes its services periodically (via TTL) and
responds only to incoming name and service requests. Passive mode disables the
active resolving of hostnames and the ability to parse service query responses
from other devices in the network. This also avoids ping-pong effects of DNS
responses, while service query responses are targeted only on non-constrained
devices. The activation of OWT and the subsequent disabling of hostname re-
solving and service query response parsing reduces the used code size significantly
and also saves energy because message parsing and network traffic are minimized
overall. The OWT optimization leads to a reduction of lines of code too, since
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the parser handling for incoming service query responses can be skipped, which
frees around 400 lines of code. We do not lose much of the core functionality
of uBonjour because sensor devices are still able to actively register services
and to react to requested services from desktop and mobile systems inside the
network environment. Overall, this behavior facilitates the lightweight aspect
of the discovery service by coupling non-constrained devices with resource con-
strained hardware. Desktop and mobile systems can scan their environment for
sensor devices with a pre-installed mDNS and DNS-SD service, while nearby
sensor devices can directly answer to them with DNS records, without the need
of installing additional protocols or using application protocol gateways either.
This establishes an easy-to-use discovery mechanism for consumers and offers a
simple integration strategy for system administrators.

4 Evaluation

This section presents a verification and prototypical evaluation of the perfor-
mance of our uBonjour solution in relation to our use case for both IPv4 and
IPv6 in terms of memory footprint, message size and response time.

4.1 Experimental Setup

All experiments were performed with Contiki version 2.5 on Zolertia Z1 sensor
hardware, which is based on a low-power MSP430F2617 microcontroller with 92
kB of ROM and 8 kB of RAM. The Z1 also provides an IEEE 802.15.4-compliant
Chipcon 2420 RF transceiver. The IPv4 test setup consists of devices running
uBonjour that are directly connected via the Serial Line Internet Protocol (SLIP)
to a computer running Linux. The test setup for IPv6 uses a one-hop network
with static routes. One Zolertia Z1 runs the 6LoWPAN border router (shipped
with Contiki) connected again to a computer running Linux. The border router
converts 802.15.4/ 6LoWPAN frames to Ethernet/ IPv6 frames. Two additional
Z1 complete the IPv6 setup by running uBonjour. The forwarding of mDNS mes-
sages to the Ethernet interface of the Linux PC is done by Avahi (pre-configured
parameters were enable-reflector=yesand allow-point-to-point=yes).We
monitor incoming mDNS packets with Wireshark1 for both cases in order to ver-
ify the correctness of generated DNS records from the devices, to measure the
DNS record sizes, and to monitor the interaction between the computer and
the service offering devices. The response time was measured by sending a PTR

record to the multicast group and stopping the time between this request and
all four received DNS responses sent from the corresponding node.

4.2 Message Size

Avoiding the use of any kind of additional buffer was mandatory for a slim and
memory-efficient implementation of uBonjour. The Zolertia Z1 device has one

1 Wireshark Network Protocol Analyzer [Online] http://www.wireshark.org/

http://www.wireshark.org/
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of the lowest IP payload sizes as depicted in Table 1. It is therefore a good
reference platform to test if typical DNS messages (refer to [23, Sec. V-C]) fit
into a single IP packet of the uIP stack. The DNS record length combined for
all four kinds depends on the sum of the length of the submitted service name,
the length of the text information in the TXT record, and the length of the
used domain name. The total sum of these freely selectable parameters is 36
for IPv4 and 68 for IPv6 on the Zolertia Z1. The rest is reserved for the DNS
header and the DNS message structure. If these measured values are exceeded
for the Z1, DNS records will subsequently not fit into a single IP packet and
IP packet reassembly must be enabled, which we want to omit as explained in
Section 3.7.

4.3 Memory Footprint

uBonjour is realized in only 1450 lines of code. Table 2 shows the detailed memory
footprint of uBonjour. The code is compiled with msp430-gcc (GCC) 4.4.5 for
the Zolertia Z1. uBonjour with one service that may be registered requires 3.82
kB of ROM / 0.3 kB of RAM for IPv4 and 3.89 kB of ROM / 0.3 kB of RAM for
IPv6. As mentioned in Section 3.8, the OWT optimization reduces the amount
of used memory significantly, in our case it will be cut into half while the lines
of code are reduced to around 1050. Each additional service registration for
uBonjour will cost around 0.14 kB (IPv4) and 0.23 kB (IPv6) of RAM. These
two values are both calculated from the total sum of freely selectable parameters
for the DNS records as described in Section 4.2.

Table 2. Memory Footprint of uBonjour with / without uIP stack and OWT

uBonjour ROM in kB RAM in kB

IPv4 / IPv6 7.12 / 7.69 0.4

IPv4 / IPv6 OWT enabled 3.82 / 3.89 0.3

IPv4 / IPv6 with uIP stack 16.9 / 27.24 1.62 / 3.38

IPv4 / IPv6 OWT with uIP stack 13.6 / 23.44 1.46 / 3.22

The difference in memory consumption of uBounjour between IPv4 and IPv6
is only small because both variations just differ in the used IP address length
(16 Byte for IPv6 versus 4 Byte for IPv4 addresses). Minimal larger buffers for
sending and storing registered services are therefore needed with IPv6. Unfortu-
nately, this behavior is not adopted by the uIP stack in general: the uIPv6 stack
is three times larger in RAM and twice as large in ROM consumption when com-
pared to its IPv4 counterpart. This means that for the Zolertia Z1 nearly half of
the memory is allocated by the uIPv6 stack alone. A slim and memory-efficient
implementation is therefore even more important for IPv6 then for IPv4.
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4.4 Response Time

Discovering services with uBonjour takes 71 ms for directly connected sensor
devices over SLIP (IPv4). In IPv6 scenarios a 6LoWPAN border router is needed
for our use case, hence packets will always be delayed via one-hop. The measured
response times for multi-hop are: 1233 ms for one-hop, 1954 ms for two-hop and
2324 ms for three-hop scenarios. No optimizations nor an active forwarding of
DNS responses was implemented in uBonjour. Multi-hop routing is handled by
Contiki’s IP stack and depends on the performance of its used lower layers [24].

5 Related Work

Existing research related to our work can be divided into generic work in the
area of Internet of Things architectures and IoT integration strategies as well
as existing approaches that use either mDNS or DNS-SD for embedded devices.
An approach to use web services over IP links to integrate sensor networks into
the current IT infrastructure is presented in [25]. We share their idea of using
IP links and Contiki but refrain from using web services. Bardin et al. [20]
proposed a service-oriented component framework for the integration of devices
and subsequent discovery of services inside heterogeneous networks with the help
of a residential gateway. Our approach distributes discovery tasks directly to the
devices, making residential and centralized gateways obsolete. The authors of
[21] provide a general discussion and an overview of the idea of facilitating a
service-based Internet of Things. They resort to a service-oriented yet complex
middleware to enable the discovery of services.

Examples for practical mDNS and DNS-SD implementations are Bonjour [10]
and Avahi [9], both widely used on desktop and mobile systems. Both are open
source and written in C/C++, but too big to fit into the memory of constrained
devices. A smaller implementation is Liaison [26], which is around 100 kB in size
and written in C++. Porting one of these three implementations for resource
constrained devices would be an extensive and time consuming task, because a
complex refactoring with subsequent design restructuring is necessary to adapt
the implementations for the requirements of constrained devices. [27] stated that
they implemented and tested mDNS for Contiki with a memory footprint of only
1.0 kB of ROM and 0.5 kB of RAM, but there is no code proof available. A direct
integration of mDNS for Contiki can be found online.2 It offers an advanced
version of the uIP hostname resolver functions and supports IPv4 and IPv6, but
there is no plan to extend it with DNS-SD. The most promising mDNS and DNS-
SD implementation with only 14 kB is Ethernet Bonjour [14] for the Arduino
platform. It was written in C++ for the WIZnet chipset on the Ethernet shield
by Georg Kaindl and supports only IPv4 for Ethernet frames. We reused the
parser /message generator and its functions stub for uBonjour. C++ parts were
ported to C and the WIZnet chipset related code was rewritten to use the uIP
stack of Contiki. These measures ensure that uBonjour runs properly on Contiki
with a minimized memory consumption.

2 darkdeep Contiki Branch [Online] http://svn.deepdarc.com/code/contiki/trunk

http://svn.deepdarc.com/code/contiki/trunk
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6 Final Remarks

This work promotes a discovery service for the Internet of Things vision based
on mDNS and DNS-SD. We showed that an existing standard can be used eco-
nomically on resource constrained devices. Furthermore, uBonjour enables self-
configured and autonomously acting sensors in a network environment while it
avoids the need of hard-coded bootstrap parameters. Sensor devices can react
more precisely on topology changes and on joining or leaving devices. uBonjour
will help to integrate sensor devices seamlessly into the Internet infrastructure
and also enable an easy access from commodity computer systems.

Through the implementation and evaluation of mDNS and DNS-SD for Con-
tiki, we gathered new insights on implementing available and established proto-
cols, which were originally designed for desktop systems, with a low memory and
small code footprint for constrained devices. As a result of the implementation
process, we showed that uBonjour can be used for self-configuration and stan-
dardized discovery of sensor devices. With uBonjour, we enable a transparent
service discovery over the Internet or local networks and offer a standardized
integration into current infrastructure for the Internet of Things vision.

In future work, we want to perform simulations of uBonjour to identify bot-
tlenecks, the bootstrapping scaling factor, and further implementation optimiza-
tions. We also plan to deploy more devices and extend the current state of our
small testbed to facilitate larger practical tests.
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Abstract. The utilization of wireless sensor networks in industrial en-
vironments poses issues related to performance control. We consider a
networked system composed of multiple wireless sensor networks (WSN)
that are plugged into a cabled Networked Control System (NCS) made of
middleware computers and control stations. The challenge that we faced
was to provide predictable end-to-end latency expectations in those set-
tings, as opposed to the problem of predicting latencies within a WSN
only. We consider a deployment with multiple small-sized schedule-based
WSN sub-networks and the NCS. The approach accounts for details such
as de-synch issues that are to be expected in the heterogeneous context.
Experimental results show actual latencies and confront them with pre-
dictions in a testbed deployment.

Keywords: distributed middleware, sensor networks, wireless sensor
networks.

1 Introduction

Wireless sensor nodes are small devices with only limited amounts of memory,
processing power and energy, but featuring a radio and wireless communication
capabilities (with a short or medium range) that allows them to be autonomous
computation-capable nodes in wireless sensor networks (WSN). The deployment
ease and the possibility of saving enormous amounts of money by not requiring
totally cabled systems have been the driver for applying them in industrial envi-
ronments, at least as a complement to other technologies. WSN can be arranged
as networks of nodes sensing and relaying data until it reaches a cabled receptor.
Configuration and actuation commands can also travel the cabled and wireless
sensor networks to a recipient node. In industrial premises, those wireless nodes
can be arranged in multiple networks with star or tree topologies, each featur-
ing a small number of nodes (e.g. ten to fifty). Those will be sub-networks of
a larger cabled NCS. The industrial applications on that NCS monitor physical
variables, but they are also capable of controlling valves and other devices all
over the factory. Their functionality includes sensing, actuating (e.g. closing or
opening a valve, or emergency shutdowns) and implementing closed-loop control
over physical variables. Since WSN nodes are computation-capable, the system
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c© Springer-Verlag Berlin Heidelberg 2012

http://eden.dei.uc.pt/~pnf


Closed Loops 331

must also allow remote configuration of operation through simple configuration
commands. All these control and data messages travel and are routed through
gateways, middleware nodes and control stations in the NCS and through wire-
less sensor nodes in the WSN.

The networked control system built with wireless sensor sub-networks is de-
picted in Figure 1. In that figure WSN sub-networks with a few nodes are
connected to a sink in a gateway, and gateways are connected to middleware
machines and servers that aggregate data and connect multiple gateways. The
control room, where alarms are shown and configuration thresholds can be de-
fined, is connected to all servers. Closed loop control decisions may be triggered
within a WSN (simple thresholds), or in servers outside the WSN. It is also
possible to have a control loop that senses from one WSN and actuates through
another one. We need to have some form of latency predictability, even though
the system is not a single entity but rather a set of disparate sub-networks
without global synch.

Fig. 1. Control System with wsn
Components Fig. 2. Performance Control Parts

The challenges for which we provide a solution are: how to provide latency
expectations in the network of sub-networks, e.g. latency of a sensing or actuation
command.

Many previous works have dealt with network-level performance control within
a single WSN. They miss the set of independent sub-systems perspective, which
are important issues in practical deployments. For instance, when a worksta-
tion commands an actuation to close a valve in a WSN, what is the latency
expectation all the way down?

On the other hand, industry-strength approaches to performance control in
the factory also do not deal with these issues, they typically concentrate on
providing the appropriate infrastructure for cabled devices to work in a real-
time manner. This is based on the use of technologies such as individual per
sensor analog 4-20 mA communication links to and from controllers, or fieldbus
(profibus) industrial networked systems for real-time distributed control. These
allow multiple analog and digital points to be connected at the same time in a
real-time manner. Profibus, for instance, defines master and slave devices and
implements a token ring access control over the master devices (e.g. workstations
and servers).
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2 Related Work

Previous works on performance control involving WSNs are concerned with
achieving control of performance within a single wireless sensor network. Their
limitation when compared with our work is that they are concerned with the
wsn, while we are concerned with performance monitoring and control over a net-
worked control system that includes multiple WSN components. Nevertheless, we
review works on that issue, as well as works on monitoring performance in wsns
and on performance of networked control systems in general. Schedule-based ap-
proaches are used generically in performance controlled, real time wireless sensor
networks. The RT-Link protocol [1] is an example of a performance-controlled
approach. In it time-slot assignment is accomplished in a centralized way at the
gateway node, based on the global topology in the form of neighbor lists provided
by the WSN nodes. It supports different kinds of slot assignment depending on
whether the objective function is to maximize throughput or to minimize end-
to-end delay. Interference-free slot assignment is achieved by means of a 2-hop
neighborhood heuristic, coupled with worst-case interference range assumptions.
WirelessHART [2] is another performance controlled, reliable design to support
industrial process and automation applications. In addition, WirelessHART uses
at its core a synchronous MAC protocol called TSMP [3], which combines TDMA
and Frequency Division Multiple Access (FDMA). A central entity called Net-
work Manager is used to assign collision free transmission slots and to select
redundant routing paths through a mesh network. Thus, the protocol guarantees
an upper delay bound within the wireless system, while ensuring high transport
reliability. GinMAC [5] is a TDMA protocol that incorporates topology control
mechanisms to ensure timely data delivery and reliability control mechanisms to
deal with inherently fluctuating wireless links. The authors show that under high
traffic load, the protocol delivers 100 percent of data in time using a maximum
node duty cycle as little as 2.48 percent. This proposed protocol is energy efficient
solution for time-critical data delivery with neglected losses. PEDAMACS [6] is
another TDMA scheme including topology control and routing mechanisms. The
sink centrally calculates a transmission schedule for each node, taking interfer-
ence patterns into account and, thus, an upper bound for the message transfer
delay can be determined. PEDAMACS is restricted by the requirement of a
high-power sink to reach all nodes in the field in a single hop. PEDAMACS is
analyzed using simulations, but a real-world implementation and corresponding
measurements are not reported. Finally, we also looked at work on networked
control systems (NCS), since we are dealing with application level issues. The
study of NCS is mostly concerned with either the perspective of the supervision
processes involved being delay-tolerant, or with the performance or design of
totally wired or wireless architectures for implementing NCS. We briefly review
some of those works in the rest of this section. [7,8] has studied networked control
systems over wireless networks. [7] shows that distributed random channel ac-
cess schemes lead to significant performance degradation compared with TDMA
and Polling. In [8] the authors propose a cross-layer framework for design of
distributed control over wireless networks. The network design goal was to opti-
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mize the control performance, an implicit function of the network performance.
They conclude that optimized control is achieved with a cross-layer solution.
These works were focused on a totally wireless networked control system. In
[10] the authors argue that communication network in the feedback control loop
makes the analysis and design of an NCS complex. According to the authors,
conventional control theories with many ideal assumptions, such as synchronized
control and non-delayed sensing and actuation, must be reevaluated before they
can be applied to NCS. The main issue from the perspective of design of the
supervision processes is how to design delay-tolerant supervision for closed loop
control. The work in [9] studies synchronous versus asynchronous actuation in
NCS where delays are expected, concluding that asynchronous approaches can
improve the performance of control loops in such contexts. Knowledge and cor-
rect estimation of delays is pointed out as an important factor to improve the
approaches. The work in [11] discusses design issues for network architectures
in a type of distributed control system where sensors, actuators, and controllers
are interconnected by a common-bus network. The authors discuss the impact
of network architecture on control performance and provide design considera-
tions related to controlling performance as well as network quality of service.
Design considerations include network parameters, control parameters and net-
worked control system performance as the design guideline. The work is clearly
focused on planning the NCS, not on monitoring performance on architecture
with wireless sensor networks and the remaining cabled NCS.

3 Layout and Performance Control

The architecture is shown in Figure 1, with cabled network servers and WSN
sub-networks connected to the cabled servers through gateways. The WSN sub-
networks are tree-organized hierarchies with tens of nodes each, connecting to
the physical systems for sensing and actuating all over the factory. One WSN
tree typically spans a region in the factory premises. Our experimental testbed
contains two such WSN sub-networks, totaling three dozens of sensor nodes. The
cabled part of the system is independent of the WSN technologies involved, so
that we can easily plug in any WSN sub-network through a gateway that must
be provided. The gateway is a small software component in a gateway server that
interfaces with the WSN sink node, using IP to connect to the cabled servers.
The key to performance guarantees in these settings is to use schedule-based
operation and a precise schedule in the WSNs. The control knob concerning
the WSN networks is to dimension the schedules appropriately for meeting tar-
get performance objectives. The ethernet-based cabled network is assumed to
have no performance limitations and a large bandwidth. A simple-enough mid-
dleware implements end-to-end communication, messages, remote configuration
and operation of the nodes. End-to-end timing performance of the whole system
is monitored and controlled by the middleware, through timing statistics and
inspection during both deployment and runtime. This way it becomes possible
to verify whether performance targets are met as required. Figure 2 shows a
diagram of the system with performance control parts.



334 P. Furtado and J. Cecilio

3.1 WSN Tdma Schedules

The WSN components use a TDMA schedule (our testbed applies GinMac [5]).
The TDMA schedules of each WSN are cyclic round-robin operation that pro-
vides each WSN node with a slot to send its data to the parent node. By default,
the whole tree is covered in a depth-first fashion, and parent nodes are provi-
sioned with their own slot plus one slot per child to send their children data
up. There are n branches in the tree (three in our testbed and examples: left,
middle and right), feeding their data to the sink node one branch at a time
starting by the left branch. There are also three levels in the example tree. Level
1 is composed of the three nodes that are closest to the sink node, then level 2
are the nodes that are children of level 1 and finally level 3 nodes are the leaf
nodes. Nodes go to sleep when they are not in their schedule slot, which saves
a significant amount of energy. They wake up in the previous slot and transmit
only in their slot (all nodes also wake up simultaneously in a specific slot in the
schedule to hear downstream message broadcasts). Figure 3 shows a diagram
of the tree, together with slot numbers for one of the tree branches. In this tree
there are a total of 33 slots upstream.

Fig. 3. Tree with tdma slots for one branch

Timing constraints dictate the epoch size (and maximum number of nodes) of
the component WSNs. If there is a constraint that monitoring latency should be
less than 1 second, the epoch size can be set to a value lower than that latency,
so that the maximum operation latency it at most 1 second - the time to go
all around the tree, plus the time to transmit and process in the cabled part
of the system. After the 33 slots necessary to transmit data from all nodes are
inserted within a 950 msecs epoch size (each slot taking 10 msecs), the rest of the
epoch is spent sleeping (which conserves battery). To that schedule we must also
add downstream slots for sending both configuration commands and actuations
to nodes in the tree (plus slots for network management). Three downstream
broadcast slots with all nodes awaken are sufficient to reach all nodes in three
levels of the tree in the example, and this is 3x2=6 if we include retry slots. We
consider multiples of these 6 slots depending on how many actuation, configu-
ration commands and timing synch transmissions are expected per each epoch.
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For instance, 2 x 6 slots would be able to handle one actuation command per
second (e.g. closed loop control with a period of 1 second) and one configuration
command. Configuration commands identify one or more recipient nodes within
a WSN with small numeric single byte ids (0 to 255).

3.2 Performance Control of the WSN Components

The epoch length (eL) provides an upper bound for the time taken by a sensed
value to arrive at the sink node, from an operations perspective. But lower
bounds can also be deduced. For instance, if the sensing instant is synchronized
with the slot time (e.g. the sensing is triggered 50 msecs before the node gets its
slot), then the upper bound on latency can be that triggering time plus the time
to reach the sink node. Since the WSN tree is divided into branches that forward
all their sensed values into the sink before the next branch is processed, a simple
upper bound for sensing would be the triggering time plus the sum of the slot
times for all the nodes of the branch, or it can be defined for each specific node
as the triggering time plus the slots necessary for the value from that specific
node to arrive at the sink. For instance, Figure 4 shows the order of sending
data for branch b1.

Fig. 4. Slot order example in branch b1

In Figure 3 we have placed slot numbers into the picture. The leaf node with
slot 1 sends its data first to its parent, which then uses slot 2 to send the child
data to the parent and then slot 3 to send its own data. The parent himself then
forwards all children data from that sub-branch to the sink node, starting by the
data from the first node. Next, the leaf node of the other sub-branch uses slot
6 to send its data up, and so on. In this case leaf node data will take 5 slots to
arrive at the sink, plus the triggering time. Sensing can also be synchronized with
the beginning of an epoch size all nodes do sensing at the start of an epoch. In
this case the timing for each node to start sending its sensed data is the number
of slots counted from the beginning of the epoch (the sensing instant). To this
number we must add the number of slots for the data to reach the sink node.

3.3 Performance Prediction of the End-to-End System

With a few assumptions, it is possible to determine expected bounds and ex-
pected average latencies that the system will exhibit. The latency perspectives
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concern: sensing, sending configuration commands to sensor nodes, actuating
some physical device and closed loop. We discuss those in the next sub-sections.
We will use as an example our testbed settings of the tree shown in Figure 5,
with the corresponding schedule of Figure 6.

Sensing. The end-to-end (application-level) latency of sensing (ls) is the time
interval from the instant the node senses a quantity to the moment the sensed
value is delivered within a server that operates on the sensed value (the defi-
nition could also include for instance the time to render the alarm sign in the
display). Latency has the following components shown in equation 1: latency
from the sensing instant to the transmission slot, plus latency to traverse the
wsn, plus latency introduced by the gateway, plus latency for the cabled part of
the network, and finally latency within the middleware.

ls = lslot + lwsn + lgateway + (lcabled + lmiddleware) (1)

The gateway latency is expected to be small, we assume an upper bound of 5
msecs. The sum (lcabled + lmiddleware) or NCS latency (latency of the net-
worked control system) includes cabled network and middleware overheads. It
depends on how the gateway and middleware communication and processing
logic handles the data. This can be subject to unexpected delays due to distur-
bances of the non-real-time environment. For instance, a garbage collector may
delay execution in certain instants; other operating system processes may also
delay processing. Nevertheless, this is a cabled component, sockets are open and
ready and the cabled part is designed to avoid congestion. A reasonable upper
bound can be used for this part, and inspection (simple testing) can be used
to set this upper bound. In our experimental prototype this latency was consis-
tently less than 100 msecs, and the average was about 20 msecs. The sensing
synch approach also determines other possible variations. It is possible to start
the sensing procedure some fixed amount of time before the sending slot arrives,
resulting in a bound for lslot (e.g. 40 msecs). If, on the other hand, sensing starts
at the beginning of the epoch schedule (every sensor senses simultaneously), then
the latency is:

lslot = lbranch + lnodeInBranch ==
∑

untilbranch

slot+
∑

inbranchuntilnodeslot

slot (2)

Equation (2) means that lslot is made of the latency from the start of the epoch
to the slot starting the wsn tree branch, plus the latency from the start of the
branch to the slot of the node. This latency can also be looked-up from the
slot number in the epoch schedule. The quantity lwsn is the latency for data
to arrive at the sink. Considering a leaf level sensor node in the example, this
latency includes the sending slot, slots for each node in its right of the branch
to which the node belongs, then slots for the parent to send the data up from
each node in its left and of the node. This means that every leaf node will take
4 slots to reach the sink (4 x 10 msecs). Since we consider a retry slot for each
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data slot, we will account for 4x20 = 80 msecs, less one slot if the data arrives
correctly. The lgateway latency is given as a bound (in our testbed it is 5 msecs).
The NCS latency is also given as a bound (100 msecs in our testbed). This way,
a time bound for a leaf node with sensing synchronized with the slot is expected
to be 40 + 70 + 5 + 100 = 215 msecs. When sensing of all nodes is synchronized
with the start of each epoch, then lslot varies per node according to formula (2).
The corresponding lslot latencies can be looked up from the epoch schedule. The
remaining end-to-end application level latencies remain the same as discussed
above.

Configuration and Actuation Commands. Configuration commands go
downstream from the commanding workstation into the wsn, and then until
they reach the node. There is a particularly significant latency involved in this
path, which results from the command submission not being synchronized with
the downstream slots of the wsn: when a command arrives at the sink node
of the wsn it must wait for the downstream transmission slots. The command
latency is:

ls = (lcabled + lmiddleware) + lgateway + lslot + lwsn (3)

We assume similar latencies as before for the quantities: (lcabled + lmiddleware,
lgateway). However, the lslot latency is now a probabilistic value, since the com-
mand can be sent at any moment and there is no synchronization with the wsn
epoch schedule. There is an epoch (950 msecs in our testbed), and within that
epoch there is a downstream slot that must be waited for. If there was a single
downstream slot in the whole epoch, the command would have to wait a full
epoch in the worst case (e.g. 950 msecs) and half of that (475 msecs) in average.
The quantity lwsn depends on the level of the node receiving the command. It is
30 msecs for a leaf node in a 3-level tree and no retries (3 consecutive downstream
slots for sending the data down three levels). An expected end-to-end average
latency using (3) would therefore be (475 + 100 + 5 + 30 =610 msecs) (this is
not exactly an average, since we are considering an upper bound on the NCS la-
tency) and maximum latency of (950 + 100 + 5 + 30 =1085 msecs) is expected.
Adding more downstream slots in the schedule can decrease these latencies. For
instance, if there are two equally-spaced sink-to-children downstream slots per
epoch, then the lslot latency is halved. Actuation refers to sending an actuation
command from a middleware machine to a wsn node that controls some actu-
ation device. This latency is assumed the same as the one for a configuration
command, which means that we should expect an average of 610 msecs and a
maximum of 1085 msecs.

Closed Loops. Closed loops are data paths, which involve sensing, decision
logic and actuation based on the decision. The simplest decision logic is a thresh-
old, more complex ones can be PID controllers or other computational mech-
anisms. The closed loop may be sending an actuation command every time a
sensor value arrives or with a period decided in the decision logic. When there
is fixed actuation period, the latency predictions provide a lower bound on the



338 P. Furtado and J. Cecilio

possible period. Depending on the position of the sensed and the actuated physi-
cal equipment, the lower bound requirements and the complexity of the decision
logic, the whole closed loop can be done in a sensor/actuator node itself, through
the sink node of a tree or through the middleware outside of the wsn trees. In
the first case a single mote senses, applies decision logic and actuates. In this
case the time taken is the sum of the time to sense, to compute and to actuate
through a DAC, typically this would be less than 50 msecs, but depends on the
sensor and actuator devices. Closed loops can also go through the sink node.
In this case one or more sensor nodes send data to the sink, which evaluates
a threshold and issues an actuation value to some other actuation node. The
corresponding latencies are represented in equation 4.

ls = lsense + lslotU + lwsnU + lcompute + lslotD + lwsnD + lact (4)

As in (1), if sensing is synchronized with the slot, (lsense + lslotU) will be the
defined sensing interval (e.g. 40 msecs) and lwsnU will be 80 msecs for a leaf
node of the example. The latency lcompute is typically insignificant. In order to
have a small value for lslotD, a downstream slot should be placed only a few slots
after the slot that delivers the sensed data to the sink node. This way the sink
is able to send the actuation command soon after decision. In our experimental
testbed this interval was (lslotD=180 msecs). The downstream latency (lwsnD)
for a leaf node in a 3 level tree would be (3x(10+10) = 60 msecs). This assumes a
retry slot for each transmission, which is important since actuation values should
be delivered. The full closed loop path will then take 40 + 70 + 180 + 60 = 350
msecs. Since the largest latency in this computation is lslotD, simply placing the
downstream actuation slots nearer to the upstream sensing slots can decrease
this value. However, the sink node needs to be given enough time to process the
decision condition, besides handling the sensor signals that may be constantly
arriving from the other nodes. The end-to-end latency for closed loops through a
middleware machine (in the cabled part of the system) is determined by summing
the latencies from equation (1) for the upstream sensing part, plus equation (3)
for the downstream actuation part. In the example, (3) is in average 610 msecs
and at most 1085 msecs, and (1) would be 215 if sensing is synchronized with
sending. Summing both, the worst case closed loop through the middleware
with sensor and actuator in leaf nodes would be 1085 + 215 = 1300 msecs in the
example, and the average value would be 825 msecs. If we want a lower worst
case, we need to add downstream slots to decrease the (3) component.

4 Experimental Results

These experiments were done in the context of an experimental testbed for EU
project Ginseng, the testbed being located in a factory floor (a refinery). We
will present observed latency results concerning that setup and will show that
expected latencies computed as in the previous section agree with the observed
results. The testbed prototype consisted of two WSN networks both built with
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TelosB nodes and running operation code on top of the GinMac tdma proto-
col. The gateways connecting the WSNs to the cabled network were connected
through an Ethernet to three middleware machines containing backend middle-
ware, which included our system configuration tool (which sends commands and
actuations to nodes) and our performance monitoring tool. The WSN networks
were running Contiki OS and sensing measures such as pressure in the pipes,
fluid levels, temperature or gas levels. The trees were organized hierarchically,
one had 13 nodes in a 1-1-3 structure ( 5), the other one had 16 nodes organized
in a 1-1-2-1 tree (Figure 3). A static WSN topology was used with 950 msecs
of epoch length and slots of 10 msecs per node, with an extra retry slot for
each transmission, except for downstream config messages (these are retried at
application level if the end-to-end ack message is not received within a specific
timeout).

Fig. 5. 1-1-3 Tree Configuration

The slot assignments used in the refinery testbed are shown in Figure 6.
Node 0 is the sink node, then the three tree branches are headed by nodes 1, 2
and 3 respectively. Looking from left to right in the schedule of Figure 6, there
are: Two processing slots for the sink node; Two control sensing slots for the
sensor used in closed loop control (node 1) to send a sample to the sink node;
Upstream slots for all nodes from branch 1 to send their data to their head;
Upstream slots from branch 1 head to send the data of its children and then
its data to the sink node; Timing synchronization slots; Downstream slots for
configuration commands to reach every node (no retry, broadcast); Downstream
slots for actuation values (in this case the actuation is done in node 1, so the
actuation values go only one link down from sink to node 1; Upstream slots for
the remaining two tree branches; The remaining epoch time is spent sleeping.

4.1 Monitoring Latency - Results and Analysis

Figure 7 shows the observed monitoring latencies (average and standard devia-
tion) for the 1-1-3 tree, after running for 14 hours with every node sensing every
second. Figure 8 shows the latencies within the WSN.

In order to verify that the latencies agree with the values we would expect
using the calculations of the previous section, we have marked in the schedule
of Figure 6 the slot numbers and the instants when each node sends its signal
up to the parent node. Since each slot takes 10 msecs, each node sends its data
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Fig. 6. 1-1-3 Tree Slots Assignment

Fig. 7. Per-node end-to-end operation la-
tencies (average and stdev)

Fig. 8. Per-node average and stdev laten-
cies - WSN

up at an instant t = 10 x slot. The observed latencies of Figure 8 agree with
the schedules of Figure 6, and Figure 9 shows this. It lists the slot numbers, up
instant (instant when the node starts sending up its data) and observed latency
(average). The Figure shows that the average observed latencies within the WSN
are as expected by looking at the schedule, with only 10 to 15 msecs of maximum
difference to expected values.

This accounts for the part (lslot + lwsn) of the latencies formula. While
Figure 8 shows the latencies of the wsn part, Figure 7 shows the total end-to-
end application-level operation latencies. Comparing Figure 7 with Figure 8
we can see that the remaining part (lgateway+ lcabled + lmiddleware) in these
experiments was below 100 msecs for al nodes, as expected by the NCS latencies.

4.2 Config Commands - Results and Analysis

Figure 10 shows the average and maximum latencies of a configuration command
sent to a leaf (level 3) node. As predicted in the previous section, most of the
latency is spent waiting for a downstream slot in the schedule. The average
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Fig. 9. Schedule slot instant and observed
latencies Fig. 10. Config Command latency

and maximum gateway, Sink and wait for slot time was 580 and 880 msecs
respectively. This agrees with the predicted values of half the epoch size (450
msecs) for the average slot waiting time and the maximum interval between
downstream slots (950-80 msecs, since commands can be sent in the timing
synchronization or actuation slots) for the maximum slot waiting time. To those
latencies we must add middleware and network latencies (100 msecs maximum),
and also 50 to 60 msecs for the config command to go down in the wsn (3
broadcast slots with retries), resulting in a prediction close to the actual observed
values.

4.3 Closed Loop - Results and Analysis

We have setup two simple closed loop actuation scenarios and collected results
during 14 hours for each. Node 1 (level 1) collects sensor data and sends the data
to the sink node. In scenario 1 the sink node evaluates a threshold and sends
an actuation command down to a level 1 node, which applies the command.
In scenario 2 the sink forwards the data to the middleware through the cabled
network for evaluation of a threshold. The middleware machine sends then an
actuation to the sink node in the other wsn network, which forwards it to a level
1 actuator. We now analyze whether the results are according to predicted.

Fig. 11. Closed loop at Sink Node avg +
maximum

Fig. 12. Closed loop in Middleware
avg + stdev
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For the closed loop decision at the sink node, the results were lwsnD = 27 (avg)
to 39 (max). This accounts for the time needed from the start of the schedule in
Figure 6 to the receiving of the sensed value cs by the sink node. The Processing
time in Figure 11 includes the time waiting for the downstream slot back from
the sink to the level 1 node doing the actuation. The value (around 180 to 190
msecs) is less than the time required for waiting for a downstream actuation
slot. However, this is explained by the fact that the timing synch downstream
slots were used to send the actuation value sooner. Finally, the downstream
latency is, as expected for a level 1 node, around 10 msecs. Results concerning
middleware-based closed loop are in Figure 12 . In this case the Upstream
latency (54 average, 76 maximum) includes the cabled part of the system (our
computed upper bound would be 130 msecs. This is 100 msecs bound for the
gateway, cabled network and middleware, plus 30 msecs at most for the wsn).
The downstream part took 599 in average and 880 worst case. The predicted
upper bound would be 100 msecs for the cabled part, plus about 475 msecs for
waiting for a slot (half the epoch size), plus 10 msecs (slot time for sending
the actuation value to the level 1 node). This gives an average 585 msecs, very
close to the actual 599 msecs. Finally, our predicted maximum latency for the
downstream part would be obtained by replacing the 475 msecs by the maximum
distance between downstream slots in the schedule, which is 870, assuming the
timing control slots can be used by the closed loop actuation values. The sum is
then 875 + 100 + 10 = 985 msecs. Compared to the actual value of 880 msecs,
this upper bound prediction overshot by 100 msecs.

The experiments compared computational predictions with actual latency val-
ues for sensing, configuration commands and closed loop actuation between the
two networks, concluding that the prediction approach is sufficiently accurate.

5 Conclusions and Future Work

In this paper we have investigated a simple model for predicting application-level
end-to-end operation bounds and average latencies for sensing, commanding, ac-
tuating and closed loop control in a networked control system architecture with
cabled ethernet and wireless sensor network components. The objective is to de-
rive predictions for application-level operations, as opposed to latencies of only
packets traveling between two points in a single network, and to consider the
heterogeneous system made of cabled and schedule-based tree-organized wsn
sub-networks. We have shown through a simple testbed that the predictions
are acceptable and account well for the scenarios. We have focused on a par-
ticular organization of the networked control system with wsns. Future work
includes adapting the approach to other organizations, comprehensive plan-
ning of the approaches and automated constraints-based schedule planning and
determination.
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Abstract. This paper addresses the problem of multisession multicast
tree construction with bandwidth and rate allocation in wireless sen-
sor networks. Previous work has shown that when the goal is to find
multicast routing tree, the problem becomes NP-complete. In this work,
we present a heuristic Multisession Multicast Routing and Bandwidth
Allocation protocol, termed MMBA, that makes use of fuzzy logic to
evaluate nodes’ and network conditions during the multicast tree con-
struction process. Rate assignment is optimized in order to be able
to accept as many data streams (i.e., sessions) at the highest possi-
ble data rate in the sensor network as possible, allowing source nodes
to transmit at maximum available rate, while maximizing the overall
network throughput and utility. We conduct extensive evaluations to
study the performance of the proposed protocol compared to existing
approaches such as shortest path, Steiner and minimum transmission
tree. Simulation results show that our protocol effectively improves the
network throughput and utilization, while conserving per node energy
consumption.

Keywords: Wireless Sensor Networks, Multicast Tree Construction, Mul-
tisession, Bandwidth Allocation, Data Streaming, Fuzzy Logic.

1 Introduction

A wireless sensor network (WSN) is a network consisting of several spatially
distributed sensing devices equipped with wireless communication capabilities
[1]. The main objectives of these networks are the continuous and collaborative
monitoring of a given object, volume or surface. Application domains include
monitoring, intrusion detection, traffic control or manufacture tracking among
others. Nodes composing WSNs are resource constrained in terms of process-
ing power, available memory, energy and bandwidth. In a WSN, each node can
communicate with the devices that are within its radio range (neighbors), and
non-neighbor nodes can communicate with each other by using multi-hop paths,
in which intermediate nodes act as relays. In this case, the communication in-
volves the use of a routing protocol to decide which nodes will perform data
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forwarding. When communication occurs between a source and one single des-
tination, it is called unicast. When several destinations are considered, we talk
about multicast, and broadcast, if all nodes are considered destinations.

Multicast is a communication paradigm that performs one-to-many or many-
to-many, based on defined groups and constituted by members whose interest is
to receive or share identical information for a specific application [2]. Multicast
allows the sender to transmit a message (destined for multiple receivers) only
once, instead of sending it to each end-point separately. In terms of bandwidth
efficiency, using a multicast session usually outperforms multiple unicast sessions
[3]. Multicast can be used in WSNs in several ways such as a source node is able
to send data to multiple sinks, or sinks can distribute control messages to a set
of sensor nodes. The design of multicast protocols for WSNs is a challenging
task due to the resource constrained nature of WSN nodes. The most restricted
resource in these networks is the energy, since nodes are usually battery-powered
and battery replacement is not considered a practical solution in most cases.
Thus, communication protocols, must be as much energy-efficient as possible,
but also considering other metrics such as bandwidth among others.

In this paper, we study the guaranteed multicast data streaming problem
with variable data rates in WSNs, where source nodes can send data to several
destinations at different rates (i.e., for each source node), exploiting the avail-
able bandwidth. For that, we use fuzzy logic (FL) to evaluate nodes’ conditions
during multisession multicast tree construction process, while providing optimal
bandwidth and data rate assignment to nodes in the multicast tree(s). The Mul-
tisession Multicast Routing and Bandwidth Allocation protocol, termed MMBA,
proposed herein is an adaptive cross-layer approach that performs network dis-
covery, tree construction and bandwidth allocation for multisession multicast
data streams in WSNs. MMBA uses fuzzy logic to evaluate network nodes by
considering hop count, residual energy and remaining link capacity, and selects
those nodes with better evaluation values to be part of the multicast tree, thus
being able to accept more data streams at the highest possible data rate. MMBA
provides optimal rate assignment in order to be able to accept as many data
streams as possible at the maximum possible data rate in the network, while
maximizing the overall network utility. In addition, optimal rate assignment
guarantees multi-hop data streaming since the severe energy and bandwidth
constraints in WSNs do not allow source nodes to transmit at the maximum
data rate in all situations.

The remainder of this work is organized as follows: Section 2 briefly provides
the related work in this research area. Section 3 introduces the network model.
In Sect. 4, the detailed design of MMBA is presented, which is then evaluated
in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Related Work

Several approaches for multicasting in ad hoc and sensor networks have been
proposed in the literature with diverse objectives and network conditions. The
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use of multicast for the resource constrained wireless sensor networks favors
an appreciable energy saving, thus generally improving the overall network life-
time. In turn, rate assignment makes easier to take advantage of the full available
bandwidth, allocating node transmissions in an effective manner. Together, mul-
ticasting and rate assignment enable an efficient use of the WSN resources. Due
to its broadcast nature, the wireless medium is well suited for performing mul-
ticast communications, when one (or several) source aims to transmit data to
several destinations. A review of multicasting protocols for ad hoc networks is
given in [4], where the authors classify multicast approaches into minimum en-
ergy and maximum lifetime algorithms, detailing solutions for directional and
omni-directional antennas.

In [5], authors studied the minimum power broadcast/multicast routing prob-
lems and proposed several greedy heuristics under a scenario in which each node
can continuously adjust its transmission power. The work in [6] provided several
approximation algorithms based on the minimum Steiner tree algorithm to the
heuristics proposed in [5], after demonstrating that the proposed heuristics have
linear approximation ratios. Ruiz et al. in [7] demonstrated that for wireless
multi-hop networks, the Steiner tree is no longer offering the lowest bandwidth
consumption, and reformulates the problem of optimal multicast tree in terms
of minimizing the number of transmissions. In [8], authors proposed an energy-
aware multicast scheme for ad hoc and sensor networks, that is based on mini-
mum spanning tree and selects at each hop, the neighbor providing the smallest
ratio between the cost needed to transmit the message to that neighbor and
the progress toward the destination when using it. The experiments only show
results for energy consumption, not analyzing other parameters such as through-
put or end-to-end delay, etc. Cheng et al. [9] proposed a distributed heuristic for
minimum transmission multicast routing that is based on selecting forwarding
routes which can connect more multicast receivers. However, multisession is not
considered, and only one multicast flow is active at a time. In addition, in data
streaming applications minimum transmission multicast tree does not guarantee
high network throughput.

All the aforementioned proposals have been designed for fixed-rate scenarios
with all nodes having the same transmission rate. When the bandwidth drop, the
throughput per node will be decreased equally. In our proposal, data rate will be
assigned to the nodes (i. e., sources) according to their residual energy. Data rate
assignment has been considered in a number of papers. In [10], authors proposed
Rate Adaptive Multicast (RAM) protocol that adapts the communication rate
to the link quality in order to reduce the overall network traffic. To achieve this
objective, among several paths available between a source and a receiver, RAM
selects the path with the lowest total transmission time. The work in [11] consid-
ered the problem of constructing a rate-based multicast tree by flooding explore
messages from the source to the destinations. When reached, the destinations
send back Ack messages specifying their required rate, and the multicast tree is
constructed on the way back to the source of these Ack messages. However, this
protocol is only able to work with one source, and the evaluation is just based on
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the number of messages necessary to create the communication tree. Multicast
tree construction is also discussed in [12], where the authors aim to maximize
the overall receiver utility function, but yet, the experimental evaluation does
not show comparison with other proposals.

3 The Network Model

We consider a static multi-hop wireless sensor network modeled by an undirected
graph G = (V,E), called a connectivity graph, where V is the set of vertices
representing the nodes in the network, and is composed of a group of sources
denoted as VS , a group of forwarders (i.e., relay nodes) denoted as VF and a
group of receivers denoted as VR. E is the set of edges (i.e., communication
links) that represents the communication network topology, edge(vi, vj) ∈ E iff
vi, vj are within each other’s communication range. Hence, nodes form a multi-
hop network among themselves to relay traffic to the receiver(s). Also, each
edge (vi, vj) has a physical capacity Lij , which represents the maximum amount
of traffic that could pass through this particular link, and each node v ∈ V
represents a node in the network, and all nodes in the network are assumed
to work on the same fixed transmission power with circular transmission range
RT . At any given time, a node may either transmit or listen to a single wireless
channel, with channel capacity C.

Suppose (vs, GroupID) is a given multicast request as in [9], where vs is the
source and GroupID specifies a set of multicast receivers VR (i.e., all multicast
receivers have the same GroupID), Given a graph G = (V,E), a source node
vs and a set of receivers VR, the multicast routing problem, can be defined as
follows: finding a multicast tree T in G which connects the source vs to every
multicast receiver vi ∈ VR. Such a tree includes a set of forwarding nodes VF ⊂ V
so that for each vi ∈ VS , vi∪VR∪VF are connected. In a multicast tree T , all the
leaf nodes are destinations that only receive multicast packets; only the non-leaf
nodes take the forwarding task. It is worth to mention that in this work a receiver
node can be used to relay other nodes’ traffic, while source nodes cannot, this
helps the rate assignment model to assign the highest possible data rate for each
source. Since optimal multicast tree construction is proved to be NP-complete
[13] and, thus, requires heuristic solutions, in the next section, we present our
heuristic to tackle the problem.

4 Protocol Description

In this section, we describe the design and implementation issues of the proposed
protocol in depth.

4.1 Multicast Tree Construction

To achieve high network performance in WSNs, the route construction within
the network is a crucial task. In this section, we present MMBA protocol that
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accounts for several source nodes (multisession) providing data streaming in
WSNs. MMBA uses fuzzy logic in order to combine hop count, residual energy
and remaining capacity metrics as illustrated below. The output provided by
the fuzzy logic is used as a metric to evaluate relaying nodes in the multicast
tree. This protocol assigns the best capacity on the set of possible routes. An
illustration of the tree construction process is given in Alg. 1. The set of candidate
parent nodes of a network node i is denoted by CNi. The node i chooses the
parent node, denoted by prnt(i), that has a maximum value in the fuzzy logic
evaluation, denoted by FL(j) in Alg. 1. It first scans advertisement messages
sent by neighbor nodes for possible set of candidate parent nodes, CNi, and for
each node j among the set CNi, it calculates the fuzzy logic evaluation value
FL(j). Then, with the obtained values for all nodes in CNi, it chooses among
candidate parent nodes the one that maximizes the fuzzy logic evaluation value.
To join, node i sends a JOIN message to j. Upon receiving the JOIN message, j
adds i to its children list denoted by Child(j), and sends an ACCEPT message
to i.

Algorithm 1. Multicast tree construction

Input: node i and CNi

1: procedure ParentSelection(prnt(i))
2: �←0
3: for all j ∈ CNi do
4: αj ← FL(j)
5: if αj > � then
6: � ← αj

7: J ← j
8: end if
9: end for
10: prnt(i) ← J
11: send(J, JOIN-MSG)
12: return prnt(i)
13: end procedure

In this work, fuzzy logic is adopted to evaluate relay nodes, and the evaluation
value is used as a metric in order to select those nodes with better overall condi-
tions to be part of the multicast trees. Fuzzy logic is a decision system approach
that works similarly to human control logic. It provides an output value that
represents the combined evaluation of the input parameters, based on the experi-
ence of the system designer. A Fuzzy Logic System (FLS) is a nonlinear mapping
of an input data vector into a scalar output [14]. A typical FLS, widely used in
fuzzy logic controllers is composed of fuzzifier, fuzzy rules, inference engine and
defuzzifier.

Fuzzy logic uses human language to define inputs, outputs and their rela-
tionships. The fuzzy rule set relates the state of the input variables to an state
of the output variable. Calculations are performed by an inference engine. The
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operation of a FLS can be summarized as follows: the fuzzifier takes crisp input
data and converts them into fuzzy values. The inference engine combines these
fuzzy values by using the fuzzy rule set and provides a fuzzy output. Finally,
the defuzzifier converts the fuzzy output into a numerical value that can be used
by external systems. The execution of a FLS requires less computational power
than conventional mathematical operations such as arithmetic operations [15].

The parameters used as input in the FLS included in MMBA are as follows:

1. Hop count: this parameter represents the number of retransmissions neces-
sary to reach the destination node. It is closely related to energy consumption
and end-to-end delay. Network resources are also affected by the number of
hops since longer paths require more retransmissions.

2. Residual energy: the consideration of the remaining energy is very significant
in resource constrained WSNs to avoid hot spots and to postpone draining
nodes available energy as long as possible.

3. Available link capacity: this will allow MMBA to assign higher data rates
for source nodes in order to maximize the use of the available bandwidth.

These parameters have been selected since they are the most representative for
the problem tackled herein. Other parameters such as signal strength, number
of neighbors (node density), node priority or node capabilities, have not been
considered since they are not important for our application, but could be easily
included in the system if required. Each one of the input parameters are charac-
terized into several fuzzy sets. The fuzzy sets for the considered parameters are
defined as follows: 1) HopCount ⊂ {close,medium, far}, 2) ResidualEnergy ⊂
{low,medium, high} and 3) LinkCapacity ⊂ {poor, acceptable, available}.
These input linguistic terms constitute the antecedent of the fuzzy rules, and
the output (decision) variable is used to decide whether to include the node
in the multicast tree. The fuzzy sets associated to the output variable are as
follows: Decision ⊂ {bad, average, good}. An illustrative example of the mem-
bership functions for the input and output variables in our FLS is given in Fig. 1.
For example, considering hop count variable, label1 corresponds to close, label2
to medium and label3 to far, and the values {X0, ...., X4} have been adjusted
according to each input variable.

Fig. 1. Membership function example



350 N. Ababneh et al.

The geometric pattern of triangles is commonly used to determine the ap-
propriate membership functions and thanks to its simplicity, it requires low
processing power [14]. The fuzzy rule base defines the relationship between in-
put and output variables. Table 1 depicts the fuzzy rule set, where rules can be
interpreted as follows: IF HopCount is close AND ResidualEnergy is medium
AND LinkCapacity is acceptable THEN Decision is average.

Table 1. Fuzzy rule set

Hop Count
Residual Energy

Link Capacity
low medium high

close bad bad average poor

close bad average average acceptable

close average good good available

medium bad bad bad poor

medium bad average average acceptable

medium average average good available

far bad bad bad poor

far bad bad average acceptable

far average average average available

4.2 Rate and Bandwidth Allocation

We solve the rate and bandwidth allocation problem based on the tree con-
structed above in Sect. 4.1. The performance of the proposed model benefits
from a well-structured multicast routing tree. For simplicity, we consider a single-
radio, multi-channel WSN, where potentially interfering wireless links should
operate on different channels, enabling multiple parallel transmissions. The prob-
lem therefore consists of increasing the number of accepted source nodes (i.e.,
streams/sessions) in the multicast routing tree at highest possible data rate while
balancing out energy consumption to extend network operational lifetime.

The Problem Definition. The resulting multicast tree (final tree) T ′ =
(V ′, E′) is a subgraph of G, where E′ represents the communication links in
the final tree, and V ′ is the set of nodes (i.e., sources, forwarders and receivers)
included in the final tree. In order to evaluate the relative importance of nodes
and the benefits gained when accepted in the network, we propose a utility func-
tion for each source in the network (represented below by the objective function).
The utility of streaming data from node vi is denoted by Ui. This utility depends
on the minimum acceptable data rate Wmin by node vi, and the maximum pos-
sible data rate of a node Wmax. It also depends on the residual energy ei, while
ri is the current rate (i.e., ratio to Wmax) of data generated at source node
vs. The utility of streaming data decreases with decreasing received data rate
and available energy level, and the utility becomes insignificant beyond a certain
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value (i.e., Rmin in this case). In cases where the data rate for a given source
node falls below the acceptable level (i.e., Rmin), we propose to stop live data
streaming and put the node offline.

Integer Linear Program Formulation. Let zi be a 0-1 integer variable for
each node vi ∈ V , such that zi = 1 if the node vi is accepted as a traffic source
in the resulting tree vi ∈ V ′ . Let ri be a positive real variable for each vi ∈ V ,
representing the effective data rate of vi such that ri = 0 if vi is not included in
the resulting routing tree (i.e., zi = 0). Let Xs

ij be a 0-1 integer parameter for
each edge (vi, vj) ∈ E, Xs

ij = 1 if the edge is included in the resulting tree (i.e.,
edge (vi, vj) ∈ E′) for a given session (i.e., source) s ∈ VS . Furthermore, let ysij
be a positive integer variable for each edge (vi, vj) ∈ E′, showing the amount of
data transmitted from node vi to node vj for session s ∈ VS . The ILP for the
rate (r) and bandwidth (y) allocation problem can thus be stated as follows:

Objective function (Utility)

max
∑

i∈VS
(zi × Umin + (ri − (Rmin × zi))× ei × U r

step)

The first term of the utility function is the minimum utility for each source
node in the network, the second term denotes the utility evolution with rate and
residual energy. Multiplying each term by zi guarantees the consideration of the
included vertices nodes in the resulting tree only, and multiplying the second
term by the coefficient U r

step ensures utility evolution rate. Also, each accepted
node vi ∈ V ′

S is assigned rate ri � Rmin. The coefficient Umin is the minimum
utility of each accepted source node vi, and must be set to any positive value
greater than zero .

Constraints

Xs
ij � ysij , ∀s ∈ VS , ∀i ∈ V, ∀j ∈ V : (i, j) ∈ E (1)

Xs
ij �

∑
∀s∈VS

ysij � Lij , ∀s ∈ VS , ∀i ∈ V, ∀j ∈ V : (i, j) ∈ E (2)

∑
∀s∈VS,∀j∈V :(j,i)∈E

ysji ×Xs
ji � Ci, ∀i ∈ V (3)

ysij ×Xs
ij = ri ×Wmax ×Xs

ij , ∀s ∈ VS , ∀i ∈ VS , ∀j ∈ V (4)

ysij ×Xs
ij = ri ×Wmax ×Xs

ij , ∀s ∈ VS , ∀i ∈ V, ∀j ∈ V (5)

zi � ri, ∀i ∈ VS (6)
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ri � Rmin × zi, ∀i ∈ VS (7)

ri = 0, ∀i ∈ VF ∪ VR (8)

zi = 0, ∀i ∈ VF ∪ VR (9)

ei � Emin ×Xij , ∀i ∈ V, ∀j ∈ V : (i, j) ∈ E (10)

Constraint (1) ensures not included edges have uplink effective rate of zero.
Constraint(2) ensures that the total uplink effective rate of each included edge
for all sources (i.e., sessions) in the resulting tree is bounded by the maximum
physical link capacity. Constraint (3) provides an upper bound (i.e., the cell
capacity) on the relay load constraint, it ensures that the incoming flow is always
less than cell capacity Ci. Constraints (4) and (5) are for flow conservation.
Constraint (4) implies that for each source node all included uplink edges have
the same rate, which is the source data rate, and constraint (5) ensures that the
data rate for all edges included in a session (i.e., each source node is represented
by one session) vi ∈ V ′

S are equal to the data rate assigned to that source. Since
all data flows are originated from source nodes and do not return to the nodes,
it will not lead to cycles in our solution. All data flows will eventually reach the
receivers . Constraint (6) ensures that node data rate is assigned to accepted
sources in the final multicast tree only, i.e., nodes not included in the resulting
tree have rate equal to zero. Constraint (7) ensures that each accepted source
node vi ∈ V ′

S in the resulting tree has to be assigned rate ri � Rmin, this is to
satisfy the QoS requirements. Constraints (8) and (9) ensure that forwarder and
receiver nodes have rate equal to zero and can not be accepted as traffic source in
the solution, respectively. Finally, Constraint (10) ensures that available energy
for each accepted node vi in the resulting tree has to be � Emin, as Emin is
the residual energy value where a node is still able to send/receive messages
properly.

5 Performance Evaluation

For the evaluation, we have conducted an extensive set of experiments using
a VC++ coded simulator. To benchmark our protocol, we compare it to three
other multicast routing protocols, namely shortest-path tree (SPT), minimum
transmissions tree (min Tx Tree) and Steiner tree. To ensure the fairness of the
comparison, we used the optimal bandwidth and rate allocation model presented
in Sect. 4.2 for all solutions. To be accurate, we solved the integer linear pro-
gram presented in Sect.4.2 by using AMPL and CPLEX. In the simulations, we
generate random topologies with 50 nodes deployed in a 500 x 500 m2 terrain,
where number of sources varies from 1 to 7 and number of receivers is fixed at
10 (i.e., 20%), both sources and receivers are randomly selected in each run.



Intelligent Multicast Tree Construction Protocol 353

The wireless channel capacity is C = 2 Mbps, and link capacity L = 1 Mbps.
The transmission range RT is 150 m. Each source node is sending a Constant
Bit Rate (CBR) stream to the sink with radios capable of transmitting up to
512 Kbps. The minimum acceptable data rate generated by each node Rmin is
128 Kbps and Rmax is fixed at 512 kbps. The minimum utility of each accepted
node Umin = 100 and U r

step = 1/5. For all simulation results in this paper, each
experiment is an average of 10 different random topologies, and the simulation
lasts for 5000 s.

Utility and Throughput: Figures 2 and 3 plot the utility and throughput,
respectively, as a function of number of source nodes. The utility of a data
transmission rate below Rmin (i.e., 128 kbps) is considered to be insignificant,
hence, the node is put offline. Utility for each offline node is assumed to be zero.
Other settings are the same as above. We can clearly see in Fig. 2 that MMBA
protocol experiences a utility increase with the increase of number of source
nodes, which yields a better utility. This is because as more source nodes are
deployed, MMBA will try to accommodate as many of them as possible at the
best possible data rate, which results in a better throughput and thus a better
utility. Figure 3 shows the throughput with respect to the number of source
nodes in the network. However, among all evaluated approaches, the proposed
solution MMBA works the best which leads to the highest network throughput,
followed by the performance of Steiner Tree, SPT and min Tx Tree, respectively.
This is because MMBA selects route with maximal possible residual capacity at
each hop, thus the packets are dispersed widely and concurrent transmission can
be fully utilized. It is worth mentioning that although sometimes the shortest
path routing does not necessarily indicate the higher network throughput, which
is true in most cases, it performs better than min Tx Tree in terms of throughput
in this experiment.

Fig. 2. Network utility at increasing
number of sources

Fig. 3. Network throughput at increas-
ing number of sources

Load Distribution: Network lifetime is a crucial metric of a WSN, but it can
be a crude measure of actual energy consumption because node life is binary, so
n about to die nodes are considered good as n fresh nodes. In order to observe
how well MMBA promotes load balancing among the nodes, we instead plot
the relative residual energy per node. We ran a simulation for 2000 s, at the
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outset, each node had 2 J battery energy. For simplicity, we only account for the
radio receiving and transmitting energy. Figures 4(a), (b) and (c) show relative
residual energy across nodes of SPT, min Tx Tree and Steiner Tree, respectively,
at the end of simulation as compared to the performance with MMBA (shown
as horizontal solid line). Each bar represents the difference of residual energy of
SPT, min Tx Tree and Steiner Tree divided by the residual energy in MMBA.
The plots are separated to avoid clutter. It is obvious that Steiner Tree and min
Tx tree achieve the best performance by maintaining a higher value of residual
energy. It is interesting to note that MMBA performs almost as good as Steiner
Tree and min Tx Tree in terms of residual energy even though it delivers the
highest throughput in the network. In addition, given that the SPT enables a
node to reach the sink using the minimum number of hops, but does nothing
to balance network load. SPT approach does not aim at minimizing the cost of
the trees, it shows a lower performance compared to any of other approaches,
consistent with the result reported in Figs. 5 and 6.

(a) SPT versus MMBA (b) min Tx Tree versus MMBA

(c) Steiner Tree versus MMBA

Fig. 4. Relative residual energy distribution of nodes after 2000 s simulation of MMBA
compared to SPT, min Tx Tree and Steiner Tree. The nodes are initially equipped with
2 J battery energy.

Multicast Routing Trees Size and Number of Transmissions Required:
Figure 5 shows the impact of the number source nodes on the total size of the
routing trees (i.e., total number of nodes in the resulting routing backbone)
that each solution obtains. We note that all curves depict a larger routing tree
for larger number of high priority nodes, which suggests that when increasing
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number of high priority nodes in the network the proposed protocol tries to
accept as many nodes in the network as possible and thus increases the routing
tree size. Tree size influences the overall number of transmissions and consumed
energy and thus network operable lifetime. The larger the tree the more energy
consumed in the network. As expected the Steiner Tree is the one offering the
lowest tree size, while the min Tx Tree as well as the other approaches offer a
higher mean tree size. This is clearly due to the fact grouping paths for several
receivers makes them not to use their shortest paths (e.g., SPT and MMBA)
and minimum number of transmissions (e.g., min Tx tree). As we can see, this
metric is much more variable to the number of source nodes than the number
of transmissions as depicted in Fig. 6. Consistent result is also obtained for the
number of transmission required as shown in Fig. 6. As more nodes are selected in
the multicast routing tree, the overall number of transmissions becomes higher.
From Fig. 5, we realize that more number of nodes are obtained by the proposed
MMBA solution. This is because shorter links can support higher data rates
(capacity). It is often possible to obtain higher throughput by multi-hopping
since higher data rates are used. As the distance increases, more robust burst
profiles (modulation and coding techniques) are needed to reduce bit error rate
(BER) which results in lower data rate. Another point is that MMBA always
favor a higher capacity path to the one with less number of hops in order to
maximize network throughput.

Fig. 5. Multicast routing tree size at
increasing number of sources

Fig. 6. Total number of transmissions
at increasing number of sources

Quality of Received Data Streams: The influence of number of source nodes
deployed on the data quality received from the accepted source nodes is also
evaluated. Figures 7(a) to (d) show the impact of different number of source
nodes on the streaming data quality coming from the accepted source nodes,
while the data streams is the actual information transferred across the wireless
links. We classified the data quality based on the allocated data rate into three
levels: poor (128 - 256 Kbps), good (256 - 384 Kbps) and excellent (384 - 512
Kbps). From the figures, we can see that the percentage of source nodes accepted
at better quality, and thus higher utility, decreases with the the number of source
nodes in all solutions. However, it is apparent that the MMBA protocol incurs the
best results with fair distribution of the available bandwidth across the accepted
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(a) SPT (b) min Tx Tree

(c) Steiner Tree (d) MMBA

Fig. 7. Received data quality of accepted source nodes as a function of number of
source nodes

source nodes followed by Steiner Tree, SPT and then min Tx Tree, respectively.
The MMBA protocol outperforms the other solutions, this is because more routes
are available in the network with possibly better capacity, and the MMBA is able
to select a better capacity one. As a result, the best data rates are allocated to
source nodes.

6 Conclusion

This paper proposes MMBA, a cross-layer heuristic solution for multisession mul-
ticast tree construction with bandwidth allocation for wireless sensor networks.
It uses fuzzy logic to evaluate nodes’ and network conditions taking into account
hop count, residual energy and available bandwidth at each node. MMBA adopts
an adaptive resource allocation policy to continuously meet QoS requirements.
In this paper, we confirm that minimum transmission tree and Steiner tree are
not best-suited for wireless sensor networks where available bandwidth is very
limited. The performance evaluation has shown that MMBA is able to overcome
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other evaluated approaches in terms of throughput, capacity and network uti-
lization, while balancing out energy consumption among nodes in the network
ensures longer operational network lifetime.
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Abstract. The MANET liveness property ensures that any partition
in an ad hoc network is not permanently isolated. For networks that
fulfil the property a few crash-tolerant broadcast protocols have been
proposed. However, it has also been proved that the minimum time of
direct connectivity between nodes, and thus the correctness of the proto-
cols, depends on the total number of hosts in a network and on the total
number of messages that can be disseminated by each node concurrently.
In this paper, we propose an improved version of the reliable broadcast
protocols that works correctly, even though the minimum time of direct
connection between nodes allows them to exchange (send and respond
to) at least only two messages, making the correctness of this protocol
independent of system parameters.

1 Introduction

Mobile ad hoc networks or MANETs [10, 1, 2] are composed of autonomous
and mobile communication devices which communicate through wireless links
without any stable network infrastructure or central points. The distance from
a transmitting device at which the radio signal strength remains above the mini-
mal usable level is called the transmission (or wireless) range of that host. Each
pair of such devices, whose distance is less than their transmission range, can
communicate directly with each other. A message sent by any host may be re-
ceived by all hosts in its vicinity. Hosts can come and go or appear in new places,
so the resulting network topology may change all the time and can get parti-
tioned and reconnected in a highly unpredictable manner. Thus, mobile hosts in
an ad hoc network can exchange information in areas that do not have preexist-
ing infrastructure in a decentralised way (control of the network is distributed
among the hosts).

One of the fundamental communication operations in ad hoc networks is
broadcast—a process of sending a message from one host to all hosts in a net-
work. It is important for any broadcast protocol to provide some delivery

X.-Y. Li, S. Papavassiliou, S. Ruehrup (Eds.): ADHOC-NOW 2012, LNCS 7363, pp. 358–370, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Reliable Broadcast Protocol Independent of System Parameters 359

guarantee beyond “best-effort”, since broadcast is a basic communication re-
quirement to construct other and more complex distributed algorithms like con-
sensus or coherency protocols. But in case of dynamic environments this can
be hard or even impossible to achieve [6]. Therefore, heuristic broadcast pro-
tocols with only probabilistic guarantees have been mainly proposed for the use
in MANETs (e.g. [4, 9]). On the other hand, the MANET liveness property,
which ensures that no partition is allowed to be permanently isolated, allows
us to develop reliable broadcast (or dissemination) protocols with deterministic
guarantees [11–13].

For networks that fulfil the MANET liveness property a few crash-tolerant
broadcast protocols have been proposed. However, it has also been proved that
the minimum time of direct connectivity between nodes, and thus the correctness
of these protocols, depends on the total number of hosts in a network and on the
total number of messages that can be disseminated by each node concurrently [3].

In this paper, we propose an improved version of the reliable broadcast pro-
tocols that works correctly, even though the minimum time of direct connection
between nodes allows them to exchange (send and respond to) at least only
two messages, making the correctness of the protocol independent of system
parameters.

The paper is organised as follows. First, following [12, 13], the formal model
of ad hoc systems with the liveness property is described in Section 2. A short
overview of the crash-tolerant broadcast protocols proposed in [12, 13] is pre-
sented in Section 3. Section 4 contains the modified version of the reliable broad-
cast protocols with time constraints independent of system parameters along
with its proof of correctness. Finally, the paper is shortly concluded in Section 5.

2 System Model

In this paper, a distributed ad hoc system is considered. The units that are able to
perform computation in the system are abstracted through the notion of a host
(or node), and a link abstraction is used to represent the communication facil-
ities of the system. It is presumed that each link always connects two nodes in
a bidirectional manner. Thereby, the topology of the distributed ad hoc system
is modelled by an undirected connectivity graph G = (V , E), where V is a set of
all nodes, p1, p2, . . . , pn, and E ⊆ V × V is a set of links between neighbour-
ing nodes, i.e. nodes that are within transmission range of each other. If node
pi is able to communicate directly with node pj , then there exists link (pi, pj)
in set E . (Note that (pi, pj) and (pj , pi) denote the same link, since links are
always bidirectional.) The set E changes with time, and thus the graph G can get
disconnected and reconnected. Disconnection fragments the graph into isolated
sub-graphs called components (or partitions of the network), such that there is
a path in E for any two nodes in the same component, but there is no path in
E for any two nodes in different components.
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2.1 Nodes and Communication

The considered system is composed of N = |V| uniquely identified nodes and
each node is aware of the number of all nodes in the V set (that is of N). A node
is either correct or faulty: a faulty node can crash (stops its processing) at any
moment without any warning (silent crash failure model, [5]), while a correct
node does not crash until processing ends. A crash need not be detectable. It is
also presumed that the number of faulty nodes is bound to some known value f ,
such that: 0 � f < 1

2N . Thus, the V set contains at least N − f correct nodes
and N − f > 1

2N . A node that has not crashed is said to be operative.
The nodes communicate with each other only by sending messages (message

passing). Any node, at any time can initiate the dissemination of message m,
and all nodes that are neighbours of the sender, at least for the duration of
a message transmission, can receive the message. More formally, the links can
be described using the concept of a dynamic set function [8]. Let E ′ be a product
set of V : E ′ = V×V , and Γ (E ′) be the set of all subsets (power set) of E ′: Γ (E ′) =
{A | A ⊆ E ′}. Then, the dynamic set function Ei of node pi is defined as follows:

Definition 1 (Dynamic Set Function). The dynamic set Ei of node pi in
some time interval T = [t1, t2] is a function:

Ei : T → Γ (E ′)
such that ∀t ∈ T : Ei(t) is a set of all links of pi at time t.

Let δ be the maximum message transmission time between neighbouring nodes.
Then, we introduce the abstraction of a reliable channel (RC), as presented by
Module 1. The interface of this module consists of two events: a request event,
used to send a message, and an indication event, used to deliver the message.
Reliable channels do not alter and lose (RC1 reliable delivery property), du-
plicate (RC2 no duplication property), or create (RC3 no creation property)
messages.

Module Name:

Reliable Channel (RC).

Events:

Request: 〈 rc.Send, m 〉: Used to send message m.

Indication: 〈 rc.Deliver, ps, m 〉: Used to deliver message m sent by process ps.

Properties:

RC1 (Reliable Delivery): Let ps and pd be any two nodes that are within
a wireless range of each other, and let ps send message m at some time t to pd. If
the two nodes remain operative at least until t + δ, then message m is delivered
by pd within δ.

RC2 (No duplication): No message is delivered by any node more than once.

RC3 (No creation): If message m is delivered by some node pd, then m was
previously sent by ps.

Module 1. Interface and properties of reliable channels
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Finally, we can define direct connectivity as follows ([13, 12]):

Definition 2 (Direct Connectivity). Let T = [t, t+B], where B ' δ is an
application-specified parameter. Then, two operative nodes pi and pj are said to
be directly connected at t iff:

∀τ ∈ T ( (pi, pj) ∈ Ei(τ) ).

It is assumed that channels between directly connected hosts are reliable chan-
nels.

2.2 Network Liveness Property

Let O be a set of all operative nodes of V at some time t (O ⊆ V). Let P be
a non-empty subset of O, and P be complementary set of P in O (P contains all
operative nodes at time t that are not in P). Then, the network liveness property
is specified as follows ([13, 12]):

Definition 3 (Network Liveness Property). A distributed ad hoc system
that was initiated at t0 satisfies the network liveness property iff:

∀t � t0 ∀P ∃I � B ( I �=∞ ∧ ∃{pi, pj} ( pi ∈ P ∧ pj ∈ P ∧
(nodes pi and pj are directly connected at some τ ∈ [t, t+ I]))).

In other words:

∀t � t0 ∀P ∃I � B ( I �=∞ ∧ ∃{pi, pj} ( pi ∈ P ∧ pj ∈ P ∧
(∃{t1, t2} ( (t � t1 < t2 � t+ I) ∧ (t2 − t1 � B) ∧

(∀tc ∈ [t1, t2] ((pi, pj) ∈ Ei(tc))))))).

Informally, the network liveness property prevents permanent partitioning to
occur by requiring that reliable direct connectivity must emerge between some
nodes of every P and its complementary set P within some finite, but unknown,
amount of time I after each t.

3 Reliable Broadcast Protocols

Broadcast protocols enable us to send a message from one host to all hosts in
a network, and are a basis of communication in ad hoc networks. It is important
for any broadcast protocol to provide some delivery guarantee, especially if host
failures are taken into account. The properties of broadcast operations considered
in this paper are described by Module 2. The interface of this module consists of
two events: a request event, used to broadcast a message, and an indication event,
used to deliver the broadcast message. The BCAST1 progress property ensures
that at least N − f − 1 operative hosts will receive each disseminating message,
and the BCAST2 termination property ensures that every node eventually
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Module Name:

Broadcast Protocol (BCAST).

Events:

Request: 〈 bcast.Broadcast, m 〉: Used to broadcast message m.

Indication: 〈 bcast.Deliver, ps, m 〉: Used to deliver message m broadcast by
process ps.

Properties:

BCAST1 (Progress): For a broadcast of message m initiated at time tb, at least
N − f − 1 operative nodes (or N − f including originator) receive the message
within some bounded time if the sender does not crash, or if the sender crashes
and a correct node receives m.

BCAST2 (Termination): Each node that has received m and remains operative,
including originator, will discard m and stop transmitting any packets
concerning the broadcast of m at some time after tb.

Module 2. Interface and properties of the broadcast protocols

discards every disseminating message and, as a result, the broadcast of every
message can be eventually terminated.

In [13, 12] the following protocols have been proposed to implement Mod-
ule 2: (i) Proactive Dissemination Protocol (PDP), (ii) Reactive Dissemination
Protocol (RDP), (iii) Proactive Knowledge and Reactive Message (PKRM) and
(iv) Optimised PKRM (PKRMO).

Proactive Dissemination Protocol. The simplest protocol of the four,
Proactive Dissemination Protocol, requires that each node, which has messagem,
transmits it once every β seconds. Originator pi of message m adds it to its
Unrealisedi set (a set of all received but not yet realised messages) and ini-
tialises vector Ki(m), as a boolean vector of N bits, to all zeros, and sets its
own bit (Ki(m)[i]) to 1. The vector indicates the knowledge of the node on the
propagation of m, i.e. Ki(m)[j] = 1 means that node pi knows that message
m has been received by node pj . The message is always transmitted along with
the Ki(m) vector. When some node pj receives m for the first time, it initialises
its Kj(m) vector to be equal to the received Ki(m) and sets its own bit Kj(m)[j]
to 1. The message is also added to the Unrealisedj set. Then, whenever any host
receives the message, it merges the received vector with its own using a bitwise
OR operation. If node pi has N − f or more 1-bits in its Ki(m) vector, it re-
alises m, i.e. it cancels the periodic transmission of m, and moves the message
to the Realisedi set. If a node receives a message which has been realised ac-
cording to its knowledge, i.e. m ∈ Realisedi, then within β seconds it transmits
a special realisation packet realisei(m), and a node which receives the packet,
realises m.

The β parameter is originally defined as a configurable parameter such that:
B � 2(β + δ), to ensure that a node both: receives a message and sends that
message during direct connectivity.
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Let us also note that the original specification of the protocol states only that
a node that transmitted m once, will thereafter send it once every β seconds
until its realisation. However, no particular order of message sending is imposed
when a host has more that one message to send every β seconds, except that the
messages that have been received for the first time during last β seconds must
be sent within β seconds.

Reactive Dissemination Protocol. The Reactive Dissemination Protocol
assumes that nodes have information about their direct neighbours, i.e. each
host knows its dynamic set Ei(t) for all t. In this case, node pi propagatesm only
if: ∃{pi, pj} ∈ Ei(t) (Ki(m)[j] = 0 ), which is evaluated once every β seconds
(β is as in the PDP).

Proactive Knowledge and Reactive Message. The Proactive Knowledge
and Reactive Message combines the features of the PDP and RDP without re-
quiring information about direct neighbours. In the PKRM protocol, each pi that
transmitted m once as an originator, then sends every β seconds only K ptri(m)
packets, which contain only an identifier of message m and sender’s Ki(m) vec-
tor. If receiver pj of the packet does not have m, it sends within β seconds
requestj(m) packet, requestingm to be transmitted. Thus, if node pi that hasm,
has received requestj(m) packet in the past β seconds, it sends m. As in the
first two protocols, β is fixed but this time: B � 3(β + δ) (to ensure that nodes
exchange three times all messages during direct connectivity).

Optimised PKRM. Finally, in the PKRMO protocol, the number of mes-
sage transmissions is optimised towards bandwidth reduction in the following
way. First, hosts check messages received in the past every β̂ seconds, where
β̂ is a random duration distributed uniformly in (0, β). Second, a suppression
of the proactive message dissemination has been added with the use of two
additional counters: eqvDataCounti(m.id) and eqvKmCounti(m.id). The former
is incremented by one each time host pi receives m. The eqvKmCounti(m.id)
counter is increased by one if node pi receives m or K pktj(m) and if the local
Ki(m) vector is equal to the received one—otherwise it is reset to 0. Then, if
a transmission of m is expected, and eqvDataCounti(m.id)> α, the transmis-
sion is suppressed and eqvDataCounti(m.id) is reset to 0. If a transmission of
K pkti(m) is expected, and eqvKmCounti(m.id)> α, the transmission is sup-
pressed and eqvKmCounti(m.id) is reset to 0. Parameter α is configurable sup-
pression threshold.

It has been proved in [3], that for all these protocols the minimum value of
the β parameter cannot be shorter than the total time of transmission of all
messages that can be disseminated in the system by all nodes. To give it more
precisely, let us also define a limit of the number of messages that a node can
disseminate concurrently:

Definition 4 (Concurrent Dissemination Limit). Node pi can start dis-
seminate new message m iff the number of messages originated by pi in the
Unrealisedi set is less than s, where s is the concurrent dissemination
limit.
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In the simplest case when s = 1, the protocols work in a blocking manner. That
is, a host will start disseminating a new message provided that the previous
one, originated by it, is realised. Let S = N · s be the total number of messages
that can be disseminated in the system by all nodes. It has been proved in [3]
that if a network is composed of N nodes and if each node can disseminate
concurrently at most s messages, then the PDP, RDP, PKRM and PKRMO

protocols require that β � N · s · δ � S · δ. This, in turn, may require in practise
to adjust β configurable parameter when the number of nodes changes, and
in extreme cases can lead to a difficulty in obtaining direct connections that
ensure the liveness property, making the correctness of the protocols dependent
on its parameters. Therefore, in next Section, we propose an improved version of
the reliable broadcast protocols that works correctly even though the minimum
time of direct connection between nodes allows them to exchange (send and
respond to) at least only two messages, making the correctness of this protocols
independent of system parameters.

4 A Reliable Broadcast Protocol Independent of System
Parameters

In this Section, we introduce the Time-adjusted Proactive Dissemination Proto-
col (TaPDP) that implements the broadcast properties described by Module 2.
The protocol also requires periodical message broadcasts, but with the use of
this protocol each node broadcasts only one unrealised message within every
β seconds, instead all of them. Moreover, to impose an order of messages, the
TaPDP protocol uses Lamport’s logical clocks [7].

Time-adjusted Proactive Dissemination Protocol. In this protocol, ev-
ery message m is always transmitted in packets of the following structure:

[ m, po, C(m), Ki(m), Ri ],

where: po is an identifier of the originator of m; C(m) is a logical clock value
associated with m by po; Ki(m) is a knowledge vector (as in PDP) of sending
node pi, and Ri is a realisation vector of pi. Vector Ri is of the size of N logical
clock values, and Ri[j] = v indicates that the logical clock value of the last
message realised by pi and originated by pj is v.

The TaPDP protocol is presented in Algorithm 1, and it operates in the
following manner. Originator pi of message m increments its logical clock Ci,
initialises vector Ki(m) (as in the PDP) and adds m, along with its identifier
and the current logical clock value, to its Unrealisedi set (bcast.Broadcast event,
lines: 4–10). Once every β seconds each node, which has at least one unrealised
message, sends only one of them (every β seconds event, lines: 12–17). As
a message to send pi selects the one, which has the smallest value of its logical
clock C(m) of all messages contained in the Unrealisedi set (line 13). If there
are more than one messages with the same logical clock values equal to the
smallest value, the message that has been originated by a node with the smallest
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identifier is selected (line 14). In this way, a single message is always chosen
(line 15) in a total order on the Unrealisedi set. Namely, for any two messages:
m ∈ Unrealisedi originated by pj and m′ ∈ Unrealisedi originated by pk,
m will be selected for broadcast before m′ provided that C(m) < C(m′), or

C(m) = C(m′) and j < k. Let us denote this by m
j<k−−→ m′. This relation is

transitive, antisymmetric and total, and hence places also a total order on the
set of all unrealised messages in the system [7].

Next, whenever node pi receives a new message originated by po, i.e. a mes-
sage that has not yet been realised by pi according to its realisation vector
(C(m) > Ri[o]) and is not in its Unrealisedi set (rc.Deliver event, lines: 22–
28), it updates its logical clock Ci (line 23) and Unrealisedi set (line 24), and
creates its own Ki(m) vector (lines: 25–26) for the received message. If, in turn,
pi receives a message that already is in its Unrealisedi set, then it only updates
its Ki(m) vector for that message (lines: 28–29). After that, the node checks if
it has N − f or more 1-bits in the Ki(m) vector (line 30). If this is the case,
pi realises m, that is it removes m from its Unrealisedi set (line 31) and up-
dates its realisation vector Ri[o] to be equal to logical clock value C(m) of the
realised message (line 32). Consequently, since all messages originated by po are
selected for broadcast in the total order to their logical clock values, the value
Ri[o] = v means that all messages, originated by po for which C(m) � v holds,
have already been realised.

It is possible that some messages have been realised by other operative nodes,
while they are still unrealised by pi. Therefore, pi also updates its Unrealisedi
set (line: 33 and Update event, lines: 37–42) by removing all messages originated
by every j := 1 . . .N for which Rs[j] > Ri[j] and C(m) � Rs[j] hold (and m is
originated by pj), and updates its realisation vector accordingly (lines: 38–41).

Finally, if pi does not have any unrealised messages and receives a messages
that is already realised, it broadcasts only its realisation vector Ri within next
β seconds—this is indicated by the Rsend boolean variable (rc.Deliver event,
lines: 34–35 and every β seconds event, lines: 17–19). If pi receives the Rs

vector, it updates its Unrealisedi set as above by triggering Update event
(rc.Deliver event, lines: 43–45). Thereby, a node is able to receive informa-
tion about realised messages, even though no unrealised message is broadcast
periodically by its neighbour(s).

The minimal time constraints required by the TaPDP are as follows:

1. β � δ: just to ensure that a message is not sent until the previous transmis-
sion is completed.

2. B � 2(β + δ) � 4δ: to ensure that each directly connected node is always
able to receive a message and send a message within next β seconds.
This is illustrated in Figure 1, where β = 2δ and B = 2(β + δ) = 6δ.
In Figure 1(a) nodes pi and pj (which does not have unrealised messages)
directly connect just after pi sent its unrealised message at τ1 (first arrow
in the Figure). The message, at this time, cannot be received by pj . After
another β seconds (counted by pi), the message is sent again at τ3, and, at
this time, pj is able to receive it (second arrow in the Figure). Next, after
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Algorithm 1. The Time-adjusted Proactive Dissemination Protocol

1: Upon event 〈 Init 〉 at node pi do
2: Unrealisedi ← ∅, ∀j:=1...N : Ri[j] := 0, Ci := 0, Rsend := false
3: End upon event

4: Upon event 〈 bcast.Broadcast, m 〉 at node pi do
5: Ci := Ci + 1
6: ∀j:=1...N : Ki(m)[j] := 0
7: Ki(m)[i] := 1
8: Unrealisedi ← Unrealisedi ∪ { [ m, pi, Ci ] }
9: trigger 〈 bcast.Deliver, pi, m 〉

10: End upon event

11: Every β seconds at node pi do
12: if Unrealisedi 	= ∅ then
13: C(m) := min ({ C(m′) | [ m′, pk, C(m′) ] ∈ Unrealisedi})
14: o := min ({ k | [ m′, pk, C(m′) ] ∈ Unrealisedi ∧ C(m′) = C(m) })
15: m := m′ : [ m′, pk, C(m′) ] ∈ Unrealisedi ∧ C(m′) = C(m) ∧ k = o
16: trigger 〈 rc.Send, [ m, po, C(m), Ki(m), Ri ] 〉
17: else if Rsend then
18: trigger 〈 rc.Send, Ri 〉
19: Rsend := false
20: End

21: Upon event 〈 rc.Deliver, ps, [ m, po, C(m), Ks(m), Rs ] 〉 at node pi do
22: if C(m) > Ri[o] ∧ [ m, po, C(m) ] /∈ Unrealisedi then
23: Ci := max( Ci, C(m) ) + 1
24: Unrealisedi ← Unrealisedi ∪ { [ m, po, C(m) ] }
25: ∀j:=1...N : Ki(m)[j] := Ks(m)[j]
26: Ki(m)[i] := 1
27: trigger 〈 bcast.Deliver, po, m 〉
28: else if [ m, po, C(m) ] ∈ Unrealisedi then
29: ∀j:=1...N : Ki(m)[j] := Ki(m)[j] ∨Ks(m)[j]

30: if
∑N

j:=1 Ki(m)[j] � N − f ∧ [ m, po, C(m) ] ∈ Unrealisedi then

31: Unrealisedi ← Unrealisedi \ { [ m, po, C(m) ] }
32: Ri[o] := C(m)

33: trigger 〈Update, Rs 〉
34: if Unrealisedi = ∅ then
35: Rsend := true
36: End upon event

37: Upon event 〈Update, Rs 〉 at node pi do
38: for j := 1 . . . N do
39: if Rs[j] > Ri[j] then
40: Unrealisedi ← Unrealisedi \ { [ m′, pk, C(m′) ] |

[ m′, pk, C(m′) ] ∈ Unrealisedi ∧ k = j ∧ C(m′) � Rs[j]}
41: Ri[j] := Rs[j]

42: End upon event

43: Upon event 〈 rc.Deliver, ps, Rs 〉 at node pi do
44: trigger 〈Update, Rs 〉
45: End upon event
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Fig. 1. An example of direct connectivity between two nodes, pi and pj , with the use
of the TaPDP protocol (β = 2δ and B = 6δ): (a) only pi has an unrealised message,
(b) both nodes have unrealised messages

β seconds counted by pj , the message (or vector Rj if the message has been
realised by pj) is sent by pj at τ6, and it is received by pi (fourth arrow in
the Figure).
Figure 1(b) shows similar direct connectivity, but in this case pj also broad-

casts periodically unrealised message m′ such that: m
i<j−−→ m′. This message

is sent by pj at τ2 and received by pi just before τ3 (seconds arrow in the

Figure). Because m
i<j−−→ m′, then at τ3 node pi sends m, and in this way,

pj receives a new message (third arrow in the Figure). Node pj will there-
after also broadcast periodically m, and thus, when it sends this message
at τ6 (sixth arrow in the Figure), pi receives it and updates its Ki(m) vec-
tor.

So, the parameters are independent of the total number of messages that each
node can start disseminate concurrently, i.e. of the concurrent dissemination
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limit, and hence they are also independent of the total number of messages that
can be disseminated in a system by all nodes simultaneously.

Now, the succeeding theorem regarding the protocol can be defined and proved:

Theorem 1. If β � δ and B � 2(β + δ), then with the use of the TaPDP
protocol, the BCAST1 progress and BCAST2 termination properties are met.

Proof. Assuming β � δ andB � 2(β+δ), let us consider a system ofN > 1 hosts,
denoted p1, . . . , pN , that was initiated at t0, and let f < 1

2N .
Let U be a set of all unrealised messages in the system. Assuming U �= ∅,

let m ∈ U be an unrealised message at some time t′ � t0, originated by some

operative po, such that: ∀m ∈ U : m
o<j−−→ m ∧m �= m.

Let P be a set of all operative nodes that have m. Because m is unrealised,
P cannot be empty and there is at least one operative node, which has not
received m.

Each node pi ∈ P broadcast m every β seconds. Consequently, whenever
node pi of P and node pj of P directly connect, which must occur in accordance
with the network liveness property, node pj receives m and node pi updates its
Ki(m) vector so that: Ki(m)[j] = 1. As a result, pj will also thereafter broadcast
m periodically.

If at least one node of P remains operative, and since no node can be per-
manently isolated for any t, eventually m will be received by at least N − f
nodes (the minimum number of operative nodes) and some operative node(s)
will realise m.

Say now that only some operative hosts have realised m, and let P ′ be a set
of all these nodes.

Whenever node pi of P ′ and node pj of P
′
directly connect, which must occur

in accordance with the network liveness property, node pj receives realisation
vector Ri, in which: Ri[o] � C(m). Therefore, pj will realise all messages origi-
nated by po for which C(m) � Ri[o], including m if pj has it.

Because no node can be permanently isolated for any t, and since the number
of operative nodes is finite, all operative nodes that havem will eventually realise
it.

Finally, let node pi initialises a broadcast of message mb at some time tb � t0.

We observe that the number of unrealised messages for which m
j<i−−→ mb

holds is finite. Because every messagem (broadcast by operative node(s)) will be
received by at least N−f nodes and realised by all of them, therefore eventually
every message m (broadcast by operative nodes) will also be eventually received
by at least N − f nodes and realised. Thus, if the originator of mb remains
operative, or any operative node receives mb, mb will be received by at least
N − f nodes (BCAST1 progress property) and realised by all of them within
some bounded time (BCAST2 termination property). �

Finally, similar modifications can be also made as in the case of the PKRM
and RDP protocols, since the protocols use only different message transmission
controls, albeit exchanged messages during direct connections can be selected
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in the same manner as in the TaPDP with the use of Lamport’s logical clocks.
Moreover, in the TaPDP protocol each node broadcasts periodically only one
unrealised message, so its performance can be further improved by sending some
constant number of additional unrealised messages after the one that is always
selected, while preserving time constraints independent of system parameters.

5 Conclusions

In this paper, we have defined exact model of ad hoc systems and its liveness
property with the use of the dynamic set function. Based on the observation
that already known broadcast protocols for ad hoc networks with the property
require that the minimum time of direct connectivity between nodes depend
on system parameters, we have introduced improved version of these proto-
cols. The proposed protocol is independent of the total number of messages
that can be disseminated by each node concurrently. Consequently, the proto-
col works correctly even though the minimal time of direct connections allows
nodes to exchange (send and response to) only two messages, and it requires also
less periodical message transmissions. Finally, its correctness has been proved
analytically.
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Abstract. Most existing routing protocols designed for WSNs assume
that links are symmetric, which is in contradiction with what is observed
in the field. Indeed, many links in real-world WSNs are asymmetric.
Asymmetric links can dramatically decrease the performance of routing
algorithms not designed to cope with them. Quite naturally, most ex-
isting routing protocol implementations prune the asymmetric links to
only use the symmetric ones. In our experience, asymmetric links are a
valuable asset to improve network connectivity, capacity and overall per-
formance. We therefore introduce AsymRP (Asymmetric Convergecast
Routing Protocol), a new routing protocol for collecting data in WSNs.
AsymRP, a convergecast routing protocol, assumes 2-hop neighborhood
knowledge and uses implicit and explicit acknowledgment. It takes ad-
vantage of asymmetric links to increase delivery ratio while lowering hop
count and packet replication.

Keywords: Wireless Sensor Networks, Asymmetric links, Convergecast
routing protocol.

1 Introduction

We argue that the existence of asymmetric links should not be neglected in
WSNs. Many studies have demonstrated the presence of asymmetric links [1] [2].
These asymmetric links are caused by transmission power disparity, interference
or radio irregularity [3]. Ignoring their presence degrades the performance of
routing algorithms not designed to cope with them [3], while pruning them [4]
[5] represents missed opportunities. In this work, we are interested in exploiting
the asymmetric links present in real-world WSNs, whatever their origin. [6] [7]
have already shown how the use of asymmetric links can reduce path length and
decrease end-to-end transmission delay. We improve the use of asymmetric links
even further by also reducing the number of replicated packets received by the
sink node and by improving the data delivery ratio.

Facing a network containing asymmetric links, a first challenge is to detect
them. We present a simple mechanism based on the exchange of neighborhood
tables. A second challenge is to make good use of them to forward data messages
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to the sink node while still sending acknowledgment (ACK) messages back to
the source node in order to avoid unnecessary retransmissions and to reduce
message replication. To that end, we present a mechanism using a combination of
implicit and explicit acknowledgments based on 2-hop neighborhood knowledge.
Our proposal is able to deliver messages from source nodes to the destination
sink node irrespective of topology and network density. A measure of success is
to verify that paths that deliver data messages to the sink do contain asymmetric
links.

The remainder of this paper is organized as follows. In Section 2, we present
the related work. In Sections 3 and 4, we describe our proposal and evaluate its
performance, respectively. Section 5 concludes the paper.

2 Related Work

As previously mentioned, there are two ways of dealing with asymmetric links:
to avoid them or to ride them.

Protocols such as [5] [8] are examples of the former behavior. Typically, asym-
metric and symmetric links are discriminated by exchanging neighbors lists.
Nodes will then only use the symmetric links in the routing phase. COMPOW
[5] goes a little further: it understands that nodes are heterogeneous and as-
sumes that link asymmetry is only caused by heterogeneous transmission power.
It therefore calculates a common transmission range which will be used by all
nodes in the network. This transmission range is calculated to reduce interfer-
ence, to eliminate asymmetric links and to ensure connectivity between nodes.
The drawbacks of COMPOW are that it is centralized and that it is unfit to a
changing environment.

By contrast, protocols such as [9] [10] [11] are designed for making use of
asymmetric links. TRIF [9], used jointly with RREQ/RREP-based routing pro-
tocols, assumes that asymmetric links are caused by the existence of heteroge-
neous transmission ranges in the network. TRIF assumes that the transmission
range is selectable among a few values: each RREQ is sent repeatedly using
a decreasing transmission range. The RREQ header contains the value of the
transmission range used for sending it. The receiver processes the RREQ if the
range mentioned in the header is less than or equal to its own transmission
range, otherwise it infers that the link cannot be used backwards and it drops
the RREQ. A drawback of this protocol is that it supposes that heterogeneous
transmission powers are the only reason for asymmetric links. Therefore, it can
not be used when asymmetric links are caused by interferences or radio irregu-
larity. [10] deals with asymmetric links by organizing Volunteer Relaying. Each
node scans the neighbor lists of its own neighbors to detect asymmetric links
between any pair of them. It then volunteers itself to relay the link discovery
and maintenance information between such neighbors. Such a mechanism can
cause packet replication when several neighbors volunteer themselves. Suppres-
sion techniques mitigate the problem, but at the cost of extra complexity.
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DEAL [11] exploits asymmetric links at the link layer, based on two different
mechanisms. First, DEAL uses a feedback scheme called Source-Specified Relay
(SSR) to exploit local information at link layer and find the relay nodes for infor-
mation relaying over the poor direction of asymmetric links. SSR has the same
problem as Volunteer Relaying has, which is packet replication. Second, DEAL
uses a link maintenance scheme called Dynamic Driven Maintenance (DDM)
which supposes that the asymmetric links are a temporal phenomenon. DDM
adopts different strategies in order to use the most efficient links at any given
time. DEAL supposes that the network is dense and all the results presented in
[11] suppose that nodes have 10 to 50 neighbors.

By contrast, our proposal, AsymRP, addresses the problem of the asymmetric
links in a connected WSN without any assumption on the density of the network.
With AsymRP, a node receiving a message destined to the sink locally decides
whether to participate or not in the forwarding, based on information contained
in the received message and on its 2-hop neighborhood knowledge. AsymRP is
described in the next section.

3 AsymRP: Asymmetric Convergecast Routing Protocol
for WSNs

In this paper, we propose a convergecast routing protocol dedicated to WSN with
asymmetric links. AsymRP (Asymmetric Convergecast Routing Protocol) make
uses of asymmetric links to improve data collection while avoiding redundant
messages and reducing the hop counts from sensors to the sink.

3.1 Network Model and Hypothesis

We consider a WSN with many sensor nodes and one static sink node, all de-
ployed at t = 0. We assume that the network includes asymmetric links and
this it is connected: there is a path from any node to any other node in the
network. No geographic information is available for any network node, yet we
suppose that sensor nodes know their position relative to the sink along the
bidirectional propagation paths, which we call rank. Sensor nodes closer to the
sink node have smaller ranks. The rank is used as a gradient to direct data to
the sink. Finally, we assume that each node knows its 2-hop neighborhood. In
our performance evaluation, we do take into account the cost of discovering this
2-hop neighborhood.

3.2 AsymRP: The Data Collection Phase

The goal of this phase is to route data messages from sensor nodes to the sink
node. In this phase, when a sensor node has data to send to the sink node, it
broadcasts this data message to its 1-hop neighborhood. In the header of this
data message, the sender node, called Source, includes its ID, its rank and its
neighborhood table. Each sender node starts a timer, timeout relayed, during
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which it checks if its message is relayed. If the timer expires and the sender node
is not aware that its message was relayed by another node, it broadcasts this
message a second time. The way timeout relayed is computed ensures that
nodes closest to the sink forward the packet (see section 3.4).

Fig. 1. Data Collection Algorithm

When a broadcast data message from a Source node is received, each neighbor
applies the algorithm described in figure 1: it first checks if it is closer to the sink
node by comparing its rank with that of the Source node, in which case we call it
a Candidate node. A Candidate node computes a timer timeout to relay and
enters a contention phase. The objective of this timer is to promote the node
closest to the sink node (i.e. having the smallest rank). The way this timer is
computed is also discussed in section 3.4.

If a Candidate node detects that the message is forwarded by another node,
the contention phase is aborted. By contrast, if the timer expires and no other
node has forwarded the message, this node checks whether the radio link with
the Source node is symmetric (by checking its 2-hop neighbor table). If the
link is symmetric, this Candidate node relays the data message. This will be
understood as an implicit ACK by the Source node. Conversely, if the Candidate
node determines that the link from Source is asymmetric, then:

1. First, the candidate node tries to find in its neighbor table a Common neigh-
bor (i.e a node that can communicate with the Source and the Candidate
nodes as in figure 2(a)). If such a node exists, the Candidate node forwards
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the data message and sends an explicit ACK to the Common neighbor. The
latter forwards the ACK to the Source node (see figure 2(a)).

2. Second, if such Common node does not exist, the Candidate node tries
to find in its neighbor table a node, called Intermediate, which satisfies the
following two conditions:
– One of the neighbors detected by the Source node can receive the message

sent by this Intermediate node.
– The Intermediate node has a symmetric link with the Candidate node.

If this Intermediate node exists (see figure 2(b)), the Candidate forwards the
data message and sends an explicit ACK to the Intermediate node which will
forward it to one of the neighbors detected by the Source node, which in turn
will forward it to the Source node as represented in figure 2(b).

This algorithm is iterated until the message arrives at the sink node. The sink
node, when receiving a data message, responds by sending an explicit ACK
message.

(a) Common Neighbor
detection

(b) Intermediate
Neighbor detection

Fig. 2. Data collection and explicit ACK message using Common and Intermediate
neighbors

3.3 Example

Consider the example shown in figure 3. We assume a simple network composed
of 6 sensor nodes (A, B, C, D, E and F ) and one sink node (Dst). We assume
that each node has a rank that determines its relative position to the sink node
(Dst). This rank is written below each node in figure 3. We assume that links
A-C, D-E and F-C are asymmetric (see figure 3(a)). We assume that nodes have
built their neighbor tables, which are not represented because of space limitation;
we only show in 3(b) and 3(d) a part of the tables as used by AsymRP. We now
walk through the steps of propagating a data message from A to Dst, illustrating
different situations along the path.

(a) A broadcasts the data message and receives an explicit ACK
(fig. 3(b))

The source node A broadcasts the data message to its neighborhood (figure
3(b)), including in the header its ID, its rank and its neighbor table. The message
sent by node A is received by nodes B and C. Each of them starts a timer
timeout to relay. The timer triggered at node C expires first since node C
has a rank equal to 4, smaller than that of B, which is 5. Then, node C checks
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(a) The network topology

(b) The source node A broadcasts a data message and
receives an explicit ACK

(c) C forwards the data message and receives an im-
plicit ACK

(d) D forwards the data message and receives an ex-
plicit ACK

(e) E forwards the data message and receives an ex-
plicit ACK

Fig. 3. Example of a topology with asymmetric links: A sends a data message to Dst
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whether the radio link between itself and A is symmetric or not. To that end,
node C verifies in its neighbor table if it is in the neighbor list of A (figure 3(b)).
This is not the case, since A only has B as a neighbor. Therefore, C tries to find
in its neighbor table a neighbor common to itself and to source A. It determines
that B is a common neighbor. So, it broadcasts the data message towards the
sink and sends an explicit ACK to B that in turn forwards it to A (figure 3(b)).
By receiving this ACK, B, which is in contention phase with C, stops its timer
forwards the ACK message to A and drops the data message received from A.

(b) C forwards the data message and detects an implicit ACK (fig.
3(c))
The data message sent by C will be received by D, which is the only candidate
to forward this data message (figure 3(c)). The radio link between C and D is
symmetric so, after timeout to relay expires, D broadcasts this message to its
neighborhood, which will be understood as an implicit ACK by D.

(c) D forwards the data message and receives an explicit ACK (fig.
3(d))
The data message sent by D is received by E. E determines that the radio
link between itself and D is asymmetric and that there is no common neighbor
between itself and D. Therefore, node E checks if it has an intermediate neighbor
which can communicate with a node detected by D : indeed, F, a neighbor of E,
can communicate with C which is detected by D (figure 3(d)). Hence, E forwards
the data message after timeout to relay expires, and sends an explicit ACK
to F which forwards it to C which in turn sends it to D (figure 3(d)).

(d) E forwards the data message and receives an explicit ACK (fig.
3(e))
Finally, the message broadcasted by node E is received by the sink Dst which
replies with an explicit ACK (figure 3(e)).

3.4 Timeout Calculation

AsymRP uses two timers: the first one, timeout to relay, is computed by candi-
date nodes before forwarding data messages, while the second one,
timeout relayed, is calculated by the sender node.

– Timeout to relay: The timeout to relay is calculated by the candidate
nodes which could relay the data message and which enters into the con-
tention phase. The purpose of this timeout is to introduce priorities between
candidate nodes. The node with the highest priority will be the next hop to
relay the message toward the sink node. The goal is to favor nodes closer
to the destination and to promote the use of asymmetric links. Thus, the
timeout calculated will be proportional to the rank of the candidate node
(the smaller the rank, the shorter the timeout). In the case where the asym-
metric links are caused by the heterogeneity in power transmission range,
this timer will also be inversely proportional to the transmission range level
of candidate nodes (the higher the transmission range, the shorter the delay
before relaying). The goal of this second condition is to promote the use of
longest links, in order to reduce the number of hops.
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– Timeout relayed: This timer is initiated by sender nodes. It is used to ensure
that the data message is relayed by another node towards the sink. This timer
should be larger than the upper bound of Timeout to relay calculated by
neighbors of the sender node added to three times the estimated propagation
delay of the ACK message. Indeed, the maximum time that a node can wait
to hear its message relayed by a direct neighbor is equal to the upper bound
of the waiting time the candidate node computes to relay the message. If the
message is relayed by a node that the sender node can not hear, the sender
node must wait for an explicit ACK which can be sent through up to three
hops.

4 Performance Evaluation

In this section, we begin with a numerical study in which we evaluate the en-
ergy consumption of AsymRP and compare it with the energy consumption of
TRIF [9]. We then present the results of simulations under realistic assumptions
comparing AsymRP and TRIF. To be fair in the comparison between the two
protocols, we have added to TRIF an ACK message sent by the sink node when
it receives a data message. Without this addition, the nodes in the contention
phase would retransmit the same message towards the sink node. Without loss
of generality, we consider that asymmetric links are caused by different trans-
mission ranges and we define two types of nodes:

– Normal-nodes: sensor nodes having a regular transmission range.
– Super-nodes: sensor nodes having other, superior, transmission ranges.

4.1 Numerical Evaluation

This section focuses on the evaluation of the energy consumed by AsymRP and
TRIF [9]. Our proposal, AsymRP, requires neighborhood knowledge and there
is a tradeoff between the energy required to get this information and the energy
saved during the data collection phase. Obviously, in applications where data
collection is frequent compared to network topology changes, the cost of neigh-
borhood discovery can be made insignificant compared to the cost of periodic
data collection. Due to limited space, we do not reproduce here the calculation
of the number of sent and received messages. For further details, we invite the
reader to consult the research report [12]. We set the number of nodes in the
network to 1000 and the range of super-nodes to 6 times the range of normal-
nodes. We examine both a low density network and a high density one, where
the normal nodes have an average of 6 and 30 neighbors, respectively. In this
section, we start by evaluating the cost of the neighborhood discovery and the
data collection phase for AsymRP. Then, we compare the energy consumption of
AsymRP and TRIF, both for a high and a low density network. In this section,
energy cost is approximated by the number of messages exchanged.
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AsymRP, Tradeoff between Neighbor Discovery Cost and Data Col-
lection Cost: Figures 4(a) and 4(b) represent the number of total sent and
received messages for a low and a high density network, respectively. We note
that, irrespective of the network density, the cost of neighbor discovery becomes
negligible (an order of magnitude less) compared to the data collection cost as
soon as the number of data messages originated at the network reaches 1/3 of
the total number of nodes in the network.

(a) Low Density Network

(b) High Density Network

Fig. 4. AsymRP: Total number of sent and received messages for neighbor discovery
and data collection phase

AsymRP and TRIF Energy Consumption Comparison: Here, we com-
pare the amount of messages sent and received with AsymRP (neighbor discovery
messages and data messages) and TRIF, in a high and a low density network
(Figure 5(a) and figure 5(b), respectively). In both cases, AsymRP uses less mes-
sages than TRIF, which goes toward consuming less energy. The gap between
the two curves representing the messages exchanged with TRIF and AsymRP
increases when the number of data messages generated in the network increases.
AsymRP consumes less energy than TRIF because, for each super-node send-
ing one extra data message, AsymRP generates only one transmission and one
reception at all its neighbors. Whereas with TRIF, when a super-node sends
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(a) Low Density Network

(b) High Density Network

Fig. 5. AsymRP vs. TRIF: Total number of sent and received messages

one extra data message, many transmissions occur (in a number equalling the
number of possible transmission ranges of that node) and they generate multiple
receptions at the neighbors (see [12] for more details).

4.2 Network Simulation

In this section, we describe the parameters used in our simulations. We then
present the main results of our simulations, comparing AsymRP to TRIF [9] on
several performance metrics.

Simulation Parameters: We consider a regular grid topology. We select a
random number of source nodes, which send periodic data messages to the sink
node at staggered instants. The sink node is placed at the center of the net-
work. We consider that asymmetric links are caused by the presence of different
transmission ranges in the network. We assume that three ranges are possible:
normal-nodes have a regular transmission range while super-nodes have a trans-
mission range equal to either three or six times (balanced mix) the transmission
range level of normal-nodes. These super-nodes are uniformely located in the
network. The percentage of total super-nodes varies from 10% to 50%.
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Table 1. Simulation Parameters

Parameter Value

Sensor Nodes 120

Node range 1x, 3x and 6x regular range

Number of source nodes 1 .. 50

Number of packet sent 1 packet / minute / source node

Propagation Two ray ground

MAC Protocol CSMA/CA-like MAC protocol

Confidence Interval 95%

Simulator WSNet [13]

Table 1 summarizes the main characteristics of the network.

Percentage of Asymmetric Links used with AsymRP: Figure 6 represents
the percentage of asymmetric links used with AsymRP. When the source nodes are far
from the sink node, the percentage of asymmetric links used with AsymRP increases.
We verify also that an increase in the number of super-nodes yields a higher percentage
of asymmetric links exploited in paths with AsymRP.

Fig. 6. AsymRP: Percentage of asymmetric links used

Comparison of the Number of Hops Performed: In this section, we evaluate
the average hop count that a packet needs to reach the final destination. Figure 7
represents the average hop count using TRIF and AsymRP for each rank of the source
nodes. We verify that AsymRP offers a lower hop count when compared to TRIF. This
is obviously the benefit of exploiting the asymmetric links. We also verify that, with
AsymRP, an increase in the number of super-nodes decreases the number of hops. This
is because they offer more opportunities for long range transmission.

Replicated Received Packets and Delivery Ratios: Figure 8(a) represents
the amount of replicated data messages received at the sink node for AsymRP, for TRIF
when using ACKs sent by the sink node and for TRIF without ACKs, all for 50 source
nodes and in three scenarios: 10%, 30% and 50% super-nodes are randomly deployed
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Fig. 7. AsymRP vs TRIF: Number of hops performed

(a) Replicated packet ratio at sink

(b) Delivery Ratio

Fig. 8. AsymRP vs TRIF: Replicated packet and Delivery Ratios



Exploiting Asymmetric Links in a Convergecast Routing Protocol 383

in a grid topology. Figure 8(a) highlights that in all cases, the amount of replicated
packets received at the sink with AsymRP is less than the amount of replicated packets
with the two variants of TRIF. Figure 8(a) shows that, with the two variants of TRIF, a
higher number of super-nodes increases the replication ratio. This is because each super-
node iteratively sends the message with decreasing transmission ranges. By contrast,
AsymRP has a replication ratio that is very low (around 10%) and independant of the
number of super-nodes. This is because, in AsymRP, each source node only sends one
message, with its own maximum transmission range.

Figure 8(b) represents the delivery ratio for source nodes indexed by their rank.
Obviously, the longer the path, the lower the delivery ratio. Since TRIF does not
use asymmetric links, the paths are longer. This explains the decrease in delivery ratio
when the source node is far (having a high rank) from the sink node. Hence the delivery
ratio for TRIF is equal to 0% for further source nodes (with rank equal to 7 and 8 in
figure 8(b)). Moreover, figure 8(b)) shows that when the number of asymmetric links
in the network increases (by increasing the number of super-nodes) the delivery ratio
of AsymRP increases: we verify that, with AsymRP, the use of asymmetric links does
indeed reduce the number of hops.

5 Conclusion

In this paper, we proposed a data collection algorithm for WSNs that include asymmet-
ric links. Simulations highlight that AsymRP benefits from the presence of asymmetric
links and meets the requirements of providing a higher delivery ratio, a lower hop count
and a lower packet replication, compared to TRIF. We studied and evaluated the energy
consumption of the neighborhood discovery and data collection phases. We noted that
the cost of neighbor discovery becomes negligible compared to that of data collection as
soon as the number of data messages originated at the network reaches 1/3 of the total
number of nodes. Then, we compared the energy consumption of AsymRP and TRIF
by computing the total number of sent and received messages. We showed that, irre-
spective of the network density, AsymRP consumes less energy than TRIF. We are now
working on evaluating the overhearing cost induced by the broadcast transmissions, on
simulating other topologies and also on using other metrics, such as the amount of
remaining energy in each node, to compute the timeouts needed by AsymRP. The use
of such metrics will avoid over-exploiting some nodes during the collection phase. This
will even out the energy consumption and therefore increase the lifetime of the network
even further. For the consideration of the dynamics of asymmetric links in the network,
we are studying the use of adaptive periodic neighborhood discovery phases based on
a self regulating algorithm such as Trickle [14].
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Abstract. In k-anycasting, a sensor wants to report event information
to any k sinks in the network. This is important to gain in reliability
and efficiency in wireless sensor and actor networks. In this paper, we
describe KanGuRou, the first position-based energy efficient k-anycast
routing which guarantees the packet delivery to k sinks as long as the
connected component that contains s also contains sufficient number of
sinks. A node s running KanGuRou first computes a tree including k
sinks among the M available ones, with weight as low as possible. If this
tree has m ≥ 1 edges originated at node s, s duplicates the message
m times and runs m times KanGuRou over a subset of defined sinks.
Simulation results show that KanGuRou allows up to 62% of energy
saving compared to plain anycasting.

1 Introduction

Wireless sensor networks have been receiving a lot of attention in recent years
due to their potential applications in various areas such as monitoring and data
gathering. Sensor measurements from the environment may be sent to a base
station (sink) in order to be analyzed. Other sensors may serve as routers on a
path established to deliver the report. In large sensor networks, there may exist
a bottleneck (around sink) if a single sink collects reports from all sensors. Sce-
narios with multiple sinks are then being considered, where each sensor reports
to at least one sink, usually the nearest one. In wireless multi-sink sensor net-
works, anycasting is performed when any of sinks may receive the report from
sensors, and meet application demands. However, the cost of anycasting may
depend on the distance between the receiving sinks and the reporting sensor.
It is therefore desirable that selected algorithm reaches one of sinks close to
the event. For reliability, load-balancing and security purposes, it is then useful
to ensure that at least k sinks receive the messages (where the overall number
of sinks is greater than k) whatever the k sinks. To date, there is no so much
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work in the literature. Most of works are adaptation of wired solutions [9] and
are thus centralized. Others use flooding [10] and not suitable for high dynamic
networks (such as wireless sensor networks). A distributed k-anycast routing pro-
tocol based on mobile agents is proposed in [11] but requires a regular update
of routing tables which also have to maintain paths towards every sink.

In this paper, we introduce KanGuRou (k-ANycast GUaranteed delivery
ROUting protocol), a position-based, energy-efficient localized k-anycast
routing protocol that guarantees delivery (therefore loop-less), is memory-
less, and scalable. Unlike [11], it does not maintain any routing table and
does not need to add any information neither on nodes nor in the message,
which makes it scalable regardless of the number of sinks/nodes. It inspires from
energy-efficient anycast EEGDA algorithm [5] and the splitting techniques of
MSTEAM [4], proposing a new tree construction to ensure reaching k sinks. At
each step, the current node s computes a spanning tree over k sinks with mini-
mal cost. A message replication occurs when the tree spanning s and the set of
sinks has multiple edges (later called branches) originated at the current node.
Since there may be more sinks than the k to be reached, all of them are not
spanned by the tree. The number of sinks k′ spanned by each branch determines
the number of sinks to be reached by each message. All sinks (not only the ones
spanned by the tree) are distributed over every edge. The next hop is chosen in
a cost-over-progress (COP) fashion, i.e. to the neighbor v which minimizes the
ratio between the cost to reach v and the progress provided by v. The cost from
s to v is the cost of the energy-weighted shortest path (ESP). The progress is
computed as the difference between the weight of the trees computed by s and v
resp. If s has no neighbor with positive progress, node s applies a EEGDA-face
like routing, which is a face-based recovery mode. We prove that KanGuRou
guarantees delivery to exactly k sinks. We present two variants which differ in
the way the tree is computed. KanGuRou is evaluated through extensive simu-
lations and results show that both variants of KanGuRou are energy efficient.
Results show that KanGuRou allows up to 62% of energy saving and that every
variant performs better regarding the percentage of sinks to reach.

The remaining of the paper is organized as follows. Section 2 gives an overview
of the literature about k-anycasting and present works on which KanGuRou
is based. Section 3 introduces our notations. Section 4 presents KanGuRou.
Section 5 presents simulation results. Finally Section 6 concludes the paper.

2 Related Works

k-Anycast was first introduced in [9] for wired networks. Propositions in wireless
networks firstly appeared in [8] proposing centralized solutions and thus does not
really meet wireless networks requirements. [10,2] presents a reactive approach
(flooding) and two advanced proactive approaches in which sinks have previously
been gathered into components of at most k members and these components
are then reached during the routing. To the best of our knowledge, the only
distributed k-Anycast routing protocol is based on mobile agents and proposed
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in [11]. The protocol forms multiple components and each component has at
least k members. Each component can be treated as a virtual server, so k-anycast
service is distributed to each component. In this protocol, each routing node only
needs to exchange routing information with its neighbors, so the protocol saves
much communication cost and adapts to high dynamic networks. Nevertheless,
although a first step toward, this algorithm needs to maintain routing tables at
each node with as many entries as sinks and is not scalable.

In this paper, we introduce KanGuRou which is a position-based k-anycasting
protocol. KanGuRou is an extension of the anycasting protocol proposed in [5]
to the k anycasting. In [5], authors describe EEGPA the first localized anycast-
ing algorithms that guarantee delivery for connected multi-sink sensor networks
based on a GFG approach. Let S(x) be the closest actor/sink to sensor x, and
|xS(x)| be distance between them. In greedy phase, a node s forwards the packet
to its neighbor v that minimizes the ratio of cost of sending packet to v through
an ESP over the reduction in distance (|sS(s)| − |vS(v)|) to the closest sink.
If none of neighbors reduces that distance then recovery mode is invoked. It is
done by face traversal where edges are replaced by paths optimizing given cost.

KanGuRou also inspires from the multicast routing MSTEAM proposed in [4].
MSTEAM is a localized geographic multicast scheme based on the construction
of local minimum spanning trees (MSTs), that requires information only on 1-
hop neighbors. A message replication occurs when the MST spanning the current
node and the set of destinations has multiple edges originated at the current
node. Destinations spanned by these edges are grouped together, and for each of
these subsets the best neighbor is selected as the next hop. MSTEAM has been
proved to be loop-free and to achieve delivery of the multicast message as long
as a path to the destinations exists.

3 Model and Notations

Network. We model the network as a graph G = (V,E) where V is the set of
sensor nodes and uv ∈ E iff there exists a wireless link between u and v ∈ V . We
suppose that nodes are equipped with a location service hardware such a GPS
and are able to tune their range between 0 and R. We note |uv| the Euclidean
distance between nodes u and v. We note N(u) the set of physical neighbors
of node u, i.e. the set of nodes in communication range of node u (N(u) =
{v |uv ∈ E}) and V (G) the set V of vertices in G. S = {si}i=0,1,..M is the set
of sinks, with M the number of sinks. Every node is aware of every sink and
of its position. We note as CTS(s) the closest node in S to node s (CTS(s) =
{v | |sv| = minw∈S |sw|}). For a graph G = (V,E) and a set A ⊆ V , we denote
by G|A the subgraph of G which contains only nodes of A: G|A = (A,E ∩A2).

Tree. Let T = (V ′, E′) be a tree and a ∈ V ′ a vertex of T . st(T, a) is the subtree
of T with root a. T is an MST if its weight noted ||T || is minimal. The weight of
the tree denotes the sum of the weight over all tree edges ( ||T || =

∑
uv∈E′ |uv|).

In an Euclidean MST, the weight of an edge is equal to its Euclidean length.
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A tree T = (V ′, E′) ⊂ G is a k-MST if |V ′| = k and that ||T || is the tree with
minimum weight over all trees of k vertices from G.

Energy. We assume that every node is able to adapt its transmission range. We
use the energy model defined in [7], i.e. the energy spent to send a message from
nodes u to v is such that cost(|uv|) = |uv|α + c if |uv| �= 0. where c is signal
processing overhead; α is a real constant (> 1) for signal attenuation. From
this energy cost, we introduce the cost of the energy-weighted shortest path
(costESP (s, d, t)) from nodes s to d when aiming at target t. We compute the
energy-weighted shortest path (ESP) only over nodes that are in the forwarding
direction of the final target to avoid either creating routing loops or embedding
the path in the message. Therefore, the shortest path computed from node s to
node d is relative to the final target t. Let x0x1...xixi+1..xn, be the node IDs on
the ESP from s = x0 to d = xn. We define the ESP cost as

costESP (s, d, t) =

n−1∑
i=0

cost(|xixi+1|) (1)

4 Contribution

4.1 General Idea

In this section, we present the main idea of KanGuRou which goal is to reach
any k sinks among all available sinks S. Nevertheless, given a source node s,
the k closest sinks to s in Euclidean distance are not necessarily the k closest
sinks in number of hops. Therefore, the routing messages in KanGuRou may
change target sinks along the routing path. For instance, on Fig. 1, 5 closest
sinks of s are S1, S2, S5, S6 and S7. But S1 is not reachable directly and the
path to S1 will meet S4 which may be reached instead. In addition, the source
cannot determine the k sinks in advance and send k messages, one toward each
sink because (i) several messages may follow the same path by sections which is
useless and costly and (ii) since targets may change along the path, this cannot
ensure that several messages will not reach the same sink.

KanGuRou (Algo. 1) proceeds as follows. Fig. 1 illustrates it.
(1). Node s holding the message first checks whether it is a sink. If so, it removes
itself from the set of available sinks and decrements the number of sinks k to
reach. If k = 0, the algorithm stops. (Line 2).
(2). Node s computes a tree T (s) by running Algo. 3 (k-MST(s,S,k)) or Algo. 4
(k-Prim(s,S,k))) detailed later in Section 4.4, depending of the variant of Kan-
GuRou (Line 7). T (s) contains node s and exactly k sinks of S. If there are several
edges/branches originated at s, a message duplication occurs. On Fig. 1, T (s)
appear in red and contains sinks S1, S3, S5, S6 and S7. There are two branches
originated at node s: one toward S1 and one toward S5.
(3). s distributes the remaining sinks (Line 8), i.e. sinks that are not in T (s)
(Sinks S2, S4 and S8 on Fig. 1) over every branch. Thus, for every successor a of
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s in T (s) (a ∈ succT (s)), a subset Sa ⊂ S of the sinks is assigned to a as detailed
in Section 4.5. On Fig. 1, branch of S1 is assigned with Sinks S1, S3 and S4 while
Sinks S2, S5, S6, S7 and S8 are associated to branch of S5.
(4). At this step, node s knows: (i) its successors a ∈ succT (s) in T (s) (Sinks S1

and S5 on Fig. 1), (ii) the number of sinks ka to reach per successor a, i.e. the
number of sinks in the subtree of a st(T, a) (2 in branch of S1 and 3 in branch of
S5 on Fig. 1), (iii) the set of available sinks to reach per branch, i.e. Sa defined
at the previous step. Node s then sends as many packets as the number of its
successors in T (s). (Loop line 9) Thus, for each branch of T (s), i.e. ∀a ∈ succT (s),
s selects a next hop based on a Greedy-Face-Greedy approach as follows. For
every a, s computes the weight of the ka-MST for each of its neighbors u ∈ N(s)
over Sa targets ||k-MST(u, Sa, ka)||. On Fig. 1, s will compute 3-MST over Sinks
S2, S5, S6, S7 and S8 to find the next hop for branch S5 and 2-MST over Sinks
S1, S3 and S4 for branch S1. If there exists no neighbor u for which the weight of
tree over Sa ||k-MST(u, Sa, ka)|| is smaller than ||sT (T, a)||+ |sa| (weight of the
branch of T (s) dedicated to a), node s switches to recovery mode (line 16) till
reaching a node with positive progress towards a. If so, next hop v for branch
toward a is determined through the greedy mode in a COP fashion (Line 18).
Message is sent to node v with parameters ka and Sa which will run KanGuRou
again (Line 19) and so on till ka sinks have been reached in this branch. As shown
in [5], this ensures the packet delivery as soon as the network is connected.

Algorithm 1. KanGuRou(s, k, S) – Run at node s to reach k targets in S.

1: if s ∈ S then
2: k ← k − 1; S ← S \ {s}
3: if k = 0 then
4: exit {All sinks of this branch have been reached}
5: end if
6: end if
7: T (s) ← k-MST(s, S, k) or k-Prim(s, S, k) {k-MST of S ∪ {s} rooted in s}
8: T ′(s) ← AllocateMST(s, S, T (s)) {Allocate remaining targets to T (s)}
9: for all a ∈ succT (s)(s) do

10: Sa ← V (st(T ′, a)) {Nodes in sub-tree of T ′ rooted in a}
11: ka ← |T ∩ Sa| {Number of targets to be reached in Sa.}
12: v ← CTSa(s)
13: W ← ||sT (T, a)|| + |sa|
14: A ← {v ∈ N(s) | ||k-MST(v, Sa, ka)|| < W }
15: if A = ∅ then
16: RECOVERY(s, ka, Sa,W )
17: else
18: v ← u ∈ A which minimizes costESP (s,u,a)

W−||k-MST(u,Sa,ka)||
19: KanGuRou(v, ka, Sa)
20: end if
21: end for
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Fig. 1. Sinks appear in red. Red links rep-
resent the 5-MST rooted in s, blue links
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Fig. 2. Illustration of MST and k-
MST for k = 4. If root is node
d, the optimal 4-MST (in blue)
includes edges da, ae, af, ag while
edge ad will not be included in the
MST (in red). So, k-MST is not al-
ways included in the MST.

To sum up, let assume that node s on Fig. 1 runs KanGuRou toward k = 5
sinks. First, s computes a 5-MST, T (s) (red tree). T (s) has two branches, so s
duplicates the message. First message is sent toward branch of S1 and has to
reach 2 sinks among S1, S3 and S4. s computes the COP and selects node a. To
reach node a, message is sent to node f since path sfa is less energy consuming
than following the direct edge sa. Node a runs KanGuRou and its tree has two
branches. So node a duplicates again the message. First copy has to reach one
sink among S1 and S3 while second copy has to reach S4. S4 is reached via
path aeS4 in a greedy way while other copy is sent along path bdoS3. Second
message sent by node s has to reach 3 sinks among S2, S5, S6, S7 and S8. Greedy
algorithm chooses node q. Tree computed on node q has 2 branches originated
at q, so q duplicates the message. First copy is sent to node g which forwards
it to Sink S7. Second copy is sent to S5. S5 is a sink but the message still has
to reach another sink so S5 forwards it to its neighbor i which directly forwards
the message to S6. At last, 5 sinks have been reached: S3, S4, S5, S6 and S7.

4.2 The Greedy Mode

Greedy mode is similar to the one used in [5]. When node s runs greedy al-
gorithm toward Sink a, it computes the subtree sT (T (s), a) of T (s) rooted in
a. The weight W of the subtree issued from s toward a is thus the weight of
||sT (T (s), a)|| plus the weight of the edge sa to reach it: W = ||sT (T (s), a)||+
|sa|. Then, to select the next hop, node s performs a COP approach in which
(i) the cost considered is the cost of the energy weighted shorted path (Eq. 1)
from node u to its neighbor v,(ii) the progress is the reduction of the weight
of trees W − ||k-MST(u, Sa, ka)||. Only neighbors providing a positive progress
are considered. If no such node exists, the greedy approach fails and s switches
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Algorithm 2. RECOVERY(u,k,S,W) - Run at node u.

1: (V ′, E′) ←CDS(V,E) ∪ S ∪ {u} {Extract a CDS graph from G}
2: (V ′, E′′) ←GG(V ′, E′) {Build the Gabriel Graph of G′}
3: u′ ← u, T ← k-MST(u′, S, k)
4: while ||k −MST (v, k, S|| > W do
5: v ← FACE(u′, T ) {Compute the next node on the proper face}
6: while u′ �= v do
7: u′ ←ESP(u′, v, CTT (u′)) {Compute the ESP from u′ to v}
8: end while
9: end while

10: KanGuRou(v, k, S)

to recovery mode. If there exist neighbors u such that W > ||k-MST(u, Sa, ka)||,
node u which minimizes costESP (s,v,a)

W−||k-MST(u,Sa,ka)|| is selected. Note that when com-

puting k-MST(u, Sa, ka), all potential sinks are considered, not only the ones in
sT (T (s), a). For instance, on Fig. 1, 2-MST computed by node a (blue tree) over
S1, S3 and S4 includes S1 and S4 (while the one rooted in s includes S1 and S3).

4.3 The Recovery Mode

Recovery mode is detailed in Algo. 2. A node u enters the recovery mode while
trying to reach k targets among the sinks in S if it has no neighbor which k-MST
has a smaller weight than its own weight W toward the considered branch. u
runs RECOVERY till reaching a sink or a node v for which ||k-MST(v, k, S)|| is
smaller than W (Line 4 in Algo. 2)1.

To determine what neighbor to reach, it applies an EtE-like Face routing [3].
EtE-like Face routing differs from the traditional Face [1] routing in the way
that it does not run over the planar of the whole graph but on the planar of a
connected dominated set (CDS) graph only (Lines 1-2). This allows considering
longer edges. Face algorithm is applied to determine next hop v to reach over
the faces on the CDS (Line 5). v is then reached by following an ESP (Line 7).

4.4 Computing the k-MST

Note that computing an exact k-MST is NP-complete. Also note that a k-MST
is not necessarily included in the MST as example plotted on Fig. 2 shows. Thus,
KanGuRou proposes to use two different tree constructions, both of them being
an approximation of the k-MST algorithm. As we will see later, the choice of
the variant used in the tree construction will depend on the number of sinks
M available in the network and the number k of sinks that need to receive the
information. It is important to highlight that this tree is computed on the com-
plete graph of sinks ς = (S,Eς) with Eς = {uv |u, v ∈ S2}. This is independent
from the underlying topology.

1 Unlike in anycasting, recovery in k-anycasting may reach a sink since the distance
considered is not between a node and the closest sink but to the closest k sinks.
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Algorithm 3. k-MST(u, S, k) – Return a k-MST of S ∪ {u} rooted in u.

1: T ← ({u}, ∅) {initialize the tree with root u}
2: A ← S {set of nodes to be considered.}
3: while k > 0 do
4: for all v ∈ A do
5: w ← x ∈ T which minimizes |xv|
6: P (v, 1) ← w {Path from v to T in 1 hop with minimum cost.}
7: l(v, 1) ← |vw| {Weight of the path from v to T in 1 hop with minimum cost.}
8: end for
9: for i = 2 to k do

10: for all v ∈ A do
11: y ← x ∈ T which minimizes |vx|
12: ∀w ∈ A z ← x ∈ T which minimizes |wx|
13: Select w ∈ A such that |wz| < |vy| which minimizes (l(w, i− 1) + |vw|)/i
14: p(v, i) ← p(w, i− 1).w {Path from v to T in i hops with minimum cost.}
15: l(v, i) ← l(w, i− 1) + |vw|{Weight of p(v, i).}
16: end for
17: end for
18: select v ∈ A and j ∈ [1 . . . k] which minimizes l(v, l)/j
19: while p(v, j) �= ∅ do
20: (w, x) ← first edge in p(v, j) {w is supposed to be in T while x is not in T}
21: T ← T ∪ ({x}, {(w, x)}); A ← A \ {x}; k ← k − 1
22: p(v, j) ← p(v, j) \ {(w, x)}
23: end while
24: end while
25: Return T.

First Variant: The first variant (later called KanGuRou) applies Algo. 3 and
builds a tree with exactly k + 1 vertices (k sinks and the source) in an iterative
way. It starts with a tree which only contains the root (Line 1), node s on Fig. 1.
It then has to choose exactly k sinks in S to add in T . To do so, at each step, it
computes the shortest path from any vertex to the tree in exactly i hops, for all
i from 1 to k − i for all vertices. On Fig. 1, for i = 1, s computes the distance
from itself to every sink. For i = 2, s considers 2-hop paths from itself to every
sink and keeps the shorter one as sS1S3 to reach S3. To reduce the complexity of
computing a path from a node u to T , it only considers nodes closer than u to T .
On Fig. 1, node s will not compute any 2-hop path from s to S2 since S2 is the
closest sink. Weight of every path is then normalized by the progress it provides,
i.e. the number of sinks on the path (Line 18) and the path with the lowest
weight is then added to the tree. And so on till the final tree includes k sinks. In
this way, note that S2 is not included in path since step 1, path sS5S7 (weight

2) is chosen ( |sS5|+|S5S7|
2 is smaller than all other path ratios as |sS1|+|S1S3|

2 or
sS2

1 ). Then at step 2, path sS1S3 is added ( |sS1|+|S1S3|
2 < |sS1|+|S1S3|+|S3S6|

3 , etc)
and at last, path S5S6 is added.
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Algorithm 4. k-Prim(u, S, k) – Return a k-MST of S ∪ {u} rooted in u.

1: T ← ({u}, ∅) {initialize the tree with root u}
2: A ← S {set of nodes to be considered.}
3: while k > 0 do
4: w ← x ∈ A which minimizes |xCTT (x)|
5: T ← T ∪ ({w}, {(w,CTT (w))})
6: A ← A \ {w}; k ← k − 1
7: end while
8: Return T.

Second Variant: Original Prim algorithm [6] consists in adding iteratively to
the current tree (initialized with the root node) the edge with minimum weight
which has exactly one extremity vertex in the tree, and so on till every vertex
has been added to the tree. KanGuRou-kPrim (Algo. 4) performs similarly but
stops when the tree includes and exactly k sinks.

To illustrate the difference between both variants, let us consider Fig. 2 and
assume a tree construction rooted in node d with k = 4. Algo. 4 adds iteratively
the edge (and corresponding nodes) with the lowest weight, i.e. nodes c, b, a and
e (in the order). Resulting tree has a weight of 22. Algo. 3 does not consider edges

one by one but multi-hop paths. It thus adds nodes a and e at once ( |da|+|ae|
2 is

the best ratio), then nodes f and g. Resulting tree has a weight of 12.

4.5 Distributing Sinks over Branches

Once the k-tree rooted in current node has been computed, the set of sinks has
to be distributed over each branch. The number of sinks to be reached by branch
is given by the number of sinks actually part of the branch. If s is the node in
charge of the message, it computes its k-MST T (s). If ka is the number of sinks
to be reached in the branch of T (s) rooted in a, we have

∑
a∈succT (s)

ka = k.

The set of potential sinks to reach Sa is sent with the message over each branch
a. Sa includes the ka sinks included in the tree but also part of ’free’ ones.
Sa sinks have to be selected carefully in order to ensure that exactly k sinks
will receive the message. They are such that: (i)

⋃
a∈succT(s)

Sa = S since every

sink is candidate and (ii) Sa ∪ Sb = ∅ ∀ a, b ∈ succT (s) in order to avoid that a
message sent on 2 different branches reaches the same sink in which case, the
overall number of sinks receiving the message will be less than k.

In KanGuRou, each sink is assigned to the closest branch regardless of the
size of the branches. However, we are aware that this solution is not necessarily
the most adequate one since most of remaining sinks may be assigned to the
same branch which might be the smallest one. Alternative solutions might be:

– Sinks may be distributed evenly between both branches, based on distance.

– Sinks may be distributed proportionally to the number of sinks to reach per
branch.
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However, setting in advance the number of sinks to assign to each branch will
lead to some other issues. Indeed, issue will appear when sinks are at equal
distance of several branches and when a sink p is closer to Branch A, but that
Branch A has already been assigned enough sinks, all closer than p. We leave to
further work a deeper study on this point.

4.6 Packet Delivery to Exactly k Sinks Guaranteed

We show that KanGuRou delivers a message to exactly k sinks as long as the
underlying network is connected. Because of page restriction, we only give here
the sketch of the proof2.

Theorem 1. KanGuRou guarantees the packet delivery to exactly k sinks as
long as the network is connected and that the number of sinks in the connected
component including s is greater or equal to k.

Proof. We apply a mathematical induction.

Initial Step. Theorem 1 is true for k = 1.
When k = 1, the 1-MST computed by s running KanGuRou comes to finding
CTS(s), i.e. the closest sink to s. KanGuRou comes to EEGDA [5], been proven
to guarantee packet delivery as long as the underlying network is connected.

Induction Step. Assuming that Theorem 1 is true for k = i−1, 1 < i, we have
to prove that Theorem 1 is true for k = i.

When node s runs KanGuRou, it may either duplicate and forward the message
or just forward it once. When s splits the message, s runs several times Kan-
GuRou for k < i. If s forwards, itt forwards until finding a sink that will then
run KanGuRou for k = i− 1 or to a node that split the message and then runs
several time KanGuRou for k < i, for which Theorem 1 is assumed to be true.

5 Simulation Results

In this section, we evaluate the performances of KanGuRou under the WSNet3

simulator with an IEEE 802.15.4 MAC layer. As there is no comparable algo-
rithm in the literature since KanGuRou is the first position-based algorithm from
the literature, we compare the two variants KanGuRou and KanGuRou-kPrim
to running k times the plain EEGDA anycast routing protocol [5] to measure the
gain provided by KanGuRou. We deploy N nodes (from 35 to 115) at random
in a square of 100m× 100m, every node can adapt its range between 0 and 30m.

Fig. 3 shows the number of times the message is split/duplicated for each
algorithm. Obviously, the number of splits performed by EEGDA is equal to 1
whatever the parameters since EEGDA performs independent anycast routings.

2 Complete proof is available at
researchers.lille.inria.fr/~mitton/kangourou.html

3 WSNet: http://wsnet.gforge.inria.fr/

researchers.lille.inria.fr/~mitton/kangourou.html
http://wsnet.gforge.inria.fr/
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Fig. 3. Number of splits for each algorithm. M = number of sinks.

For both versions of KanGuRou, it is worth noting that when k increases for
a given number of available sinks M and of nodes N , the number of splits
also increases. This is expected since algorithms need to reach more sinks and
respective trees are bigger and thus the message is more likely to be duplicated to
reach sinks. Also, for a fixed k, the number of splits increases when the number
of nodes (and thus of available sinks) increases. This is due to the fact that
more choices are given to the algorithm and thus more ramifications appear
(Fig. 3(a)). We can also note (Fig. 3(b)) that the number of duplications is
not really impacted by the overall number of available sinks M in the network
(number of splits for a given k). At last, we can observe that the number of
duplications increases when M increases (in proportion of N) more quickly for
KanGuRou than for KanGuRou-kPrim. Yet, for a low value of M , KanGuRou-
kPrim produces more duplications than KanGuRou while for high values of M ,
KanGuRou duplicates more often messages.

First, the number of sinks M is set to be 10% of the total deployed nodes
N . Fig.4 shows the energy consumption (computed based on Eq. 1) and the
path length in terms of N and k (k varies from 1 to M). Note that for k = 1,
results are the same for all three algorithms since KanGuRou comes to EEGDA.
Simulation results show clearly that KanGuRou, KanGuRou-kPrim result in
significant gains on the energy consumption (up to 62.51% (44.33% in average)
and up to 74.22% (53.84% in average) respectively) and path length (up to
62.17% (49.07% in average) and up to 56.61% (21.90% in average) respectively)
compared to the traditional algorithm EEGDA. An amelioration was indeed ex-
pected since in KanGuRou, part of the path is mutualized. Nevertheless, the gain
remains important. Globally, we can see that behavior of every algorithm is sim-
ilar whatever the parameters. Regarding the energy consumption, results show
that KanGuRou-kPrim consumes less energy compared to KanGuRou when k is
important, and KanGuRou performs better for low k. This is due to the fact that
when k increases (for a constant M), k-Prim algorithm gets closer and closer to
the optimal k-MST construction. This is also linked to the number of message
duplications illustrated by Fig. 3. A high number of splits implies shorter paths.
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Fig. 4. Algorithms performances with regards to N and k for M = 10% ×N

Figure 5 gives a closer look at the energy consumption and the path length in
terms of k when the total deployed nodes N is a constant (N = 75) and M is set
to be 8 sinks. We can see KanGuRou-kPrim performs better regarding energy
consumption when k is greater than 3, and KanGuRou always has a gain of the
path length compared to the other two algorithms in this case.
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Fig. 5. Algorithms performance in terms of k over M = 8 sinks among N = 75 nodes

In the second scenario (Fig. 6), we fix the number of the total deployed nodes
N to 75 and evaluate the performances of the three algorithms (EEGDA, Kan-
GuRou, KanGuRou-kPrim) regarding the overall number of sinks M in the net-
work. Obviously, when k increases for a given number of available sinks M , the
path and the energy consumption increase since there are more sinks to reach.
Similarly, when the number of sinks to reach k is fixed and that the number of
available sinks M increases, the path and the energy consumption decrease since
algorithms have more choice among sinks and can join closer ones. An important
feature is that results show that KanGuRou-kPrim performs better than Kan-
GuRou for high values of M and k. Once again, this is linked to the number of
path splitting and that the greater k, the closer to the optimal k-MST, k-Prim
algorithm is.
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Fig. 6. Algorithms performances with regards to M and k for N = 75 nodes.

To sum up, the simulation results of different scenarios clearly show that (i)
KanGuRou variants result in a significant gain of energy consumption and path
length compared to the traditional algorithm EEGDA, (ii) depending of the
percentage of sinks to be reached, one variant of KanGuRou performs better
than the other one. When k is small (when k ≤ 30%×M), KanGuRou always
consumes less energy than KanGuRou-kPrim, (iii) when k is important (when
k > 30% ∗M), KanGuRou-kPrim brings a significant gain compared to Kan-
GuRou especially when M is important. This is highlighted by Fig. 7 which has
a closer look at this feature. Figure clearly shows that up to a given number of
available sinks, KanGuRou-kPrim performs better than KanGuRou (M = 23 on
figure).
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6 Conclusion and Future Works

In this paper, we have introduced KanGuRou, the very first position-based k-
anycast routing protocol which is energy efficient and guarantees the packet
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delivery. Two variants are proposed for the construction of the tree. KanGuRou
performs well when the number of sinks to reach is lower than 30% of the avail-
able sinks in the network while KanGuRou-kPrim performs better for higher
values of k. In future work, we intend to claim theoretically how far KanGuRou
is from the optimal centralized algorithm and provide some complexity analysis.
We also intend evaluate the properties of KanGuRou more deeply (robustness
toward mobility, wireless instability, etc).
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Abstract. Wireless Mesh Networks (WMNs) are low cost, easily de-
ployed and high performance solution to last mile broadband Internet ac-
cess, however they have to deal with a lack of bandwidth which prevents
the deployment of applications with strict constraints. To overcome this
limitation, we introduce a novel WMN model integrating both a trans-
mission scheduling algorithm and a bandwidth-based admission control
scheme. Most existing admission control schemes under-exploit the chan-
nel’s capacity (due to approximations in node’s bandwidth and flows
consumption estimation) and under exploit the possibilities of parallel
transmissions. In this paper, we propose a network model based on rela-
tion between links to get an accurate estimation of nodes bandwidth and
flows consumption. Based on this model, we present an admission control
scheme which relies on a transmissions scheduling algorithm favouring
parallel transmissions, and on an advertisements scheme enabling nodes
to be aware of the activities going on in their vicinities. Thus, nodes gain
control over their channel and can thus estimate more precisely their
bandwidth and exploit the spatial reuse from parallel transmissions. The
overall network capacity and fairness is so improved.

1 Introduction

WMNs are autonomous networks, made up of three types of entities; mesh clients
(MCs) which inject data relayed by fixed mesh routers (MRs) in a multi hop ad
hoc fashion until reaching a mesh gateway (MG). MGs act as a bridge between
the wireless network and the Internet. These networks are low cost, easily de-
ployed, resilient and enable ubiquitous wireless technology. Indeed, they can
extend Internet access in areas where cables’ installation is impossible or eco-
nomically not sustainable such as hostile areas, battlefields, old buildings and
rural areas, etc [1].

However, due to unfairness between flows created by nodes’ competition to ac-
cess the shared network and to wireless unreliable channels, the capacity of WMN
nodes are limited. This capacity tends to decrease with the number of hops be-
tween a node and a gateway, and this can compromise the scalability of WMNs.
These issues prevent the deployment of very strict constraints applications.

To overcome the lack of capacity and interference issues of WMNs, it is of
central importance to integrate QoS schemes. The main QoS schemes are QoS
routing, admission control (AC), resources reservation, traffic policing, traffic
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scheduling, and QoS MAC protocol [3]. These schemes are often included in
each other; indeed, an AC scheme may integrate a traffic scheduling, a resource
reservation scheme, etc. However, these schemes mainly differ from each other
by their goals. For instance, an AC scheme aims at accepting or rejecting a new
flow as long as the WMN is able to guarantee its QoS and the QoS of previously
accepted flows. The AC’s efficiency depends on the accuracy estimation of nodes’
available bandwidth and of flows consumed bandwidth. However, the bandwidth
estimation in a WMN is hard to calculate precisely due to stochastic nodes’
access to the channel and to the dynamic of the network. Most of existing AC
models, as we will be described in the next section, suffer from these issues.

In this paper, we propose a novel AC model based on a time slotted mode in
a topology-aware WMN. Its originality lies on:

– a novel and accurate method to estimate link’s bandwidth considering its in-
terference range calculated according its link’s length, parallel transmissions
and distinguishing different link’s impacts with its close links.

– a transmissions scheduling algorithm which guarantees interference free and
favours spatial reuse from parallel transmissions.

– a bandwidth-based admission control relying on the transmissions scheduling
algorithm including an advertisements scheme of scheduled transmissions.
This advertisements scheme enables nodes to get knowledge to take efficient
decisions.

The paper is organized as follows. Section 2 briefly discusses related work in
the field. Our network model and link’s bandwidth estimation method is pre-
sented in Section 3. Section 4 describes the proposed transmissions scheduling
algorithm, whereas, Section 5 details the proposed bandwidth-based admission
control protocol. Section 6 analysis our simulation’s results, and finally the last
section concludes and introduces our future work.

2 State of Art

The aim of an AC is to determine whether the available resources is sufficient
to meet the requirements of new flows while preserving resource level for ex-
isting flows. The network capacity is an important element to consider in the
design of AC policies; it is considered as the principal limiting network resource
factor, [3], due mainly to bottleneck collision domains [4]. Indeed, in a WMN,
the throughput of each node decreases as O( 1

n ) where n is the total number of
nodes [4].To optimize the network capacity use, some researchers focus their at-
tention on pure AC strategies. AC has a central impact on avoiding congestion,
ensuring fairness between nodes, spreading the network’s load, etc. In [3], the
authors provide an excellent survey on AC schemes for 802.11 multi-hop mobile
ad hoc networks (MANETs). This survey illustrated that AC protocols mainly
differ from each other by the chosen parameters and the parameter’s estimation
methods on which rely the AC decision. These parameters are usually node’s
available bandwidth and flow’s consumed bandwidth.
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CACP (Contention Aware Admission Control for Ad Hoc Networks) [10] is a
landmark in the design of AC protocols, it is the first work which considers the
capacity of neighboring stations situated in the node’s carrier sensing range and
the intra-route contention for a flow admission. CACP’s parameter’s estimation
is thus more accurate, and so is the admission control. However, they don’t deal
with hidden nodes and spatial reuse, and they estimate node’s collision domain
and carrier-sensing range at two hops, which is not always the case [2].

The authors in [5] present an AC scheme for multi-rate wireless ad hoc net-
works. Their AC improves estimation’s parameters by considering the probability
of spatial reuse. Despite these improvements, this protocol still underestimates the
available capacity [3]. Furthermore as CACP, the work does not consider hidden
nodes and approximates collision domain range.

Shen et Al. [8] propose a novel probabilistic approach to estimate the available
bandwidth which does not trigger any overhead and considers the impact of
hidden terminals in WMNs. Upon this available bandwidth estimation, they
design ACA (Admission control Algorithm), which differentiates QoS levels for
various traffics.

The authors of RCAC (Routing on Cliques Admission) [7] consider packet
loss and end to end delay parameters in the AC parameters. They achieve scal-
ability since they partitioned the network into cliques where only clique heads
are involved in the AC decision.

Most of the cited works do not introduce the interference range and do not
differentiate it from the carrier sensing range (see section 2), and yet the inter-
ference range has an important impact on node’s bandwidth as it determines
the collision domain. Furthermore, they estimate node’s bandwidth as though
all node’s links had the same bandwidth which is not the case as explained in
the next section. Some works express the lack of accuracy of the parameters’ es-
timation due to nodes’ stochastic access to the network (most of these schemes
are based on IEEE 802.11) which does not allow nodes to enforce parallel reuse
and to get control on their channel.

3 Network Model

Our network model is based on transmissions scheduling and includes a new
method to calculate link’s bandwidth which takes in consideration the link’s
interference range calculated according its length, parallel transmissions and
which distinguishes links’ impact on each other. We are so going to model the
network architecture with the nodes and their connections, the transmission
scheduling on link and links bandwidth.

3.1 The Architecture Model

In our work, we only consider the WMN’s backhaul made up with mesh routers.
Mesh routers, also called nodes or stations in our paper, have all the same
radio parameters. A node possesses two radio ranges, the transmission range
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and the carrier-sensing range, and each link possesses an interference range.
Some explanations are given hereafter :

– transmission range (Rtx) : stations situated in a node’s transmission range
can receive, if there is no interference, all the messages sent by the node.
There is a directed link from the node (the transmitter) to each station (the
receiver) situated in its transmission range.

– carrier-sensing range (Rcs) : a node can hear but not always understand the
packets sent by stations situated in its carrier sensing range. The carrier-
sensing range is often twice larger than the transmission range.

– interference range (Rti(e)) : a link possesses an interference range around
the link’s receiver. A station in this range can interfere with the link’s trans-
mission. This interference range depends on the length l of the directed link.
According to the analytical model proposed in [9], this range is equal to
1, 72 × l with the Two Ray signal propagation model and 3.16 × l and with
the Free Space one.

As shown figure 1, the interference range of a link is not always include inside
the carrier sensing range of the link’s transmitter, which creates a hidden nodes
zone. The collision domain (CD) of a directed link is the set of directed links
whose transmitter is situated in its interference range and which can so interfere
with its transmissions.

Fig. 1. Radio ranges and the hidden nodes zone

We formally model the backbone of a WMN as a directed graph, G(V, E), where
V represents the set of mesh nodes, and E represents the set of links between the
nodes, E = {(u, v) ∈ V 2| d(u, v) ≤ Rtx} with d(u, v) is the Euclidean distance
between nodes u and v. Among the nodes of V , we consider V ∗ ∈ V be the set of
gateways that connect the network to the internet.

We denote G′(V, D) the collision domain hypergraph, where D =
{D(e), ∀e ∈ E} is the set of the network’s CD. Each link’s CD is made up of the
set of links which transmitters is situated in its interference range; the activation
of one of these links prevents it from successful transmissions. For every directed
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edge e ∈ E with e = (u, v), its CD is the set D(e) = {(w, z)| (w, z) ∈ E d(v, w) ≤
Rti(e)}, Rti(e) is its interference range. This hypergraph can be represented by
the collision domain matrix G′ with dimension |E|2; each element of G′ is de-
noted by g′ij and its value indicates whether the ith link belongs to the CD of
the jth link :

g′ij =
{

1 si ei ∈ C(ej)
0 otherwise

}
(1)

3.2 Transmissions Scheduling Model

Network’s nodes are synchronized and split the time in different intervals; the
transmissions scheduling (TS) intervals and time unit (TU) intervals (see figure
2). Each TS interval is composed of TUs. A transmission scheduling aims at
selecting the TUs of the TS interval, during which a flow is sent on a link. TS
interval has nb(TUTS) time units. In what follows to alleviate the figures, we fix
the channel capacity at 1Mbit/s, the period of a TS interval at 1 second and
of a TU at 0,1 ms. Each node possesses a view of the transmissions made by
its link’s CD, it is its links interference range view. In the figure 2, node C and
D have a view of their link C-D’s interference range, this view shows a unique
transmission : flow f1’s transmission. Transmissions scheduling is represented by
the Transmission Matrix T of dimension |E| × nb(TUTS), where the value of
each element tij of T indicates whether the ith link has scheduled a transmission
at the jth TU of the TS interval.

tij =

{
1
0

if ei transmits at the jth TU

otherwise
(2)

3.3 Link’s Bandwidth Model

The bandwidth is a measure of available or consumed data communication.
During a CA, nodes on the possible route(s) from a source to a destination are
going to check whether they are able to support the bandwidth that should
consume the new flow on their links. A route is eligible if it is made up of
links that all can support the flow. The performance of the CA depends on the
estimation accuracy of links’ available bandwidth and of consumed bandwidth by
flows and on the optimal utilization of the bandwidth. However, estimating these
bandwidth is not a trivial task as the link bandwidth is shared with neighboring
links, and flows can use simultaneously the same link bandwidth. Any link e ∈ E
possesses two sets of links which influence its bandwidth:

– the set of e’s impacting links. e’s impacting links are the set of links which
transmitter belongs to e’s interference range. When an impacting link of e is
in activity, it interferes with e’s transmissions and consumes TUs on e’s TS
interval; link e is so impacting by its activity. For example in figure 2, link
G-H is an impacting link of E-F and consumes E-F’s TUs.
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– the set of e’s impacted links. e’s impacted links are the set of links which
possess the transmitter of link e in their interference range. When e is active,
it interferes with the transmissions of its impacted links and consumes their
TUs. For example in figure 2, link C-B is an impacted link of E-F. Indeed,
C-B consumes TUs of link E-F if it sends data.

Sometimes, an impacting link of e can be also an impacted link of e but not
always. It would be always the case, if all the links had the same interference
range and so the same length.

Fig. 2. Views of link E-F and C-D interference range. f1’s rate is 300 kbit/s and f ′
2s

rate is 600 kbit/s.

Link’s Available Bandwidth. It is the amount of data that can be sent
through a link without interference and blocking issues. The interference and
blocking phenomenon lead us to differentiate the link available local bandwidth
which only considers the interference issues, and the link available global band-
width which considers both blocking and interference issues. Interference occurs
when a link and one of its impacting links are active simultaneously, so, a link
must not be activated when one of its impacting link is already emitting. The
link available local bandwidth is the amount of unconsumed bandwidth observed
in its interference range. The available local bandwidth of a link e, Bloc(e), is
proportional to the number of free TUs noted nb(TUfree(e)) in its TS interval,
thus :

Bloc(e) =
nb(TUfree(e)) × TU

TS
× C (3)

with TU the time in second of a time unit and TS the time in second the TS
interval and C the channel capacity. However a link can respect its local avail-
able bandwidth and yet prevents some link(s) it impacts from sending previously
admitted flow(s); these flow(s) are so blocked. Indeed, when a link is activated,
it uses impacted links’ TUs and decreases so their bandwidth. If the available
local bandwidth of one of its impacted links becomes inferior to the bandwidth
requirements of its flows, the link can not send any longer all its flows, one ore
more of its flows are so blocked. Figure 2 illustrates a scenario before block-
ing and figure 3 after blocking. According to its interference range’s view (see
figure 2), the link C-D has enough available local bandwidth (700 kbit/s) to send
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the flow f3 of 400kbit/s rate. Nevertheless, this flow ’s transmission blocks the
transmission of flow f1 on link E-F as shown figure 3.

However, blocking can be in some cases avoided thanks to spatial reuse. In-
deed, a link possesses impacted links which can send in parallel if they don’t
belong to each other’s impacting links set. If impacted links of a link send in
parallel rather than successively, then, they consume less links bandwidth, it can
so prevent the link’s available bandwidth from becoming inferior to its flow(s)
requirement(s). In the figure 2, as the links C-D and G-H are impacted links
of E-F and don’t belong to each other set of impacting links, they can send
simultaneously their flow f3 and f2, avoiding flow f1’s blocking (see figure 4).

Fig. 3. The transmission of flow f3blocks flow f1 transmission

Fig. 4. Flows f3 and f2 are transmitted in parallel avoiding the blocking of f1

If the node knows the transmissions scheduling of the set of its impacted and
impacting links, it can so schedule its transmissions in order not to use the TUs
during which these links has planned to be activated. It can so avoid blocking
flows or interference. We propose the algorithm 1 which enables to identify the
TUs available for a link e, i.e the TUs available for the link to transmit data
without interference or blocking issues. This algorithm returns for a link e, a
unit matrix of available TUs R(e), which elements r(e)1i specifies if the ith TU
of the TS interval is available for the link e, if the TU is available r(e)1i = 1,
if it is not r(e)1i = 0. The number of e’s available TUs in its TS interval noted
nb(TUav(e)), is equal to the sum of the elements of its matrix R(e):
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input : g′
xz (the zth collon of matrix G′ representing ez’s set of

impacting links), g′
zx (the zth line of matrix G′ indicating ez’s set of

impacted links) and matrix T
output : R(ez) (a linear unit matrix of dimension nb(TUTS))

P = (g′
xz)

t × T // an element p1j of P indicates the number of1

e′zs impacting link(s) which uses the jth TU
P ′ = g′

zx × T // an element p′
1j of P indicates the number of2

e′zs impacted link(s) which uses the jth TU
P = P ′ + P // an element p1j of P indicates the number of3

e′s impacted and impacting links which use jth TU
for j = 1, j < nb(TUTS), j + + do4

if p1j ≥ 1 then5
r(ez)1j = 0 // link ez ca not be activated during the jth TU6

due to blocking and or interference issues
else7

r(ez)1j = 18
end9

end10
return R(ez)11

Algorithme 1 : Available Time units of link ez

nb(TUav(e)) =
i=nb(TUT S)∑

i=1

r1i (4)

The global available bandwidth of a link is proportional to its available TUs. For
a link e, its global available bandwidth noted Bglob(e) is:

Bglob(e) =
nb(TUav(e)) × TU

TS
× C (5)

Flow’s Consumption on Link’s Bandwidth. Each flow requires a band-
width which can be expressed in term of TUs required in the TS interval. Here
is the formula which convert the flow’s f requirements bandwidth BRf in num-
ber of TUs required by the flow nb(TUf) :

nb(TUf) =
⌈

BRf

C × TU

⌉
(6)

By sending a flow f , a link consumes nb(TUf) TUs at its TS interval, and also
nb(TUf) TUs or minus at its impacted links. It can consume less at an impacted
link, if it sends during TUs already consumed by another impacting links of
this impacted link. In case of parallel transmissions, which link consumes the
TUs ? For example in the figure 4, is it the link G-H or C-D which consumes
the four first TUs of E-F’s TS interval ? Thereafter, we admit that for parallel
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transmission, the link sending the older flow is the one which consumes the TUs.
So, when a flow f is sent on a link during nb(TUf) time units, it consumes on
each of its impacted link e a number of TU noted nb(TUf(e)). nb(TUf(e)) is
equal to the number of TUs required by the flow minus nb(TUf−par(e)) , the
TUs during which it is sent in parallel with an older flow on another impacting
link of e :

nb(TUf(e)) = nb(TUf) − nb(TUf−par(e)) (7)

For example, in the figure 4, the flow f3 has been admitted after flow f1, they
are sent in parallel on parallelizable links of E-F, so flow f3 does not consumes
any TU of link E-F whereas f1 consumes 4 TUs. Parallel transmissions enable to
consume less link’s bandwidth. To enforce parallel transmissions, nodes need to
control their channel and be aware of transmissions scheduling going on in their
link’s vicinity. This enforcement can be realized using a scheme of transmissions
scheduling.

4 Transmission Scheduling Scheme

Each node is going to schedule its transmissions and more precisely schedules the
TUs in its TS interval during which it is going to activate its links. The trans-
missions scheduling is made according to flow’s requirements. In this section, we
present a transmission scheduling scheme which aims at improving the network
capacity thanks to spatial reuse. To reach this goal, it includes an advertising
scheme for transmission scheduling and an algorithm of transmission scheduling.
We assume that each node in the network is aware of the network topology. A
node could get these information thanks to a manual intervention or a learning
scheme.

4.1 An Advertising Scheme

To schedule a transmission, each node must be aware of what are the transmis-
sions scheduling on its vicinity’s links. Thus, the node must know the interference
range view of its links and of their impacted and impacting links. To achieve this
goal, a node possesses an advertising scheme; each time a node schedules a trans-
mission on one of its link, it broadcasts an advertisement packet which is relayed
by its neighbors to reserve TUs for its transmission. A node, which receives the
packet, registers the information of the transmission scheduling, and forwards
the packet if the packet’s Time-To-Live (TTL) has not expired. This TTL must
be large enough so that all nodes obtain the advertisements it needs to retrieve
the interference range view of the impacted and impacting links of the node’s
links. An advertising packet includes, the position of the TUs in the TS inter-
val during which the node has planned the transmission, the link used for the
transmission and the flow id to transmit. 20% of the TS interval must never be
scheduled and stay available for control packets.
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4.2 Transmissions Scheduling Algorithm

A node receiving an AC’s request for a flow must decides firstly whether it
accepts or rejects the flow. If it accepts, it then schedules the flow’s transmission.
We propose a transmission scheduling algorithm which, if the link’s available
bandwidth is sufficient, selects the TUs during which the link must be activated
in order to favor spatial reuse. It is a progressive filling algorithm as it schedules
TUs for a transmission by observing its impacted links, one by one, from the
less to the most load, and until it reserves all the TUs required for the flow
transmission. If the algorithm succeeds, it returns a unit matrix P of dimension
nb(TUTS), where elements p1j indicates whether the jth TU is reserved for the
transmission p1j = 1 or not p1j = 0. Every elements of matrix P is initially
initialized at 0, as no TU is then reserved for the transmission. To schedule
a transmission for a flow f on a link e, the transmission scheduling algorithm
achieves the following steps :

1. Checks if the link has enough available bandwidth to admit the flow, if it
is not the case the algorithm ends and the scheduling fails. As a link must
always keep 20% of its TS interval’s TUs free for control packets, the link e
can admit the flow if :

nb(TUav(e)) − (nb(TUTS) × 0, 20) > nb(TUf) (8)

2. Determines the set of impacted links I of link e and computes the matrix
R(e), obtained with the algorithm 1 and which represents the available TUs
of link e.

3. Chooses among the set I, the impacted link ez which has the less available
TUs and so bandwidth and computes R(ez) the matrix of available TUs of
link ez obtained with the algorithm 1.

4. Computes the potentially reserved TUs matrix R′ of dimension nb(TUTS),
from the two previous matrix R(e) and R(ez):

r′1j =

{
1
0

if r(e)1j = 1 and r(ez) = 0
otherwise

(9)

Element r′1j of R′ indicates whether e can send data in parallel with another
impacting link of ez’s set of impacting links at the jth TU. If it can r′1j = 1,
otherwise r′1j = 0.

5. Computes nb(TUresv) the number of TUs of e’s TS interval which are either
already reserved or could be potentially reserved :

nb(TUresv) = R′ + P (10)

If nb(TUresv) is equal to nb(TUf), it adds to matrix P , the matrix R′, the
algorithm ends and returns P. If it is superior, it removes randomly in R’
some potentially reserved TUs in order that when it adds to matrix P , the
matrix R′, the TUs reserved are equal to nb(TUf), then the algorithm returns
P and ends. If it is inferior, every TU in R′ becomes reserved TUs, so it adds
to matrix P , the matrix R′and then go to the next step.
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6. TUs which has just been reserved in step 5 are not longer considered as
available for link e. The matrix of available TUs of link e is so modified:

R(e) = R(e) − R′ (11)

7. It then retrieves from the set I the impacted link ez. If the set I is not empty,
it goes back to the step 3, otherwise it goes to step 7

8. It chooses randomly among the available TUs of link e , the TUs it sill needs
to reserve, to reach the flow requirements. It modifies in consequence the
matrix P and returns P before ending.

5 Admission Control Policy

Our admission control policy is based on the transmission scheduling scheme
presented in the last section. The AC relies on the reactive routing protocol
AODV [6](Ad hoc On Demand Distance vector) routing protocol and takes place
in two steps, the route discovery via the Route Request packet (RREQ) and the
route establishment, via the Route Response packet (RREP).

5.1 Route Discovery

During this step, the source broadcasts a route request, in which it specifies the
bandwidth required for the flow. Each node receiving the route request carries
out these four following steps.

In a first time, it checks whether it has already received the packets or not. In
this case, it discards the packet. Secondly it registers temporally the information
contained in the RREQ. Indeed, each node adds to the RREQ its transmission
scheduling for the flow. In a third step, it checks whether it is able or not to
support this flow and schedules the flow transmission of the link the RREQ has
just crossed and for which the is the receiver.Finally during the fourth step, it
adds its transmission’s scheduling information to the packet, then, broadcasts
the RREQ.

This scheme goes on till the TTL expires or the destination is reached. If the
destination successfully performs the three first steps, then it adds its transmis-
sion’s scheduling information to a RREP packet and broadcasts the RREP along
the RREQ inverse path .

5.2 Route Establishment

During this step, each node except the source, receiving the RREP performs
these four following steps.

In a first time, it checks whether it has received advertising packets which in-
validate the transmission scheduling the node has made during the step of route
discovery. In this case, it discards the RREP. Secondly, it registers the infor-
mation contained in the RREP. Each node adds to the RREP its transmission
scheduling for the flow it made during the route discovery. In a third step, it
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broadcasts an advertising packet, for the link scheduling made during the route
discovery. Finally during the fourth step, it adds the transmission scheduling it
made during the route discovery. Then, it unicasts the packet to the following
node, of the RREQ reverse path.

This process goes on till the source is reached. After the source has made the
two first step successfully, it starts sending the flow.

6 Performance Evaluation

In order to evaluate our proposed model using ns2, we have chosen to compare
it with the ‘original model’ which is the basic MAC IEEE 802.11 (i.e. without
our model functionalities) using AODV protocol. We calculate the TUs in the
link scheduling TS interval during which a link must be activated to send the
flow. We evaluate the performance of our solution in terms of throughput and
packet loss rate. We use a chain topology of eleven nodes, where every node is
separated of 9 meters, and the middle node represents the gateway (see figure
5. Simulation parameters and their default values are listed in table 1. In all the
following scenarios, every node except the gateway sends one CBR flow with the
same rate.

Fig. 5. Network’s topology

Table 1. Simulation parameters

Layer Parameters Values
Physical layer transmission range 10 meters

carrier-sensing range 20 meters
channel capacity 54Kbit/s

MAC layer TS interval 1 second
TU interval 50000μs

Transport layer UDP size packet 1000 bytes

Figure 6a presents the variation of the aggregate network throughput with
the increase in offered load. It shows an increase in the aggregated network
throughput of our model compared to the original model, this is explained by the
fact that our model does not suffer of interference and takes advantage of spatial
reuse. Our solution reaches its maximum network throughput at 400kbit/s when
the offered load is approximately of 400kbit/s. Beyond this offered load, the
aggregated network throughput stays stable. For all the following figures, each
node sends except the gateway a flow of rate 40kbit/s.



An Admission Control Scheme Based on Links’ Activity Scheduling 411

(a) Network aggregated throughput vs of-
fered load

(b) Average node throughput

(c) Throughput in time (d) Packets loss ratio

Fig. 6. Performance evaluation

Figure 6b compares the average node’s throughput between our model and
the original model. Our scheduling scheme establishes fairness between nodes,
as every flow achieve the same throughput. In contrary, the original model leads
to unfairness between nodes, the node’s throughput decreases with the increase
in the number of hops from the node to the gateway. Figure 6c compares the
throughput evolution versus the time of simulation. As we can observe, our
scheduling scheme presents a network throughput superior to that of the original
model. However, it takes a few seconds to reach its stable throughput, this is
explained by the fact that a flow needs to wait at each intermediate node the next
link to be activated. Figure 6d compares the nodes packet loss ratio between our
model and the original model. Our solution presents a very low ratio of packet
loss as transmission scheduling enables interference free, lost packets are only
control ones. Indeed in the original model, packet loss ratio increases with the
increase in the number of hops from the node to the gateway.

7 Conclusion and Future Works

In this paper, we have introduced an original method to calculate links band-
width and a new admission control based on transmissions scheduling scheme
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in WMNs. To calculate, with accuracy, the network bandwidth, we take in con-
sideration the relation between links highlighted by our network model. Our
admission control enables nodes to gain control over their channel thanks to
transmission scheduling and an accurate knowledge of their surroundings, and
thus can take advantage of spatial reuse to enhance the network throughput.
We have proposed a transmission scheduling scheme integrating a progressive
scheduling algorithm favouring parallel transmissions and nodes with an impor-
tant charge. The simulation results have shown the pertinence of our model in
terms of throughput, packets loss and gain in fairness between nodes. In a future
work, we plan to study the impact of the proposal model on other QoS parame-
ters such as delay and jitter. Furthermore, it would be interesting to integrate a
learning scheme permitting a node to be aware of the network topology and to
discover more efficiently its vicinities during the design stage of the network.
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Abstract. Machine-to-Machine (M2M) communications are expected to in-
clude billions of smart devices in the next three to five years. However, existing 
communication standards are incapable of providing satisfactory performance 
for M2M traffic. In this paper, we outline some advances that will enable exist-
ing wireless personal area networks, in conjunction with existing cellular com-
munication standards, to be adapted to the needs of M2M traffic. 

Keywords: machine-to-machine communications (M2M), capillary M2M, 
wireless personal area networks, wireless security. 

1 Introduction 

Data communication networks are among the most developed areas of technology in 
modern society. Machine-to-Machine (M2M) communications, also known as Machine-
Type Communication (MTC), is one of the emergent communication areas poised for 
rapid growth in the coming years. M2M refers to data communication between smart 
electronic devices (hereafter referred to as nodes or terminals) that do not need human 
supervision or interaction, and they can (or will) be found in such diverse areas as smart 
power/smart grid, electronic health, transportation management, safety and security, and 
city automation. The number of M2M-enabled terminals is expected to grow from 50 
million in 2008 to 200 million in 2014, and to tens of billions by 2020 [1]. 

At the same time, M2M networks must satisfy a number of very stringent require-
ments [2]. First, the sheer number of M2M-enabled smart devices is simply huge – 
well beyond any number that can be accommodated by current, or even future, cellular 
networks. Yet the traffic from each individual M2M terminal will be of low volume 
and the messages will be rather short – typically, periodic messages reporting relevant 
resource usage, with ad hoc messages reporting irregular events or emergencies. In 
many M2M applications (e.g., smart metering, fleet management, e-healthcare), a giv-
en M2M terminal will typically communicate with a single M2M server or user 
through the public data network (PDN), i.e., the Internet. 

Downlink traffic from M2M servers to the terminals will be of much lower volume; 
it is expected to consist of short control packets, addressed to individual M2M devices, 
or groups formed on a per-type or per-area basis. In both cases, the overhead imposed 
by the communication protocols is likely to be higher than the actual message payload, 
which means that data aggregation at some point – preferably as close to the terminal 
itself as possible – would be desirable. 
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M2M terminals are expected to operate unattended for long periods of time which 
necessitates robust security mechanisms, in particular authentication, as well as the 
ability to detect compromised or misbehaving terminals and isolate them from the 
network as quickly as possible.  (Other mechanisms, such as tamper-proof design, 
would also be needed, but they are beyond the scope of this paper.)  

All of the above is further complicated by the fact that M2M terminals will often 
operate on restricted power, which necessitates energy efficiency and puts an addition-
al burden on data communication capabilities. 

Gas flow

T

HVAC
electricity

 Cellular base
station

washer/dryer

cellular 
connection 
(e.g., LTE)

 

Fig. 1. Cellular M2M topology 

In recent years, a number of possible approaches to M2M system and network solu-
tions were proposed, and two main strategies have emerged. Cellular M2M refers to 
the architecture wherein each M2M terminal would have a direct link to a 4G cellular 
network such as 3GPP Long Term Evolution (LTE) [3] or WiMAX [4], from which it 
could connect to the relevant M2M servers through suitable gateway(s); this architec-
ture is schematically shown in Fig. 1. Cellular approach offers many benefits, such as 
ubiquitous coverage, global connectivity with a number of providers, and well devel-
oped charging and security solutions. However, most of the requirements above can’t 
be fulfilled by the current cellular technology, including advanced ones like WiMAX 
or LTE, without substantial changes in the relevant standards which incurs considera-
ble cost in terms of both time and money.  

In capillary M2M, terminals in a given area (e.g., a residential building) are orga-
nized in a mesh- or tree-topology capillary network, typically but not necessarily wire-
less, connected via a gateway to the cellular network. This architecture is schematically 
shown in Fig. 2. The main advantage of the capillary approach over the cellular one 
lies in its ability to aggregate and shape M2M traffic for further transport to the rele-
vant M2M servers using a wired or wireless, or indeed a cellular network such as LTE 
or WiMAX. Yet even this solution requires new advances in terms of medium access, 
data aggregation, and security. Some of these advances are outlined in this paper; it is 
expected that they will ultimately lead to feasible capillary M2M networks that will 
serve the needs of current and future M2M traffic. 
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Fig. 2. Capillary M2M topology 

The paper is organized as follows. We first present some of the main challenges of, 
and existing approaches to, cellular M2M, in Section II. In Section III, we describe 
changes in a number of important areas that will enable capillary M2M to fulfill the 
requirements for M2M traffic. Security aspects of M2M in the capillary environment 
are highlighted in Section IV. Finally, Section V concludes the paper. 

2 Challenges of Capillary M2M 

As noted above, the main obstacle to wider use of M2M, i.e., handling a large number 
of M2M terminals, might be removed by the use of capillary M2M, shown in Fig. 2 
above. Most industrial proposals in this area are based on IEEE 802.15.4 low power 
WPAN technology with a suitable networking layer such as ZigBee [5,6], but this 
solution has serious problems, esp. in large-scale deployment: 

If 802.15.4 standard is to be used, it must operate in unlicensed Industrial, Scientif-
ic, Medical (ISM) band at 2.4GHz, because the raw data rate of 250 kbps that is 
achievable in the ISM band is much higher than the corresponding data rates in other 
bands (868 and 915MHz). However, operation in the ISM band also leads to interfe-
rence from IEEE 802.11b/g (WiFi) networks due to channel overlap, as shown in 
Fig. 1. As WiFi transmits at higher power, 802.15.4/ZigBee networks are forced to use 
channels with little or no interference, which reduces the number of available (i.e., 
reasonably interference-free) channels to at most four (shown in gray in Fig. 3). In fact, 
only channel 26 is entirely free from WiFi interference [7]. The resulting bandwidth is 
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obviously insufficient for M2M traffic in heavily populated business and residential 
areas. Moreover, in scenarios where end-to-end reliability is needed, retransmission 
rate will increase, resulting in low data rates and vastly increased delays [8]. Commu-
nication quality may be further degraded by multipath fading, even on a channel with 
low interference. 

11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

5 MHz3 MHz

20 MHz

IEEE 
802.15.4

IEEE 
802.11b

1 6 11

2400 2425 2450 2475

frequency 
[MHz]

25 MHz

 

Fig. 3. IEEE 802.15.4 and 802.11b channels. IEEE 802.15.4 channels which experience less 
interference from IEEE 802.11 ones are shown in gray color. 

Mesh ZigBee networks have no beacons and therefore must use non-slotted CSMA-
CA, which leads to much lower utilization. Tree-based networks that use slotted 
CSMA-CA perform better but at the expense of long periods between beacons and 
short active superframe periods: the former allow only a small number of transmissions 
in a single superframe (which reduces transmission efficiency), while the latter re-
quires tight synchronization constraints that apply not only to beacons but also to sleep 
patterns of individual nodes (otherwise nodes that wake-up during inactive period may 
have to wait too long for the piconet to become active and thus will effectively waste 
battery power) [9]. 

As the frame size is limited, little to no data aggregation can be done before packets 
reach the M2M gateway, which will further degrade transmission efficiency. (The 
M2M gateway will be discussed in more detail in the next Section.) 

A recently proposed extension of the IEEE 802.15.4 standard, known as the IEEE 
802.15.4e [10], combines 16 channels in the ISM band with TDMA-scheduled channel 
hopping. Channels and time slots are jointly allocated in a cognitive manner with  
respect to network topology and energy consumption. However, not all such combina-
tions are usable because of interference and fading, and channel quality has to be ac-
counted for; however, this is not addressed by the draft standard. 

Some authors have investigated the possibility to use IEEE 802.15.1 (Bluetooth) to 
connect M2M terminals in a piconet, controlled by the piconet master which would 
aggregate data and send it (through another radio interface) to a LTE network [11,12]. 
However, neither of these proposals considers terminal grouping, routing, data aggre-
gation, or energy management issues. Moreover, Bluetooth has a serious limitation 
regarding the number of devices—a Bluetooth piconet contains the master and up to 
255 slaves, of which at most 7 can be active at any given time [13]—which renders it 
virtually unusable for any large-scale M2M network implementation. 
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3 Enabling Capillary M2M 

Inefficiency in capillary M2M stems mainly from the inefficiency of the WPAN proto-
cols used in the capillary network. The logical first step is, thus, to focus on improving 
the efficiency of those protocols. 

3.1 MAC Protocol for Capillary Network 

Given the problems with 802.15.4-WiFi interference described above, a feasible ap-
proach is to try to exploit not only spectral holes in the ISM band but also the time 
holes – inactive periods at the WiFi channels. Our preliminary work has shown that 
idle time in a WiFi channel has sub-exponential probability distribution [14]; transmis-
sion slots can be scheduled to occur in those time periods. The MAC protocol would 
require some cognitive abilities, i.e., nodes that will sense the activity on WiFi chan-
nels and analyze the statistics of this activity. Based on the analysis, the occurrence of 
time holes must be predicted and advertised to M2M nodes so that they can schedule 
their own transmissions to avoid collisions with WiFi transmissions. However, sche-
duling of time holes is, by default, less reliable and should be used only in cases when 
bandwidth of free channels is not sufficient. 

3.2 MAC Protocol for Terminals with Multiple Radio Interfaces 

The approach outlined above may benefit from the use of nodes with multiple, possibly 
heterogeneous radio interfaces [11]. A node, possibly mobile, might be equipped with 
802.11 interface as well as an 802.15.4 and/or 802.15.1 (Bluetooth) one, and use the 
one with best connectivity at a given time. For example, it is known that 802.15.1 
(Bluetooth) is most resilient to interference due to its use of Frequency Hopping 
Spread Spectrum (FHSS). We plan to develop a M2M MAC overlay with multiple 
interfaces which will discover nodes in vicinity and connect with them using the best 
technology. 

3.3 Using TV White Space in the 460-790 MHz Band 

Recently the FCC has allowed the unoccupied TV spectrum to be used by unlicensed 
devices, given that they do not interfere with TV (actually, digital TV) users. Commu-
nications in the TV band have certain features, including extended transmission range 
and non-Line-of-Sight propagation, which makes them attractive for future M2M 
communications in this band, esp. in less populated areas such as rural Canada.  While 
the existing IEEE 802.22 MAC protocol [15] is not well suited to M2M traffic, on 
account of the sheer number of M2M terminals and their traffic characteristics, modifi-
cations to accommodate for M2M traffic might be possible. Alternatively, a novel 
cognitive protocol specifically tailored to M2M communications might be developed.  

3.4 Design of the M2M Gateway (M2MG) 

The cornerstone of the capillary M2M architecture is the M2M gateway (M2MG). 
M2MG will accommodate M2M traffic from the capillary M2M network organized as 
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a wireless local or personal area network (WLAN or WPAN) with mesh- or tree-based 
topology, and connect to a wide area network. This network might be a high-
performance wired network, or (preferably) a cellular network such as LTE or Wi-
MAX. M2MG would thus need both a WLAN/WPAN radio interface and a cellular 
interface. M2MG will appear to the cellular network as a client that competes with 
cellular users but also with other M2M gateways. 

As M2M data will consist of a large number of short, quasi-periodic messages from 
M2M terminals, direct transmission of these messages is not feasible. First, they are 
short and, thus, comparable with the overhead imposed by the existing cellular stan-
dards. Second, the sheer number of terminals means that the volume of traffic would 
be extremely high and direct addressing is infeasible, even with IPv6 addressing 
scheme. 

A much better solution is, then, to aggregate data streams from a group of individual 
terminals in a given area (e.g., a high rise building or a residential street) and, possibly, 
of a given type (e.g., power meters or gas meters), before they enter wide area network. 
Aggregation will be performed by the M2MG, which will also need to keep track of 
terminal IDs so as to allow the commands from the M2M server to reach their proper 
recipients. M2M nodes can have local addresses, using a scheme similar to the well 
known Network Address Translation (NAT) executed at the M2M gateway. 

M2MG will also need to prioritize the data, due to the differences in arrival times 
and the possibility that some data items (e.g., alarms) need to reach the corresponding 
M2M server faster than others (e.g., ordinary metering data). 

Due to its higher traffic volume, a M2MG will need higher priority in accessing the 
medium than individual cellular devices (e.g., smartphones); appropriate provisions 
might need to be made in the respective cellular interfaces. 

3.5 Sleep Management for M2M Teminals 

Many M2M terminals operate on battery power and, thus, need sleep management 
which can be implemented using a randomized protocol [16]. In this scheme, the dura-
tion of the sleeping time is a random variable (e.g., with geometric probability distribu-
tion), the average value of which is calculated by taking into account frame collisions 
and required information throughput from each metering device. Each sleeping node 
wakes up shortly for each beacon and listens to the beacon frame. M2MG will adver-
tise in each beacon frame the list of nodes for which it has queued downlink frames 
(command or configuration). If a sleeping node hears its own MAC address, it wakes 
up and transmits a data request frame after which M2MF will transmit downlink frame. 

3.6 Design of Cross-Layer Routing Protocol for Capillary M2M 

Routing in capillary M2M is conducted from the M2M terminal (e.g., a smart metering 
node) to the M2M gateway towards cellular network or Internet. Since the availability 
of channels for MAC depends on current interference and sleeping status of the uplink 
node, cross-layer collaboration of routing algorithms in conjunction with MAC and, 
possibly, even PHY layer protocols is needed to achieve optimum performance. As-
suming that links are always available, node sleeping schedules can be tailored to ad-
dress the performance requirements regarding activity of the network spanning tree. 
However under sporadic availability of links in frequency and time, network connec-
tivity can not be guaranteed and as a consequence node access delay may have large 
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deviations. In this area, novel reliable and delay tolerant routing algorithm which uses 
results from MAC and physical layers need to be developed. 

3.7 Design of Charging Policies for M2M Traffic 

An important component of the capillary M2M framework is an integrated solution for 
measuring and estimation of resource expenditure, in particular spectrum usage and 
airtime (these being network operator’s most valuable resources) for each message, 
and subsequent storing this information in a suitable database. Received data is aggre-
gated on a per-service basis and sent to the appropriate M2M server; resource expendi-
ture information is used by the M2M service provider for billing purposes. The actual 
modalities of billing will depend on the details of service agreements between the net-
work operator (MNO) and the respective service providers. Namely, the service pro-
vider might operate as a virtual network operator, leasing resources in bulk from the 
MNO. Alternatively, the MNO may charge the operator on the basis of actual traffic 
carried. Either way, individual subscribers (i.e., individuals and commercial entities 
that house the actual devices) may be charged by the service provider, MNO, or both. 
Different forms of partnership, the resulting charging policies and their impact on both 
short- and long-term revenues should be evaluated from the perspective of the MNO as 
well as from that of the service providers [17][18]. 

4 Security in Capillary M2M Systems 

Most currently accepted security solutions are based on Authentication, Authorization 
and Accounting (AAA) architecture [19], which is not directly applicable to M2M 
application scenarios. Namely, many M2M terminals operate under power constraints 
which preclude the use of full fledged security solutions such as X.805 [20]; instead, 
low computational complexity algorithms and techniques must be used. We assume 
that the cellular core network (EPC) is secure, as are the M2M servers which are 
owned and operated by the MNO and M2M service providers, respectively. What re-
mains to be addressed is, then, the security of other components of the overall M2M 
system: M2M terminals, M2M gateway, communication between the terminals and 
M2MG, and the M2M data, including subscriber information. 

A survey of security threats focusing on remote provisioning and subscription-
related issues is given in [21] where some alternative solutions are identified but not 
elaborated in great detail; similar survey but much with much reduced scope can be 
found in [22]. The concept of dedicated module that provides a trustworthy environ-
ment (TRE) within the M2M terminal for the execution of software and storage of 
sensitive data (including keys, credentials, and authentication data) is elaborated in 
[23]. The paper proceeds to discuss options for validating the M2M terminal state, and 
advocates a semi-autonomous two-step approach in which internal validation is fol-
lowed by remote validation by the replying party (e.g., a cellular base station). Howev-
er, the reverse problem, i.e., the validation of the network by the M2M terminal, is not 
addressed. Security issues are also discussed in the context of data aggregation [24] but 
the proposed approach is evaluated only through a proof-of-concept simulation in the 
context of an 802.15.4-based sensor network. 
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4.1 Analysis of Security and Privacy Risks 

The first step towards a comprehensive security solution in the capillary M2M envi-
ronment will be a detailed analysis of security and privacy risks in M2M systems. Typ-
ical scenarios will be analyzed, for both stationary and mobile M2M, in application 
areas such as metering, e-health, payment, tracking and tracing, remote control, and 
safety [2].  

4.2 Design and Evaluation of a Compromise-Resilient Architecture for M2M 
Terminals 

The fact that M2M terminals are expected to operate unattended for extended periods 
of time (and sometimes in an insecure public space) renders them vulnerable to node 
compromise attacks [25]. Such attacks can be used to launch various internal attacks 
such as false data injection, selective forwarding, wormhole and Sybil attacks, and thus 
degrade the performance of the M2M system [21,22]. Therefore, a novel, compromise-
resilient architecture is needed, with adequate intrusion and attack detection capabili-
ties which are the critical success factors for M2M technology. The architecture might 
also include a scheme, similar to neighborhood watch, in which each terminal in capil-
lary M2M will co-operate with its adjacent neighbor devices by establishing a secure 
communication channel with them, using which they can monitor each other’s state, 
and thus be able to detect node compromise attempts in a timely fashion [26]. 

4.3 Mutual Authentication of M2M Terminals and M2MG 

M2M terminals must be authenticated by the M2MG before they are allowed to attach 
to the M2MG and, ultimately, to the cellular network; authentication might be per-
formed separately by the network. At the same time, authentication is needed in the 
reverse direction – M2M terminals must authenticate the network, which will prevent 
security attacks from bogus terminals and/or bogus networks. Authentication is thus 
mutual, and must be re-done in regular intervals so as to reduce the likelihood of an 
adversary capturing and subverting the terminal. For mobile terminals, re-
authentication may also be needed in case of handoff to an area controlled by another 
M2MG. The choice of best solution for mutual authentication and re-authentication 
will depend on the identity solutions for M2M terminals, e.g., whether an USIM is 
used or not, and a careful analysis of the tradeoffs incurred by those options is needed. 
A viable approach seems to be a Rabin-type cryptosystem [27], an asymmetric encryp-
tion algorithm in which encryption (or signature verification) operation is extremely 
fast, while the decryption (or signature) operation is comparably slow and requires a 
large amount of computation effort [28]. In this manner, the cryptographic burden may 
be shared between different parties in proportion with their computational capabilities 
and energy capacity – aspects in which M2M terminals are inferior to the M2MG and 
other components in the signal path. 

4.4 End-to-End Security Protocols for M2M Traffic 

In the radio access network (E-UTRAN), all data is sent encrypted [3]; we will analyze 
the applicability of this scheme to M2M traffic. We will also design and evaluate  
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suitable secure aggregation protocol or protocols, using concealed data aggregation 
[29], a variation of in-network aggregation in which the aggregation is performed on 
encrypted values, and only the sink can decrypt the result; thus reducing the number of 
points along the message path at which an adversary can reach the cleartext message. 
CDA is based on privacy homomorphism property, namely, an encryption algorithm 
E(·) is homomorphic if, given E(x) and E(y) and a combination operation *, one can 
obtain E(x * y) without having to obtain x and y first (i.e., without decryption) [30]. 

4.5 Security Support for M2M Payment Applications 

Payment systems such as point of sale (POS) terminals, automated teller machines 
(ATMs), and vending machines are an important use case for M2M technology [31]. 
To support this use of M2M technology, payment service providers may team with 
MNOs and trusted third parties such as banks, and form a trusted domain that will 
allow registered M2M terminals to use the service. Later, service provider will be 
billed by the MNO for the amount of network traffic, while the owner of the M2M 
terminal will be billed for the payment made in this way. In order to make this scenario 
a reality, security concerns must be solved. This includes the following: first, mutual 
authentication between M2M application and M2M terminal, as well as between MNO 
and M2M terminal; second, message exchanges between M2M application and M2M 
terminal must be protected; and third, in some cases the identity of the payer must be 
concealed from the payee and, possibly, from the bank. The problem may further be 
compounded by the fact that some M2M terminals are mobile; as a result, payments 
may need to be made during the time that the terminal is roaming. We need to develop 
a universal authentication and billing architecture, leveraging digital cash (or E-cash) 
[32] and one-way hash [33] techniques, that will enable M2M terminals to communi-
cate with their subscribed M2M application while roaming throughout the world. 

5 Conclusion 

This proposal addresses some of the modifications that would enable 4G cellular net-
work such as LTE to support M2M traffic. Cellular M2M approach aims to leverage 
the significant benefits of cellular networks: virtually ubiquitous coverage, reliable 
delivery and delay guarantees, and well developed security and charging solutions. It is 
worth noting that a recent EU FP7 project named EXALTED has identified similar 
issues with capillary M2M systems. 

However, serious challenges need to be overcome before they can be used for 
M2M traffic. The changes described in this paper appear well positioned to address 
those challenges. Our future work will focus on investigating the proposed solutions in 
greater detail, through system design, theoretical analysis, and extensive simulations. 
An important part of this work will be the implementation of a testbed that will incor-
porate all the developed protocols and subsystems, including M2MF, MTSS, charging 
and security solutions. 
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Abstract. Radio Frequency Identification (RFID) systems are widely used in
various application domains. However, when RFID networks are integrated with
WiFi WLANs to extend their short transmission range, interference results due to
the use of the same ISM frequency band, and some co-existence mechanism must
be found. In this paper, we propose a time-sharing mechanism that allows RFID
networks using IEEE 802.15.4 networks to connect to a WLAN that uses IEEE
802.11e EDCA for ensuring priority access for RFID data. To reduce collisions
among RFID tags, we use an energy management mechanism based on random-
ized sleep. Simulation results show that the proposed solution achieves Quality of
Service (QoS) by maintaining higher throughput and lower collision probability.

Keywords: RFID, Wi-Fi WLAN, QoS, Collision Probability, Throughput, Inte-
gration, Co-existence.

1 Introduction

RFID systems are widely used in many application areas such as manufacturing, health
care, public transportation, telecommunications, and logistics and are considered as
an alternative of barcode system in the distribution industry and access control. RFID
technology is simple and easy to use, but RFID tags have very short transmission range
and thus can’t be used in many applications. To overcome this limitation, RFID sys-
tems are integrated with other networks, most often with wireless local area networks
(WLANs) using some variety of the ubiquitous IEEE 802.11 standard [1]; in this so-
lution, the bridging function is typically provided by the RFID readers (stationary or
mobile) which are equipped with both the proper interface to connect to RFID tags and
IEEE 802.11 interface to connect to the WLAN. In many cases, RFID tags are active
and use the well known IEEE 802.15.4 low rate WPAN protocol [2]. Since several of
IEEE 802.11 systems work in the same Industrial, Scientific and Medical (ISM) band
at 2.4GHz as do IEEE 802.15.4-based networks, their channels overlap, as shown in
Fig. 1, and problems arise due to interference. In fact, it has been shown that, under
some circumstances, channel overlap may lead to as much as 90% of WPAN frames
(!) being destroyed by the interfering WLAN frames [4]. The problem is aggravated by
the difference in transmission power; namely, IEEE 802.11 systems typically use much
higher power and are thus able to harm RFID transmissions at longer distances. In this
paper, we propose a simple solution that eliminates the aforementioned problems and
allows RFID systems using IEEE 802.15.4 standard to co-exist with WiFi WLANs. The
main features of the solution are as follows.
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– Interference is not dependent on channel selection. Instead, it relies on time mul-
tiplexing of RFID and WLAN networks, using the Point Coordination Function
(PCF) mechanism [1]. The WLAN Access Point (AP) is aware of the neighboring
RFID networks at the Medium Access Control (MAC) layer. RFID readers provide
the bridging function.

– To facilitate reliable transfer of data from RFID tags, IEEE 802.11e prioritizing
scheme based on Enhanced Distributed Channel Access (EDCA) is used. In this
case, different priorities are assigned to the WLAN nodes and RFID readers, with
the latter being assigned higher priority to ensure the specified Quality of Service
(QoS) for RFID data.

– To reduce collisions among RFID tags when accessing RFID readers, and to pro-
long the lifetime of RFID tags, an energy management scheme based on random-
ized sleep management of individual tags is used.

– The proposed solution can easily be adapted to two tier networks with arbitrary
number of RFID networks and arbitrary number of tags in each of them.

The performance of the proposed framework, expressed through network throughput
and collision probability, is evaluated through discrete event simulation.

Fig. 1. The IEEE 802.11 and 802.15.4 spectrum usage (from [3])

The rest of the paper is organized as follows. Section 2 presents several existing ap-
proaches that solve the interference and co-existence problems that arise when an RFID
network is integrated with a WLAN network. In Section 3, we present the proposed
network architecture and the associated time-sharing solution that provides QoS while
integrating RFID with WLAN network. Section 4 presents the simulation model and
results. Finally, Section 5 concludes the paper and outlines the directions for future
work.

2 Literature Review

In this section, we present existing approaches that are related to the co-existence and
interference problems between WLAN and active RFID networks. The simplest such
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approach relies on RFID readers integrated with the WLAN access point (AP) [5,6].
However, this is not efficient because it severely limits the RFID network coverage –
namely, the short transmission range of RFID tags necessitates that all tags must be
very close to the AP.

A number of proposals attempt to use different modulation and channel access
schemes such as Frequency Division Multiple Access (FDMA) mechanism [7] or in-
tegration of Direct Sequence Spread Spectrum (DSSS) and Code Division Multiple
Access (CDMA) [8]. The main problems with such approaches are the scarcity of in-
dependent frequencies and codes, respectively, and the necessity to statically allocate
those frequencies and codes to tags beforehand. As a result, the schemes are unsuitable
for applications with a large number of tags; they are also not well suited to scenarios
and/or applications in which a large number of tags can dynamically join or leave the
domain.

Some of schemes [7] rely on exclusive use of IEEE 802.15.4 channel 26, see Fig. 1,
which is least susceptible to interference from WLAN communications, as the control
channel. However, in large scale applications the use of a single control channel jeop-
ardizes reliability of the network: first, because other communication networks could
choose the same channel, and second, because the sheer number of nodes that attempt
to use that same channel increases the risk of congestion. As a result, this approach
can’t guarantee the performance required by such applications.

As noted above, interference between 802.15.4 and WLAN networks is usually more
damaging to the former. However, [9] demonstrates that 802.15.4 interference has more
effect on the uplink communication in a WLAN than on the corresponding downlink
communication. Also, the work reported in [10] shows that conflict among channels
increases for increasing the number of 802.11b networks.

It is well known that the IEEE 802.11 Distributed Coordination Function (DCF)
MAC protocol does not support QoS guarantees for performance indicators such as
throughput, delay, and delay jitter, and that the collision probability increases at heavy
traffic load. This is the main rationale for attempts to modify the IEEE 802.11 MAC
protocol in order to provide priority-based differentiation and, ultimately, QoS support.
These attempts have been standardized through the IEEE 802.11e standard that incor-
porates facilities such as EDCA, which provides different traffic classes with different
priorities, and TXOP, which improves efficiency by allowing extended bandwidth allo-
cation. Several performance analyses of the EDCA and TXOP mechanisms have been
reported so far [11,12,14], including the coexistence of traditional DCF and EDCA. In
general, EDCA has been shown to work better under heavy load than the traditional
DCF, mainly because of prioritization achieved through shorter interframe space in-
tervals (AIFS), and are thus able to provide superior performance for QoS-demanding
applications.

3 Proposed Solution

3.1 Time-Sharing Co-existence Mechanism

As outlined above, multiple access schemes based on FDMA or CDMA are unable to
provide the desired performance and scalability, hence our approach uses a time-division
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multiplexing approach provided by the Point Coordination Function (PCF) mechanism
defined as part of the IEEE 802.11 standard [1]. The PCF-based frame structure that al-
lows the co-existence between the two networks is illustrated in Fig. 2. In this frame
structure, the IEEE 802.11 superframe period is interleaved with the IEEE 802.15.4 su-
perframe as follows. At the beginning, the AP periodically broadcasts beacon frames
containing information about the duration of the contention-free (CFP) and contention
access (CP) periods, which are used to access the medium by RFID and WLAN networks,
respectively. During the active portion of the 802.15.4 superframe (which coincides with
the contention-free period in the 802.11 network), RFID reader collects data from RFID
tags in the 802.15.4 network, while other WLAN nodes are silent as no polling by the AP
takes place. An inactive period in the 802.15.4 network starts when a CF-End frame is
received at the end of the CFP period; RFID tags may then go to sleep as will be explained
below. However, RFID reader switches to its WLAN interface and competes with other
WLAN nodes in order to send RFID data to the AP, which will then aggregate the data
and forward them tot he application server. After the CP period ends, a beacon frame is
sent again that starts the new WLAN superframe.

Beaco
n PCFPOLL-

ACKSIFSPOL
LSIFS CF-

END DCF Beaco
n

Beaco
n

Active Period
Contention-Access 

Period (CAP)
Inactive Period

Contention Free Period (CFP) Contention Period (CP)
Contention Free Repetition Interval

PIFS

Superframe 
Duration Beacon Interval

Fig. 2. The frame structure of IEEE 802.11 and 802.15.4 standard

Using this mechanism we can define a two-tiered network architecture which is
shown schematically in Fig. 3. In this architecture, the first tier is the RFID network
using IEEE 802.15.4 standard wherein RFID tags send data to RFID readers during the
active portion of the 802.15.4 superframe. In the second tier, which is a WLAN using
IEEE 802.11 with EDCA, RFID readers work as WLAN nodes to deliver their data to
the AP. To ensure the QoS guarantees for RFID data, RFID readers are assigned higher
priority than ordinary WLAN nodes that may be active in the same coverage area, using
the EDCA mechanism.

It is worth noting that this architecture allows for several RFID networks to be inte-
grated with a single WLAN, due to the following. First, the short transmission range of
IEEE 802.15.4 networks allows several such networks to co-exist within the coverage
area of a single WLAN network. Second, since the WLAN is effectively inactive during
the CFP, several IEEE 802.15.4 networks may co-exist in the same space without inter-
ference from each other if they use different channels (the 802.15.4 standard allows 16
such channels). Third, collocated IEEE 802.15.4 networks may even work on the same
channel, provided the CFP period is long enough to accommodate the active portions
of their superframes, shifted in time to avoid any overlap.
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Fig. 3. The proposed two-tiered network architecture

The duration of the active portion of an IEEE 802.15.4 superframe is referred to
as the superframe duration, SD, while the total duration of the superframe is referred
to as the beacon interval, BI [2]. The values of these two intervals are determined by
two important MAC parameters known as beacon order, BO, and superframe order, SO,
where 0≤ SO≤ BO≤ 15, through the following formulas:

SD = 2SO (1)

BI = 2BO (2)

both of which are expressed in unit backoff periods of 320μs. The actual calculation
of the beacon order and superframe order is performed using Algorithm 1 shown below;
the ‘actual number of RFID networks’ refers to the number of such networks that use
the same 802.15.4 channel.

The proposed framework achieves QoS using the IEEE 802.11e EDCA priority as-
signments (during the contention period) to the nodes when they send data to the AP.
(As is well known, plain 802.11b-style DCF does not provide QoS support.) EDCA
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Algorithm 1. Calculating the BO of RFID Network when the number of RFID networks
is known
Input: BI(WiFi), SD, initial number of RFID Networks
Output: BO(RFID), MaxNoO f RFIDNetworks
Assume,

n = numbero f RFIDNetworks← 1
BO(RFID)← 0
SO← 0
SD← aBaseSuper f rameDuration×2S0

BI(WiFi)← 100timeunit

SD×2BO(WiFi)← 100timeunit
BO(WiFi)← SD×2BO(WiFi)

⇒ BO(WiFi)← �log2(
BI(WiFi)

SD )�
while BO(RFID)≤ 14

BI(RFID)← 2α ×BI(WiFi) where α ← �log2 n�
BI(RFID)← 2α ×2BI(WiFi)×SD
BI(RFID)← 2α+BO(WiFi)×SD
Again, BI(RFID)← 2BO×SD
2BO(RFID)×SD = 2α+BO(WiFi)×SD
BO(RFID) = α +BO(WiFi)
n← n+1

end while
MaxNoO f RFIDNetworks← n

provides four access categories with different priorities that are distinguished through
different values of parameters such as AIFSN and contention window (CW). For sim-
plicity, we categorize WLAN nodes into two types, RFID readers (acting as bridges)
and ordinary nodes. Data from RFID readers have the two highest access categories,
AC[3] and AC[2], which ensures that the data sent by a RFID reader will not be affected
by transmissions from ordinary nodes. On the other hand, ordinary WLAN nodes are
assigned the two lower priority access categories, AC[1] and AC[0].

It is worth noting that the payload of a data frame sent from a RFID tag is much
smaller than that sent by an ordinary WLAN node. However, the RFID reader will
aggregate a number of such small packets into a larger data packet, therefore the payload
of WLAN data frames will not depend much on whether it’s been sent from a RFID
reader or an ordinary WLAN node.

3.2 More on Medium Access

In the first tier, active RFID tags send data to RFID readers using the IEEE 802.15.4
slotted CSMA-CA medium access mechanism. Whenever tags receive beacon from the
polled readers, CAP/active period of the IEEE 802.15.4 superframe starts working. If a
tag has data to send it sets the initial parameters value (Retry Count, Contention Win-
dow and Backoff exponent) and starts to Backoff Countdown (BC). When the value
of BC becomes zero the tag requires to check if the current superframe has sufficient
time to send the packet. Otherwise, the tag need to wait until the active period of next
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superframe. After that the tag needs to sense the state of the medium (idle) in two con-
secutive slots ( i.e. performing two clear channel assessments (CCA)). If the first CCA
was successful the tag performs the second CCA. If the medium is found free in both
CCAs the tag can transmit the packet, and wait for the acknowledgement. Transmission
occurs only at the boundary of the slot. Hence, if packet arrives in the middle of the
slot the tags need to wait for the boundary of the slot. A CF-END frame is sent to tags
that indicates the end of active period. At the end of active period, the inactive period
starts when the tags remain in sleep mode. Tags go to sleep mode to save energy after
the PCF and remain in sleep mode based on the sleeping probability, Psp. Thus, tags are
mostly in sleep state and check beacon messages after they wake-up.

At the end of PCF, DCF period starts. In DCF, all ordinary WLAN stations and RFID
readers compete for the medium to transmit data packets to AP. Data packets are trans-
ferred only when the medium is found idle following the IEEE 802.11 DCF medium
access mechanism. During the uplink communication of WLAN, data are transferred
from a station to AP but not vice versa. EDCA priorities are assigned to the nodes to
transmit their data to the AP. CSMA-CA algorithm and DCF bandwidth reservation
technique is used in the CP period. If a station has data to transmit it checks the status
of medium and also whether it is CP or CFP. If the station senses the medium idle for
the duration of inter-frame space of time (AIFS) in the active period of WLAN mode,
the station generates a random number. The random number/backoff is decremented if
the station receives idle back-off value (i.e., idle medium). Whenever the back-off value
reaches zero the station transmits if there is any packet in the queue. Before sending the
data packet the station sends the RTS packet and waits to receive CTS packet from the
AP. The station sends data packet to AP after receiving CTS. If the AP receives data
successfully it replies with an ACK packet that notifies the end of current transmission.
At the end of CP period, the WLAN station sets its NAV value according to the period
of PCF.

3.3 Energy Management

Due to the EDCA mechanism, there will be few (if any) collisions in the WLAN net-
work. We are referring to collisions of packets sent from RFID readers, on one side, and
those sent from ordinary WLAN nodes, on the other; however, there may be collisions
between packets sent from different nodes of the same type. At the same time, colli-
sions are possible in the IEEE 802.15.4 network since the standard does not provide
any priority and all RFID tags can attempt to access the medium in the same manner.
We refer to those collisions as internal collisions in the 802.15.4 network.

To control and, if possible, eliminate such internal collisions and, at the same time,
ensure longest possible lifetime for RFID tags which are expected to operate on battery
power, we propose an energy management mechanism. Namely, RFID tags need not be
awake all the time; they can wake up periodically, send their data, and go back to sleep
again. We assume that the sleeping period of the tags is a random variable that follows
the geometric distribution; the mean value of the distribution can be adjusted through a
single parameter, denoted as Psp (sleeping probability). The corresponding probability
generating function (PGF) [15] may be expressed as
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Ts(z) =
∞

∑
k=1

(1−Psp)P
k−1
sp zk =

(1−Psp)z

1− zPsp
(3)

while the mean value of sleeping time, Ts, is calculated as

Ts = T ′s (1) =
1

1−Psp
(4)

This mean time is expressed in seconds, but a more convenient value is the desired
sleeping time in unit backoff periods of 320μs:

Tx =
Ts

0.00032
(5)

Once we know the desired sleeping time in unit backoff periods, we can calculate the
mean sleeping time and the sleeping probability, Psp, using (4) and (5). For example, if
the desired sleeping time is one hour, the sleeping probability Psp will be 0.999999911.

4 Performance Evaluation

To evaluate the performance of the proposed approach, we have built the simulator
of the two-tiered network using the Petri net-based object-oriented simulation engine
Artifex by RSoftDesign, Inc. [16].

For the first tier, the IEEE 802.15.4 network, we have assumed the presence of three
separate RFID networks, each with a single reader and a number of active tags. The
networks operate in the ISM band at 2.4GHz, with raw data rate of 250kbps. The val-
ues of superframe order and beacon order are set to SO = 0 and BO = 5, respectively,
which allows up to four such networks to work with a single WLAN in the second tier,
using the time-sharing scheme. We assume that each RFID tag has a packet to trans-
mit whenever it wakes up from the sleeping mode. Each tag sleeps for a random time
interval, which is obtained as a random value derived from the geometric probability
distribution with the parameter Psp. Since sleep times are random, the probability of
several tags being awake at the same time is small. In this manner, internal collisions in
each of the networks at the first tier are minimized. Note that there can be no collision
between the transmissions from different first-tier networks since the active portions of
their superframes do not overlap.

4.1 First Tier: The RFID Network

We measure the performance of first-tier networks in terms of collision probability, de-
fined as the ratio of the total collided transmissions over the total transmitted packets.
We have conducted two experiments: in the first one, we have varied the average sleep-
ing time (1, 5, 7, 10, and 15 minutes) for a fixed number of tags (80 in each network);
in the second, we have varied the number of tags from 20 to 140, in increments of 20,
for a fixed average sleeping time of 1 minute. The results are shown in Figs. 4 and 5.
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Fig. 4. Collision probability of RFID network
over the average sleeping time of tags

Fig. 5. Collision probability of RFID network
over the number of tags

As can be seen from Fig. 4, collision probability decreases with an increase in aver-
age sleep time, because longer sleep times reduce the probability that two or more RFID
tags will be awake simultaneously. Note that the collision probability can’t be totally
eliminated since randomization of sleep intervals does not guarantee that the number of
active tags will not exceed one at any given moment.

Collision probability also depends on the number of tags in a first-tier network; as
can be seen from Fig.5, it increases when the number of tags increases: from nearly
zero at 20 tags, to over 0.1% when the number of tags exceeds 110. While this value is
not terribly high, the shape of the curve indicates that larger first-tier networks do run
the risk of being very much collision-prone; this will lead to deterioration of network
throughput and shortening of useful network lifetime.

4.2 Second Tier: WLAN

We measure the performance of the WLAN network in terms of throughput and colli-
sion probability. To this end, the number of ordinary WLAN nodes is varied between 4
and 28, while the WLAN also contains the three RFID readers that provide the bridging
to first-tier RFID networks. We set the data arrival rate to 40kbps per ordinary node,
mean tag sleeping time to one minute, and set the number of RFID tags per first-tier
network to 150. Traffic from ordinary WLAN nodes is assigned to lower priority traffic
classes, equally split between AC[0] and AC[1] (in EDCA terminology, background and
best-effort, respectively), while the traffic from RFID readers is equally split between
higher priority, AC[2] and AC[3] (voice and video, respectively). Since data coming
from a single RFID tag is of low volume compared to that coming from a WLAN node,
we aggregate RFID data from a number of tags up to 100 bytes per packet so that the
readers send a larger data packet and thus increase bandwidth utilization and overall
network throughput.
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reader/station AC[3]_VO
reader/station AC[2]_VI
normal WiFi node AC[1]_BE
normal WiFi node AC[0]_BK

Fig. 6. Throughput of WLAN networks

reader/station AC[3]_VO
reader/station AC[2]_VI
normal WiFi node AC[1]_BE
normal WiFi node AC[0]_BK

Fig. 7. Collision probability of WLAN net-
works

As can be seen from Fig. 6, the total throughput of the WLAN increases when the
number of ordinary WLAN nodes increases. As expected, the throughput of the RFID
readers does not depend on the number of ordinary WLAN nodes, since the EDCA
mechanism effectively protects the RFID reader traffic through shorter AIFS intervals
and smaller contention window sizes. However, collision probability shown in Fig. 7
increases with the number of ordinary WLAN nodes; it is again very small for the
traffic from RFID readers which is given higher priority through EDCA.

5 Conclusion and Future Work

In this paper, we have described a two-tier framework to facilitate the integration of
RFID networks using the IEEE 802.15.4 standard with WLAN networks using the
IEEE 802.11e standard with EDCA. The framework uses time-sharing to allow for
interference-free co-existence between the two technologies which operate in the same
ISM band at 2.4GHz. To reduce the probability of collisions in the first, RFID tier, we
employ randomized sleep management; to reduce collisions in the second, WLAN tier,
we assign higher priority to aggregated traffic from RFID readers. Out results indicate
that the framework gives satisfactory results in maintaining low collision probability at
both tiers.

Our future work will focus on fine tuning of the mechanism and on the strategies
for dynamically adjusting nthe parameters of the network depending on the number of
nodes; we will also investigate the possibility of employing mobile readers to improve
performance.
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Abstract. We investigated performance of localized distance-sensitive
service discovery algorithm iMesh, which generates information structure
in static network, to store the information about nearby actors (service
providers). In a network with grid structure, this is achieved by ad-
vertising service provider positions in four geographical directions. The
propagation of information about remote service providers is restricted
by a blocking rule, to reduce the message overhead and provide distance
sensitivity. A node requiring service (service consumer) conducts lookup
process to obtain information about nearby service providers from the
iMesh structure. We modified iMesh to enable its use in dense networks
with topologies other than grid by introducing iMesh areas instead of
iMesh edges. Our simulations compare performance of modified iMesh
with another localized service discovery scheme (quorum) in dense net-
works with random topologies. We show that iMesh finds the nearest
service provider in >95% of cases. It significantly decreases the message
overhead compared to quorum, without compromising quality of service
discovery.

Keywords: service discovery, localized algorithm, wireless sensor and
actor networks, iMesh.

1 Introduction

A typical wireless sensor and actor network (WSAN) consists of relatively large
number of small low-cost static sensor nodes which monitor some of the envi-
ronment parameters (e.g. temperature, humidity, etc.) and usually an order of
magnitude smaller number of resource-rich mobile actors. The usual scenario is
such that static nodes monitor and detect critical changes of parameters of inter-
est, a situation which will further be referred to as event. Whenever such an event
is detected by a sensor node, an appropriate action needs to be taken by a mobile
actor device (e.g. robot or unmanned aerial vehicle). A sensing task is performed
in distributed manner, which means that there is no central network entity that
collects all the data, and the decisions are made locally. There are numerous ap-
plications of such distributed tasks in habitat or agricultural monitoring, home
automation, object or vehicle surveillance, fire prevention and area exploration,
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just to name a few. For example, in fire prevention application, a number of
static nodes are deployed in a forest environment. The event of interest might
be extreme change of temperature caused by fire, which triggers service discov-
ery process. Wireless sensor-sensor and sensor-actor communication is used to
locate and send service request to a nearby actor, which is equipped with fire ex-
tinguisher. Upon reception of service request, the actor moves to event location
and performs the necessary action, i.e. extinguishes the fire. Two key issues arise
in such an application. First, it is necessary to assure that the nearest service is
found to minimize actor movement, and thus energy consumption and response
time. This imposes distance-sensitive service discovery [1], which implies that
service requesting node always finds the closest, or possibly a nearby service.
The other issue is to achieve satisfying quality of service discovery with as little
communication as possible, which is important for reducing power consumption
of battery-powered sensor nodes, and decreasing possibility for message colli-
sions. Both of these issues might be seen as aspects of the same ultimate goal,
which is to extend system lifetime by improving energy efficiency. Li et al. [1] in-
troduced a distance-sensitive localized algorithm called iMesh, but it covers only
the special case of network topology where static sensors form rectangular grid.
In this paper, we propose iMesh extension which can be used in dense networks
with random sensor distribution. Algorithm performance in sparse networks, as
well as influence of gaps and holes in the network remain as future research
direction.

1.1 Problem Statement

We observe the sensing field covered with randomly deployed sensor nodes, due
to inability to distribute them in desired manner (e.g. sensors might be deployed
from the airplane, or the configuration of terrain dictates the network topology).
All of the sensor nodes are aware of their own positions, by using GPS or some
other localization system. The mobile actor nodes are also randomly deployed
over the sensing area, and their number is significantly smaller than number
of sensor nodes. Whenever a static sensor detects some irregularity in sensing
values, it is considered as an event which needs to be handled by a mobile actor.
We assume that nature and magnitude of occurring events is such that it is
enough that each event is serviced by just one actor. The node which senses
an event (service consumer) initiates service discovery process. The aim of this
process is to locate and send service request to the best (closest) service provider
(actor) available. To do so, static nodes communicate with each other and with
actors by using single wireless channel. The network is modeled by using unit
disk graph (UDG) model. Each network entity can communicate with others
that are located within its radio range. Further in the text, we will refer to
event-sensing nodes as service consumers, and mobile actors as service providers
(SP).
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1.2 Existing Solutions

In the service discovery problem, service providers (sensors, actuators or robots)
send location update messages, whereas service consumers (sensors or sink) send
search messages to learn latest positions of service providers. The task is to min-
imize combined update and search message cost, while maximizing success rate
of finding target service provider and subsequently routing to it and assigning
task. In the literature, many service discovery algorithms have been proposed for
mobile ad hoc networks. As an active subject, service discovery has been studied
for over a decade in wireless ad hoc networks [5], [6]. Existing solutions can be
directly applied to emerging sensor and mobile actuator networks or to wireless
sensor and robot networks.

These algorithms can be divided into directory-based and directory-less.
Directory-based algorithms use a well structured service directory to store service
provider information and facilitate service lookup. They usually require global
communication/computation such as clustering and dominating set formation
for service directory construction and maintenance. Directory-less algorithms do
not maintain any special component but rely on periodical service advertise-
ment and multicasting/anycasting based service lookup. Their execution often
involves (limited) flooding operations. Because these existing algorithms may
generate large message overhead and/or inconstant per node storage load, they
are not suitable for resource constrained WSAN.

Service discovery problem is also known as information brokerage, where the
main issue is to exchange information between service consumer and service
provider. There are two trivial solutions to the problem. First is to flood the
query throughout the network and to wait for responses from service providers.
Another trivial scheme is to replicate the service provider data to all nodes in
the network, thus enabling service consumers to retrieve information regarding
service providers immediately.

All solutions to the given problem are centralized, cluster-based, hierarchical,
decentralized, or hybrid. Most existing solutions that use service provider coor-
dination are centralized. One of the service providers (usually actuators, or in
some cases sensors), or a central entity, gathers all the information from other
actuators and makes a decision. Communication cost for gathering information
in case of multi-hop networks is rarely considered. Since usually no details of
communication protocols used are given, a complete graph where each service
provider is within communication range of any other is assumed indirectly.

Centralized solutions usually define coordination problem as an integer linear
programming problem. The main advantage of a centralized solution is that,
theoretically, an optimal solution can be found. However, centralized solution
features high computation and communication overhead, lack of scalability and
slow responsiveness. Moreover, the actual communication cost is usually ignored,
especially for large networks. It is further not clear how actuators communicate
if the graph is not complete, or if it is disconnected. Centralized solutions also
have low fault tolerance if the leader is malfunctioning in any way.
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Cluster based hierarchical architecture can be used under certain conditions.
Service providers are grouped into clusters where one service provider is cho-
sen to be a cluster head. Lower ranked service providers communicate only to
cluster heads, while cluster heads communicate among themselves making de-
cisions. This architecture features good scalability, but also a low tolerance for
malfunctioning of a cluster heads.

Decentralized control architectures typically require service providers to take
actions based only on the local knowledge. This control approach can be highly
robust to failure, since no service provider is responsible for the control of any
other service provider. However, achieving global efficiency in these systems can
be difficult, because high-level goals have to be incorporated into the local control
of each service provider. If the goals change, it may be difficult to revise the
behavior of individual service providers. Hybrid control architectures combine
local control with higher-level control approaches to achieve robustness, good
scalability and the ability to influence actions of the entire team through global
goals, plans, or control.

1.3 Steps toward Distributed Distance-Sensitive Solution

A solution of distance-sensitive service discovery problem which always results
in finding the closest service provider implies construction of Voronoi diagram
with SPs as vertices. Then, the SPs distribute information about them along
the edges of their Voronoi polygons. This allows a service consumer to conduct
a search in arbitrary direction, and find the closest service when it hits the
boundary of its home Voronoi polygon. Although this idea leads to optimal
solution, unfortunately it requires global knowledge. In practice, we need to
replace the Voronoi diagram with localized planar structure with reasonably
good proximity property, which localizes search process to vicinity of service
requesting node.

The first idea towards distributed solution is to replace Voronoi diagram with
service directory, constructed by well known strip quorum technique [3]. That
is, service providers propagate their location along the residing row (eastward
and westward). A service requesting node performs search by sending search
messages in the orthogonal direction (northward and southward). Their paths
cross with strips containing information about service providers, so when the
terrain boundary is reached, the information follows the backwards path and
returns to node that initiated the search. Although this method requires only
local computation, it can generate inconstant storage load on network nodes
if service providers are all collinear, and it also makes the localized lookup no
longer able to provide the closest/nearby service selection guarantee because the
structure bears no proximity property.

Le et al. [1] proposed a modification of Quorum to obtain a planar structure
that unlike the Voronoi diagram, can be constructed in a purely localized manner
but still possesses required proximity property. The first modification is that ser-
vice providers propagate their location information in four geographic directions,
i.e., north, east, south, and west. The other modification is the use of distance
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based blocking rule, which brings crucial advantage over quorum both in terms
of distance sensitivity and number of messages needed to establish information
structure. In short, the rule applies whenever two iMesh edges intersect at some
node. In such case, the information from closer service provider continues prop-
agation, while the other one is blocked. The paper contains theoretical analysis
of the resulting structure called iMesh (Fig.1), and shows that iMesh satisfies
both constant storage load and required proximity property. Both the theoreti-
cal analysis and simulation data are based on assumption that the static sensor
nodes are placed in orthogonal grid structure. The transmission distance is such
that each node is able to communicate only with its first neighbors in four geo-
graphical directions (and thus have 2-4 1-hop neighbors, depending on position
of node in the grid). Once mesh structure is established, an event-sensing node
which acts as service consumer performs service discovery by means of cross-
lookup process. It sends search messages that propagate in four directions until
they hit iMesh edges, when reply messages containing info about SPs are sent
using backwards paths. Otherwise, if a search message hits terrain boundary, it
is discarded and no reply is generated.

Fig. 1. iMesh construction and cross lookup in a grid network

1.4 Contribution

This research picks up where Li et al. [1] left off. We propose adaptation of
the basic iMesh algorithm which can be used in dense networks with random
topology. It is relatively easy to perform information mesh construction and
lookup in a grid network, because all the propagation paths are either orthog-
onal or parallel, and what is more important, orthogonal paths must intersect
at nodes. In the arbitrary network that might not be the case, so we needed to
implement a different mesh construction mechanism to ensure that blocking rule
and cross-lookup can be applied properly. We use geographic greedy forwarding
for message propagation. When registration messages (which are used for iMesh
construction), are propagated through the network, we createmesh areas instead
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of mesh edges. That is, all of the nodes that are in 1-hop neighborhood (within
transmission radius) of nodes that are retransmitting registration messages store
the information about corresponding service providers, regardless of weather
they are addressed to transmit registration messages further or not. That way,
we create ”thick” iMesh areas instead of tiny iMesh edges. We also modified
blocking rule [1], which is now applied whenever registration hits any node in
another mesh area, and it is not necessary to ensure that registration messages
meet at the same node, in contrast to the situation we have in grid network.

The rest of this paper is organized as follows. We present related work in
Section 2. Section 3 describes network model, and contains detailed description
of algorithms. In section 4 we present our simulation setup and results. Section
5 concludes the paper.

2 Literature Review

Grid Location Service (GLS) algorithm partitions the sensory field into grids
and constructs a quad-tree structure over the grids [10]. It uses a hash func-
tion, designed on the basis of the quad tree, to match each node (by ID) to a
unique subset of nodes called location servers. Every node updates all its loca-
tion servers with its current location. A node can find the location of any other
node by querying one of the location servers of that node. This protocol requires
foreknowledge of the sensory field for grid partition. It may generate large mes-
sage overhead since location updates and location queries travel along zigzag
lines. GLS is not distance sensitive service discovery protocol because the length
of data retrieval path may not be proportional to the distance of the service
provider and service consumer.

Geographic Hash Table (GHT) scheme for data-centric storage is presented by
Ratnasamy et al. [11] A node hashes data to a unique location by data type and
routes the data to that location by a combined greedy-face routing protocol.
The nodes that enclose the harsh location in a planar graph store the data;
other nodes may get the data from any of these nodes. The main drawback of
this scheme is that it is not distance sensitive. It features the undesired non
locality-aware data query, which means that a node near the data source may
have to travel a long distance to retrieve the data. Also, it may induce bottleneck
spots when some types of data are frequently generated or requested.

Geography based Content Location Protocol (GCLP) utilize content servers
which advertise their locations in four directions on a periodic basis [12]. Nodes
receiving location advertisements become content location server. If a content
location server receives multiple advertisements for a particular resource, it will
only forward updates from the content server closest to it. This forwarding policy
is an informal definition of the blocking rule generalized, formalized and used for
information mesh construction [1]. Due to its periodic location advertisement,
GCLP generates large message overhead.
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Landmark-based data storage and retrieval scheme called LBIB is presented
by Fang et al. [13] This scheme constructs a number of globalized shortest path
trees of predefined landmark nodes, each rooted at a landmark node. A data
producer hashes data (according to data type) to a certain landmark node and
distributes the data using the shortest path tree rooted at that landmark node.
A data consumer queries along the same shortest path tree; it gets the data
when it hits the storage path or reaches the hash node. This scheme generates
storage hot spots and involves many expensive global operations since global
topology knowledge is required. It provides no energy efficiency and does not
scale. Aydin et al. describe Pseudo-quorum match making service discovery [7].
The network is partitioned into subsets called quorums, where every two quo-
rums intersect and no quorum includes another quorum. To accommodate node
mobility and network scale, they proposed that service providers and service con-
sumers systematically forward their advertisement and subscription messages to
form pseudo quorums, where they are matched at intersecting nodes. However,
successful data retrieval is not guaranteed with this scheme.

Double rulings scheme is proposed by Sarkar et al. [8]. Here, the data about
service provider is stored along the curve instead in one or a few isolated nodes (as
in e.g. GHT). Service consumers send query along another curve that guarantees
to intersect service provider curve thus guaranteeing data retrieval. It is actually
an extension of GHT with lower communication costs and is given for static
networks.

In hierarchy decomposition scheme (HD) [9], the nodes in the network are
classified into a hierarchy of clusters in which each node belongs to one cluster
at each level. The data are replicated in the hashed nodes in all neighboring
clusters of the service provider at all levels; the data are retrieved by querying
the hashed nodes in the clusters in which the consumer resides in an increasing
order of levels until a hashed node with the data-of-interest is reached. HD
guarantees successful data retrieval; however, it demands a great deal of message
and memory overhead to replicate the data since global topology knowledge is
required.

Quorum-based location service is introduced in paper [2]. Each node dis-
tributes its current position along a ”column” in the network. When a node
wants to discover the location of another node, it searches along a ”row” in the
network. This row intersects the columns of all the other nodes, thus ensuring
discovery. The weakness of this protocol is that location update and search has
to cross the entire network, and network boundary has to be included to guaran-
tee intersection. In addition, if all the nodes are collinear along a column, every
node has to store every others location, thus suffering from large storage load.

Summarizing, all these algorithms (but [12]) have some, if not all, of the fol-
lowing weaknesses: requirement for foreknowledge of the network, frequent global
computation, inconstant per-node storage load, communication bottleneck spots,
and non locality-aware service lookup. On the contrary, the algorithm iMesh used
in this paper has none of these drawbacks and combined with auctions may lead
to efficient use of WSAN.
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3 Preliminaries

3.1 Network Model

We observe distance-sensitive service discovery problem in WSAN in a given
moment of time when service providers do not move. Although movement is the
essential property of SPs in such network, our goal here is to perform service
discovery in a static manner, so that movement of SPs later on is part of service
itself, but not service discovery. So, from now on we will treat SPs as static
network entities with the same properties as static sensor nodes.

The network consists of set of m static sensor nodes S = {S1, S2, . . . , Sm}
and n SPs R = {R1, R2, . . . , Rn}. All the devices are equipped with localization
system, and thus aware of their coordinates (x, y) in two-dimensional sensing
field. A single wireless channel is used for communication, and the network is
modeled as unit disk graph. A network graph G = (V,E), where V = S ∪ R is
set of vertices which includes both static nodes and SPs, and there is an edge
e = (uv) ∈ E between nodes u and v if and only if Euclidean distance between
them is less than or equal to transmission radius r (|uv| <= r). We note N(u)
the set of neighbors of node u, i.e. the set of nodes v such that uv ∈ E.

3.2 iMesh Construction

As we mentioned in the introduction, service discovery process can be broken
down to two phases. In the first phase, an information mesh structure is created.
To do so, it is necessary that each of the nodes send hello message first, to
enable creation of neighborhood tables. Figure 2 illustrates mesh construction
in a network with 5 SPs and 1000 static sensors. Each SP (numbered nodes
in red color) create up to 4 registration messages, depending on their relative
positions. For example, SPs 2 and 3 are neighbors (2 is northeast from 3), so SP
2 generates just northbound and eastbound registration messages, while SP 3
generates westbound and southbound messages. A registration message is always
passed on from sender node u to single receiver node v which is the furthermost
node in general direction of propagation, among sender’s neighbors. Black lines in
the figure represent propagation paths. We also use the fact that all of the nodes
that are neighbors to u (w ∈ N(u))also receive registration message (although it
will be retransmitted only by node v), so they store the information about the SP
from which the registration originates. This way, we create mesh areas, instead of
mesh edges with practically no additional cost. There are two conditions which
can stop further propagation of a registration message originating from SP r:

– It cannot be transmitted further, because the terrain boundary is hit.
– Receiver node v is already in mesh area of other SP r′. If |vr′| < |vr|,

registration message is discarded, otherwise it continues propagation. This
is a modification of blocking rule [1].

Of course, whenever a registration from SP r reaches some of the nodes that are
already in mesh areas of SP r′, if they are closer to r than to r′, they need to
update their closest service info with coordinates of r.
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(a) iMeshC (b) iMeshD

Fig. 2. iMesh construction

We named the above described protocol iMeshC, as the protocols for square
grid networks have been named iMeshA and iMeshB [1]. The obvious shortcom-
ing of iMeshC can be seen in figure 2(a). Mesh paths sometimes tend to twist and
bend, due to non-uniform distribution of nodes. Thus, we changed the routing
criteria for registration messages. They are no longer transmitted to furthermost
node, but to node that deviates the least from straight propagation path. The
resulting modification is named iMeshD, which is illustrated in figure 2(b).

In this algorithm, the criterion that the boundary is hit is inability to progress
further in desired direction. This is acceptible in our scenario where we observe
its performance in dense networks. In sparse networks, this criterion is unable
to distinguish holes in topology from network boundaries. Authors of [1] and
[3] suggest that registration paths should follow GFG protocol [4]. GFG routes
registrations along the outer boundary of the network, and terminates when
propagation paths form closed loops. Simulation results shown in section 4 jus-
tify our boundary detection criterion in cases when average node degree is high.
This lowers number of messages needed for iMesh construction, while our simu-
lations show that we still maintain very high percentage of best service discovery.
Performance of service discovery protocols in sparse networks will be a subject
of further research.

3.3 Cross-Lookup

Once information mesh is established, on occurrence of an event, the service
consumer performs search for nearest provider by performing distance sensitive
lookup method. It sends search messages in four directions, which propagate in
the same fashion as registration messages, until they reach mesh areas, or terrain
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boundary. In the former case, a receiver node within mesh area generates answer
containing info about service provider, and sends it back to node that initiated
lookup. Answer is always routed by node closest to the destination. This is done
for several reasons:

– The backwards path may differ from the forward path, so it is not necessary
to store information about forward path either in nodes or within message
payload.

– It may result in smaller hop count.

In the latter case, when search message hits boundary without reaching any of
the mesh areas, the request is discarded and no answer is generated.

A service consumer node that is not within any of the existing mesh areas
generates 4 search messages. On the other hand, it seems logical that when
service consumer is within mesh area, no lookup is needed because it already
has information about location of an SP. Still, that may not indeed be the closest
SP, as it is shown in figure 3.

(a) cross-lookup search paths (b) cross-lookup answer paths

Fig. 3. iMeshD cross-lookup

Service requesting node 4 is in the mesh area of SP 2, but it is actually closer
to the SP 1. To find out about closer SP, it sends search messages, but only
in direction orthogonal to direction of mesh area (in this case to north and
south). The northbound search hits the boundary and gets discarded, while the
southbound one hits mesh area of SP 1, and generates answer which is sent back
to node 4. This way, node 4 gets the information about SP 1 even though it is
within mesh area of another SP.
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4 Simulations

In our simulations we have compared performance of two service discovery
schemes: quorum and iMesh. Having two different routing criteria (most for-
ward routing MFR and least deviation from straight line routing LDR), we have
4 resulting algorithms: quorum MFR, quorum LDR, iMeshC and iMeshD. In
each simulation, we deploy randomly m = 1000 nodes in a square sensing field
of size 1000 × 1000 length units. Clearly, the density of network depends on
number of nodes, and transmission range. We fixed transmission range to 75,
which gives us average node degree of about 16. We consider this to be a dense
network, but the actual discussion about threshold node degree value after which
a network can be considered as dense is beyond the scope of this work and is
left for further research. Having fixed number of nodes and transmission range,
we performed 10 series of 100 simulations for varying number of SPs from 1 to
10. Each simulation consists of 4 steps:

1. Initialize positions of static nodes and service providers
2. Construct service directory, depending on algorithm
3. Conduct service lookup scheme for every node in the network
4. Change service discovery algorithm and repeat steps 2-3

The values of interest are average number of messages needed to construct ser-
vice directory, average number of messages per node needed to perform service
lookup, and success rate in finding best (closest) service provider.

(a) Message count in service direc-
tory construction (total)

(b) Message count in service lookup
(per node)

Fig. 4. Average message count in service directory construction and service lookup
phase

Results shown in figure 4(a) and table 1 show average number of messages
needed to construct service directory. When quorum is used, it grows linearly
with number of SP, because each new SP network needs roughly the same number
of messages to advertise its position along east-west direction. On the other hand,
we observe that if we use iMesh, number of messages is initially higher because
registration messages are propagated in 4 directions, but it also grows at a slower
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Table 1. Average message count in service directory construction phase

Nb.of SP quorum MFR quorum LDR iMeshC iMeshD

1 17.54 26.57 35.15 53.00
2 35.06 51.37 56.60 83.24
3 52.32 78.45 73.01 107.25
4 69.40 104.84 83.00 124.78
5 87.64 130.30 96.84 144.37
6 104.69 156.45 104.60 156.07
7 122.35 180.57 114.27 168.11
8 139.27 207.57 120.88 178.66
9 157.12 232.69 127.93 189.73
10 174.33 257.87 134.23 197.83

Table 2. Average message count per node in service lookup phase

Nb.of SP quorum MFR quorum LDR iMeshC iMeshD

1 34.89 51.87 16.03 19.24
2 34.86 51.80 14.66 17.57
3 34.95 51.92 13.38 16.14
4 34.83 51.85 12.73 15.24
5 34.89 51.96 11.83 14.24
6 34.88 51.84 11.38 13.63
7 34.89 51.77 10.99 13.28
8 34.90 51.98 10.52 12.69
9 35.00 52.10 10.18 12.35
10 34.98 51.97 9.86 12.06

Table 3. Best service discovery success rate (in %)

Nb.of SP quorum MFR quorum LDR iMeshC iMeshD

1 98.62 98.67 99.95 99.96
2 99.03 98.93 99.49 99.60
3 99.30 99.31 99.13 99.12
4 99.00 99.05 98.76 99.04
5 99.43 99.44 98.65 98.96
6 99.01 99.11 98.09 98.39
7 99.31 99.30 98.19 98.64
8 99.42 99.42 97.88 98.27
9 99.41 99.43 97.96 98.30
10 99.55 99.53 97.77 98.54

pace due to the blocking rule, which brings localization property. In general case,
iMeshC consumes less messages in this phase because its routing criteria allows
it to make longer hops.

Simulation results for average number of messages in service lookup phase
in figure 4(b) and table 2 show crucial advantage of iMesh over quorum, in
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terms of message efficiency. Both quorum algorithms experience approximately
constant number of messages needed to perform service lookup, regardless of the
number of service providers. This is due to the property of quorum that search
paths always stretch along the entire column. iMesh is localized and distance-
sensitive, so the number of messages needed to reach nearest mesh areas in each
area decreases with increasing number of service providers. Again, iMeshC needs
less messages than iMeshD for the same reason as explained for previous phase.

Finally, we observe the success rate in finding best service (table 3). It shows
that all of the algorithms have high success rate (over 97%).

5 Conclusion and Future Work

In this research we introduced and examined generalization of localized distance-
sensitive service discovery algorithm iMesh. We performed simulations to com-
pare its performance with well known and widely used service discovery scheme
(quorum). iMesh generally shows slightly lower success rate in finding best ser-
vice when bigger number of service providers is present in the network, but it
brings major improvement in reducing message overhead. Also, success rate of
iMeshD is slightly better than iMeshC, but it is a matter for discussion if this
really justifies its application due to increased amount of messaging, shown in
simulation results.

During this work, we recognized some of the subproblems that need to be
examined and investigated further. First of all, we need more strict definition of
”dense” network. Further, we need a more sophisticated meshanism for boundary
detection, which would be able to distinguish boundaries from holes in topology.
As extension of this research, we plan to examine behavior of service discovery
algorithms in some specific network topologies, such as when holes and obstacles
of various shapes are present in the sensing field. Also as we mentioned in the
text, we will investigate performance and behavior of service discovery algorithms
in networks with sparse node distribution.

The algorithms introduced in this paper also can be used as a solid starting
point for solving more sophisticated and more complicated problems in WSAN,
such as task assignment, when single or multiple events occur in the network
simultaneously. Our experiences show that service discovery success rate can be
improved even further by introducing communication in network consisting of
service providers, and applying auction algorithms.
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Abstract. A recent publication by [SPKK] introduces a framework and set of 
rules by which object recognition can work on a visual sensor network. 
Extracted features of the detected object are flooded (with reduced 
dimensionality at each hop) in the network. The Sensor will match the 
corresponding feature of the new object with a locally stored one, and send the 
query on the backward link toward the original detector for matching. Based on 
their framework we introduce an algorithm which attempts to minimize the 
number of messages passed within the network when performing an image 
retrieval task. Extracted features are distributed along a row, while query 
matching progresses along a column. We compare our results to the algorithm 
proposed by [SPKK] and achieve fewer transmissions in the retrieval step, and 
avoid flooding in the pre-processing phase. We expand our algorithm by 
constructing an information mesh of multiple detections of the same object, to 
achieve matching with the nearest copy. We also propose a novel feature 
reduction method, by diving the image into k2 subimages, and extracting 
features in each subimage. This allows replacing histogram based features with 
a wide range of other options. 

Keywords: visual sensor networks, computer vision, object recognition. 

1 Introduction 

Recently, visual sensor networks have received attention since they attempt to 
combine the seemingly non congruent research areas of image processing and ad hoc 
sensor networks. A philosophical gap exists between the two since they arise from 
different requirements which need to meet in order to form a visual sensor network. 
Image processing usually has real time processing requirements, which are more 
important than memory, storage or power consumption, whereas wireless sensor 
networks focus on the minimization of power consumption at the expense of a heavy 
computational load.  

The object detection and recognition area research of Computer Vision (CV) field 
extracts useful information and makes sense of raster imagery. Its goal is to identify 
objects in images regardless of color, orientation, scale, rotation, position or lighting 
condition. This is a difficult problem which has only proven successful with certain 
classes of objects. Usually such systems are very processor, data, and memory 
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intensive which make them good candidates for parallel, powerful processing 
systems. However, distributed video surveillance applications are situations where 
each node in the grid is a visual sensor (such as a simple camera) and has limited 
computational capacity, but can also communicate with other nodes in the grid. 
Object detection and recognition tasks become distributed problems in this case, and 
may rely on the entire grid to form a consensus.  

Due to the high volume of information, and elevated hardware requirements that 
are generated in CV tasks such as video surveillance, environment and traffic 
monitoring, communication between nodes in the network becomes a problem. The 
transmission and storage requirements of computer vision algorithms, would  strain 
the network, if out of the box algorithms are directly applied to the network. 
Detecting and recognizing objects that have been previously seen by any of the 
sensors in the network would involve a great exchange of information between the 
candidate node and all other nodes that may have seen the same object. [SPKK] 
proposes one of the following two scenarios: 

1. broadcasting the original video content to all nodes, so that each one can locally 
process queries, 

2. broadcasting the unknown object query to all nodes, and wait for a response by the 
network. 

In each case, a substantial amount of overhead would strain the network's resources, 
so [SPKK] proposes a hierarchical dissemination of information where each node 
only stores part of the feature vector of the queried object, but the network as a whole 
contains all of the relevant data to answer any query. They define a flooding based 
framework that spreads the feature vector out to n hops away from the node which 
first viewed an object. Later queries travel up the disseminated chain to retrieve the 
answer, where each node in the chain can either reject the query as a non-match, or 
allow it to pass one hop closer to the source node which makes the final decision. 
Their method involved much overhead which must be brought down to a minimum 
such that network communications are not strained. We incorporate the method 
proposed by [S1] where the node that first spots a target broadcasts the feature vector 
of this target to all of its horizontal neighbors. A query is performed by searching for 
this feature vector through all of its vertical neighbors. This way, full network 
broadcasting is avoided. Compared to the method proposed by [SPKK], we achieve 
fewer messages passed in the network for an arbitrary query. In case the sought after 
object is seen for the first time in the network, its query will come back empty, but 
will have to traverse the entire height of the network in search of an answer. Since we 
first send queries towards the closest edge of the network from the query node, and 
then away from the closest edge, our method can take more hops to result in an 
answer than the query method proposed by [SPKK]. In our experiments, we 
determine that when there is a positive outcome in 30% or more of queries, our 
method requires fewer search hops. 
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2 Literature Review 

The main issue with VSNs is the minimization of message size and reduction in 
overall network traffic. Uncompressed, or otherwise unedited visual information 
which is to be transmitted over the network requires high bandwidth, which makes it a 
natural selection for optimization in grid (mesh) network computing applications such 
as VSNs. [LDK] propose two methods of compressing and transmitting images in 
wireless sensor networks that save considerable energy. [YSV] present an energy 
efficient JPEG-2000 image transmission system over VSNs. [LLC, WA and WA2] 
articulate compression schemes for visual data that is to be transmitted though VSNs.  

The transmission techniques presented above were classified by [CWM] into 
single, multi hop, and finally end to end categories. [CWM] describe a forward error 
correction recovery mechanism for multi-path data transmission in VSNs and outline 
an algorithm for the tradeoff between end to end energy cost and reliability 
requirements of multi-path data transmission.  

An algorithm for obtaining the 'vision graph' of a VSN is described in [CDR], 
where two nodes in such a graph are deemed adjacent if their cameras have 
predominantly overlapping fields of vision. This case is preferable when the 3D 
structure and position of objects is a desired outcome, but it increases data traffic 
between nodes, and therefore overall network throughput and processing load. [DR] 
propose a method of auto calibrating such network based cameras based on belief 
propagation. Here, camera node neighbors communicate directly and match scene 
points in order to perform calibration.  

Apart from data compression and transmission algorithms, surrounding topics 
include data security, embedded visual systems and P2P VSNs. [LKZ] introduce a 
low complexity method of providing secure data transmission over VSN, which 
protects against eavesdropping attacks. [ABL] propose a system of traffic monitoring 
where individual cars and their license plates can be isolated. Arth and Bischof [AB] 
progress further in this field by developing an object recognition system based on an 
interest point detection linked to a vocabulary tree for real time surveillance. Their 
system is implemented on a DSP embedded device. In [PCPGM, QKRBS], the 
authors applied a multi-agent framework to the management of a surveillance system 
using a VSN. [FBBS] propose a distributed network of smart cameras for real-time 
tracking. They discuss the benefits of a distributed surveillance network compared to 
a host centralized approach. In [GB], the authors proposed a technique for tracking 
objects across spatially separated, uncalibrated, non-overlapping fields of view.  

[SPKK] studies the problem of determining whether any of the (distant) nodes in 
the network has previously seen the same or a similar object compared to the newly 
acquired one at one of the nodes. Thus, it deals with knowledge distribution (feature 
distribution) in visual-sensor networks.  

They propose a novel method for the distribution of features across a network of 
visual sensors, the hierarchical feature-distribution scheme (HFDS). Along with the 
HFDS, the candidate specifies four requirements, that have to be fulfilled by any 
recognition method, to ensure that the results of a recognition or matching in a 
distributed architecture will be the same as those in a non-distributed architecture. 
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Abstraction (requirement 1) provides a function that translates level N features into 
more abstract higher level N+1 features with reduced dimensionality, and reduced 
storage needs (requirement 2). There exists a metric which provides a measure of 
similarity between two feature vectors at each level N (requirement 3), which 
converges, meaning that the measure at level N+1 is not larger than the measure at 
level N. The main idea is that if there is no match at a higher level N+1 then there is 
no match at lower level N (requirement 4). 

[SPKK] discusses how one can map four basic pattern (object) recognition 
methods onto the distributed visual sensor network using HFDS. Those four basic 
methods are: template matching, histogram matching, subspace methods, and a 
random projection method. For each of those methods [SPKK] proves that they fulfill 
the four requirements, described above. This ensures, that they will be, recognition-
wise, equally successful in a distributed scenario, as in the non-distributed scenario. A 
few selected possibilities to map state-of-the-art methods for representation of visual 
samples on the distributed structure are: histogram of oriented gradients (HOG), 
pyramid of histograms of orientation gradients (PHOG) and covariance region 
descriptor (COV). 

[SPKK] selected the publicly available COIL-100 image database to test the 
proposed hierarchical feature-distribution scheme. It contains images of 100 different 
objects, each one rotated by 5 degrees, 72 images per object. Simulation was 
performed on rectangular 4-connected grid networks.  

Three feature distribution methods were simulated. In ‘flooding at match’, the 
captured image is stored locally, and each object search task is performed by flooding 
the lowest level 1 feature vector in the whole network. The node with the previously 
captured image will perform matching and respond to the node that detected the new 
object. Flooding means that each node receives a copy of the feature vector. In 
‘flooding-at-learn’, the captured lowest level 1 feature vector is flooded to the whole 
network. Therefore the node that detected the new image already has the knowledge 
of previous encounters of that object and can match immediately. [SPKK] proposes a 
third method, M-hier, hierarchical distribution scheme, the original feature vectors are 
flooded as follows. The detecting node is the only one with the highest level 1 feature 
vector. Its horizontal and vertical neighbors receive level 2 feature vectors from it. 
These neighbors in turn forward level 2 feature vectors to its  horizontal and vertical 
neighbors in an expanding direction. This process continues until reaching the highest 
defined level H. Afterwards flooding will continue by expanding level H features 
further to the remaining nodes in the network. During flooding, the coordinates of the 
source node can also be propagated in addition to the feature vector. When a new 
copy of an object is detected, it is compared with locally available feature vectors, at 
the level where that feature is available. For those that match, the highest level 1 
feature of the tested object are sent to the original source by backward links. The 
source node then can decide if there is a match. Comparison is included in the 
communication load on the network. It can be simplified by counting each transmitted 
feature vector of length L as load L (this is then proportional to message size). Please 
see Figure 1 for a depiction of the M-hier algorithm. The red, encircled node is the 
source from which the feature vector is propagated throughout the network. 
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Fig. 1. M-hier feature vector network dissemination 

Experiments in [SPKK] are performed using histogram matching only. The 
number of bins is a power of two, and feature vectors at level N+1 histograms are 
obtained using the mapping which combines adjoining bins from level N. That is, sum 
of data in bin 1 and 2 at level N produces datum in bin 1 at level N+1, the sum in bins 
3 and 4 produces datum in bin 2 etc. This object detection method has some 
limitations. First, it is a ‘whole image’ matching. Images contain mostly the main 
object and little background. Extraction of objects from larger images is not covered 
here, and can be done by separate image processing techniques.  This limitation will 
be also applied in our work, which will instead concentrate on the network scalability 
issue. 

The other limitation is that the correctness of object matching itself is not 
questioned here. Each judgment is assumed correct. Therefore there is no impact of 
threshold T on the performance, as ground truth is not established (only later in some 
real experiments to some limited extent). Similarly, this will also not be a focus of our 
investigation – we will mainly deal with the matching algorithm itself and its 
communication overhead. 

The main remarks is that proposed M-hier algorithm is not sufficiently scalable. It 
is still based on flooding the whole network, which consumes bandwidth despite 
reducing the  level of information. In the search phase, the lowest full size feature 
vector is still communicated between newly and previously detected locations. 

[SLJ] overcomes message flooding deficiencies, by proposing a quorum-based 
location service. The destination node registers its location along a ‘column’ to form 
an update quorum. The source node makes a query along a ‘row’ to form a search 
quorum. The destination location is detected at the intersection between the update 
and search quorums. The overhead of each routing task, including location service, is 
O(√n), where n is the number of nodes in the network. In Figure 2, we depict the  
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Fig. 2. [SLJ] full feature vector horizontal dissemination, vertical query from node Q 

horizontal feature vector spread and vertical query method proposed by [SLJ]. The 
full feature vector is spread horizontally throughout the entire grid, and all queries are 
performed vertically.  

3 Contribution 

We address the scalability issue with the work of [SPKK], and correct it using the 
scheme proposed by [SLJ]. Essentially, we avoid the flooding strategy employed in 
SPKK to diffuse the feature vector of the target image throughout the network, and 
also shorten the hop count of the query message in order to get a result. 

3.1 Quorum Based Image Retrieval 

The feature vector can be any array of features which follow the rules set out in 
[SPKK]. Choosing the most accurate feature vector for general object detection is a 
research area of its own, and not a focal point of this paper. We focus on the overall 
hop count, and minimizing message traffic in the network. For our purposes, we 
selected edge orientation histograms as the main feature vector. The feature vector of 
each image is transmitted to each horizontal node, and queries are done vertically as 
proposed by [SLJ]. We modify the query algorithm so that the query node first notes 
its location relative to the edges of the network, and performs the search up or down 
first depending on its proximity to the border of the network. This way, fewer 
messages are passed in the network, at the expense of time required to get a result.  

Queries performed in [SPKK] can only be answered at the source node, which 
means that each query must travel to it and back in order to be answered. In the worst 
case, there can be at most 2√n hops required to reach the  node which contains the full 
feature vector, and another 2√n for the answer to reach the query node, where n is the 
number of nodes in the network. 
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3.2 Feature Extraction from Sub-Images 

We determine that images can be divided into k2 subimages by dividing rows and 
columns into k parts. A feature extraction method with d dimensions can be applied 
on each of subimages. This together gives k2d-dimensional feature representation. 
Feature reduction is then obtained by reducing 4 subimages into a single image (then 
k=1,2,4,8,…). The four properties given in [SPKK] can be proven for a wide range of 
specific feature extraction methods. This way, HLAC, SIFT, Viola’s Haar wavelets 
etc. can replace the simple histogram based features. 

3.3 Q-Hier Based Feature Distribution 

The direct improvement of M-hier [SPKK] is then Q-hier as follows. The feature 
vector of the detected object is distributed in its row only, instead of the whole 
network. Each search is then performed in the column of the query node, by 
transmitting the lowest level 1 feature vector. A match can be determined at the node 
which intersects the query column and the feature row. If there is no match, the search 
stops. In case of a match, the lowest level 1 feature is forwarded toward the original 
source, and can be tested similarly along the route, stopping with the first failure, or 
reaching it for final test (if it is the only node with the originally stored lowest level 
feature vector then only that node can make a positive decision). Compared to M-hier, 
row distribution may be unnecessary in case of the first mismatch. But flooding the 
whole network is avoided. 

Note that if we have only one level of feature vectors (H=1) then Q-hier is simply a 
quorum based scheme. Since we will only simulate rectangular networks, it is then the 
basic row-column variant of it. Its superiority over M-hier for H=1 is then already 
demonstrated in the original papers on the quorum scheme [SLJ]. We implement this 
scheme in our experiments. 

3.4 iMesh: Multiple Image Copies 

Next, [SPKK] assumes that one image is stored in only one node, throughout the 
process. This does not address the third, fourth etc. appearance of the same image. 
The node that discovered an object for the second time in the network can also serve, 
together with the original node, in matching for further appearances. If several copies 
already exist then iMesh from [LSS2] can be used. Again, for H=1 there is no 
difference in algorithm and performance gains compared to [LSS2]. 

4 Results and Discussion 

We constructed a test set of 100 arbitrary images that were used to verify our 
theoretical results. The [SPKK] algorithm was compared with our own work on a 100 
x 100 node grid. We chose to compare our Q-hier scheme with H=1 to their M-hier  
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algorithm. The experiment was set up to choose a random image from the test set, and 
compute its feature vector based on its histogram of edge orientations. This vector 
was then diffused in the network via the schemes proposed by the competing 
algorithms. Random nodes were then chosen in the network that issued queries based 
on feature vectors computed from the other images in the test set. The hop count of 
retrieving an answer to a query was counted and compared between the two 
algorithms. It was observed that [SPKK] outperformed our algorithm in terms of hop 
count when the number of occurrences of the queried image not being in the network 
was very large. As the number of positively answered queries approached a threshold 
of 90%, our algorithm produced better results. This means that once the network 
becomes aware of its surroundings, our algorithm tends to outperform the scheme 
proposed by [SPKK]. We implemented the variant where only one row of the network 
contains the feature vector, which decreases message traffic, but increases the hop 
count of typical queries.  

The input to the algorithm is a set of 100 images: (I1, I2, ... I100), and a grid 
network of size n x n. The expected output is the average number of hops required to 
determine if image I has been previously seen in the network. For each iteration of the 
experiment, a random node is selected as the source node in the network. The edge 
orientation histogram (or any variant of a feature vector) is spread horizontally to all 
nodes in the same row as the source node. Random nodes are then selected in the 
network and query images are assigned to them. Each query image is converted to its 
corresponding feature vector, and queries are processed vertically through the 
network. Feature vectors are compared using correlation to determine whether the 
query image is present in the network. 

4.1 M-Hier-H, Q-Hier-H, M-Hier-B, Q-Hier-B: Feature Level Distribution 

Determining the best level distribution remains to be investigated. This is not resolved 
even in the original solution, because the initial node can calculate all levels and 
immediately flood the highest level to the whole network. This can be defined as 
method M-hier-H. There will be a reduction in communication cost, and no modest 
savings in the search phase, since tests at higher level would trigger more contacts to 
the source that eventually prove false. Similarly Q-hier-H can be defined, which 
restricts communication in rows and columns. 

Further options include dividing these levels in different ways. For example, a 
balanced method may divide the number of rows (assume C=R for simplicity) R by 
the number of levels H, and reuse each level R/H times. This may define two new 
algorithms M-hier-B and Q-hier-B, respectively. 
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Abstract. The ultimate test for many network layer protocols designed
for wireless sensor networks would be to run on a large scale testbed.
However, setting up a real-world large scale wireless sensor network
(WSN) testbed requires access to a huge surface as well as extensive
financial and human resources. Due to limited access to such infrastruc-
tures, the vast majority of existing theoretical and simulation studies in
WSN are far from being validated in realistic environments. A more af-
fordable approach is needed to provide preliminary insights on network
protocol performances in large WSN. To replace large and expensive re-
alistic testbeds, we introduce a novel approach to emulation. We propose
a specifically designed experimental setup using a relatively small num-
ber of nodes forming a real one-hop neighborhood used to emulate any
real WSN. The source node is a fixed sensor, and all other sensors are
candidate forwarding neighbors towards a virtual destination. The source
node achieves one forwarding step, then the virtual destination position
and neighborhood are adjusted. The same source is used again to repeat
the process. The main novelty is to spread available nodes regularly fol-
lowing a hexagonal pattern around the central node, used as the source,
and selectively use subsets of the surrounding nodes at each step of the
routing process to provide the desired density and achieve changes in
configurations. Compared to real testbeds, our proposition has the ad-
vantages of emulating networks with any desired node distribution and
densities, which may not be possible in a small scale implementation,
and of unbounded scalability since we can emulate networks with an ar-
bitrary number of nodes. Finally, our approach can emulate networks of
various shapes, possibly with holes and obstacles. It can also emulate
recovery mode in geographic routing, which appears impossible with any
existing approach.
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1 Introduction

A plethora of theoretical results and practical applications have emerged from
the wireless sensor networks (WSN) research domain. One of the main issues in
WSN is experimentation on real testbeds. The vast majority of existing testbeds
consist of several dozens of sensor nodes. They satisfy the need for experimenting
with centralized algorithms in small scale deployments. However experimental
evaluation of network layer protocols intended for large scale WSN is still un-
fordable to most researchers due to several issues. The cost of buying a large
number of sensors to start with, most researchers normally do not have such re-
sources. Then the need to deploy them physically in vast environments. Finally,
providing appropriate human resources for their maintenance. Thus, the most
popular way for validating and comparing algorithms and solutions is through
carefully driven simulation [15], using different types of software simulators such
as ns-2, OPNET, WSNet. There is a handful number of existing large scale
sensor network deployments, such as Senslab [13], Wisebed [20], GreenOrbs [8],
allowing researchers to test their solutions in a real environment. Using these
testbeds for validation and comparison of protocols raises two main challenges:
scalability (how protocols perform on larger networks?), and pattern (sensors
are usually placed in a regular structure and with certain density which limits
possible patterns for investigation).

A compromise between simulation and real testbeds is emulation. Emulation
combines elements of real environment experimentations with some assumptions
normally taken during simulations. It generally has realistic parameters which
are directly incorporated (by software) into the architecture being used [14,17,6].
Sometimes all nodes are real. Virtual nodes might also be added [3]. In Wisebed
project [20], simulated node corresponds to either existing or virtual node. Links
between virtual nodes, between a real and a virtual node, and even links between
two real nodes are simulated (parameters are sent to a base station that makes
simulated decisions and returns communication results back to the real partici-
pating nodes) [20].

A solution based on using smaller networks to emulate the behavior of the
large scale networks has been proposed [9]. Up to 50 sensors, all within a 1-hop
neighborhood, are deployed. The real source node is placed at the center of a
real 1-hop neighborhood, while the destination is virtual and placed outside this
neighborhood. The process of emulation is performed as follows. (i) The message
is being held at the source node S, all available nodes serve as actual one-hop
neighbors, and S chooses the best forwarding node B among them, according to
the routing algorithm. (ii) Node B is remapped to source node S and the posi-
tion of the virtual destination is recalculated, translating it by the vector −−→BS.
In order to provide a realistic variability of the signal propagation conditions,
the virtual destination is also rotated around S. The goal is to change the set
of potential forwarders experienced by the source node S between the successive
steps as in real routing. We will refer later in the text to this as randomness of
1-hop neighborhood. (iii) Node S is again source node (after remapping from
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node B) and the process is repeated until the virtual destination falls within
1-hop neighborhood or the routing algorithm fails.

With this setup, we can provide realistic and accurate results using real sensor
nodes and real wireless links among them, while providing scalability for exper-
imentation scenarios with a virtually unlimited size of the emulated network.
Each sensor is provided with its own geographic location (by software following
actual measurements), and accurate location for all of its neighboring sensors.
The local neighborhood of the source node is fixed and a subset of the same
nodes are forwarding candidates at each hop. Emulation is only due to enforced
mapping of large set of virtual nodes to a small set of real nodes.

In this paper we propose a different approach to the emulation of large scale
wireless sensor networks. The main goal is to achieve better randomness of neigh-
borhood structure, and control network density at the desired level. We use
pseudo-randomness instead of full randomness in the location of neighbors. Our
43 nodes are deployed in a hexagonal pattern. We also “return” the message
from the forwarding neighbor back to the initial source node by our additional
software links, so that the next step may be carried out. However we do not need
to rotate the virtual destination node. Instead, the original full size simulated
network is translated so that the source node is the origin, and its neighbors
from simulated network are all rounded to their nearest physical node from the
actually deployed hexagonal network. Consequently, only a subset of the nodes
forming the real hexagonal network are considered as forwarding candidates,
and this set changes at every routing step. We have evaluated our system on
greedy geographical algorithm (GARE) and cost over progress greedy algorithm
(COP_GARE) [9] as well as XTC algorithm [19].

In Section 2 we give more details on emulation of sensor networks and related
work. The description of our emulation setup with the details on the theoretical
background are given in Section 3. We present results obtained with this emula-
tion framework and evaluate their accuracy in Section 4. Finally we summarize
and give conclusions in Section 5.

2 Related Work

The ultimate test for many protocols would be to run them on an existing real-
world large scale wireless sensor network testbed [20,13,1]. The largest WSN
testbed in the world is GreenOrbs which consists of 1 000+ deployed sensors [8].
Physical testbeds for WSN systems tend to be small in scale, expensive to main-
tain and time consuming to set up, mainly due to the huge amount of human
resources needed [3]. They also lack in flexibility, offering only a fixed topology
and limited heterogeneity and programmability. Repeatability is most of the time
impossible since many relevant operating parameters are beyond user control.

2.1 Different Approaches to Emulation

Different approaches have been proposed for emulation so far. The main goal is to
overcome the shortcomings of simulation while staying away from the complexity
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of real world experimentation and providing a certain level of repeatability. It
duplicates the functionality of one system in terms of another system, offers
greater fidelity than simulation and greater flexibility than physical testbed.
Nevertheless, in the literature, the term emulation has been endorsed by different
approaches.

Emulation of large scale networks has been studied in a variety of contexts
[2,10,5]. Few different types of approaches are proposed. The main goal in all
approaches is to overcome the deficiencies of simple simulation either with envi-
ronment emulation — in which the characteristics of the real nodes are built-in
and executed in simulator — or using network emulation — in which each node
communicates with a real node in order to obtain more accurate results. Fall [4]
distinguishes network emulation — where real traffic is exchanged between real
and simulated nodes — and environment emulation — where real implementa-
tions are embedded in a controlled environment.

One of the first definitions of emulation was proposed by Ke et al. [7] by using
a combination of simulated and real sensors. They have added three simulator
modules, real time scheduler, network objects and tap agents, to achieve better
cohesion with the hardware and to better simulate it in the ns-2 simulator.
Two real machines are attached to the endpoints of the network producing the
traffic that is later injected to emulated nodes by the ns-2 server. Satisfactory
results were obtained for the emulation of 10 to 120 mobile nodes. However the
experiments could not be carried out in real time.

A similar concept can be found in SensorSim [12], where the authors propose
hybrid simulations. They combine real sensor readings (geophone, microphone
and infrared detector) with simulated nodes in order to get more realistic event
detection in military scenarios.

Object-oriented representation of sensors, communication channels and phys-
ical media (mobility model, power model, etc.) has been used in J-Sim [14].
In this approach, a virtual simulation environment is integrated with a small
number of real hardware devices to facilitate performance evaluation of real-
life devices at a large scale. Application specific models are developed using an
object-oriented model, subclassing the simulation framework. The environment
is thus well controlled and hardly tunable to fit any other deployment context.

Physical layer emulation has been proposed using an FPGA based DSP en-
gine [6]. RF signal propagation in a physical space can be emulated for a wide
variety of wireless devices. This work focuses on channel emulation and provides
satisfactory results for higher layer performance evaluation of real systems in a
controlled propagation environment.

Coulson et al. [3] have described a virtual testbed model for flexible experi-
mentation in WSN by seemingly integrating physical, simulated and emulated
sensor nodes and radios in real time. It was also demonstrated as part of the
WiseBed [20] project. Their main approach to emulation is to add simulated
nodes, emulated nodes, virtual links between two nodes (each endpoint could be
a real, emulated or simulated node) and support different inter-node connectiv-
ity patterns in a physical testbed. Virtual link between two physical nodes can
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be created by connecting each of them to a base station, connected via Internet,
and simulating the link performance in real time under different parameters from
those currently present in the testbed. A base station connected to a physical
node can similarly run a virtual link between a physical and a simulated node.
However, the concept of emulated node and virtual links involving such nodes,
has not been properly defined or exemplified.

2.2 Emulation Using a Real One-Hop Neighborhood

Our current emulation framework is based on an idea introduced in previous
work [9]. A set of real nodes is placed randomly using the MIN-DPA algo-
rithm [11] in a 1-hop neighborhood of the designated central node S, within
a circle of radius r. The routing destination D is situated further away from the
1-hop neighborhood, and is a virtual node. This setup is depicted in Fig. 1.

At each step, node S chooses a new forwarding node (e.g. node B) according
to the routing algorithm being used. Then the packet being routed is delivered
to the selected next hop over the real radio link — with medium access, propa-
gation and interference. When using greedy routing, the packet makes progress
towards the virtual destination D, if at least one neighbor is closer to D than
S. The coordinates of the virtual destination D are updated by −−→SB and cor-
respondingly, node B, the new holder of the packet in transit, is translated to
the original source node S. This translation allows to reuse the same physical
nodes as forwarding candidates in the next step. In other words, the virtual
destination D can be considered closer, at the new position D′, to same 1-hop
neighborhood, and mobile. The same procedure is repeated until the position
of the virtual destination D falls inside the 1-hop neighborhood, i.e. it can be
reached directly. In this final step, routing towards the nearest physical neighbor
to D is performed.

One problem with this approach is that the layout and size of the 1-hop
neighborhood of S does not change between successive routing steps, which is not
realistic. To overcome this to a certain extent, D′ is further rotated by a random
angle to a new position D′′ as shown in Fig. 1. Hence the actual candidate
neighborhood subset is rotated at each step, while preserving the distance to
the source. This results in more variability in the 1-hop neighborhood, providing
more randomness in the emulated neighborhood along the path. Obviously, we
cannot expect full randomness of the 1-hop neighborhood with such a rotation.

The other problem with this emulation is that the neighborhood density is
fixed at the very beginning, at deployment stage, and is not changed or controlled
later during emulation. Further, while rotating the virtual destination increases
the randomness of the neighborhood, it does not allow to control an experiment
with obstacles and deal with sparse networks. When no neighbor is closer to
destination than the current node, recovery mode is called upon. Recovery mode
cannot be emulated with this approach, because the rotation of the neighborhood
will interfere with the mandatory traversal of particular faces of the Gabriel
graph.
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Fig. 1. One-hop neighborhood of S, translation and rotation of D

3 Mapping the Simulated Network to a Hexagonal
Neighborhood

Our emulation approach improves upon the one proposed in our previous work [9],
and differs from the other emulation approaches existing in the literature. We
use realistic radio communications and aim to use the real radio links, with-
out simulating them. This makes our approach fundamentally different from the
other aforementioned emulation methods.

Our emulation framework uses a small wireless sensor network, up to 50 sensor
nodes, to study the behavior of large scale wireless sensor networks. Instead of
the random neighborhood structure described in 2.2, we deploy a set of sensors
in a grid-like structure based on regular hexagons. Randomness and different
densities of the 1-hop neighborhood are achieved at each step by using only a
subset of the nodes in this regular structure.

Our 1-hop environment consists of 43 WSN430 sensor nodes placed in a hexag-
onal grid P as shown in Fig. 2 (dotted part named physical hexagonal grid P ).
The origin S is positioned at the center of this structure. At each emulation step,
only node S forwards the routed packet over a real radio link. The positioning
of the sensor nodes following a hexagonal pattern ensures that in two succes-
sive steps, each node lying at the intersection of two successive neighborhoods,
translates to one of the nodes of the real network grid, due to central and axial
symmetry of the proposed structure.

Emulation using this regular hexagonal structure can be explained in the
following way. Suppose that we have a network H with nodes generated randomly
or by following any desirable distribution. This network is composed of a large
number N of nodes to simulate, e.g. N > 1 000, see Fig. 2. The source U and
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step N-1

step N

Emulated network H

Physical 
hexagonal grid  P

Active physical node
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V

U
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W

Fig. 2. Mapping the simulated neighborhood of the simulated source node to the real
nodes surrounding the real source node of the physical network in two consecutive
routing steps

destination V are set for a routing task. We translate U to the center S of
our physical network P . Both networks have the same transmission radius — if
necessary, additional scaling can be performed to achieve that. Destination V is
translated to virtual destination D. Each neighbor W of the source node U is
translated to the virtual node W ′ in the neighborhood of S. This virtual node is
mapped to physical node F by rounding its coordinates to the hexagonal grid,
that is, it is mapped to its nearest physical node. The set of neighbors of U is
mapped to a set of neighbors of S, marked by filled discs in Fig. 2. This means
that some neighbors of S from P are activated, while others are deactivated for
the next routing step. We then use the physical links to activated nodes to select
the forwarding node F among them, whose origin is simulated node W from H .

Then W becomes the new source node. We translate H further by vector
−−−→UW , which then moves also the destination to a new position. This new neigh-
borhood will map to a new set of activated nodes around S. Note that the set of
previous and current source neighboring nodes overlap, and that this intersec-
tion results in a neighborhood structure that is preserved but translated, which
is represented as a shaded region in Fig. 2. This procedure is repeated until we
reach destination D or the routing algorithm fails.

The main advantage of our method, even compared to the full size exper-
imentation, is the ability to work with arbitrarily dense networks, by placing
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the appropriate number of nodes in the 1-hop neighborhood. Furthermore, the
source node S can have a different neighborhood across successive steps, by us-
ing only a subset of the regular structure as candidate forwarders. Although
highly regular, this structure is offering significant variety in node placement
and distance to central node S. This approach allows to emulate a wide range
of densities. However at too high densities, several simulated nodes could map
to the same physical node, which poses the limit on this emulation.

The ultimate advantage of our method is its unlimited scalability. It can pro-
vide virtually unlimited network scenarios. We will obviously sacrifice some ac-
curacy and fidelity, but are likely to gain much more insight compared to pure
simulations. Our method can be applied on existing testbeds, from 50 to 1 000
nodes, to emulate the performance of even a million sensors network.

4 Experimental Results

4.1 Experiments Using the Basic Emulation Setup

This section contains experimental results obtained using the basic emulation
idea from previous work [9]. The experiment was done using a physical testbed
consisting of 43 WSN430 sensor nodes [21]. The first phase of the experiment
serves to gather statistics on link qualities, used directly afterwards for evaluating
the routing algorithms. During this phase, each node transmits a batch of 128
messages, one node at a time, while the other nodes are measuring the number of
successfully received messages from each node separately. Each node transmits
1 024 messages in 8 series. Statistics on link qualities from each separate node are
gathered in the central node S (referent node). This allows to compute ETX(uv)
(expected transmission count) for the whole 1-hop neighborhood link set and use
it as part of the routing metric.

We calculate ETX(uv) for each given link uv as:

ETX(uv) =
1

p(uv) · p(vu)

where p(uv) and p(vu) are message reception probabilities based on measures
over 1024 sent messages between nodes u and v. For our case where nodes are
static, the reception probability does not change significantly over time (standard
deviation in the number of received messages in separate series was 4.61%).
This ETX measure is used during the routing phase. We have evaluated the
performance of three different geographical routing algorithms, XTC [19], GARE
(greedy algorithm in real environment) and COP_GARE (cost over progress
greedy algorithm in real environment) [9].

GARE is a localized greedy routing algorithm where the current node makes
routing decision based on its position, the position of the destination, and its
1-hop neighbors. We calculate locally the Relative Neighborhood Graph (RNG)
using ETX(uv)

|uv| as a weight function for link uv. The longest edge in each triangle
is not considered as a candidate for forwarding. Among RNG links, the one
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which provides the largest progress towards the destination is selected. If there
is no RNG edge with positive progress, the next node is chosen using the same
criteria of minimal distance to destination, among the remaining edges.

COP_GARE is based on the COP algorithm [16] adjusted by using ETX as
a weight function. Among the neighbors with positive progress, we choose the
one with the minimum ratio ETX(uv)

|ud|−|vd| , where progress |ud|− |vd| is the difference
between current distance from the destination |ud| and possible distance |vd|.

Similarly to GARE, XTC [19] is based on the RNG structure, but it uses only
ETX as a weight function. This algorithm prefers the most reliable and at the
same time the shortest links.

The success rate was 100% for all algorithms due to the high density of the
1-hop neighborhood (the node degree of the source node was 41 at every step
of the emulation) and the uniform placement of the sensor nodes which allowed
the routing algorithms to have positive progress at every step.

All the routing algorithms demonstrated their expected behavior. XTC had
the highest total number of hops and retransmissions, because it systematically
selected short RNG edges. GARE algorithm shows overall improvement in energy
consumption (smaller number of hops), using longer links with slightly worse
ETX . COP_GARE outperformed GARE and XTC since it did not restrict
to the RNG neighborhood subset. We present performance results of the three
routing algorithms averaged over 100 runs in Table 1.

Table 1. Performance comparison with randomized graph orientation

Routing algorithm Total No. of transm. Total No. of hops

XTC 6 196 5 820
GARE 4 948 3 103

COP_GARE 2 162 1 536

4.2 Emulation Using a Hexagonal Grid Neighborhood

This new emulation setup is introduced to avoid using a rotation of the virtual
destination, and to use only a subset of the available neighbors instead of the
full set, as elaborated above.

The large scale simulated network was generated using an adapted version of
the MIN-DPA algorithm [11]. MIN-DPA algorithm generated connected graphs
with no crescent holes. In a nutshell, MIN-DPA calculates first an approximate
transmission range r such that the expected node degree is equal to d (desired
density). It then places n nodes sequentially, in n rounds. The i-th node is placed
based on the positions of previous i− 1 nodes. Approximate degrees dj of nodes
already placed (based on r) are calculated. Proximity constraint is satisfied if
node i is not isolated from the previous nodes based on the approximate range
r and it is no closer than dmin to any of the previous nodes. The next node is
placed in the neighborhood of node with minimal dj value.
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(a) Average number of hops for routing algorithms

(b) Average number of retransmissions per hop

Fig. 3. Comparison of the results for emulation and simulation

We performed two simulations, and compared same algorithms over the same
network scenarios to show proof of concept of our approach and to emphasize its
benefits. One simulation does not use any concept of emulation. It simply runs
same algorithms on the full network. The results are labeled by "Simulation"
in Figure Fig. 3. The second simulation follows our emulation setup. The ac-
tual emulation (physical testbed) was not carried. Instead, the whole process, as
described here, was simulated. Thus we simulated the emulation process. Emu-
lation was simulated using the placement of 43 sensor nodes in a hexagonal grid
in a 1-hop neighborhood of radius r = 5m. The results are labeled with "Emu-
lation" in Figure Fig. 3. Both "simulation" and "emulation" were carried based
on the same physical layer models. In that sense, the comparison made shows
the pure impact of our emulation, and results are more realistic then if the com-
parison were made with testbed simulation, where physical layer and its impact
would be unpredictable, and comparison with "simulation" is difficult. Overall,
Figure Fig. 3 shows small difference between "simulation" and "emulation" in
all cases.

We proceed by evaluating the performances of different geographical rout-
ing algorithms based on ETX measurements. As in 4.1, we implemented XTC,
GARE, COP_GARE and additionally LEARN-G. LEARN-G is a variant of the
LEARN algorithm [18] with an additional greedy step. In LEARN the source
node S, aiming for destination D, chooses the neighbor N in the restricted
neighborhood, such that �NDS ≤ π

3 , that has lowest energy mileage, given as
Energy(SN)/|SN | where Energy(SN) is the energy needed to send a message
from S to N . If there is no such neighbor LEARN-G switches to greedy that
does not impose restrictions on the angle.

For each run we have 4 source nodes, situated in the 4 different corners of the
network. The total number of nodes in this network is 1 012 with an average node
degree of 10. Routing is performed across the diagonals to reach the destination
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situated in the opposite corner of our simulated network. We measured the total
number of hops needed to reach the destination and the average number of
retransmissions needed at each step.

We obtained a 100% success rate for all the routing schemes (all of them
are greedy with no face recovery phase) since all generated topologies were of
sufficiently high density to allow greedy routing to make advance at each step.

The results are shown in Fig. 3 and are similar to the one presented in previ-
ous work [9]. XTC shows the largest number of hops, while LEARN-G has the
smallest number of hops, since it is favoring longer links.

The performances of GARE and COP_GARE are situated between LEARN-
G and XTC, since they are both using mid-sized edges. The biggest difference
between simulation and emulation is for the case of LEARN-G, see Fig. 3(a):
it has a slightly smaller number of hops per route for the case of simulation
which can be explained by the fact that the algorithm was not constrained to
the 1-hop neighborhood, as it was the case with emulation, but it could have also
used neighbors outside the 1-hop neighborhood. The situation with the number
of retransmissions is also similar, the smallest number of retransmissions is for
XTC, GARE has the largest number, among the 3 algorithms used in [9], while
COP_GARE performs in between having the lowest overall energy consump-
tion. LEARN-G is using the longest links thus requiring the highest number of
retransmissions. The difference in the number of retransmissions between emu-
lation and simulation comes from the already mentioned difference in the links
used.

5 Conclusion

Emulation improves the quality of results over simulation by taking into account
more accurate environmental data or/and more realistic and complex models to
represent sensor nodes or radio propagation. The main novelty in this paper is
to imitate the behavior of a real large network deployment by using just small
subset of the sensor nodes that would be required. With our previous work [9]
we have given insight on the basics of the emulation and as well a proof of the
feasibility of the real world implementation. In this paper we go a step further:
we improve the emulation so it more closely resembles real world scenarios.
Emulated networks can have an arbitrary number of nodes and a desired node
distribution and density. Human effort and code complexity remain reasonable,
still allowing large scale experimentation.

Our simulations, using the principle of small testbed of 43 WSN sensor nodes
show that we can retrieve valuable and repeatable simulation results for a spe-
cific type of problems. We have created an environment that is using the same
principle as emulation explained in this paper, but with higher consistency of
retrieved results. Future work will include experimental results with emulation
on a real testbed. Mobility could also be included in our scenarios.
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Our emulation approach can also be applied on already deployed large scale
sensor testbeds, like GreenOrbs [8], the largest sensor network in the world which
consists of 1 000+ deployed sensors. Would this network scale to 1 000 000+
nodes? What changes should be made to the CTP protocol to allow much larger
deployments? The bottlenecks of existing large scale deployments could be stud-
ied and remedied using an emulation approach, as advocated here, on already
large WSN, e.g. GreenOrbs would be an ideal platform.

This approach can be used for many other network layer studies, such as
broadcasting, geocasting and multicasting for example.
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Abstract. Transmission Control Protocol (TCP) designed to deliver seamless 
and reliable end-to-end data transfer across unreliable networks works impecc-
ably well in wired environment. However, when introduced to wireless net-
works, TCP performance degrades significantly due to the unpredictable nature 
of wireless environment and the subsequent loss of packets. TCP congestion 
window (cwnd) is considerably reduced because of the ensuing congestion con-
trol mechanisms thereby affecting TCP performance critically. In this paper, we 
propose changes to improve TCP performance by keeping congestion window 
as large as possible during the various phases of congestion control mechanism. 
We evaluate the performance using OPNET simulations and show how it fares 
against the widespread TCP Reno. 

Keywords: Wireless TCP, fast retransmission, fast recovery, retransmission 
timeout, congestion window, duplicate acks. 

1 Introduction 

Transmission Control Protocol (TCP) forms the backbone for transferring data across 
the Internet, providing end-to-end congestion control and continuous reliable data 
delivery services. TCP congestion control mechanism [1] makes sure of end-to-end 
data delivery without causing congestion en route to destination. TCP makes use of 
sequence numbering, congestion window and retransmission timer mechanisms to 
achieve sequential, congestion less and reliable services. TCP sender assigns  
sequence number for every packet sent and expects an acknowledgement for the same 
before proceeding with further data transfer. Congestion window (cwnd) is used  
to perform congestion control, which keeps track of the number of packets that can  
be sent by the sender without being acknowledged by the receiving side. Basically, 
congestion window decides whether TCP sender is allowed to send packets at any 
particular instance. TCP accomplishes reliable data delivery by deploying retransmis-
sion timer mechanism which detects packet loss and retransmits them. If an  
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acknowledgement is not received before the expiry of retransmission timer, TCP re-
transmits the packet and triggers congestion control.  

Alternate trigger for congestion control mechanism is duplicate acknowledgement 
(duplicate ACK) arrival at TCP sender. TCP receiver sends a duplicate ACK if the 
packet is received out of order. When the TCP sender receives duplicate ACKs 
beyond a certain threshold, it assumes a packet loss and fast retransmission and fast 
recovery mechanisms are triggered.  

During congestion control, TCP Reno reduces the congestion window and abstains 
from sending packets to avoid further escalation of congestion. When TCP Reno  
encounters an RTO (Retransmission Time-out), it enters slowstart by reducing con-
gestion window to 1 and slowstart threshold (ssthresh) is set to half of existing con-
gestion window. During slowstart phase, cwnd is increased additively for every  
acknowledgement received till ssthresh is reached. Then it enters congestion avoid-
ance phase where cwnd is linearly increased by 1 maximum segment size (MSS) for 
every round trip time till a packet loss is detected.  

However, as compared to wired networks, in wireless networks a packet loss is not 
always due to congestion, rather they are caused by the inherent unreliable nature of 
the wireless transmission medium. Several techniques have been proposed to handle 
the volatile nature of wireless networks [7, 15]. In wireless networks, a packet loss 
may be due to poor channel conditions, high error rate, high link latency, handoffs, 
large round trip time etc. Congestion window, which decides the rate of packet trans-
mission, should be handled intelligently during these scenarios. The usual congestion 
control mechanism, which reduces the congestion window, will only help in decreas-
ing the TCP throughput rather than mitigating the congestion. Mechanisms should be 
used to keep cwnd as high as possible, while keeping the congestion under control. In 
this article, we present an approach towards a TCP sender side modification during 
slowstart and fast retransmit and fast recovery phases to keep the congestion window 
at higher levels so as to utilize the available bandwidth efficiently. Since cwnd is re-
tained at higher level it provides an enhanced performance in the wireless scenarios 
and the simulation results show that the modified TCP performance is considerably 
healthier than TCP Reno mechanism. 

The rest of this paper is organized as follows: Section 2 reviews some of the re-
lated work, Section 3 describes the proposed mechanism, Section 4 shows the simula-
tion and performance results and Section 5 concludes the paper with discussions and 
future work. 

2 Related Work 

Various schemes [4, 8, 11, 12] have been proposed in wireless networks to improve 
TCP throughput and to handle congestion indication in such a way that TCP through-
put is retained high. Lai et al. in [6] proposed an innovative TCP variant, known as 
TCP for non-congestive loss (TCP-NCL). TCP-NCL describes a new serialized timer 
approach in which a new timer, congestion decision timer, is started instead of initiat-
ing congestion control mechanisms immediately after a retransmission timeout. If the 
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corresponding acknowledgement is received before congestion decision timer expires, 
TCP sender continues with the normal data transfer without invoking congestion con-
trol mechanisms.  

Yongmei et al. in [16] suggest mechanisms to differentiate packet losses due to 
congestion from wireless losses. In the case of wireless losses, the authors suggest to 
modify congestion window based on bandwidth-delay product, which indicates the 
present network load. Bandwidth-delay product is derived from the rate of acknowl-
edgements received and round trip time. Chen et al. [2] propose a receiver-aided me-
chanism in which the TCP receiver monitors the contention state of the end-to-end 
connection and the TCP sender is informed about it via the acknowledgement me-
chanism. TCP receiver uses end-to-end delay as contention to decide network conges-
tion level and the same is notified to TCP sender, which decides the congestion win-
dow size based on it. 

The authors in [13] suggest that the entire lifetime of a TCP connection is allocated 
into a finite number of slots and a constant TCP congestion window is used during 
these slots where the network scenario is assumed to remain unchanged. The begin-
ning of a new slot triggers window recalculation and the congestion window would be 
set according to the connection’s available share in that slot. Elrakabawy et al. [4] 
proposed a new TCP congestion control algorithm in wireless networks, called TCP 
with adaptive pacing (TCP-AP). This algorithm measures the change of round-trip 
delay and determines the network congestion status based on the delay. TCP-AP es-
timates the appropriate congestion window size according to varying round-trip de-
lays, and the algorithm also introduces rate control during the congestion window 
adjusting to avoid outburst flows.  

Some study has gone into TCP congestion window overshooting problem. Nahm et 
al. [9] proposed a modified congestion window adaptation mechanism, in which, 
instead of increasing additively, TCP congestion window is allowed to increase every 
round trip time (RTT) by a certain fractional rate. Papanastasious et al. [10] proposed 
a slow congestion avoidance (SCA) scheme. During the congestion avoidance phase 
in traditional TCP mechanism, the cwnd value linearly increases by one maximum 
segment size (MSS) for every round trip time. In the SCA scheme, authors have de-
fined a new variable ca_increase_thresh indicating the number of ACKs received 
before TCP starts congestion window adaption. cwnd value is kept unchanged till the 
number ACKs received is smaller than ca_increase_thresh. Once the number reaches 
ca_increase_thresh, the cwnd value is increased by one MSS. This way, the cwnd 
value increases slowly mitigating the congestion window overshooting problem. 

Authors in [3, 14] discuss about routing mechanisms for achieving fault-tolerant 
connectivity in rapidly changing wireless environment. 

3 Proposed Mechanism 

The main notion of the proposed mechanism is to keep the congestion window as 
high as possible during congestion control. There are mainly two scenarios when 
congestion window is reduced. One is during a retransmission timeout (RTO) and the 
other is when the TCP sender receives a threshold number (usually set to three) of 
duplicate ACKs.  
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When an RTO occurs, TCP sender enters slowstart phase, where cwnd is reduced 
to 1 and ssthresh is set to half the value of existing cwnd. cwnd is increased additively 
till ssthresh is reached. When cwnd reaches ssthresh, it is further increased linearly till 
a packet loss is detected. The first idea of the proposed mechanism is to set ssthresh 
and cwnd to half the existing cwnd when a retransmission timeout occur, with a min-
imum of 2 * maximum segment size (MSS). This keeps the cwnd value considerably 
high so that a sudden decrease in TCP throughput is not observed. By reducing the 
cwnd to half, we reduce the probability of further congestion occurrence at the same 
time keep its value high enough for efficient use of the available bandwidth. The algo-
rithm for the above mentioned concept is as given below and corresponding flowchart 
is presented in Figure 1. 

if (retransmission timeout) 
{ 
 ssthresh = (send_max - send_unacked) / 2;  
 if (ssthresh <= 2.0 * send_mss) 
  {  
     ssthresh = 2.0 * snd_mss; 
  } 
  cwnd = ssthresh; 
} 

where send_max is sequence number of the latest packet sent, send_unacked is the 
sequence number of first unacknowledged segment and send_mss is the maximum 
segment size for outgoing segments. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flowchart for RTO handling 
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After receiving a threshold number of duplicate acknowledgements (usually set to 
three), TCP sender enters fast retransmit and fast recovery phase. During Fast Re-
transmit, the oldest segment in the retransmission buffer for which an acknowledge-
ment is not received will be resent immediately even though no timeout has occurred. 
After fast retransmission the congestion window is reduced to half of the existing 
congestion window. Also each duplicate packet is considered an ACK for an already 
sent packet and congestion window is thus incremented for each duplicate ACK re-
ceived and a packet is sent if the new congestion window size permits. The second 
idea of the proposed mechanism is to set cwnd to three fourth of the existing cwnd 
instead of half during fast retransmission. This keeps the cwnd value in the proximity 
of where it was before entering fast retransmission and fast recovery phase and avoids 
sudden decrease in TCP throughput. The algorithm for the above mentioned concept 
is as given below and the corresponding flowchart is presented in Figure 2. 

if (threshold duplicate acks received) 
{  
    ssthresh = (send_max - send_unacked)* 3 / 4;  
   if (ssthresh <= 2.0*snd_mss) 
    {  
      ssthresh = 2.0*snd_mss; 
    } 
    cwnd = ssthresh; 
} 

where send_max is sequence number of the latest packet sent, send_unacked is the 
sequence number of first unacknowledged segment and send_mss is the maximum 
segment size for outgoing segments. 
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Threshold duplicate 
ACKs received? 
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cate ACK, increment dupACK counter. 

 

Fig. 2. Flowchart for Duplicate ACK handling 

4 Simulation and Analysis  

In this section we describe simulation environment and parameter setting done for 
performance comparison between TCP Reno and modified TCP with the above men-
tioned changes. Simulation is carried using OPNET simulator. At MAC layer, stan-
dard 802.11g with data rate of 24 Mbps with 256 KB buffer size is used for all the 
simulations. The maximum number of retransmissions at MAC layer is set to 4 for 
packets larger than 256 bytes (Long_Retry_Limit) and 7 for other packets (Short_ 
Retry_Limit) as specified in IEEE 802.11 MAC standard. Nodes are using AODV as 
the routing protocol. At transport layer, TCP Reno with duplicate ACK threshold of 3 
and an initial retransmission timeout of 2 seconds is used. File Transfer Protocol 
(FTP) is used for all the data transfer over TCP. Best effort type of service is used for 
QoS purpose. Table 1 shows the parameters used for OPNET simulator. Different 
scenarios with multiple hops and single hop wireless connections are simulated and 
corresponding TCP throughput and congestion window size is compared.  
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Table 1. OPNET simulator parameters 

Parameter Value 

MAC data rate 24 Mbps 

MAC buffer size 256 KB 

MAC Long Retry Limit 4 

MAC Short Retry Limit 7 

Routing Protocol AODV 

TCP Version Reno 

TCP Duplicate ACK Threshold 3 

Initial RTO 2 seconds 

Single Hop Scenario: 

In single hop scenario, two nodes are talking to each other over wireless medium 
directly with congestion introduced at the sender side. FTP traffic is sent from sender 
to receiver using both the standard TCP Reno and our proposed TCP as transport 
layer protocol and compared against each other. From the results we observed that the 
average throughput is increased when the congestion window is kept at values nearer 
to where it was before congestion occurred. By using the proposed mechanism, con-
gestion window is retained at higher values and thereby higher TCP throughput is 
achieved.  

Figure 3 and Figure 4 show the TCP throughput and congestion window compari-
son, respectively, between TCP Reno and TCP with proposed changes, in single hop 
scenario. TCP throughput obtained using our proposed change is considerably heal-
thier and during our simulations we observed that on an average 20 – 25 % through-
put increase is achieved. Figure 4 shows that when proposed TCP is used the conges-
tion window is retained very close to the values before congestion started and simula-
tion results show that on an average, congestion window size is around 30 % higher 
than that achieved while using TCP Reno. 

Multi Hop Scenario 

We used a multi hop chain topology with four wireless nodes with congestion intro-
duced at the sender side. Again, FTP is used as the application protocol with TCP 
Reno and proposed TCP at the transport layer. All the nodes where using same TCP 
version during simulation. The proposed mechanism aids keeping the congestion 
window at higher values and thereby higher TCP throughput is achieved. From the 
results we observed that although the average throughput is increased it is considera-
bly less than single hop scenario.  
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Fig. 3. Single hop throughput comparison 

 

Fig. 4. Single hop congestion window comparison 

Figures 5 and 6 show the TCP throughput and congestion window comparison,  
respectively, between TCP Reno and TCP with proposed changes, in multi hop scena-
rio. During our simulations, proposed TCP in multi hop scenario achieved on an aver-
age 35 – 40 % higher throughput than TCP Reno and congestion window is around 45 
– 50 % higher than observed with TCP Reno. 
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Fig. 5. Multi hop throughput comparison 

 

Fig. 6. Multi hop congestion window comparison 
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Fig. 7. Single hop vs Multi hop throughput comparison 

 

Fig. 8. Comparison of throughput with multiple nodes 

 



482 B. Francis, V. Narasimhan, and A. Nayak 

It was observed that as the number of hops increased, the congestion increased due 
to link layer contention (related timers DIFS, SIFS, PIFS) and increased control traf-
fic (RTS / CTS).  As shown in Figure 7, the throughput observed is significantly less 
in multi hop scenario when compared to single hop scenario. 

Figure 8 shows a comparison of multi hop TCP throughput with different number 
of hops. We have compared proposed TCP throughput against 1, 2, 3, 5 and 7 hops. 
The results show that as the number of hops increases, link layer contention plays a 
big part in determining the throughput achieved. 

5 Conclusions and Discussions 

In this paper, we have proposed sender side TCP modifications to improve TCP per-
formance in wireless networks by incorporating two schemes. We have appraised the 
performance of the proposed schemes with extensive simulations using OPNET. The 
simulation results have confirmed that the proposed schemes have resulted in signifi-
cant performance improvement over TCP Reno. TCP Reno was chosen as the base 
TCP version due to its widespread use and better handling of duplicate ACKs. TCP 
Tahoe does not support fast recovery and TCP New Reno wrongly triggers fast recov-
ery when 3 or more packets are reordered. The important feature of the proposed 
scheme was to retain congestion window as near as possible to the value when con-
gestion occurs. Changes were made to handle congestion window calculation diffe-
rently during retransmission timeout and duplicate acknowledgement arrival. Also, 
the proposed changes were limited to sender side only so that it is easy to incorporate 
in existing wireless networks. 

The proposed mechanism works particularly well in scenarios where packet drops 
in wireless medium is significantly high. Since the congestion window is maintained 
high during the packet drops, the throughput achieved is considerably higher than 
other TCP variants. However, due to increased link layer contention in multi hop 
scenario, only increasing the congestion window would not suffice.  

During our simulation it was also observed that as the number of nodes involved 
increased, the throughput reduced significantly due to link layer contention. Our fu-
ture study will be directed to improve TCP throughput in accordance with link layer 
contention. In addition, our future work would involve the comparison of the pro-
posed mechanism in this paper with the mechanisms mentioned in [8], [11] and [12]. 

Acknowledgments. This work was partially supported by the grant, "Reliable and 
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Augé-Blum, Isabelle 42
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