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Abstract. A data warehouse is designed for the purpose of answering analytical 
queries, posed on them for decision making. The complex and exploratory 
nature of analytical queries which, when processed against large historical 
information in the data warehouse, consume a lot of time for processing. As a 
result, the query response time is high. Materialized views provide an 
alternative platform to address this problem of poor query response time. These 
views store aggregated and summarized information separately from a data 
warehouse with the aim of answering analytical queries. All views cannot be 
materialized, as the number of views is exponential in respect of number of 
dimensions. Also, optimal view selection is an NP-Complete Problem. Several 
view selection algorithms exist with most selecting views empirically or based 
on heuristics like greedy or evolutionary. In this paper, an algorithm based on 
iterative improvement, a randomized search heuristic technique for selecting 
top-K views for materialization is proposed. It is shown that the proposed 
algorithm, in comparison to a well known greedy algorithm, is able to select 
comparatively better quality views for higher dimensional data sets.  

1   Introduction 

A large amount of data gets generated, on daily basis, in the various local data sources 
spread across the globe. This data can be exploited for the purpose of aiding decision 
making. There are two ways to access this data namely, the on-demand approach or 
in-advance approach[36]. In the former, the data is integrated from these local data 
sources based on the content of the user query. The latter approach necessitates the 
data to be integrated aprior and stored in a central repository. The queries are then 
posed against this central repository. The latter approach, also referred to as the data 
warehousing approach, stores data in a central repository called a data warehouse.  

A data warehouse contains subject oriented, integrated, time variant and non-
volatile data with the aim of supporting decision making [13]. The historical data 
available in the data warehouse is used to predict future trends in data, which can be 
useful in laying out business strategies for future. Unlike the operational data sources, 
where transaction processing is done, data warehouse processing is done with the 
purpose of helping in timely decision making. Queries for decision making are usually 
analytical in nature and involve aggregation and summarization of data. This is carried 
out in an exploratory manner by continuously refining the original query till a desirable 
result is obtained. The major concern with these analytical queries is that their response 
times are very high when they are processed against a large data warehouse. This leads 
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to delay in decision making. There are several query optimization algorithms proposed 
in literature[5, 9] but they do not scale up, beneficially, for continuously growing data 
in a data warehouse[19]. An alternative approach concerned with materialized 
views[21] has been used to address this problem.  

Materialized views, unlike traditional virtual views, store data along with their 
definitions. These views contain aggregate and summarized information stored 
separately from a data warehouse. The queries, instead of being posed against the data 
warehouse, are posed against these materialized views. These being significantly 
smaller in size, when compared with a data warehouse, can considerably reduce the 
query response time. This can only be possible if these materialized views contain 
information that is relevant for answering user queries. The identification of this 
relevant information from the data warehouse is referred to as the view selection 
problem[6]. 

View selection is concerned with selecting appropriate sets of views, that can 
improve the query response times, while conforming to resource constraints like 
storage space, memory usage, CPU usage etc[6, 8, 37, 38]. View selection is formally 
defined in [6] as  “Given a database schema R, storage space B, and a workload of 
queries Q, choose a set of views V over R to materialize, whose combined size is at 
most B”. The views cannot be arbitrarily selected as it may result in selection of 
views that may not be capable of answering analytical queries and thus becoming an 
unnecessary storage space overhead. Further, as the number of views grows 
exponentially with increase in the number of dimensions, all possible views cannot be 
materialized due to available space constraint. Also optimal view selection, from 
among all possible views, is shown to be an NP-Complete problem[11]. Alternatively, 
views can be selected empirically or query based[1,2 3, 4, 7, 16, 17, 18, 23, 24, 29, 
30, 33] or based on heuristics like greedy[8, 10, 11, 22, 25, 26, 27, 28, 31, 32, 34, 35], 
evolutionary[12, 15, 39, 40] etc. This paper focuses on the use of randomized 
technique to select views for materialization. 

In this paper, an algorithm that selects top-K views, from amongst all possible sets 
of views in a multidimensional lattice, using Iterative Improvement[14, 20] is 
proposed. This algorithm considers each set of top-K views to be a state in a solution 
space with an associated total cost of evaluation all the views [11], referred to as Total 
View Evaluation Cost(TVEC). The algorithm selects top-K views by performing 
random series of downhill moves in the solution until it attains local minima. A pre-
specified number of local minima are computed and thereafter the top-K views with 
minimum TVEC, are selected.  The approach uses TVEC as defined in [11]. 
Experiments are conducted and the proposed algorithm is compared with the most 
fundamental greedy algorithm given in [11], hereafter in this paper referred to as 
HRUA, on the TVEC value of the views selected by them. The proposed algorithm is 
able to select comparatively better quality views.  

The paper is organized as follows: The proposed iterative improvement based 
approach is given in section 2. Section 3 compares the proposed algorithm with 
HRUA.  The conclusion is given in Section 4. 

2   Approach 

As discussed above, selection of views for higher dimensional data sets using 
deterministic algorithms becomes growingly infeasible, as the number of views grows 
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exponentially with the number of dimensions. To overcome this problem, another 
class of algorithms i.e. Randomized Algorithms, are used to select the views. 
Randomized algorithms consider each solution to be a state in a solution space with 
an associated cost, based on a problem specific cost function [14, 20]. These perform 
random walks on the state space via a series of moves, which are used to construct 
edges between different solutions in the solution space. Two solutions are connected 
to each other if, and only if, one can be obtained from the other by applying only one 
move. Algorithms in this category traverse the graph, so formed, and terminate as 
soon as a desirable solution is found or when the time limit is exceeded. The approach 
uses iterative improvement [14], a randomized search heuristic technique, for 
selecting top-K views for materialization. The iterative improvement algorithm is 
briefly discussed next.  

2.1   Iterative Improvement  

The Iterative Improvement algorithm successively improves the initial solution 
through the series of iterations. It is based on local optimization and uses a well 
known, hill-climbing, strategy. The algorithm is given in Fig 1. The algorithm starts 
by choosing a random initial state, Sinit. It selects some random neighbor, Scurrent,  of 
Sinit, and evaluates it. If it finds the cost of Scurrent lower than the cost of Sinit then Scurrent 

is considered as Sinit i.e. SinitScurrent and the move is performed in the next 
neighboring state. The algorithm performs a random series of moves, and accepts 
only downhill moves, until it reaches a local minimum. After a local minimum has 
been reached a new start state is generated randomly and the same procedure is 
repeated again with this state. This algorithm is repeated until a stopping condition is 
fulfilled. The minimum amongst all local minima is returned as the result [14, 20].  

Next, the proposed view selection algorithm, based on iterative improvement, is 
discussed. 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Iterative Improvement Algorithm[14,20] 

2.2   Proposed Algorithm 

The proposed algorithm based on iterative improvement[14, 20] is given in Fig. 2. 
The algorithm takes the lattice of views, with size of each view as input, and produces 
top-K views as output. 

BEGIN 
SET an initial value of minS as state with very high cost 
WHILE not (stop_condition) DO 

select a random state Sinit 
WHILE r-local minimum not reached DO 

Scurrent = random state in neighbor(Sinit) 
IF cost(Scurrent) < cost(Sinit) THEN Sinit  Scurrent 

   END DO 
IF cost(Sinit) < cost(minS) then minS = Sinit 

END DO 
RETURN (minS) 

END 
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Fig. 2. Proposed algorithm based on Iterative Improvement 

The algorithm first selects a random set of top-K views, VTop-K, from a 
multidimensional lattice. The top-K views are of the form (V1, V2, . . . , VK), where 
each Vi represents a view in the multidimensional lattice. The algorithm then 
identifies the neighbouring view VTop-K' of the randomly selected view VTop-K, by 
replacing any one view randomly in VTop-K by any other view in the multi-
dimensional lattice. The total cost of evaluating all the views (TVEC), as defined in 
[11], is used to compute the cost of randomly selected top-K view VTop-K and its 
neighbouring top-K view VTop-K' .  

If TVEC of VTop-K' is less than TVEC of VTop-K then VTop-K' becomes the new   
VTop-K else there is no change in the VTop-K. This identification of neighboring view of 
VTop-K continues till a predefined number of consecutively randomly picked 
neighboring views, i.e. VN, have TVEC values greater than the TVEC of VTop-K. VTop-

K is then stored in minVTop-K and its TVEC is stored in minTVEC. The algorithm 
again selects, randomly a set of views and repeats the above steps, continually 
updating the minVTop-K and minTVEC. The algorithm terminates when a pre-defined 
number of locally optimized Top-K views, i.e. VLO, are identified. The minVTop-K 
representing the Top-K views is then produced as output. 

As an example consider selection of top-5 views, in a 3-dimensional lattice shown 
in Fig. 3, using the proposed algorithm. The index of the view is shown in parenthesis 
alongside the name of the view. The size of the views is shown alongside the node in 
the lattice. 

INPUT: Lattice of Views along with the size of each view 
               VLO =Total number of local optimized TopKViews to be identified 

         VN =Number of consecutively randomly picked neighboring views with higher TVEC 
OUTPUT: minVTop-K  
METHOD: 
BEGIN 

Set minVTopK as Top-K views having very high TVEC 
WHILE (I < VLO)  
DO 

select a random Top-K views VTopK 

WHILE (J < VN)   
DO 

Select a random Top-K views, say VTop-K', in the neighbor of VTop-K 

        IF TVEC(VTop-K') < TVEC(VTop-K)  
            Assign VTop-K' to VTop-K 

     J=0 
           ELSE  

J=J+1 
    END IF 
   END WHILE 

          IF TVEC(VTop-K) < TVEC(minVTop-K)  
           minVTop-K = VTop-K 

                   minTVEC = TVEC(VTop-K)  
    END IF 

      I = I +1 
END WHILE 
RETURN minVTop-K  

END 
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Fig. 3. 3-dimensional lattice along with size and index of each view 

Since queries on root view cannot be answered by any other view in the lattice, the 
root view is assumed to be materialized i.e. view with index 1 is materialized.  
The selection of remaining top-4 views, given root view is materialized, is shown in 
Fig. 4. The pre-defined number of locally optimized Top-K views, i.e. VLO, is taken as 
2 and the number of consecutively randomly picked neighbors with higher TVEC, i.e. 
VN, is taken as 4. 

The first locally optimized Top-K views selected by the proposed algorithm are 
12765 i.e. views ABC, AB, A, B and C. The next locally optimized Top-K views 
found are17254 i.e. ABC, C, AB, A and BC. The TVEC value 231 due to views 
corresponding to 17254 is less than the TVEC value 235 due to views corresponding to 
12765. Thus the views selected by the proposed algorithm are ABC, C, AB, A and BC. 
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Fig. 4. Selection of top-5 views using Proposed Algorithm 

Next, experimental results showing comparison of the proposed algorithm (PA) 
with the most fundamental greedy algorithm HRUA is discussed. 
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3   Experimental Results 

Algorithms PA and HRUA were implemented using JDK 1.6 in Windows-7 
environment. The two algorithms were compared by conducting experiments on an 
Intel based 2.13 GHz PC having 3 GB RAM. The comparisons were carried out on 
parameter TVEC.  

Graphs were plotted to compare PA and HRUA algorithms on TVEC against the 
number of dimensions for selecting top-10 views for materialization. These graphs for 
the number of neighbors VN = 30, VN =40, VN =50 and VN = 60 are shown in Fig. 5. 
VN is denoted by n in the graphs. 

It is observed from the above graphs that, with increase in the number of 
dimensions, the TVEC value of views selected using PA is lower than those selected 
using HRUA for different values of VN used to compute the local minima. The 
performance of PA is best for VN=60 i.e. when 60 neighbors are used to compute the 
locally optimized top-K views. Further, it can also be noted from these graphs that the 
difference in the TVEC values becomes significant for higher dimensions. 

Thus it can be stated from the above graphs that the proposed algorithm is able to 
select reasonably good quality Top-K views in comparison to those selected using 
HRUA. Further, experimentations showed that the proposed algorithm is able to 
select Top-K views for dimensions higher than 10, where it becomes computationally 
infeasible for HRUA to select Top-K views for materialization. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Comparison of PA with HRUA – TVEC Vs. Dimension (n=30, 40, 50, 60) 
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4   Conclusion 

In this paper, an iterative improvement based view selection algorithm is proposed. 
This algorithm considers each set of top-K views to be a state in a solution space, 
comprising of possible sets of K views in a multidimensional lattice, with an 
associated cost TVEC. The algorithm performs random walks via a series of downhill 
moves, involving identification of neighboring sets of K views having lower TVEC, 
until it attains a locally optimized Top-K views i.e Top-K views with minimum 
TVEC is achieved. In this way it determines a pre-defined number of locally 
optimized Top-K views and then selects, from amongst them, the one having 
minimum TVEC. The proposed algorithm selects reasonably good quality top-K 
views. Further, experimental results show that the views selected using the proposed 
algorithm have comparatively lower value of TVEC, when compared with those 
selected using the most fundamental greedy algorithm HRUA. Furthermore, the 
proposed algorithm is able to select Top-K views for higher dimensional data sets, 
where it becomes computationally infeasible for HRUA to select Top-K views for 
materialization. Thus, it can be said that it is feasible to select fairly good quality 
views for higher dimensional data sets using the proposed iterative improvement 
based view selection algorithm. 
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