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Preface

The International Conference on Intelligent Computing (ICIC) was started to
provide an annual forum dedicated to the emerging and challenging topics in
artificial intelligence, machine learning, pattern recognition, image processing,
bioinformatics, and computational biology. It aims to bring together researchers
and practitioners from both academia and industry to share ideas, problems,
and solutions related to the multifaceted aspects of intelligent computing.

ICIC 2012, held in Huangshan, China, July 25–29, 2012, constituted the 8th
International Conference on Intelligent Computing. It built upon the success of
ICIC 2011, ICIC 2010, ICIC 2009, ICIC 2008, ICIC 2007, ICIC 2006, and ICIC
2005 that were held in Zhengzhou, Changsha, China, Ulsan, Korea, Shanghai,
Qingdao, Kunming, and Hefei, China, respectively.

This year, the conference concentrated mainly on the theories and method-
ologies as well as the emerging applications of intelligent computing. Its aim was
to unify the picture of contemporary intelligent computing techniques as an in-
tegral concept that highlights the trends in advanced computational intelligence
and bridges theoretical research with applications. Therefore, the theme for this
conference was “Advanced Intelligent Computing Technology and Applications.”
Papers focusing on this theme were solicited, addressing theories, methodologies,
and applications in science and technology.

ICIC 2012 received 753 submissions from 28 countries and regions. All pa-
pers went through a rigorous peer-review procedure and each paper received at
least three review reports. Based on the review reports, the Program Committee
finally selected 242 high-quality papers for presentation at ICIC 2012, of which
242 papers are included in three volumes of proceedings published by Springer:
one volume of Lecture Notes in Computer Science (LNCS), one volume of Lec-
ture Notes in Artificial Intelligence (LNAI), and one volume of Communications
in Computer and Information Science (CCIS).

This volume of Lecture Notes in Computer Science (LNCS) includes 84
papers.

The organizers of ICIC 2012, including Tongji University, made an enormous
effort to ensure the success of the conference. We hereby would like to thank the
members of the Program Committee and the referees for their collective effort
in reviewing and soliciting the papers. We would like to thank Alfred Hofmann,
executive editor from Springer, for his frank and helpful advice and guidance
throughout and for his continuous support in publishing the proceedings. In
particular, we would like to thank all the authors for contributing their papers.



VI Preface

Without the high-quality submissions from the authors, the success of the con-
ference would not have been possible. Finally, we are especially grateful to the
IEEE Computational Intelligence Society, the International Neural Network So-
ciety, and the National Science Foundation of China for their sponsorship.

May 2012 De-Shuang Huang
Changjun Jiang

Vitoantonio Bevilacqua
Juan Carlos Figueroa
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Abstract. A system identification algorithm is introduced for Hammer-
stein systems that are modelled using a non-uniform rational B-spline
(NURB) neural network. The proposed algorithm consists of two suc-
cessive stages. First the shaping parameters in NURB network are esti-
mated using a particle swarm optimization (PSO) procedure. Then the
remaining parameters are estimated by the method of the singular value
decomposition (SVD). Numerical examples are utilized to demonstrate
the efficacy of the proposed approach.

Keywords: B-spline, NURB neural networks, De Boor algorithm, Ham-
merstein model, pole assignment controller, particle swarm optimization,
system identification.

1 Introduction

The Hammerstein model, comprising a nonlinear static functional transforma-
tion followed by a linear dynamical model, has been widely researched [2,15,1,8].
The model characterization/representation of the unknown nonlinear static func-
tion is fundamental to the identification of Hammerstein model. Various
approaches have been developed in order to capture the a priori unknown non-
linearity by use of both parametric [16] and nonparametric methods [12,7]. The
special structure of Hammerstein models can be exploited to develop hybrid
parameter estimation algorithms [1,4].

Both the uniform/nonrational B-spline curve and the non-uniform/rational
B-spline (NURB) curve have also been widely used in computer graphics and
computer aided geometric design (CAGD) [5]. These curves consist of many
polynomial pieces, offering much more versatility than do Bezier curves while
maintaining the same advantage of the best conditioning property. NURB is
a generalization of the uniform, non-rational B-splines, and offers much more
versatility and powerful approximation capability. The NURB neural network
possesses a much more powerful modeling capability than a conventional non-
rational B-spline neural network because of the extra shaping parameters. This
motivates us to propose the use of NURB neural networks to model the non-
linear static function in the Hammerstein system. The PSO [10] constitutes a

D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 1–9, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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population based stochastic optimisation technique, which was inspired by the
social behaviour of bird flocks or fish schools. It has been successfully applied to
wide-ranging optimisation problems [13,14].

This paper introduces a hybrid system identification consisting two succes-
sive stages. In the proposed algorithm the shaping parameters in NURB neural
networks are estimated using the particle swarm optimization (PSO) as the first
step, in which the mean square error is used as the cost function. In order to
satisfy the shaping parameters constraints, the normalisation are applied in PSO
as appropriate. Once the shaping parameters are determined. The remaining pa-
rameters can be estimated by Bai’s overparametrization approach [1] which is
used in this study.

2 The Hammerstein System

The Hammerstein system consists of a cascade of two subsystems, a nonlinear
memoryless function Ψ(•) as the first subsystem, followed by a linear dynamic
part as the second subsystem. The system can be represented by

y(t) = ŷ(t) + ξ(t)

= −a1y(t− 1)− a2y(t− 2)− ...− anay(t− na)

+b1v(t− 1) + ...+ bnb
v(t− nb) + ξ(t) (1)

v(t− j) = Ψ(u(t− j)), j = 1, ..., nb (2)

where y(t) is the system output and u(t) is the system input. ξ(t) is assumed
to be a white noise sequence independent of u(t) with zero mean and variance
of σ2. v(t) is the output of nonlinear subsystem and the input to the linear
subsystem. aj ’s, bj ’s are parameters of the linear subsystem. na and nb are
assumed known system output and input lags. Denote a = [a1, ..., ana ]

T ∈ �na

and b = [b1, ..., bnb
]T ∈ �nb . It is assumed that A(q−1) = 1+a1q

−1+...+anaq
−na

and B(q−1) = b1q
−1 + ...+ bnb

q−nb are coprime polynomials of q−1, where q−1

denotes the backward shift operator. The gain of the linear subsystem is given
by

G = lim
q→1

B(q−1)

A(q−1)
=

∑nb

j=1 bj

1 +
∑na

j=1 aj
(3)

The two objectives of the work are that of the system identification and the
subsequent controller design for the identified model. The objective of system
identification for the above Hammerstein model is that, given an observational
input/output data set DN = {y(t), u(t)}Nt=1, to identify Ψ(•) and to estimate
the parameters aj , bj in the linear subsystems. Note that the signals between
the two subsystems are unavailable.

Without significantly losing generality the following assumptions are initially
made about the problem.

Assumption 1: Ψ(•) is a one to one mapping, i.e. it is an invertible and con-
tinuous function.

Assumption 2: u(t) is bounded by Umin < u(t) < Umax, where Umin and
Umax are assumed known finite real values.
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3 Modelling of Hammerstein System Using NURB
Neural Network

In this work the non-uniform rational B-spline (NURB) neural network is adopted
in order to model Ψ(•). De Boor’s algorithm is a fast and numerically stable al-
gorithm for evaluating B-spline basis functions [3]. Univariate B-spline basis
functions are parameterized by the order of a piecewise polynomial of order k,
and also by a knot vector which is a set of values defined on the real line that
break it up into a number of intervals. Supposing that there are d basis func-
tions, the knot vector is specified by (d+ k) knot values, {U1, U2, · · · , Ud+k}. At
each end there are k knots satisfying the condition of being external to the input
region, and as a result the number of internal knots is (d− k). Specifically

U1 < U2 < Uk = Umin < Uk+1 < Uk+2 < · · · <
Ud < Umax = Ud+1 < · · · < Ud+k. (4)

Given these predetermined knots, a set of d B-spline basis functions can be
formed by using the De Boor recursion [3], given by

B(0)
j (u) =

{
1 if Uj ≤ u < Uj+1

0 otherwise
(5)

j = 1, · · · , (d+ k)

B(i)
j (u) =

u−Uj

Ui+j−Uj
B(i−1)
i (u)

+
Ui+j+1−u

Ui+j+1−Uj+1
B(i−1)
j+1 (u),

j = 1, · · · , (d+ k − i)

⎫
⎪⎬

⎪⎭
i = 1, · · · , k (6)

We model Ψ(•) as the NURB neural network in the form of

Ψ(u) =
d∑

j=1

N (k)
j (u)ωj (7)

with

N (k)
j (u) =

λjB(k)
j (u)

∑d
j=1 λjB(k)

j (u)
(8)

where ωj’s are weights, λj > 0’s the shaping parameters that are to be deter-
mined. Denote ω = [ω1, · · · , ωd]

T ∈ �d. λ = [λ1, · · · , λd]
T ∈ �d. For uniqueness

we set the constraint
∑d

j=1 λj = 1. Our algorithm involves estimating the weights
and the shaping parameters in the NURB model. With specified knots and over
the estimation data set DN , λ,ω, a,b may be jointly estimated via

min
λ,ω,a,b

{J =
N∑

t=1

(y − ŷ(t,λ,ω, a,b))2} (9)

subject to
λj ≥ 0, ∀j, λT1 = 1 and G = 1 (10)
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in which G = 1 is imposed for unique solution. We point out that this is still a
very difficult nonlinear optimization problem due to the mixed constraints, and
this motivates us to propose the following hybrid procedure. It is proposed that
the shaping parameters λj ’s are found using the PSO, as the first step of system
identification, followed by the estimation of the remaining parameters.

4 The System Identification of Hammerstein System
Based on NURB Using PSO

4.1 The Basic Idea

Initially consider using NURB approximation with a specified shape parameter
vector λ, the model predicted output ŷ(t) in [??] can be written as

ŷ(t) = −a1y(t− 1)− a2y(t− 2)− ...− anay(t− na) + b1

d∑

j=1

ωjN (k)
j (t− 1) + ...

+bnb

d∑

j=1

ωjN (k)
j (t− nb) (11)

Over the estimation data set DN = {y(t), u(t)}Nt=1, [1] can be rewritten in a
linear regression form

y(t) = [p(x(t))]Tϑ+ ξ(t) (12)

where x(t) = [−y(t − 1), ...,−y(t − na), u(t − 1), ..., u(t − nb)]
T is system in-

put vector of observables with assumed known dimension of (na + nb), ϑ =
[aT , (b1ω1), ..., (b1ωd), ...(bnb

ω1), ..., (bnb
ωnb

)]T ∈ �na+d·nb ,

p(x(t)) = [−y(t− 1), ...,−y(t− na),

N (k)
1 (t− 1), ...,N (k)

d (t− 1), ...N (k)
1 (t− nb)

, ...,N (k)
d (t− nb)]

T (13)

[12] can be rewritten in the matrix form as

y = Pϑ+Ξ (14)

where y = [y(1), · · · , y(N)]T is the output vector. Ξ = [ξ(1), ..., ξ(N)]T , and P
is the regression matrix

P =

⎡

⎢
⎢
⎣

p1(x(1)) p2(x(1)) · · · pna+d·nb
(x(1))

p1(x(2)) p2(x(2)) · · · pna+d·nb
(x(2))

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
p1(x(N)) p2(x(N)) · · · pna+d·nb

(x(N))

⎤

⎥
⎥
⎦ (15)
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Denote B = PTP. Performing the eigenvalue decomposition BQ = QΣ, where
Σ = diag[σ1, ...σr , 0, · · · , 0] with σ1 > σ2 > ... > σr > 0. Q = [q1, · · · ,qna+d·nb

],
followed by truncating the eigenvectors corresponding to zero eigenvalues, we
have

ϑsvd
LS =

r∑

i=1

yTPqi

σi
qi (16)

Thus the mean square error can be readily computed from

J(λ) = [y −Pϑsvd
LS ]T [y −Pϑsvd

LS ]/N. (17)

for any specified λ. Note that it is computationally simple to evaluate J(λ) due
to the fact that the model has a linear in the parameter structure for a given λ.
This suggests that we can optimize λ as the first task.

4.2 Particle Swarm Optimisation for Estimating the Shaping
Parameters λj’s

In the following we propose to apply the PSO algorithm [10,11], and aim to solve

λopt = arg min
λ∈∏

d
j=1 Λj

J(λ), s.t. λT1 = 1 (18)

where 1 denotes a vector of all ones with appropriate dimension.

d∏

j=1

Λj =

d∏

j=1

[0, 1] s.t. λT1 = 1 (19)

defines the search space. A swarm of particles, {λ(l)
i }Si=1, that represent potential

solutions are “flying” in the search space
∏d

j=1 Λj, where S is the swarm size
and index l denotes the iteration step. The algorithm is summarised as follows.

a) Swarm initialisation. Set the iteration index l = 0 and randomly generate

{λ(l)
i }Si=1 in the search space

∏d
j=1 Λj. These are obtained by randomly set each

element of {λ(l)
i }Si=1 as rand() (denoting the uniform random number between

0 and 1), followed normalizing them by

λ
(0)
i = λ

(0)
i /

d∑

j=1

λ
(0)
i |j (20)

where •|j denotes the jth element of •, so that {λ(0)
i }T1 = 1 is valid.

b) Swarm evaluation. The cost of each particle λ
(l)
i is obtained as J(λ

(l)
i ). Each

particle λ
(l)
i remembers its best position visited so far, denoted as pb

(l)
i , which

provides the cognitive information. Every particle also knows the best position
visited so far among the entire swarm, denoted as gb(l), which provides the social
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information. The cognitive information {pb(l)
i }Si=1 and the social information

gb(l) are updated at each iteration:

For (i = 1; i ≤ S; i++)

If (J(λ
(l)
i ) < J(pb

(l)
i )) pb

(l)
i = λ

(l)
i ;

End for;

i∗ = arg min
1≤i≤S

J(pb
(l)
i );

If (J(pb
(l)
i∗ ) < J(gb(l))) gb(l) = pb

(l)
i∗ ;

c) Swarm update. Each particle λ
(l)
i has a velocity, denoted as γ

(l)
i , to direct

its “flying”. The velocity and position of the ith particle are updated in each
iteration according to

γ
(l+1)
i = μ0 ∗ γ(l)

i + rand() ∗ μ1 ∗ (pb(l)
i − λ

(l)
i )

+rand() ∗ μ2 ∗ (gb(l) − λ
(l)
i ), (21)

λ
(l+1)
i = λ

(l)
i + γ

(l+1)
i , (22)

where μ0 is the inertia weight, μ1 and μ2 are the two acceleration coefficients.
In order to avoid excessive roaming of particles beyond the search space [9], a
velocity space

d∏

j=2

Υj =

d∏

j=2

[−Υj,max, Υj,max] (23)

is imposed on γ
(l+1)
i so that

If (γ
(l+1)
i |j > Υj,max) γ

(l+1)
i |j = Υj,max;

If (γ
(l+1)
i |j < −Υj,max) γ

(l+1)
i |j = −Υj,max;

Moreover, if the velocity as given in equation [21] approaches zero, it is reini-
tialised proportional to Υj,max with a small factor ν

If (γ
(l+1)
i |j == 0) γ

(l+1)
i |j = ±rand() ∗ ν ∗ Υj,max; (24)

In order to ensure each element of λ
(l+1)
i that it satisfies the constraint and stays

in the space, we modified constraint check in the PSO as follows;

If (λ
(l+1)
i |j < 0) λ

(l+1)
i |j = 0;

then

λ
(l+1)
i = λ

(l+1)
i /

d∑

j=1

λ
(l+1)
i |j (25)

Note that the normalization step that we introduced here does not affect the cost
function value, rather it effectively keeps the solution stay inside the bound.
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d) Termination condition check. If the maximum number of iterations, Imax,

is reached, terminate the algorithm with the solution gb(Imax); otherwise, set
l = l + 1 and go to Step b).

Ratnaweera and co-authors [14] reported that using a time varying accel-
eration coefficient (TVAC) enhances the performance of PSO. We adopt this
mechanism, in which μ1 is reduced from 2.5 to 0.5 and μ2 varies from 0.5 to 2.5
during the iterative procedure:

μ1 = (0.5− 2.5) ∗ l/Imax + 2.5,

μ2 = (2.5− 0.5) ∗ l/Imax + 0.5.
(26)

The search space as given in equation [19] is defined by the specific problem
to be solved, and the velocity limit Υj,max is empirically set. An appropriate
value of the small control factor ν in equation [24] for avoiding zero velocity is
empirically found to be ν = 0.1 for our application.

4.3 Estimating the Parameter Vectors ω, a, b Using ϑsvd
LS

In this section we describe the second stage of Bai’s two stage identification
algorithm [1] which can be used to recover ω, a,b from ϑsvd

LS (λopt) based on
the result of PSO above. Our final estimate of â, which is simply taken as the
subvector of the resultant ϑsvd

LS (λopt), consisting of its first na elements.

Rearrange the (na + 1)th to (na + (d+ 1)× nb)
th elements of ϑsvd

LS (λopt) into
a matrix

M =

⎡

⎢
⎢
⎣

b1ω0 b1ω1 · · · b1ωd

b2ω0 b2ω1 · · · b2ωd

. . . . . . . . . . . . . . . . . . . . .
bnb

ω0 bnb
ω1 · · · bnb

ωd

⎤

⎥
⎥
⎦ = bωT ∈ �nb×(d+1) (27)

The matrix M has rank 1 and its singular value decomposition is of the form

M = Γ

⎡

⎢
⎢
⎣

δM 0 · · · 0
0 0 · · · 0
. . . . . . . . . .
0 0 · · · 0

⎤

⎥
⎥
⎦ΔT (28)

where Γ = [Γ 1, ...,Γ nb
] ∈ �nb×nb and Δ = [Δ1, ...,Δd+1] ∈ �(d+1)×(d+1),

where Γ i (i = 1, .., nb) and Λi (i = 1, ..., (d+1)) are orthonormal vectors. δM is
the sole non-zero singular value of M. b and ω can be obtained using

b̂ = δMΓ1, ω̂ = Δ1 (29)

followed by

b̂←− βb̂, ω̂ ←− ω̂/β (30)

where β = (1 +
∑na

j=1 âj)/(
∑nb

j=1 b̂j).
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Note that the standard Bai’s approach as above may suffer a serious numerical
problem that the matrix M turns out to have rank higher than one, resulting
in the parameters estimator far from usable. The more stable modified SVD
approach [6] is used in our simulations.

5 An Illustrative Example

A Hammerstein system is simulated, in which the linear subsystem is A(q−1) =
1−1.2q−1+0.9q−2, B(q−1) = 1.7q−1−q−2, and the nonlinear subsystem Ψ(u) =
2sign(u)

√|u|. The variances of the additive noise to the system output is set as
0.01 (low noise) and 0.25 (high noise) respectively. 1000 training data samples
y(t) were generated by using [1] and [2], where u(t) was uniformly distributed
random variable u(t) ∈ [−1.5, 1.5]. The signal to noise ratio are calculated as
36dB and 22dB respectively. The polynomial degree of B-spline basis functions
was set as k = 2 (piecewise quadratic). The knots sequence Uj is set as

[−3.2, −2.4, −1.6, −0.8, −0.05, 0, 0.05, 0.8, 1.6, 2.4, 3.2].

The proposed system identification algorithm was carried out. In the modified
PSO algorithm, we set S = 20, Imax = 20, Υj,max = 0.025. The resultant 8
NURB basis functions for the two data sets are plotted in Figure 1(a)(b). The
nonlinear subsystem obtained with σ2 = 0.01 data set was shown in Figure
1(c).(The plot obtained with σ2 = 0.25 data set has the same appearance except
for the external knots sequences). The modelling results are shown in Table 1
for the linear subsystem.
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Fig. 1. The resultant B-spline (solid line) and NURB (dotted line) basis functions
formed using PSO; (a) σ2 = 0.01 and (b) σ2 = 0.25, and the modelling result for the
nonlinear function Ψ(u) (σ2 = 0.01)

Table 1. Results of linear subsystem parameter estimation for two systems

a1 a2 b1 b2
True parameter −1.2 0.9 1.7 −1

Estimate parameters (σ2 = 0.01) −1.2004 0.9004 1.7077 −1.0076

Estimate parameters (σ2 = 0.25) −1.2015 0.9027 1.7424 −1.0412
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6 Conclusions

This paper introduced a new system identification algorithm for the Hammer-
stein systems based on observational input/output data, using the non-uniform
rational B-spline (NURB) neural network. We propose utilising PSO for the es-
timation of the shaping parameters in NURB neural networks. The efficacy of
the proposed approach is demonstrated using illustrative example.
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15. Stoica, P., Söderström, T.: Instrumental Variable Methods for Identification of
Hammerstein Systems. International Journal of Control 35, 459–476 (1982)

16. Verhaegen, M., Westwick, D.: Identifying Mimo Hammerstein Systems in the Con-
text of Subspace Model Identification. International Journal of Control 63(2), 331–
349 (1996)



 

D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 10–17, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

2D Discontinuous Function Approximation  
with Real-Valued Grammar-Based Classifier System 

Lukasz Cielecki and Olgierd Unold 

Institute of Computer Engineering, Control and Robotics 
Wroclaw University of Technology 

Wybrzeze Wyspianskiego 27 
50-370 Wroclaw, Poland 

{lukasz.cielecki,olgierd.unold}@pwr.wroc.pl 

Abstract. Learning classifier systems (LCSs) are rule-based, evolutionary 
learning systems. Recently, there is a growing interest among the researchers in 
exploring LCSs implemented in a real-valued environment, due to its practical 
applications. This paper describes the use of a real-valued Grammar-based 
Classifier System (rGCS) in a task of 2D function approximation. rGCS is 
based on Grammar-based Classifier System (GCS), which was originally used 
to process context free grammar sentences. In this paper, we propose an exten-
sion to rGCS, called Simple Accept Radius (SAR) mechanism, that filters 
invalid and unexpected input real values. Performance evaluations show that the 
additional Simple Accept Radius mechanism enables rGCS to accurately ap-
proximate 2D discontinuous function. Performance comparisons with another 
real-valued LCS show that rGCS yields competitive performance. 

Keywords: Learning classifier systems, Grammatical inference, Context-free 
grammar, GCS, 2D function estimation. 

1 Introduction 

A Learning Classifier System (LCS) is an evolutionary algorithm that operates on a 
population of rules used to classify an environmental situation. The first learning clas-
sifier system was introduced by Holland [6] shortly after he created Genetic Algo-
rithms (GAs) [5]. Many real-world problems are not conveniently expressed using the 
ternary representation typically used by LCSs (true, false, and don't care symbol). To 
overcome this limitation, Wilson [11] introduced real-valued XCS classifier system 
for problems which can be defined by a vector of bounded continuous real-coded 
variables. 

In [2] we introduced a new model of real-valued LCS - the rGCS - to classify real 
value data. rGCS is based on Grammar-based Classifier System (GCS), which was 
used to process context free grammar (CFG) sentences [7]. In rGCS terminal rewrit-
ing rules were replaced with so-called environment probing rules. That enabled rGCS 
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to explore environment described by real values. First rGCS experiments utilized the 
checkerboard problem test sets. This simple benchmark proved an ability to solve 
“real-value input” problems and made new kind of data sets available for our system. 
Following these preliminary experiments some more complex benchmarks were 
tested, including 2D data, and function classification but prior to that some improve-
ments to the system were applied. 

To improve 2D function classification a covering technique was developed. This 
procedure, implemented earlier in the GCS system, replenishes the population of sys-
tem's classifiers with new ones created on the y to complete current state of grammar 
evolution. As a result there is no need to launch a GA and wait for its results [3]. 

Current improvement to the rGCS - Simple Accept Radius or SAR - brought an 
ability to filter invalid and unexpected input values during the testing phase of an 
experiment. In this paper we describe the use of rGCS with SAR mechanism in a task 
of 2D discontinuous function approximation. The improved system was tested on 
benchmark functions introduced by Butz in [1], and compared with XCSR system. 

2 The rGCS 

The main idea behind the rGCS was to extend the space of eligible problems for 
grammar-based classifier system. Our original system (GCS - described in [7]) was 
virtually limited to natural and formal language based tasks. Improved rGCS is able to 
accept any data stored as a vector of real values which enables us to work with wide 
range of datasets. 

Our rGCS operates in an environment formed by CYK table and evolves a CNF 
grammar. An experiment is divided into some cycles. Each cycle includes evolving 
new grammar, testing every single example from the training set and modifying exist-
ing rules' population. To fit to the real value input vectors we introduced environment 
probing rules which replace GCS standard terminal rewriting ones. They cooperate 
with regular rules during the parsing phase of the learning process. 

Automatic learning of CFG is realized with so-called grammatical inference from 
text [4]. According to this technique system learns using a training set that in this case 
consists of sentences both syntactically correct and incorrect (training or learning 
phase). Grammar which accepts correct sentences and rejects incorrect ones is able to 
classify unseen so far sentences from a test set (during the test phase). Cocke-
Younger-Kasami (CYK) parser, which operates in Θ(n3 · |G|) time (where n is the 
length of the parsed string and |G| is the size of the CNF grammar G) [12], is used to 
parse sentences from the sets. Environment of classifier system is substituted by an 
array of CYK parser. Classifier system matches the rules according to the current 
environmental state (state of parsing) and generates an action (or set of actions in 
GCS) pushing the parsing process toward the complete derivation of the sentence. 

The discovery component of the rGCS differs from the standard. It extends LCS 
with “covering” procedure that adds some rules useful in the current state of parsing 



12 L. Cielecki and O. Unold 

 

(see [8]) and a “fertility” technique which preserves rules' dependencies in the parsing 
tree [10]. 

Environment Probing Rules  
Environment probing rules are to put into the very first row of the CYK table as they 
sense the input data and translate real numbers into the non-terminal symbols. 
Each rule has the form of: 

 A → f , 
where: 
A is a non-terminal symbol, f is a real number value. 
f value (rule's factor or position) is used during the matching process and the non-
terminal A is to put into the first row of the CYK table. 

Regular Grammar Rules 
These rules are identical to the ones used in the classic GCS. They are used in the 
CYK parsing process and the GA phase. They are in the form of: 

 B → BC , 

where A, B and C are non-terminal symbols. 

Matching Phase 
During the matching phase a bundle of non-terminals is defined to put into the first 
row of the CYK table, achieving the goal of translating real input values into the 
string of symbols capable of parsing. 

First a list of distances between the element of an input vector (real number value) 
and each rule’s factor is created and then simply the nearest rule is selected. As the 
result always one rule is put into the CYK cell. This scheme used during training 
process uses only a single real value from the rule - a point with no accepting range 
around it explicitly labeled. That approach differs from the one adopted in Wilson’s 
XCSR [10] where several interval predicates are defined to “catch” input values lo-
cated inside its boundaries. The main difference is that in the rGCS learning the single 
value method always chooses at least one rule - no matter where the input value is 
located. This means that even with limited number of environment probing rules there 
are no input values that are left unrecognized. This can be referred as some kind of 
interpolation of an input space. 

Strategy where each rule can accept any real value without looking at the distance 
between them causes some problems however. In many problems only some specific 
subset of points in the input space (or in the certain dimension of an input space) can 
exist in the positive examples. Therefore we need to modify the matching phase to 
stop input values not included in that subset from being accepted. To achieve that we 
set up a Single Accept Radius (SAR) parameter which describes every environment 
probing rule. It is set up and updated (and then not yet used) during the matching 
phase of the learning process in the rGCS. Simple accept radius is the longest distance 
between rule’s factor and any real value accepted by it that belongs to the positive  
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example. During the test phase we accept only these real values that are located with-
in the learned accept radius. This protects us from accepting values that are outside 
the area which our terminal rewriting rule is supposed to be employed for. 

Matching regular rules used in the CYK parsing process follows the CYK algo-
rithm procedure and is same as in GCS. 

Rules Adjustments and Evolution 
Environment probing rules adjustments were widely discussed in [2]. As the envi-
ronment probing rules match the input vector, some data about the environment is 
collected to find the best possible value of each rule’s real-value factor. The aim is to 
distribute environment probing rules over the input space. Modified Kohonen neural 
network adaptation techniques were implemented in the rGCS to allow classifiers’ 
real-value factors to automatically tune to the environment. 

Regular grammar rules are evolved just like in the classic GCS system during the 
evolutionary process. GA is launched at the end of each learning cycle. Fitness evalu-
ation uses a fertility measurement technique (see [10] for discussion), for the rules 
that were present in any complete parsing tree generated during the cycle. This tech-
nique tries to keep all dependencies between rules in the parsing tree by promoting 
classifiers with large number of descendants. 

3 Function Estimation Experiments 

In [1] Butz presented some challenging two dimensional discontinuous functions to 
compare his modification of the XCSR with the original system [11]. The task was to 
decide whether a point at given coordinates belongs to the function or not. In this 
paper we test two Butz functions with rGCS classifier. 
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Fig. 1. Butz functions: the axis-parallel step function f1 and the axis-diagonal step function f2 
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During these experiments Simple Accept Radius (SAR) technique was employed 
in the rGCS for the very first time. For instance for function f1 and the Z axis all val-
ues from positive examples are set exactly at five certain points (0, 1/3, 2/3, 1, 4/3) - 
therefore accept radius for perfectly adjusted (located at these points during learning) 
rules is equal to 0. That means that during the testing stage only these five real values 
will be translated into the corresponding non-terminal symbols while all other values 
will be simply rejected. This filtering in an environment probing step is a key to suc-
cess in the correct classification but to achieve a final recognition an additional task 
must be done by regular rules of the rGCS and its CYK table. 

To compare with Butz results achieved by his improved XCSR we performed a set 
of experiments with different population sizes. Fig. 2 shows minimum, mean and 
maximum fitness error (percentage of incorrectly recognized examples) averaged over 
20 individual runs. Estimated error rate (average 0.03 at 150 regular classifiers, best 
result: 0.01) is rewarding and comparable with Butz results [1] with XCSR (best re-
sults: 1.00 with original system and 0.01 with modified one). Interestingly we have 
not noticed any important change to the grammar evolution time (always between 170 
and 220 cycles) nor the best results (minimum error rate equal to 0.01) of the single 
experiment while changing the population size. On the other hand mean averaged 
over 20 runs is much better when employing more regular set of classifiers. That 
means that it is still possible to evolve robust grammars even with small classifier 
population but having it bigger raises the chances of rGCS to succeed. There is how-
ever always a minimum population size below which it is absolutely impossible to 
evolve a proper grammar. For instance during f2 function estimation we observed that 
50 regular rules was not enough to evolve grammar with 0.03 error rate (Fig. 2.a). For 
bigger grammars (Fig. 2.b and 2.c) it was still possible to achieve 0.01 error rate 
which again corresponds to Butz's results. 

3.1 Induced Grammar Analysis 

Let's have a closer look at how rGCS actually works. In contrast to many other ma-
chine learning techniques it's possible due to its nature where knowledge is 
represented by easy to interpret rules, forming CFG grammar. To do it we take some 
sentences from f2 dataset and analyze an environment probing and parsing done by 
rGCS. In the f2 function axis z values for positive examples may be only located at 4 
certain points: 0, 0.25, 0.5 and 0.75. These values form third (last) elements of all 
input vectors in the dataset and are classified by a dedicated class of environment 
probing rules. 

Fig. 3 shows rGCS actions for two true positive and one true negative classifica-
tions depicted by parsing trees, important properties of involved environment probing 
rules and input vector elements' values. In examples 1 and 8 environment probing 
rules have translated corresponding input values that are closest to theirs factors and 
fit into learned Simple Accept Radius (SAR). Last translated non-terminal symbol 
(presented most to the right in the bottom row of each parsing tree) always  
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Fig. 2. Experimental results of rGCS over f1 and f2 functions 

corresponds to the axis z value of an input vector and therefore dedicated rules' accept 
radius is set strictly to 0 (in the learning phase for f2 function all positive examples 
were strictly located as 4 points mentioned above, giving us zero-tolerance rules for  
z-axis). There is however no rule in sentence 6 that accepts last input value (0.2237 on 
axis z surely doesn't belong to f2 and SAR won't allow any rule to accept the value). 
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Consequently there is no rule which can let the parsing to complete and put a starting 
symbol S at the root of the parsing tree. That classification is therefore considered as 
(true) negative. Classifications of examples 1 and 8 with starting symbol S at the root 
are (true) positive ones. 

 

Fig. 3. Parsing trees for function f2 

4 Conclusion 

In this paper real-valued Grammar-based Classifier System was extended by Simple 
Accept Radius mechanism. Thanks to use SAR the system is able to reject input real 
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values that are located outside the learned accept radius. Experimental results showed 
that the improvement enabled rGCS to solve discontinuous function approximation 
problems with low fitness error. 

However there are some areas where future development seems to be necessary. 
That includes building more sophisticated environment probing rules with complex 
accept conditions working in more than one dimensions and therefore checking more 
then one element of an input vector simultaneously. A number of other mechanisms 
are being considered to improve grammar evolution. 
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Abstract. Accurate conflict resolution is important to improve traffic capacity 
and safety. In   this paper, it shows how the evolutionary approach called 
scatter search(SS) can be used to solve the problem of aircraft conflict under the 
free flight conditions. The mathematic model of the conflict resolution problem 
is based on the path optimization problem. In order to justify the choice of SS, 
the paper describes the improvements that were used for solving the conflict 
resolution problem after a brief description of SS algorithm. A large number of 
simulation results show that: comparing with genetic algorithm, SS can reduce 
the running time about 15s to get the equivalent effect. In the same time, the 
total cost is reduced and the fairness between the airlines is taken into account. 

Keywords: conflict resolution, free flight, scatter search, air traffic. 

1 Introduction 

The increasing development of air traffic in the limited and crowd airspace stimulates 
people to explore the new way to increase the utilization of airspace. Recent advances 
in navigation and data communication technologies make it feasible for individual 
aircraft to plan and fly their trajectories in the presence of other aircraft in the 
airspace. This way, individual aircraft can take advantage of the atmospheric and 
traffic conditions to optimally plan their paths[3][4]. Therefore, how to solve the 
conflicts fast and accuracy is the key technology to ensure air safe and achieve free 
flight.  

The problem of conflict resolution has been researched for a long time. In total, over 
60 different methods have been proposed by various researchers to address the conflict 
detection and resolution[1][2]. Karl D proposes the geometric optimization approach to 
aircraft conflict resolution[5]. Using the geometric characteristics of aircraft 
trajectories and information on aircraft position, speed and heading, the intuitive 
geometric can achieve more accurate conflict resolution. In response to the large-scale 
conflict, Stefan and Nicolas propose the multi-agent concept to solve the conflict[6][7]. 
The technology of multi-agent is suitable for the large-scale, complex structures and 
real-time problems. The key feature is the negotiation mechanism between agents 
which is effective to the multi-aircraft conflict. 

Optimization algorithms, like genetic algorithm[8], are applied in the conflict 
resolution problem. It is based on the path planning and has its efficiency to solve 
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aircraft conflicts. The authors note that the problem is simplified, but it still has 
common constraints and objectives.  

In this paper we propose a novel, effective and efficient approach to solve the 
problem of conflict resolution, namely, the SS algorithm[9][10]. Like GA, SS is also 
based the population. In addition, SS algorithm is less dependent on the randomness 
of the search process, but the use of the dispersion-convergence-gather intelligence 
iteration mechanism. In comparison with the existing genetic algorithm, the proposed 
approach improves both running time and fairness between airlines.  

In the next section the paper introduces the aircraft conflict resolution problem. 
Section 3 describes the SS implementation and section 4 contains the results of the 
simulation examples. Finally it concludes in section 5 with some views on the success 
of this research. 

2 Problem Definition 

Conflict resolution can be described as: when flights fly into the detection sector, 
according to the comparison of intended tracks, there may be appearing the risk of 
conflict in a moment. The Optimization algorithm makes the re-planning of the track 
to avoid conflict, as show in Fig1: 

 

 

Fig. 1. Track changing diagram 

2.1 Flight Safety Constraints 

Due to the particularity of the air traffic, the relevant departments have expressly 
provided flight safety interval. In this paper, aircrafts take the free flight strategy in 
the cruise phase and fly in the same altitude. Aircraft can only make the flight angle 
be variation to achieve conflict resolution in case of emergency. The horizontal 
interval must be not less than 20 km . 

Safety requirements: 

( ) ( )2 2
20i j i jd x x y y km= − + − ≥    (1)

2.2 The Objective Function 

1. Minimum of the gap of distance between the point where the aircraft leave the 
detection sector scheduled and the point where the aircraft leave the detection sector 
actually 
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namely the size of the initial population. 
2. Minimum of the total voyage. 
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n expresses the number of aircraft. m is the number of point. ijs expresses the more 

voyage of the i aircraft at the point j . 

3. Minimum of the gap of total voyage between the aircrafts. 

3 min i jS s s= −    (4)

( ) ( )
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( ) 1

i j i j i j i j i j
i j

s x x y y+ +
=

= − + − , is is the total voyage of the 

aircraft i and js is the total voyage of the aircraft j . 

3 Scatter Search Algorithm 

The SS algorithm is a kind of optimization algorithm to solve the problem of decision 
planning and constraint policy. The basic idea: build the reference set in accordance 
with the principle of diversity and get the better solution set through the operations of 
the reference set, such as selection, combination, mutation and so on.  

The SS algorithm consists of five main systematic sub methods: diversification 
generation method; reference set generation method; subset generation method; 
solution combination method; reference set update method. 

3.1 Population Initialization 

The following are the strategies of gene encoding: in a 200*200 km detection sector, 
the aircraft’s flight path is divided into 20 sections. At each node position, the aircraft 
will take action; taking into account the passengers’ comfort and safety, the paper sets 
the aircraft movements of three kinds: 
 

1.turn left 30 degrees and be coded as 01; 
2.turn right 30 degrees and be coded as 10; 
3.keep the original direction and be coded as 00 or 11. 
Therefore, the length of each binary string of code is 2*20=40. Like Fig2 
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Fig. 2. The gene encoding of aircraft track 

3.2 Reference Set Generation 

In order to achieve the safety constrains, the randomly generated solution set shall be 
screened by the equation (1). Then it can get the feasible solution set to achieve the 
population initialization. 

In the SS algorithm, the diversity solution set 1R and the high-quality solution 
set 2R  together constitute the reference set R .  

The diversity solution set generation: in order to maintain the diversity of the 
solution, the initial solution set is divided into n groups averagely according to the 
corresponding decimal value of solution. Then select one solution randomly from 
each group and the final n solutions that have been selected constitute the diversity 
solution set. 

The high-quality solution set: First of all, according to the economy constrains, 
formula (2),(3), select 2n solutions. Then from the 2n solutions that have been chosen, 
according to the fairness constrains (formula (4)), select the n best solution to be the 
high-quality solution set. 

3.3 Subset Generation 

The size of the subset is 2 and every two solutions should combine in one subset. So 
if the number of reference set is B, the number of subset is B*(B-1)/2.  

3.4 Solutions Combination Method 

(1) Crossover: it takes the single-point crossover method. Select the point where the 
binary code of the first aircraft track is end as the cross point. Like Fig3 
(2) Mutation: select the mutation point randomly and change the code. Like Fig4 

 

  

Fig. 3. Crossover Fig. 4. Mutation 
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3.5 Reference Set Update Method 

It can determine that whether the new solutions can replace the solutions in the high-
quality set. If it can replace, return to the step of reference set generation. Until there 
are no new solutions can replace the solutions in the high-quality set. 

4 Performance Evaluation 

In the Fig5, there is a 200*200km detection sector. If there is no any intervention, in 
the black dashed box the horizontal interval of the two aircrafts will be less 
than 20km and have a risk of collision.  

 

Fig. 5. Aircraft collision model 

In this paper, establish the simulation system of aircraft conflict resolution using 
Matlab. The PC for simulation: CPU: 2.4GHz Core(TM)4; memory: 2GB. In SS, the 
size of reference set is 20. the initial population is 50,100,200 respectively. each 
instance we run 10 times and select the best results, as shown in Table1. 

From the Table1, we can see that 

Table 1. Result comparison of different methods’ 

Instance The size of  
initial 

population 

The number 
of  

iteration 

GA SS
Economic 
constraints 

Fairness
gap 

Running
time 

Economic 
constraints 

Fairness 
gap 

Running 
time 

A-P50-G20 50 20 7.8371 4.3 4s 7.2384 3.8 4 
A-P50-G40 50 40 8.6231 3.7 7s 8.1363 4.9 9 
A-P50-G60 50 60 8.7540 4.6 11s 8.6542 4.2 13 
A-P50-G80 50 80 8.6913 3.9 14s  
B-P100-G20 100 20 6.3417 2.4 6s 7.3677 3.2 7s 
B-P100-G40 100 40 7.6243 2.7 11s 9.7273 2.9 13s 
B-P100-G60 100 60 9.5392 2.6 17s  
B-P100-G80 100 80 9.7365 2.3 24s  
C-P200-G20 200 20 6.5461 2.4 8s 7.7134 2.1 8s 
C-P200-G40 200 40 7.5470 2.3 13s 8.9387 2.6 14s 
C-P200-G60 200 60 8.7412 2.1 19s 9.9011 2.0 20s 
C-P200-G80 200 80 9.1915 1.9 26s  
C-P200-G100 200 100 9.8624 2.6 34s  
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(1)GA will run until reach the number of iteration, but the SS will stop when the 
new solutions can’t replace the solutions in the reference set. 

(2)The goal of the economy constrains we achieve using the SS algorithm is almost 
equal with the effect using the GA. It can fully demonstrate the effectiveness of the 
SS algorithm. 

(3)The fairness between airlines not only decreases but also tends to balance. The 
fairness is improved. 

(4)According to the running time, it just spend 13s to get the best solution (genetic 
algorithm requires 24s). It fully demonstrates the high efficiency of the algorithm in 
this paper. 

Based on the instance of B-P-100, the Fig6 is the track using the SS algorithm and the 
Fig7 is the track using the genetic algorithm. The Figs can directly perceive the 
problem of aircraft conflict resolution through the senses. 
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Fig. 6. The track after relief using SS     Fig. 7. The track after relief using GA 

In the final, simulate the conflict resolution of three-aircraft using the SS. 
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Fig. 8. The three aircrafts’ track after relief 

From the Fig8, the SS is suitable for the conflict resolution of many aircrafts. So 
there are some reasons to say SS has some advantages for the conflict resolution 
problem. 
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5 Conclusion 

A new approach to aircraft conflict resolution, called scatter search algorithm, has 
been presented. Using the approach in this paper, the conflict resolutions are optimal 
in the sense that they not only achieve the equal effect that is got by using the genetic 
algorithm, but also spend less time and achieve the balance between airlines. 
Especially, the less time can meet the need the requirement of real-time in air traffic. 
The performance of the algorithm has been illustrated with simulation examples. 
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Abstract. As an efficient and effective evolutionary algorithm, Differential 
evolution (DE) has received ever-increasing attention over recent years. 
However, how to make DE suitable for multi-objective optimization is still 
worth further studying. Moreover, various means from different perspectives 
are promising to promote the performance of the algorithm. In this study, we 
propose a novel multi-objective evolutionary algorithm, ILSDEMO, which 
incorporates indicator-based selection and local search with a self-adaptive DE. 
In this algorithm, we also use orthogonal design to initialize the population. In 
addition, the k-nearest neighbor rule is employed to eliminate the most crowded 
solution while a new solution is ready to join the archive population. The 
performance of ILSDEMO is investigated on three test instances in terms of 
three indicators. Compared with NSGAII, IBEA, and DEMO, the results 
indicate that ILSDEMO can approximate the true Pareto front more accurately 
and evenly. 

Keywords: multi-objective optimization, self-adaptive differential evolution, 
orthogonal design, indicator-based selection, local search, k-nearest neighbor. 

1 Introduction 

In multi-objective optimization, a single method usually cannot perform well in terms 
of all performance indicators [1] such as convergence, uniformity, time costs, 
stability, etc. In order to get an overall promotion in multiple indicators, various 
means from different perspectives are worth trying. It is preferable to employ simple 
and efficient variation operators, such as Differential evolution (DE) [2], to improve 
the convergence performance. Several well-known DE-based multi-objective 
evolutionary algorithms such as PDE, DEMO, GDE3, ε-MyDE [3] had been 
developed. However, most of them use "DE/rand/n/bin". E. Mezura-Montes [4] 
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experimentally validated that the most competitive one of 8 DE variants based on the 
quality and robustness of the results, regardless the characteristics of the problem to 
be solved, was "DE/best/1/bin". In addition, using different fitness assignment 
strategies and selection operators to adjust the selection pressure or employing local 
search operators to improve the accuracy of the results are also popular in recent years 
[5,6]. Recently, self-adaptive parameters and strategies have also received increasing 
attention due to the problem-dependent and stage-dependent parameters and 
strategies. 

Based on the above considerations, we extend the two variants of DE 
("DE/Best/1/bin" and "DE/Best/1/exp") and present a novel method, ILSDEMO, to 
solve multi-objective problems. More specifically, the proposed approach 
incorporates orthogonal design, local search, indicator-based selection [7], k-nearest 
neighbor rule with a self-adaptive DE. 

The remainder of the paper is organized as follows. In section 2, we describe the 
proposed algorithm. Then, in section 3, the performance of the algorithm is 
investigated experimentally on three test instances in terms of three indicators, and the 
results are compared with those of NSGAII, IBEA, and DEMO. Finally, conclusions 
are drawn in section 4. 

2 The Proposed Method 

2.1 Population Initialization 

The state of the initial population usually has an effect on the results. Experimental 
design methods such as uniform design and orthogonal design (OD) are statistically 
sound [8] and popular in many areas. OD had been used successfully in evolutionary 
algorithms [8,9,10]. In our method, OD is utilized to generate an initial population 
where the individuals are scattered uniformly over the feasible solution space, so that 
the algorithm can scan the search space evenly and locate the promising solutions 
quickly.  

2.2 The Variation Operators 

Exploration and Exploitation capabilities mainly propelled by variation operators are 
equally important in multi-objective evolutionary algorithms. They are realized via 
self-adaptive DE and a local search operator respectively in our method. 
1) The Self-adaptive Differential Evolution 

In our self-adaptive DE, not only the two control parameters but also the strategies 
are determined self-adaptively to avoid early stagnation. More precisely, the control 
parameters and the strategy are encoded into the individuals and undergo variation. 
Initially, the scaling factor and crossover probability are randomly initialized within 
[0.2, 0.8] and [0.7, 1.0] respectively. Meanwhile, one of the strategies, DE/best/1/bin 
or DE/best/1/exp, is randomly assigned to every individual. At the end of each 
iteration, the means and variances of two parameter values collected from the 
improved individuals are calculated to build two Gaussian models. The unimproved 
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individuals will be assigned new parameter values by sampling the Gaussian models. 
Moreover, their strategies will be reinitialized according to the probabilities of the two 
strategies improving the individuals. 
2) Local Search 

The primary purpose of local search methods is to enhance the exploitation 
capability of the algorithm. Previous researches [1,11] had been focused on local 
search in multi-objective optimization. Different from other local search methods in 
the literature of multi-objective optimization, we use q-Gaussian mutation [12] to 
perform exploitation once the trial individual is better than the target individual. In q-
Gaussian probability density function, the parameter q can control the shape of the q-
Gaussian distribution. As described in [12], larger values of q result in longer tails of 
the q-Gaussian distribution. Thus, q-Gaussian mutation can adjust the range of local 
search with different values of q. 

In our algorithm, if the individual obtained by local search dominates the target 
individual, the latter will be replaced by the former. Otherwise, the target individual 
remains unchanged. In either case, the trial individual should be used to update the 
archive population in order to avoid neglecting any possible improvement on the 
distribution of the archive population. 

2.3 The Selection Operator 

In this study, we utilize indicator-based selection to generate a new parent population 
based on the union of the old parent population and the archive population. First, the 
duplicated individuals are eliminated from the union. If the number of the remaining 
individuals is not beyond the parent population size, all the individuals will be 
propagated into the new parent population. Moreover, the new parent population may 
need to be supplemented by some new initialized individuals. Otherwise, the 
indicator-based selection will work. Specifically, indicator values of the remaining 
individuals will be worked out, and one extreme point for each objective will be 
ensured to survive to the new parent population via assigning small enough indicator 
values to them. Then, an individual with a maximum indicator value is deleted from 
the union, and the indicator values of the other individuals are updated concurrently. 
The procedure is repeated until the number of the remaining individuals is equal to 
the parent population size. 

2.4 The Updating Rule of the Archive Population 

Although indicator-based selection integrating with the preservation of extreme 
solutions is an effective method in favor of finding a well-distributed solution set, it 
still cannot obtain ideal uniformity as well as some other algorithms such as SPEA2. 
Therefore, we will introduce the k-nearest neighbor rule to update the archive 
population. In detail, when the number of non-dominated solutions exceeds the 
archive population size, the cumulative Euclidean distance to its k nearest neighbors 
for every non-dominated solution will be calculated. Here k is set to 2 * (m - 1) where 
m is the objective number. Then, the individual with the smallest distance is removed. 
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2.5 The Framework of the Proposed Algorithm 

Based on the above design, the procedure of the proposed ILSDEMO algorithm for 
solving multi-objective problems is summarized in Algorithm 1. 
Algorithm 1 ILSDEMO 

1: Set n=0. Initialize Pn{(Xi, Fi, CRi, Si),i∈[1, NP]} 
using OD and Evaluate Pn 
2: Copy the non-dominated solutions to the archive 
population PA. 
3: While the termination criteria are not satisfied do 
4:  Set n = n + 1 
5:  for i=1 to NP do 
6:    select r1≠r2 ∈{1, 2, …, NP} randomly 
7:    best∈{1, 2, …, fsize} //fsize is the size of the 
non-dominated set in PA. 
8:    Perform program segment 1 or 2 using Si, Fi, CRi 
9:    Evaluate Vi 
10:   If Vi is non-dominated by Xi then 
11:      If Vi dominates Xi then 
12:        Mark Xi as an improved individual 
13:      End if 
14:      Perform q-Gaussian mutation on Vi 
15:      If Vi  is non-dominated with the individuals in PA 
16:        Add Vi to PA using the k-nearest neighbor rule 
17:      Else 
18:        Remove the dominated individuals from PA and 
add Vi to PA 
19:      End if 
20:   End if 
21:   If Vi dominates Xi then 
22:      Xi = Vi 
23:   End if 
24:  Endfor 
25:  Build two Gaussian Models using the parameters of 
the improved individuals 
26:  Calculate the probabilities of the strategies based 
on the improved individuals 
27:  Generate Pn+1 based on Pn and PA using indicator-based 
selection. 
28:  Reinitialize F, CR, S for the unimproved individuals 
according to the models 
29: Endwhile 

The variation operators of DE/best/1/bin and DE/best/1/exp are shown as follows. 
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Program segment 1 Program segment 2 
jrand = randint (1, D) 
for j=1 to D do 
  if rand(0,1)<CRi || j == jrand then 
     Vj

i = Xj
best + Fi*(Xj

r1-X
j
r2) 

  else 
     Vj

i=Xj
i 

  endif 
endfor 

j=randint (1, D) 
k=0 
do 
  Vj

i = Xj
best + Fi*(Xj

r1-X
j
r2) 

  j = (j+1) % D 
  k++ 
while (rand(0,1)<CRi && k<D) 

 
In the above pseudo-codes, Pn is the parent population of the n-th generation; Fi, CRi, 
and Si are the two control parameters and the strategy corresponding to the individual 

Pi

n
; D is the dimension of decision variables; randint(1, D) denotes generating a 

random integer number between 1 and D; r1 and r2 are two randomly generated 
integers with uniform distribution and their values are lower than or equal to the 
population size, and mutually different; best is a randomly generated integer with 
uniform distribution and less than the size of the non-dominated solution set. 

3 Experiments 

In this section, we experimentally investigate the performance of ILSDEMO 
compared with NSGAII, IBEA and DEMO/parent [13] on DTLZ1, DTLZ3, and 
DTLZ7 using three performance metrics. All the experiments are implemented in 
VC6.0, Matlab 7.1, Sigmaplot 12.0 and run on Intel i5 760 2.8GHz machines with 
4GB DDR3 RAM. 

3.1 Performance Indicators 

We employ three performance metrics, namely, hypervolume (HV) [14], inverted 
generational distance (IGD) [15], and Spacing [16], to compare the non-dominated 
solutions obtained by the four algorithms. It must be pointed out that we use the HV 
difference between the Pareto front and the obtained non-dominated front to substitute 
the HV indicator. In the following experiment, the HV difference is denoted as HV*. 
Then, a small value of HV* corresponds to a high quality. Also noticeable is that we 
use an improved version of spacing, where the Euclidean distances between the two 
extreme ends of non-dominated front and the corresponding ends of the Pareto front 
are considered. 

3.2 Parameters Settings 

According to our preliminary experiments, the common parameters are set as follows: 
NP=50, NA=150, F∈[0.2, 0.8], CR∈[0.7,1.0], RUNs=30, Max_Evals=100000. Here, 
NP represents the parent population size, NA denotes archive population size, F and 
CR are the scaling factor and crossover rate of DE respectively, RUNs and Max_Evals 
indicate the number of runs and evaluations in one run respectively. In addition, the 
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factor k is set to 0.02 in indicator-based selection. In IBEA and NSGAII, the offspring 
population size is set to 50; the probabilities of simulated binary crossover (SBX) and 
polynomial mutation are set to 0.8 and 0.1 respectively; the distribution indices of 
SBX and polynomial mutation are set to 20. In the calculation of performance 
indicators, we use the objective values normalized by arctan function and finally 
mapped onto [0, 1], and each objective value of the reference point is set to 1.0. 

3.3 Experimental Results 

In this section, we present and discuss the experimental results obtained by 
ILSDEMO, NSGAII, IBEA and DEMO. In DTLZ1, DTLZ3, and DTLZ7, the number 
of decision variable is equal to M+k−1, where M is the number of objective functions 
and k can be set by the user. In this experiment, M is set to 3, and k is set to 5 for 
DTLZ1, 10 for DTLZ3, 20 for DTLZ7 respectively. 

It can be seen from Fig. 1 that ILSDEMO approaches to the true Pareto fronts of the 
DTLZ test instances more accurately and more evenly. In addition, For DTLZ1, the 
solutions obtained by IBEA are more evenly distributed while NSGAII maintains a 
worst distribution. For DTLZ3, the approximate front obtained by NSGAII is the 
worst owing to some outliers on f1 and f2, and DEMO is better than IBEA. Although 
the centers of the fronts obtained by IBEA are evenly distributed to a certain extent, 
not only large gaps exist between the centers and the edges, but also some  
extreme points of the three objectives are lost. For DTLZ7, the non-dominated front 
obtained by NSGAII is similar to the one of DEMO while IBEA obtains the worst 
result. 
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Fig. 1. The best approximate Pareto fronts of 25 runs obtained by the four algorithms on 
DTLZ1, DTLZ3, DTLZ7 according to HV* value 
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Fig. 2. The box plots of the three indicator values for DTLZ1, DTLZ3, and DTLZ7 

Besides, the box-plots in Fig. 2 statistically reflect the differences of the four 
algorithms by three performance indicators. The overall performance of ILSDEMO is 
highly competitive with the other three methods. Meanwhile, seen from the medians 
on DTLZ1, IBEA exhibits better performance than NSGAII and also slightly 
outperforms DEMO. For DTLZ3, although there exist some worse outliers for IBEA, 
NSGAII only shows better performance than IBEA regarding IGD while it has worse 
spacing and HV* values. For DTLZ7, the four algorithms have consistent 
performance ranks on IGD and Spacing, i.e., ILSDEMO has the best indicator values 
and IBEA obtains the worst indicator values while DEMO is better than NSGAII. 
However, IBEA is better than NSGAII and DEMO in terms of HV* metric. 

4 Conclusions 

In this paper, we have presented an efficient multi-objective evolutionary algorithm 
based on differential evolution. Multiple approaches from different perspectives have 
been applied to boost the performance of the algorithm. To generate a statistically 
sound population, orthogonal design is used in this algorithm. Self-adaptive 
parameters and strategies are employed to tune parameters automatically in order to 
adapt them to different problems or different stages. In the greedy selection of 
differential evolution, we use q-Gaussian mutation to enhance the local search 
capability. Moreover, the k-nearest neighbor rule is utilized to eliminate the crowded 
individual so as to maintain an evenly distributed archive population with a fixed size. 
To keep the parent population distributed evenly, we also employ indicator-based 
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selection to form a new parent population based on the old parent population and the 
archive population. Compared with NSGAII, IBEA, and DEMO on three test 
instances, we have observed that our approach can converge to the true Pareto front 
more accurately and evenly. 
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Application of Data Mining in Coal Mine Safety Decision 
System Based on Rough Set 
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Abstract. The coal mine safety decision systems, such as ventilation safety 
monitoring system, underground water inrush monitoring system, underground 
coal and gas emission monitoring system, have been established in many large 
and medium-sized coal mines. A large amount of original data had accumulated 
in these systems. How to transform data into information for scientific decision 
was a problem worth to consider for coal mine safety production. The rough set 
theory, quantitative analysis of incomplete, imprecise and uncertainty know-
ledge, provided a new method and tool for data mining. A kind of heuristic ge-
netic algorithm for continuous attributes discretization was put forward to solve 
the problem of continuous attribute discretization of decision table; a kind of 
heuristic immune algorithm for attribute reduction was presented to conquer the 
shortage of existing attribute reduction algorithm; in order to solve the problem 
of reasoning and decision in incomplete and imprecise information, a kind of 
default rule mining model based on reduction lattice was proposed. Finally, data 
mining system based on rough set was designed, which was applied to data 
mining analysis of underground gas emission, good results were achieved.  

Keywords: rough set, data mining, attribute reduction, genetic algorithm,  
Immure algorithm, reduction lattice, default rule. 

1 Introduction 

Coal and gas outburst was a complex geological disaster occurred in coal mines, the 
complexity mainly as follows: 1) the factors, affecting coal and gas outburst, itself 
was inaccurate and fuzzy; 2) the relationship between outburst factors and outburst 
events was fuzzy; 3) for the occurrence mechanism of coal and gas outburst, that was 
not yet fully clear; 4) all prediction index and prediction method of coal and gas out-
burst was presented based on the experience, which was difficult to generally applica-
ble to different gas geological conditions [1]. 

Due to the above reasons, the practical applications of prediction method of coal 
and gas outburst were subject to greater restrictions, the effect was worst. The differ-
ent prediction methods using different parameters, has used seven or eight, but also 
choose more than a dozen, two dozen, for many penetration workers, the problem that 
how to choose better predict effect index is a headache. To solve the problems, uncer-
tainty, ambiguity, nonlinear, of existing prediction methods, a feasible way is to find 
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new theory and method[2]. Data mining system based on rough set was designed, 
potential, valuable information, rules and knowledge were mined and discovered from 
a large number of original data, thus to effectively guide and predict safety, produc-
tion, operation and management of coal mining enterprises, good results were 
achieved.  

2 Model for Default Rule Mining  

Default rule, reflecting general relationships of data, a certain degree of generality, 
relatively simple expression form, can deal the problems with some degree of incom-
pleteness, the so-called incompleteness are shown that some attributes have no value 
in decision system[3]. Model for default rule mining based on reduction lattice was 

presented, and its idea is: for given confidence threshold Cμ  and support threshold 

Sμ of target rules, starting from the sample data, according to rough set theory, reduc-

tion lattice was firstly built and searched through some search strategy, the rule set 
that meet the requirements of credibility and support was calculated according to 
searched reduction nodes, default rule was applied to reasoning or decision, due to the 
incomplete information, it was matched layer by layer in the lattice in accordance 
with existing information, the optimal solution of problem was obtained according to 
a priority decision algorithm. 

( )q
iN  was represented as the i-th node of the q-th layer, the corresponding decision 

subsystem for ( )( ,  )q
iU C D , hich corresponded to a set of simplified rules, set 

( )
1/ ( )) { ,..., }q

i iU IND C X X= , 1/ ( ) { ,  ... } jU IND D Y Y= , if the credibility and support 

meet: 

( , ) ,  ( ( , ) ( ) / ( ) )C i j C C i j i j iX Y X Y card X Y card Xμ μ μ> = ∩  (1)

( , ) ,  ( ( , ) ( ) / ( ) )C i j C C i j i j iX Y X Y card X Y card Xμ μ μ> = ∩       (2)

A default rule can be generated: 

( )  ( )       ( ( , ), ( , ))i j C i j S i jDes X Des Y X Y X Yμ μ→  (3)

And the rules were stored in the rule set of the node. 
For node in reduction lattice, a reduction node may be found from top to bottom 

and from left to right, rule set was generated, if confidence of the node relative to a 
particular decision class Yj rule set was less than confidence threshold, all subsequent 
nodes relative to the decision class Yj rule set was not calculated, then a reduction 
node may be found from t bottom o top and from right to left, rule set was generated, 
if support of the node relative to a particular decision class Yj rule set was less than 
support threshold, all predecessor nodes relative to the decision class Yj rule set was 
not calculated, and so forth, finally all reduction node was traversed, the rules set of 
all nodes were obtained[4]. 
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3 Data Mining System Based on Rough Set 

Data mining system based on rough set achieved the main process: data preprocess-
ing, data mining, model interpretation and model evaluation, as shown in Fig. 1, the 
whole system was composed of four modules: data pre-processing, attribute reduc-
tion, rule extraction ,rule evaluation and interpretation[5]. 
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Neural network 
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interpretation
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Fig. 1. Frame of data mining system based on rough set 

3.1 Data Pre-processing Module 

Data pre-processing was very important in data mining, the success or failure of a 
data mining was affected not only by algorithm model selection, but also by data pre-
processing. The results of data analysis were directly affected by incomplete, noisy 
and inconsistent data. Data pretreatment technology can improve the quality of the 
data, and help to improve accuracy and performance of the mining. Data pre-
processing module included three functions: data selection, data default value 
processing and data discretization. Data selection, including the selection of data 
tables and the selection of data object in tables; data default value processing, includ-
ing several filling and ignore methods of default value; discretization of continuous 
attribute value was a generalization process of decision table. Heuristic genetic algo-
rithm for discretization of continuous attributes was adopted[6], the algorithm was as 
follows: 

Step 1: the genetic algorithm parameters, maximum evolution algebra G, popula-
tion size Psize, initial temperature T0,Pc1,Pc2,Pm1,Pm2 were set; 

Step 2: evolutionary algebraically counts t=0, according to the rules of initial can-
didate cut dots selection, initial candidate cut sets were selected, the population P(t) 
was initialized; 

Step 3: each individual's fitness value of the initial population P(t) was calculated; 
Step 4: population P′(t) was obtained by selection operation for population P(t); 
Step 5: the population P′′(t) was obtained by crossover and mutation operation for 

population P′(t); 
Step 6: the next population P (t +1) was obtained through corrective operation for 

population P′′(t); 
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Step 7: the calculation was end if t = G or optimal individual satisfying the re-
quirements, otherwise each individual's fitness value of the initial population P(t+1) 
was calculated, went to Step 4. 

3.2 Attribute Reduction Module 

Attribute reduction module, the framework based on rough set theory, the core of all 
the applications of rough set theory, main function was reduction of data attributes 
and concentration and generalization of data. Attribute reduction methods included 
general reduction, heuristic reduction methods and global search attribute reduction 
method, where heuristic immune algorithm for attribute reduction was adopted[7], the 
algorithm was as follows: 

Step 1: the relative difference comparison table of decision table was firstly solved, 
then core attribute of attribute reduction in decision table was calculated according to 
the relative difference comparison table; 

Step 2: the algorithm parameters were initialized: antibody group size for N, the 
memory size for M, iterations for epochs, crossover probability for Pc, mutation prob-
ability for Pm, weighting factor for γ;  

Step 3: antibody Ag was defined as attribute number of attribute reduction set; 
Step 4: attribute reduction was encoded: each antibody contained core properties, 

only the non-core properties of antibody was encoded, the size of antibody group 
A1was set to N＋M; 

Step 5: corrective operation: new antibody in the antibody group A1 was corrected 
by correction strategy, so that each antibody was effective antibody; 

Step 6: affinity calculation: affinity fj and concentration cj of each antibody Abj in 
Ak(N+M) was calculated; 

Step 7: antibody evaluation: expected reproduction rate of antibody Abj for Prj = 
Prf j+ γ Prcj; 

Step 8: Memory update: the poor antibody was replaced by M excellent antibodies 
with more affinity in antibody group Ak, which can ensure that the average affinity of 
actual antibody in the memory is greater than or equal to the prevenient antibody; 

Step 9: termination condition judgment: whether it reached iterations, antibody af-
finity function value whether did not change after a certain number of successive 
iterations. all attribute reduction sets of memory were output, operation end. Other-
wise, continue to the next step; 

Step 10: genetic operation: for antibody Ak, comprehensive evaluation methods 
based on affinity and concentration were adopted, as parent group Bk, N antibodies 
were selected by roulette wheel selection method in Ak. For Bk, the corresponding 
antibodies were selected respectively in accordance with the crossover probability Pc 
and mutation probability Pm, Bk+1 was obtained through the crossover and mutation 
operations; 

Step 11: corrective operation: new antibody in the antibody Bk+1was corrected by 
correction strategy, so that each antibody was effective antibody, effective antibody 
B’k+1 was obtained; 

Step 12: a new antibody group generation: a new antibody group Ak+1 included 
antibodies in memory antibody group and offspring antibodies B’k+1 with corrective 
operation, then went to Step6. 
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3.3 Rule Extraction Module 

The function of rule extraction module was to extract rules from the data set, attribute 
value reduction method based on rough set theory was adopted[8]. 

3.4 Rule Evaluation and Interpretation Module 

The module included the prediction accuracy of classification rule, confidence and 
support analysis, the number of rules and the final interpretation of the rules[9]. 

4 Application 

Gas emission in underground mines as an example, the relationship between gas 
emission and its affecting factors was found for scheduling decision, help mine leader 
to timely analyze and guide coal mine production. These data were collected from 
July 18, 2010 to September 20th, some were obtained by measure of underground gas 
detection system and mine coal belt system, some were calculated, a total of 1560 
records, 20 data were randomly selected from records, as shown in table 1. S1, S2, S3, 
S4, S5, S6 as condition attributes, S1 for the burial depth, S2 for coal seam thickness, S3 
for gas content, S4 for daily progress, S5 for coal seam pitch, S6 for daily output; D for 
the gas emission,1 for non-emergent, 2 for general, 3 for emergent[10]. 

Table 1. Data set of gas emission 

 S1(m) S2 (m) S3 (m
3.t -1) S4 (d.t -1) S5 (m) S6 (d.t -1) D 

1 409 2.1 1.92 4.42 21 1824 1 
2 421 1.9 2.14 4.13 18 1750 1 
3 434 2.4 2.50 4.71 16 2082 1 
4 449 2.3 2.43 4.32 17 1995 1 
5 528 2.6 2.80 3.25 10 1978 2 
6 543 2.8 3.16 3.81 12 2206 2 
7 562 3.1 3.68 3.53 11 2409 2 
8 589 6.0 4.21 2.85 19 3238 3 
9 606 6.2 4.34 2.77 16 3086 3 
10 625 6.3 4.03 2.64 17 3353 3 
11 639 6.4 4.67 2.75 15 3411 3 
12 415 2.1 2.15 4.16 23 1526 1 
13 431 2.4 2.58 4.67 18 2077 1 
14 457 2.3 2.40 4.51 21 2102 1 
15 515 2.9 3.22 3.45 13 2241 2 
16 518 2.7 3.10 3.51 19 2089 2 
17 530 3.0 3.35 3.68 12 2287 2 
18 550 2.9 3.61 4.02 14 2325 2 
19 628 6.5 4.62 2.80 20 3455 3 
20 633 6.6 4.80 2.92 16 3649 3 
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Table 2. Data set of gas emission after discretization 

 S1 S2 S3 S4 S5 S6 D 
1 1 1 1 4 4 1 1 
2 1 1 2 3 4 1 1 
3 1 2 3 4 3 2 1 
4 2 2 3 3 2 1 1 
5 4 2 4 2 1 1 2 
6 4 3 4 2 1 2 2 
7 5 3 5 2 1 3 2 
8 5 6 6 1 3 5 3 
9 5 6 6 1 3 5 3 
10 5 6 5 1 2 5 3 
11 6 6 7 1 2 6 3 
12 1 1 2 3 5 1 1 
13 1 2 3 4 3 2 1 
14 2 2 3 4 4 2 1 
15 4 2 4 2 1 1 2 
16 4 3 4 2 3 2 2 
17 4 3 4 2 1 2 2 
18 5 3 5 3 2 3 2 
19 6 7 7 1 4 6 3 
20 6 7 7 1 2 6 3 

4.1 Discretization of Continuous Attributes 

Due to condition attributes as the continuous, discretization of continuous firstly was 
carried out before extracting rule, 500 records that randomly selected from the gas 
emission data set were analyzed, discretization of the condition attributes, such as 
burial depth, coal seam thickness, gas content, daily progress, coal seam pitch and 
daily output was made by heuristic genetic algorithm, to get the minimum discrete 
points. 

Burial depth data was discretized into 6 intervals, coal seam thickness data was 
discretized into 7 intervals, gas content data was discretized into 7 intervals, daily 
progress data was discretized into 4 intervals, coal seam pitch data was discretized 
into 5 intervals, daily output data was discretized into 6intervals, data set of instance 
of gas emission after discretization from table 1 as shown in Table 2. 

4.2 Attribute Reduction 

The discrete data sets with records for attribute reduction by using heuristic immune 
algorithm, attribute reduction was burial depth, coal seam thickness, gas content, daily 
progress, coal seam pitch and daily output. 

4.3 Default Rules Mining 

Gas emission data set was analyzed and mined by using model for default rule mining 
based on rough set. The classification rules were obtained in condition that the mini-
mum reliability was 0.45 and the minimum support degree was 0.02, f which five 
rules were interpreted as follows: 
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Table 3. Test data set of gas emission 

 S1(m) S2 (m) S3 (m
3.t -1) S4 (d .t -1) S5 (m) S6 (d .t -1) D 

1 419 2.0 1.52 4.32 22 1722 1 
2 467 2.2 2.91 4.21 22 2004 1 
3 498 2.8 3.20 3.41 19 2083 1 
4 545 2.8 3.31 4.22 15 2227 2 
5 580 2.9 3.36 3.81 13 2108 2 
6 615 6.4 4.45 2.84 18 3259 3 
7 638 6.4 4.42 2.70 21 3357 3 
8 425 2.5 2.35 4.26 24 1423 1 
9 431 1.8 2.62 4.33 19 1653 1 
10 444 2.3 2.70 4.31 17 2084 1 
11 459 2.5 2.33 4.42 18 1896 1 
12 525 3.0 3.12 3.35 14 2144 1 
13 540 3.3 3.65 3.78 13 2188 2 
14 620 6.2 4.35 2.95 16 3312 3 
15 650 5.6 4.40 2.42 15 3546 3 

 
S1(burial depth) =1  S2(coal seam thickness)=1  S3(gas content)=1  D(gas 

emission) =1 (non-emergent) (0.73, 020); 
S1(burial depth)=4  S2(coal seam thickness)=3  S3(gas content)=4  S4(daily 

progress)=2   S5(coal seam pitch)=1  S6(daily output)= 2  D(gas emis-
sion)=2(general) (0.70,032);  

S1(burial depth)=4  S2(coal seam thickness)=2  S3(gas content)=4  S4(daily 
progress)=2   S5(coal seam pitch)=1  S6(daily output)=1  D(gas emis-
sion)=2(general) (0.82,0.24); 

S1(burial depth)=5S2(coal seam thickness)=6S3(gas content)=6S5(coal seam 
pitch)= 3S6(daily output)=5  (gas emission)=3(emergent) (0.73,0.02); 

S1(burial depth)=6S2(coal seam thickness)=7S3(gas content)=7S5(coal seam 
pitch)= 2S6(daily output)=6D(gas emission)=3(emergent) (0.85,0.021). 

The gas emission data were tested after obtaining the gas emission classification rules, 
15 samples of test data set as shown in Table 3. Firstly, the test data set was discre-
tized, then discretized test data set was predicted for classification through the classi-
fication rules, prediction accuracy rate reached 98%, indicating that it was effective to 
data mining based rough set on for extracting the gas emission classification rules. 
Finally, the rules were evaluated and interpreted, and the rules were stored in know-
ledge base for the prediction of the gas emission or auxiliary decision. 

5 Summary 

The rough set theory, quantitative analysis of incomplete, imprecise and uncertainty 
knowledge, has been a research hotspots in recent years. In order to solve the problem 
of continuous attribute discretization of decision table, a kind of heuristic genetic 
algorithm for continuous attributes discretization was put forward, the performance of 
the algorithm was improved. A kind of heuristic immune algorithm for attribute  
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reduction was presented to conquer the shortage of existing attribute reduction algo-
rithm. In order to solve the problem of reasoning and decision in incomplete and im-
precise information, a kind of default rule mining model based on reduction lattice 
was proposed, which was used the research method of Top-down and Bottom-up in 
reduction lattice alternately to mining default rule. By setting rule credible degree and 
rule support degree based on RS, the algorithm introduced some research strategies 
which were used to optimize the process of mining default rule and reduce the time 
complexity of the algorithm. Finally, data mining system based on rough set was de-
signed, which was applied to data mining analysis of underground gas emission, good 
results were achieved. 

References 

1. Niu, L.D.: Mine Gas Linkage Monitoring Method Based on Data Mining Approach. China 
Safety Science Journal 21, 62–68 (2011) 

2. Ni, L.Q., Zhou, H.T., Gao, S.S.: A More Effective Data Mining Approach That Adroitly 
Combines Rough Set Theory with Evidence Theory. Journal of Northwestern Polytechnic-
al University 28, 927–931 (2010) 

3. Zhao, Z.P., Yin, Z.M., Chen, J.C.: Mine Hidden Danger Data Digging Model and Applica-
tive Digging Algorithm. Coal Science and Technology 38, 67–69 (2010) 

4. Zheng, H.Z., Liu, Y., Zhan, D.C.: Default Rules Frame of Non-monotonous Problems 
Based on Data Mining. Computer Science 33, 181–182 (2006) 

5. Wang, Y.Y.: Knowledge Discovery Methods Research Based on Rough Set Theory. 
Shanghai Jiao Tong University, Shanghai (2006) 

6. Xu, X., Zhai, J.M.: Multiscale Genetic Algorithms for Discretization in Rough Set on 
Trees. Modern Manufacturing Engineering 10, 1–4 (2009) 

7. Liu, Y., Li, W.H., Chen, Y.L.: Research on Intelligent Fault Diagnosis Based on Artificial 
Immune System. Computer Measurement & Control 18, 2694–2696 (2010) 

8. Zhao, L.S., Shi, J.H.: Real Value Attribute Reduction Method Based on Rough Sets. Jour-
nal of Inner Mongolia University 41, 97–101 (2010) 

9. Liu, B., Pan, J.H., Liu, P.S.: Rule Evaluation Method and Data Quality Mining System. 
Computer Integrated Manufacturing Systems 15, 1436–1441 (2009) 

10. Hou, G.Z.: Focus on Gas Safety Management Face Ventilation and Gas Management 
Means. Coal Technology 28, 199–200 (2009) 



 

D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 42–48, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Study on Web Text Feature Selection Based on Rough Set 

Xianghua Lu and Weijing Wang 

Department of Computer and Information Engineering, Luoyang Institute of Science  
and Technology, Luoyang, P.R. China 

xh_xianghua@sohu.com 

Abstract. This paper uses vector space model as the description of the Web 
text, analyses the feature of the Web pages which are written in HTML, and 
improves the traditional formula of TF-IDF. The feature weight is calculated 
according to the term location in the document. In addition, a text classification 
system based on Vector Space Model is studied. In the article, feature selection 
and text classification is connected and feature terms are selected depending on 
the term’s importance to classification, and then the paper proposes a feature  
selection algorithm based on rough set. Experiments show that this method can 
effectively improve the classification accuracy. It can not only reduce the di-
mension of feature space, but also improve the accuracy of classification. 

Keywords: feature weight, feature selection, rough set, text classification. 

1 Introduction 

With the rapid development of WWW technology, Internet has become the largest 
information gathering place. As these large, heterogeneous Web information re-
sources with great potential value, people urgently need tools to find the resources and 
knowledge from the Web rapidly and efficiently. Web text mining is a kind of method 
and tool to find the implicit knowledge and pattern from a large number of Web doc-
uments [1]. Web text classification is an important technology in Web text mining, 
and it refers to classify each of the Web documents into a pre-defined category [2]. 
Through the Web text classification, a lot of web pages can be classified automatical-
ly to help the users get their interested text information quickly and accurately,  
reduce the search space, accelerate the retrieval speed, and improve the query  
precision, etc. 

The development of Web text classification is based on traditional text classifica-
tion among which some technology are applicable in the Web text classification as 
well. However, there is a fundamental difference between the two kinds of classifica-
tion. The former deal with Web texts and the latter do with plain texts. Web text is 
mainly described in the form of webpage which contains a lot of marker symbols; 
those symbols provide much richer information for Web text classification. In addi-
tion, the Web document also has high dimension features, sparse sample and less 
obvious characteristics [3]. The classification performance of some frequently-used 
classifier with superior performance usually dropped sharply in high dimension  
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feature spaces, while the huge computation cost makes it difficult for various algo-
rithms to deal with large-scale text collections. In view of the features above, the cal-
culation method of feature weight has been improved, and then this paper proposed a 
feature selection method based on attribute reduction of rough set. Experiments 
proved that when reduced to the same feature number, classification can get higher 
accuracy using training subset extracted by the method. 

2 The Improvement of Weight Calculation Formula 

Vector Space Model (VSM) is usually used to describe the texts in Web text classifi-
cation. In VSM, each text is described as a feature vector of n dimension:  

( ) ( ) ( ) ( )( )1 1, ;...; , ;...; ,i i n nV d t w d t w d t w d= .Where, it  stands for feature 

item, ( )
i

w d is the weight of term it  in text d , which is generally defined as the 

function of the frequency ( )
i

f dt that it occurs in text d , name-

ly ( ) ( )( )i iw d tf dϕ= . Weight of feature describes the importance for expressing 

text content, so feature selection and weight calculation turns out important particular-
ly. In VSM, TF-IDF is usually used to calculate feature weight, and the following is a 
commonly-used formula for weight calculation: 
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N is the total number of training text, n  is the character number, in  is the document 

frequency of the item it , and ( )
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tf d  is the frequency of it  occurs in the text d : 
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The corresponding part IDF measures the inverse document frequency: 

( )log / 0.01iidf N n
i

= +   (3) 

When text feature weight calculated, the TF-IDF function only aims at the informa-
tion about the times that the feature item appears in the text and the distribution of 
item in the whole text space. It doesn’t consider the information of the feature loca-
tion in the text and the uneven distribution. In a specific text, the description ability of 
feature which appears in different location is different. Its contribution to text  
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classification is also obviously different. On the other hand, in the entire training set, 
the different position of feature in each text can also reflect the different performance 
to describe text [4]. So the item location should be considered when its weight calcu-
lated. At present, in most of text classifications based on position weight, absolute 
weighting method is the common method to calculate the weight of feature according 
to the main structure features. In the weight calculation based on position, what com-
monly used is the absolute value weighted method; it is a matter of experience. 
Firstly, the feature items in different positions are given different weighting coeffi-
cient; secondly, final weight is calculated together with the feature items in the main 
body of the text [5]. This method can improve the classification effect, but only to a 
certain extent. The disadvantage of the method is that weighting coefficient is fixed 
value, which has different effect to long text and short text. So the influence of struc-
ture feature to body text will weaken with the length of body text increase.  To solve 
the problem, the reference [6] proposed an improved weighting method, namely rela-
tive weighting method. The method considers both the length of HTML document’s 
body and the length of the text which is written in labels. Then, the method expands 
words of each element in proportion according to the length of the document, so as to 
reduce the disadvantages that the effect each element plays on the text is always influ-
enced by the document length. 

Web document contains a large number of HTML tags. Accordingly the term in-
cluded in different tags has different ability to describe text’s content or distinguish 
text categories. Therefore, the traditional TF-IDF algorithm is not so effective on the 
Web text. So, according to HTML structural feature, the weight of feature in different 
position should be calculated using different methods. 

Based on the above analysis, each HTML document will be divided into three sec-
tions according to the Web document structure in this paper: title, anchor text and 
body. The same sections are included in a collection respectively, so that the entire 

training set can be divided into three “pseudo text set” [7]: , 1, 2,3;
i

S i = where: 
i

S  is 

made of the text segments corresponding to the training set of the i  section. In each" 

pseudo text set"
i

S , formula (4) and (5) are used to calculate the feature frequency 

corresponding to the feature item and the inverted text frequency: 
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Where, 
,i j

n is the number of texts containing the feature it in the text set 

, 1, 2, 3.j j =  

In the entire training set the weight function of the feature it  can be improved as: 
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where,
3

, 11 2 3 1
i

j
λ λ λ λ> > =

=
, it’s determined by the experiment as the follow-

ing
1 2 3

0.46, 0.36, 0.18λ λ λ= = = . Then make use of formula (6) to weight each feature 

item. 

3 Feature Selection Based on Rough Set 

A part of features, all of which have larger weight than those unselected, is selected to 
construct the feature vector. Where, the number of the selected features is far litter 
than the total of all items in text. And then, texts are classified using KNN automati-
cally. However, the experiment shows that the classification efficiency is not very 
ideal because it is not easy to determine an appropriate value of m. it's would affect 
the classification accuracy whether m is too big or too small.  To solve the problem, 
this paper put forward a method of feature selection based on rough set, which is a 
math tool to deal with incertitude and uncertain data [8]. The main idea of rough set 
theory is to extract decision rules by attribute reduction and value reduction in the 
premises of keeping the ability of classification.  Attribute reduction based on 
attribute significance can remove those feature items which have little effect on the 
classification or even no effect, and reduce the dimension of feature vector. However, 
it exists obvious shortcomings when directly using the attribute reduction of rough 
sets for feature selection because that feature dimension of text is too large and  the 
mathematics amount of attribute reduction is too high [9]. Extremely uneven attribute 
value may cause null able core of some attributes. This paper proposes a method of 
feature selection based on rough set. Firstly, making use of the previously-mentioned 
TF-ID algorithm, a certain number of features are selected to constitute primitive 
feature sets; secondly, beneficial features to classification are selected from the primi-
tive feature sets by attribute reduction of rough sets in the premise of keeping the 
accuracy of classification. Further feature selection can reduce the feature dimension 
to a few hundred dimensions.  

Web text feature selection based on rough set theory is founded on the vector space 
model VSM obtained in the previous stage. Firstly, the weighted features are discre-
dited and a decision table is established , the entire training sets are  regarded as U, 
feature subset as conditional  attribute and text categories set as decision attribute D. 
Secondly, conditional  attributes are filtered properly depending on its significance 
which  is evaluated through dependence of conditional attribute. So the feature subset 
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including minimum features is obtained and the vector space model is reconstructed. 
The specific steps are as follows [10]: 

• Calculate the positive region ( )
c

Pos D that decision attributes D is relative to con-

dition attribute C in the two-dimensional decision table: 

C
X U D

Pos CX
∈

=   (7) 

• According to the dependence function of rough set: 

( )
( )( )

( )
card Pos D

cK D
c card U

γ= =  (8) 

K reflects the degree that decision attributes D depend on attribute C, the larger the 
value of K, the higher the dependence degree. 

• To each attribute it  in the two-dimensional decision table, calculate its importance 

( )IM Dti
 to decision attribute D: 

( ) ( )
{ }

( )
ti C ti

IM D D D
c

γ γ
−

= −  (9) 

The larger the value of ( )
it

IM D  is, the more important the attribute it is to classi-

fication. If the value of ( )
it

IM D is zero, attribute it  has no effect on classifica-

tion. And it should be removed. 

• Set a threshold value δ and remove all attributes that meet the condition 

IMti
δ< .This method won’t result in a loss of information, and can delete vast re-

dundant attributes, so as to reduce the original dimension to a certain degree. 

4 Experiments and Analysis of Eight Categories 

This paper collects 800 webpage documents from Sohu website as dataset; those doc-
uments are divided into eight categories: cars finance and economics, health, travel, 
entertainment, sports, real estate and military, and each category contain 100 webpage 
documents. 600 of them as training set, 200 as the test set. Those documents are clas-
sified by the most commonly-used classification: k-NN. In the experiment, the classi-
fication results are evaluated by a general comprehensive classification rate, namely 
F1, which comprehensively considers the precision and recall of text classification. Its 
specific calculation formula is as follows: 
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Web pages are cleaned to extract the title, anchor text and body, those constitute 
plain texts. And then the Chinese plain texts are segmented into words with 
ICTCLAS, which is a high precision Chinese segmentation tool from CAS. The high 
frequency words, low-frequency words and stop words are eliminated. Weight of 
every term is calculated respectively using the improved weighting method and the 
traditional TF-IDF method. 

The experiments are divided into two levels. In order to verify the effect of the me-
thod based on position weighting, the experiments in the first level compared the im-
proved TF-IDF weighting algorithm and the traditional. Seven hundred and eighty terms 
are selected to construct the feature vector respectively; all of those selected terms have 
larger weight than others. And then they are classified using KNN classifier. 

The experiments in the second level are based on the improved weighting method 
before and after using rough set theory, and then by the experiment comparison vali-
date the effect of method based on rough set theory for further feature selection. Fea-
tures are selected preliminary from the terms whose weight is calculated using the 
improved weighting method; there, seven hundred and eighty terms are selected as 
before. Feature dimensions are reduced by mean of the attribute reduction of rough 
sets, finally one hundred and eighty dimensions is determined.F1 test value of the 
classification results is shown in the following table: 

Table 1. F1 test value 

Category 

weight formula 

TF-IDF 
Improved TF-IDF 

Direct 
reduction of 
rough  sets 

Cars 0.781 0.829 0.865 

Military 0.759 0.796 0.839 

Finance and Economics 0.672 0.768 0.812 

Health 0.703 0.759 0.821 

Travel 0.802 0.856 0.866 

Entertainment 0.798 0.812 0.854 

Sports 0.751 0.823 0.846 

Real Estate 0.697 0.737 0.805 

The experimental results prove that this improved algorithm of term weighting 
based on position in k-NN classifier can improve the precision of text classification. 
The method of feature selection based on rough set can not only achieve the purpose 
of dimension reduction, but also increase the final text classification accuracy. 
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5 Conclusion 

With the extensive application of Web text classification technology in search engine, 
digital library, information filtering, information retrieval, Internet information monitor-
ing and other fields, the research of Web text classification has been an advanced issue in 
the field of information processing. Searching for effective text feature reduction method 
will be the key technology to improve the efficiency of automatic text classification. 
Feature selection method based on evaluation function can reduce feature to over a thou-
sand dimensions. The quantity of the dimensions is still very large to machine learning; 
further reducing the dimensions will affect classification accuracy. 

The feature selection method based on rough was proposed in this paper. Firstly 
the improved weight algorithm based on location to select a certain number of fea-
tures is used, and then the attribute reduction algorithm of rough set theory to further 
reduce the feature dimensions was used. The experiments showed the method is effec-
tive. It could get higher classification accuracy when the same number of features is 
reduced and the method to extract the feature subset training is used. 

Acknowledgement. The project was supported by Key Project on Science and Tech-
nology of the Education Department of Henan Province (NO.12A520031), Youth 
Foundation of Luoyang Institute of Science and Technology (NO.2011QZ15). 

References 

1. Wang, J.C., Pan, J.G., Zhang, F.Y.: Research on Web Text Mining. Journal of Computer 
Research and Development 37, 513–520 (2007) (in Chinese) 

2. Liu, H.: Research on Some Problems in Text Classification. Jilin University, Jilin (2009) 
3. Liu, L.: The Research and Implementation of Automatic Classification for Chinese Web 

Text. University of Changchun for Science and Technology, Changchun (2007) 
4. Chu, J.C., Liu, P.Y., Wang, W.L.: Improvement Approach to Weighting Terms in Web 

Text. Computer Engineering and Applications 43, 192–194 (2007) (in Chinese) 
5. Tai, D.Y., Xie, F., Hu, X.G.: Text Categorization Based on Position Weight of Feature 

Term. Journal of Anhui Technical College of Water Resources and Hydroelectric (3), 64–
66 (2008) (in Chinese) 

6. Tan, J.B., Yang, X.J., Li, Y.: An Improved Approach to Term Weighting in Automatic 
Web Page Classification. Journal of the China Society for Scientific and Technical Infor-
mation 27, 56–61 (2008) (in Chinese) 

7. Liu, H.F., Zhao, H., Liu, S.S.: An Improved Method of Chinese Text Feature Selection 
Based on Position. Library and Information Service 53, 102–105 (2009) (in Chinese) 

8. Wang, G.Y.: Rough Sets Theory and Knowledge Acquisition. Xi’an JiaoTong University 
Press, Xi’an (2001) (in Chinese) 

9. Zhang, B.F., Shi, H.J.: Improved Algorithm of Automatic Classification Based on Rough 
Sets. Computer Engineering and Applications 47, 129–131 (2011) (in Chinese) 

10. Chen, S.R., Zhang, Y., Yang, Z.Y.: The Research of the Feature Selection Method Based 
on Rough Set. Computer Engineering and Applications 42, 159–161 (2006) (in Chinese) 



 

D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 49–56, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A Generalized Approach for Determining Fuzzy 
Temporal Relations 

Luyi Bai and Zongmin Ma 

College of Information Science & Engineering 
Northeastern University 

Shenyang, China 
mazongmin@ise.neu.edu.cn 

Abstract. Fuzzy temporal relations have been defined to support temporal 
knowledge representation and reasoning in the presence of fuzziness, which are 
still open issues. In this paper, we propose a generalized approach for determin-
ing fuzzy temporal relations assuming that fuzzy temporal intervals are all 
fuzzy. We firstly present the basics of representation of fuzzy temporal relations 
from two aspects: fuzzy time point and fuzzy time interval, and then give defi-
nitions of their fuzzy relations. On this basis, correspondences between fuzzy 
and crisp temporal relations are investigated. Finally, a general formalized algo-
rithm for determining fuzzy temporal relations is proposed. 

Keywords: Fuzzy time point, Fuzzy time interval, Fuzzy temporal relations. 

1 Introduction 

Temporal relations is a topic of great importance in various application domains such 
as scheduling and planning [7][8], natural language understanding [17], question 
answering [10], etc. Starting from Allen’s seminal work on temporal interval relations 
[1], increasingly more expressive efforts have been proposed both in qualitative and 
quantitative aspects of reasoning about temporal data: combining qualitative and me-
tric temporal data [12][14], specifying metric constraints on points and durations [15], 
and studying disjunctions of temporal constraints [11][13], etc. 

However, the fact that notion of time is usually fuzzy in the real world, has led to 
emergence of various kinds of representation and reasoning approaches for dealing 
with fuzzy temporal information. The fuzzy set theory [20] and the possibility theory 
[21] seem to provide a efficient framework for dealing with fuzzy temporal informa-
tion and are applied in [4] and [6]. The two theories allow relating the qualitative 
linguistic terms to a quantitative interpretation, and providing a sort of interface be-
tween the qualitative and quantitative levels of descriptions [9]. Moreover, it has been 
proven [5] the fuzzy methodologies can account for both preference and fuzziness. 

Since fuzzy temporal relations play a fundamental role in the real world applica-
tions, the problems that emerge are how fuzzy temporal relations should be forma-
lized to determine their fuzzy relations. To fill this gap, a lot of efforts 
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[2][3][16][18][19] have been done in developing fuzzy temporal relations in the re-
cent years. In [3], Badaloni and Giacomin integrate the ideas of flexibility and fuzzi-
ness into Allen’s interval-based temporal framework, defining a new formalism called 
IAfuz, which extends classical Interval Algebra (IA). Furthermore, Badaloni and Falda 
[2] study the problem of representing different forms of fuzzy temporal relations in 
order to develop a more general way to represent it. The work of Ribarić et al. [16] 
introduce a geometrical approach to validation of the possibility and necessity meas-
ures for temporal relations between two fuzzy time points and a fuzzy time point and 
a fuzzy time interval. Unfortunately, one of the most import limitations of their efforts 
for practical applications is that the fuzzy temporal relations are computationally ra-
ther expensive to evaluate. In order to solve the problem, Schockaert et al. [19] inves-
tigate how the evaluation of the fuzzy temporal interval relations for piecewise linear 
fuzzy intervals boils down to the evaluation for linear fuzzy intervals, and provide a 
characterization for linear fuzzy intervals that is both efficient to evaluate and easy to 
implement. What’s more, Schockaert and De Cock [18] present a framework for rea-
soning about qualitative and metric temporal relations between fuzzy time intervals, 
which can be drawn upon well-established results for solving disjunctive temporal 
reasoning problems. 

Following the previous ideas of building a model capable to effectively reason 
about fuzzy temporal relations, we propose a generalized approach for determining 
fuzzy temporal relations in this paper, assuming that fuzzy temporal intervals are all 
fuzzy. We firstly present the basics of representation of fuzzy temporal relations from 
two aspects: fuzzy time point and fuzzy time interval, and then give definitions of 
their fuzzy relations. On this basis, correspondences between fuzzy and crisp temporal 
relations are investigated, which has been received little attention although fuzzy 
temporal relations have been extensively studied. Finally, a general formalized algo-
rithm for determining fuzzy temporal relations is proposed. 

The rest of the paper is organized as follows. After presenting basics of representa-
tion of fuzzy temporal relations and giving definitions of them in Section 2, Section 3 
investigates correspondences between fuzzy and crisp fuzzy temporal relations. Sec-
tion 4 proposes a general formalized algorithm for determining fuzzy temporal rela-
tions and Section 5 concludes the paper. 

2 Representation of Fuzzy Temporal Relations 

In this section, we present the basics of representation of fuzzy temporal relations 
from two aspects, which are fuzzy time point and fuzzy time interval. Among each 
aspect, fuzzy temporal data and their relations are defined. 

2.1 Fuzzy Time Point 

The time of occurrence of an instantaneous event may be vaguely known and called a 
fuzzy time point (FTP). A fuzzy time point is interpreted as a representation of a set 
of possible time points along with the degrees of possibility that an event occurs. 
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Definition 1 (Fuzzy time point). For a fuzzy time point FTP = (T, δ) we have: 

 T is a fuzzy time point 
 δ is the membership degree of the fuzzy time point, where 0 ≤ δ ≤ 1. 

The fuzzy relations of two fuzzy time points contain three cases, which are fuzzy 
equal, fuzzy disjoint, and fuzzy overlap (denoted as FTPequal, FTPdisjoint, FTPover-
lap, respectively). Here, we introduce a mathematic symbol supp, where supp A = {u | 
u ∈ U, A (u) > 0}. 

Definition 2 (Fuzzy relations of fuzzy time points). For two fuzzy time points FTP1 = 
(T1, δ1) and FTP2 = (T2, δ2), (t1i, δ1i) ∈ FTP1 and (t2i, δ2i) ∈ FTP2, we have: 

 FTPequal (FTP1, FTP2): min (supp (t1i, δ1i)) = min (supp (t2i, δ2i)) ∨ max (supp 
(t2i, δ2i)) = max (supp (t1i, δ1i)). 
 FTPdisjoint (FTP1, FTP2): max (supp (t1i, δ1i)) < min (supp (t2i, δ2i)) ∨ max 

(supp (t2i, δ2i)) < min (supp (t1i, δ1i)). 
 FTPoverlap (FTP1, FTP2): (min (supp (t1i, δ1i)) < min (supp (t2i, δ2i))) ∧ (min 

(supp (t2i, δ2i)) < max (supp (t1i, δ1i)) < max (supp (t2i, δ2i))) ∨ (min (supp (t2i, δ2i)) < 
min (supp (t1i, δ1i))) ∧ (min (supp (t1i, δ1i)) < max (supp (t2i, δ2i)) < max (supp (t1i, 
δ1i))) ∨ max (supp (t1i, δ1i)) = min (supp (t2i, δ2i)) ∨ min (supp (t1i, δ1i)) = max (supp 
(t2i, δ2i)) ∨ min (supp (t1i, δ1i)) < min (supp (t2i, δ2i)) < max (supp (t2i, δ2i)) < min (supp 
(t1i, δ1i)) ∨ min (supp (t2i, δ2i)) < min (supp (t1i, δ1i)) < max (supp (t1i, δ1i)) < min (supp 
(t2i, δ2i)). 

Theorem 1. For two fuzzy time points FTP1 = (T1, δ1) and FTP2 = (T2, δ2), ∝ denotes 
precedence, we have: 

i) FTP1 = FTP2 ⇔ T1 = T2 ∧ δ1 = δ2 
ii) FTP1 ∝ FTP2 ⇔ supp (T1, δ1) < supp (T2, δ2) 

Proof. Because fuzzy time point represent all the possible time point so that it is 
straightforward that two fuzzy time points FTP1 = FTP2 if and only if each ti ∈ T1 and 
tj ∈ T2 that ti = tj and δi = δj. In the case of precedence, similarly, if and only if each ti 
∈ T1 and tj ∈ T2 with positive possibility that ti < tj (in other words, there is no ti ∈ T1 
and tj ∈ T2 that tj ∝ ti), FTP1 ∝ FTP2.                                                

Theorem 2. Let FTP1 = (T1, δ1) and FTP2 = (T2, δ2) be two fuzzy time points and poss 
(E) denotes the possibility distribution of event E is true. 

i) max (poss (FTP1 = FTP2), poss (FTP1 ∝ FTP2), poss (FTP2 ∝ FTP1)) = 1. 
ii) min (poss (FTP1 = FTP2), poss (FTP1 ∝ FTP2), poss (FTP2 ∝ FTP1)) = 0. 

Proof. It is completely possible that either FTP1 = FTP2, or (FTP1 ∝ FTP2), or (FTP2 
∝ FTP1), and impossible that FTP1 = FTP2, and (FTP1 ∝ FTP2), and (FTP2 ∝ FTP1). 
This interpretation is intuitive and understandable.                                   

2.2 Fuzzy Time Interval 

A fuzzy time interval (FTI) is a time interval with fuzzy bounds, which is interpreted 
as representation of a set of possible time intervals along with degrees of possibility. 
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Definition 3 (Fuzzy time interval). For a fuzzy time interval, we have FTI = (Ts, δ, Te, 
δ’), including: 

 Ts and Te are fuzzy starting and ending time point respectively, where Ts ∝ Te. 
 δ and δ’ are the membership degrees of the fuzzy starting and ending time points 

being the time Ts and Te, respectively. 

Theorem 3. Let FTI = (Ts, δ, Te, δ’) be a fuzzy time interval, the membership degree 
of the fuzzy time interval δFTI is: 

i) if δ = 1, δFTI = δ’. 
ii) if δ’ = 1, δFTI = δ. 
iii) if 0 < δ < 1 and 0 < δ’ < 1, δFTI = δ × δ’. 

Proof. The membership degree of the fuzzy time interval computation can be divided 
into three cases:  

 Case 1: If the starting time point of the fuzzy time interval is crisp, we have δFTI 
= 1 × δ’ = δ’. 
 Case 2: If the ending time point of the fuzzy time interval is crisp, we have δFTI = 

δ × 1 = δ. 
 Case 3: If the two ending time points of the fuzzy time interval are all fuzzy, we 

have δFTI = δ × δ’ because the two membership degrees of the two ending time points 
are assumed to be independent.                                                      

The fuzzy relations of two fuzzy time intervals contain seven cases, which are fuzzy 
before, fuzzy equal, fuzzy meet, fuzzy overlap, fuzzy during, fuzzy start, and fuzzy 
finish (denoted as FTIbefore, FTIequal, FTImeet, FTIoverlap, FTIduring, FTIstart, 
FTIfinish, respectively). 

Definition 4 (Fuzzy relations of fuzzy time intervals). For two fuzzy time intervals 
FTI1 = (T1s, δ1, T1e, δ1’) and FTI2 = (T2s, δ2, T2e, δ2’), we have: 

 FTIbefore (FTI1, FTI2): supp (T1e, δ1’) < supp (T2s, δ2). 
 FTIequal (FTI1, FTI2): supp (T1s, δ1) = supp (T2s, δ2) ∧ supp (T1e, δ1’) = supp 

(T2e, δ2’). 
 FTImeet (FTI1, FTI2): supp (T1e, δ1’) = supp (T2e, δ2’). 
 FTIoverlap (FTI1, FTI2): supp (T2s, δ2) < supp (T1e, δ1’) < supp (T2e, δ2’) ∧ supp 

(T1s, δ1) < supp (T2s, δ2) < supp (T1e, δ1’). 
 FTIduring (FTI1, FTI2): supp (T2s, δ2) < supp (T1s, δ1) < supp (T2e, δ2’) ∧ supp 

(T2s, δ2) < supp (T1e, δ1’) < supp (T2e, δ2’). 
 FTIstart (FTI1, FTI2): supp (T1s, δ1) = supp (T2s, δ2). 
 FTIfinish (FTI1, FTI2): supp (T1e, δ1’) = supp (T2e, δ2’). 

3 Correspondences between Fuzzy Temporal Relations and 
Temporal Relations 

In this section, we present correspondences between fuzzy and crisp temporal rela-
tions on the basis of the studies in the above section. The correspondences come from 
two cases: between fuzzy time points and between fuzzy time intervals. 
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Fig. 1 shows the three fuzzy relations of two fuzzy time points, and their corres-
ponding crisp relations. Take FTPequal for example, the possible fuzzy time intervals 
of FTP1 and FTP2 are the same (from t1 to t2). However, the corresponding crisp rela-
tions can be either disjoint or equal because the time point is fuzzy and may be exist 
in any time point between the possible fuzzy time interval (from t1 to t2). Then we 
consider FTPdisjoint that the possible fuzzy time intervals of FTP1 and FTP2 are dis-
joint. The corresponding crisp relation must be disjoint because the possible fuzzy 
time intervals of FTP1 and FTP2 are disjoint ((FTP1 = [t1, t2]) ∩ (FTP2 = [t3, t4]) = 
∅). Finally, we define the relation of fuzzy time points is FTPoverlap if there is 
common area in the possible time area. The corresponding crisp relations of FTPover-
lap can also be either disjoint or equal as FTPequal. Note that, FTPoverlap is differ-
ent from FTPequal although the corresponding crisp relations are either disjoint or 
equal. It can be considered from two points of view: one is similarity as FTPdisjoint if 
t ∈ (t1, t2) ⊂ FTP1 ∧ t’ ∈ (t3, t4) ⊂ FTP2 and the other is similarity as FTPequal if t ∈ 
[t2, t3] ⊂ FTP1 = t’ ∈ [t2, t3] ⊂ FTP2. It is noted that it is only illustrated in one of the 
cases that T1 and T2 are overlap visually. Other cases like meet and contain can be 
extended in a similarly way. 

Fig. 2 shows fuzzy relations of fuzzy time intervals, and their corresponding crisp 
relations. The dashed area represents fuzzy time area of each fuzzy time interval, 
which can be any sub-interval of the fuzzy area. FTIbefore is the fuzzy relation if any 
possible time interval of one fuzzy time interval stays before the other fuzzy time 
interval; FTIequal is the fuzzy relation if the minimum and the maximum possible  

 

 

Fig. 1. Fuzzy relations of fuzzy time points 

 

Fig. 2. Fuzzy relations of fuzzy time intervals 
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Fig. 3. Correspondences between fuzzy and crisp temporal relations 

Time intervals of the two fuzzy time intervals are equal; FTImeet is the fuzzy rela-
tion if the minimum possible time point of one fuzzy time interval equals to the max-
imum possible time point of the other fuzzy time interval; FTIoverlap is the fuzzy 
relation if the minimum possible time point of one fuzzy time interval stays between 
another possible time interval of the fuzzy time interval and the maximum possible 
time point of the other fuzzy time interval stays between this possible time interval of 
the fuzzy time interval; FTIduring is the fuzzy relation if any possible time intervals 
of one fuzzy time interval are contained by any possible time intervals of the other 
fuzzy time interval; FTIstart is the fuzzy relation if the minimum possible time points 
of the two fuzzy time intervals are equal; FTIfinish is the fuzzy relation if the maxi-
mum possible time points of the two fuzzy time intervals are equal. 

The corresponding crisp temporal relations of fuzzy relations between fuzzy time 
points and between fuzzy time intervals are shown in parentheses in Fig. 1 and Fig. 2.  

In order to present the correspondences between fuzzy and crisp temporal relations 
more intuitively, Fig. 3 shows their correspondences. In Fig. 3, it is denoted as cross if 
there are no correspondences; it is denoted as tick if there are correspondences and the 
fuzzy relation has the corresponding crisp relation; it is blank if there are correspon-
dences but the fuzzy relation has no corresponding crisp relation. 

4 Determination of Fuzzy Temporal Relations 

In this section, we present how to determine fuzzy temporal relations. A general for-
malized algorithm for determining fuzzy temporal relations is firstly proposed, and 
then an example is given to explain it. 
 

Algorithm Frelation Y, Z 

01 for (k = 1; k <= X; k++) 
02 let δk = 0 
03 end for 
04 for (m = 1; m <= i; i++) 
05   for (n = 1; n <= m; n++) 
06     for (r = 1; r <= X; r++) 

 

07     if Frrelation (Y, Z) 
08     δr = δr + δX 
09     end for 
10   end for 
11 end for 
12 if true (FTrelation) 

13     return δT / 
=

X

i

i

1

δ  
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The algorithm Frelation is a general algorithm for determining fuzzy temporal re-
lations. It contains two loops in order to compare all possible fuzzy temporal rela-
tions. The membership degrees of the fuzzy temporal relation employ cumulative way 
to compute. The finally returned value should be transformed into relative one since it 
is obtained by two membership degrees which composed of two fuzzy time points  

For the algorithm, Y and Z indicate two fuzzy temporal data (it can be further ex-
plained by their representing time points); X indicates number of fuzzy relations be-
tween Y and Z. Frrelation (Y, Z) compares fuzzy relations X times according to the 
definition 2 or 4; T indicates the number satisfying fuzzy relation ranging from 1 to X, 
and the returned value is divided by all the possible membership degrees. 

Consider FTI1 = {[2, 0.6, 5, 0.7], [3, 0.4, 5, 0.7], [3, 0.4, 6, 0.3]} and FTI2 = {[3, 
0.8, 4, 0.6], [4, 0.2, 5, 0.2], [4, 0.2, 6, 0.2]}. Because there are two fuzzy time inter-
vals, Y and Z are FTI1 and FTI2, and their representing time points are (T1si, δ1i, T1ei, 
δ’1i), and (T2sj, δ2j, T2ej, δ’2j). There are seven fuzzy relations between two fuzzy time 
intervals so that X equals to 7. According to the definition 4, we can get the fuzzy 
relation of FTI1 and FTI2 is FTIfinish. Then we get the during, finish, overlap, start 
relation pair. Accordingly, we compute the membership degrees of each relation: δ5 = 
0.1392; δ7 = 0.0328; δ4 = 0.028; δ6 = 0.192. Finally, the returned value is divided by 
all the possible membership degrees: the possibility that the relation is during approx-
imately amounts to 0.355, is finish approximately amounts to 0.084, is overlap ap-
proximately amounts to 0.071, and is start approximately amounts to 0.490. 

5 Conclusion 

In the scope of this paper, we propose a general characterization of representing and 
determining fuzzy temporal relations. Definitions of fuzzy temporal data and their 
fuzzy relations are defined from mathematical point of view assuming that fuzzy tem-
poral intervals are all fuzzy. On this basis, correspondences between fuzzy and crisp 
fuzzy temporal relations are investigated. Finally, a general formalized algorithm for 
determining fuzzy temporal relations is proposed. Future work is extending fuzzy 
temporal relations to fuzzy spatiotemporal relations. 
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Abstract. In order to more effectively cope with the real world problems of 
vagueness, impreciseness, and subjectivity, fuzzy discrete event systems 
(FDES) were proposed and developed in recent ten years. In this paper, we 
study the applications of FDES to information flow inference and then, to 
biomedical control treatment planning and decision making based on fuzzy 
sequential machines (FSM) theory. Through modeling security system and 
biomedical decision problem with FDES as an FSM, we extend propositions 
and  procedures to decide the equivalent states, display the ideas for checking 
the observation label based on event-state approach to decide whether hidden 
massage flow exists. 

Keywords: fuzzy sequential machines, fuzzy discrete event systems, 
information flow, supervisory control. 

1 Introduction 

Discrete event systems (DES) [1] are dynamical systems whose evolution in time is 
governed by the abrupt occurrence of physical events at possibly irregular time 
intervals. In most of engineering applications, the states of a DES are crisp. However, 
this is not the case in many other applications such as biomedical systems and 
economic systems, in which vagueness, impreciseness, and subjectivity are typical 
features. Notably, Lin and Ying [2] initiated significantly the study of fuzzy discrete 
event systems (FDES) by combining fuzzy set theory with classical DES. Then, Qiu 
[3] established a supervisory control theory of FDES and designed a test-algorithm 
for checking the existence of supervisors. As was known, the main task of supervisory 
control is to find a supervisor that restricts the plant behavior modeled by a machine 
in order to comply with a specification behavior. In classical DES, under certain 
condition we can check within finite number of steps whether the controllability 
condition holds by utilizing the finiteness of states in crisp finite automata, but the 
infiniteness of fuzzy states in fuzzy DESs modeled by max-product automata gives 
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rise to considerable complexity for formulating a uniform fashion to check the fuzzy 
controllability conditions. However, when FDESs are modeled by max-min automata, 
the author in [3] derived a uniform criterion to check this condition.  

With a desire to provide further applications of FSM theory in FDES, in this paper, 
we first reformulate DES using state vectors and event transition matrices and then 
extend to fuzzy vectors and matrices by allowing their elements to take values in 
[0,1]. We deal with information flow analysis, which is closely related to 
confidentiality -- an important security requirement in many secure systems. 

As is known, in practice, information safety directly decides the safety of the 
whole systems, in other words, secrecy is an often-appearing problem in finding and 
preventing the spread of secret or other important messages. It also plays an important 
role in describing the exact synthesis in communication networks. Theoretically, 
information flow analysis of the security systems is a fundamental way to label and 
analyze the hidden information flow and its skill and relative study have attracted 
attention for long times (see [4] and its references). For example, Goguren and 
Mesegurer  proposed the first theoretical model in 1984 to describe the system 
confidentiality and security [5] called as noninterference-model. This model 
considered the condition of the conservation of the safety as forbidding high security 
part from executing influence to low security part. In [6], Zakintihinos put forward a 
general theory and gave out a unified form on the speciality of information flow. 

However, we still cannot completely make sure that confidential information never 
leaks out, because the mechanisms cannot prevent hidden information flow and 
confidential information can stealthily leak out. In real systems, many safety 
strategies are described as state-transition rules, and also, they are formally described 
as a relative model of state-transition rules easily [7,8]. This process puts the system 
as a model firstly: taking the real safe system as a discrete event system. Motivated by 
this procedure, we can formalize the safe strategy as a fuzzy sequential machine 
(FSM), a state-based transition system driven by events in analyzing hidden 
information flow. As it is well known, sequential machines are simple but important 
models of computation such as in software engineering and lexical analysis [9], and 
so do their fuzzy-counterparts, which have still more practical importance in 
description of natural languages.  

The rest of the paper is organized as follows. Section II recalls some required 
notations, properties, and methods deciding the equivalence between states and FSM. 
Then in Section III we describe the idea to analyze security systems modeled as FSM. 
In this model, security policies in actual secure systems are described, a state and 
event-based approach is displayed to decide whether hidden information flow exists, 
and a computation procedure to decide the equivalence is also proposed in this 
Section. Afterwards, we discuss an example in Section IV to illustrate the applications 
of the derived results and methods in fuzzy supervisory control of FDES. Finally, 
concluding remarks and further considerations are made in Section V. 

2 Preliminaries 

This section serves as recalling some preliminaries concerning fuzzy sequential 
machines (FSM). In what follows, N denotes the set of natural numbers, X  the 
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cardinality of set X ,   an alphabet and *  the free monoid generated from   with 
the operation of concatenation; empty string ε  is identified with the identity of * ; 

)(XF  (or X
~ , [ ]X1,0 ) and )(XP  are used to represent the classes of all [ ]1,0 -valued 

fuzzy subsets on X  and classical subsets of X , respectively. 

Definition 1. A quadruple ( )δ,,, 10 = QM  is called a fuzzy sequential machine, 

simply FSM, where 10 ,, Q  are finite sets, and [ ]1,0: 10 →××× QQδ , a fuzzy 

subset of QQ ××× 10
, is the transition function of FSM M . 

As usual, 
10 ,  stand for input and output alphabets, respectively; and 

{ }nqqqQ ,...,, 21=  a set of internal states. We can regard ( ) [ ]1,0,,, ∈= ir
jkkrij aqvuqδ  

as the grade of the proposition that  FSM M  enters state kq  and produces output 

rv  given that the present state is jq  and input is iu . 

We call finite sequences of elements of ( )10   input (output) as tapes or strings. 

The collection of all input (output) tapes will be denoted by ( )*
1

*
0  . The length of 

tape θ  is denoted by θ , so it is clear that 0=ε . Moreover, 

( ) ( ){ }γθγθγθ =Σ∈Σ∈=× ,,, *
1

*
0

*
10

 and ( )*
10 ×∈γθ . Furthermore, we 

assume all machines have the same input event set 
0 , output event set 

1 , and the 

input-output pair ( )γθ ,  satisfying ( )*
10 ×∈γθ . 

Definition 2. Let { }nqqqQ ,...,, 21=  be a set, nQ = . A vector set pertaining to Q , 

denoted by VQ , is defined as: 

 ( ) [ ]{ },,...,2,1,1,0,...,, 21 niaaaaqVQ i
T

n =∈==  

i.e., column matrix ( )T
naaaq ,...,, 21=  corresponds to Q  with which elements ia  

stands for the membership degree that the current state is niqi ,...,2,1, = . 

In an FSM ( )δ,,, 10 = QM , δ  can be defined by ( ) ( )ir
jkij auq =,δ , i.e., 

 ( ),: 10 QVQ ×Σ→Σ×δ  

and, corresponding to δ , matrix ( )ir
jkvu aM

ri
=  (also written as ( )ri vuM ) 

characterizes the work of M . Note that the transition function δ  can be extended to 
*δ , from ( ) QQ ××× *

10
 into [ ]1,0  defined inductively in the natural way. 

Let us consider the words ,...,... *
121

*
021 Σ∈=Σ∈= mm vvvuuu γθ , and the 

matrice ( )( )rijkvu vuaM
ri

= ,where ( ) ( ) [ ]1,0,,, ∈== krij
ir
jkrijk qvuqavua δ . With 

the operation of matrices, minmax−  or max -product, denoted by  , we obtain 
the expression 
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mm vuvuvu MMMM ooo ...
2211

=γθ , where   (1)

( )( ) ( )( ) ( )( ),212122112211
vvuuavuavuadefMM jkjkjkvuvu =oo and (2)

( ) ( ) ( )
( ) ( ).,,,,,,max

max

2211

22112121

kssjQq

skjsQqjk

qvuqqvuq

vuavuavvuua

s

s

δδ 


∈

∈

=
=

 (3)

Assume { }nqqqQ ,...,, 21= , i.e. nQ = . Then 

 ( ) ( ),)( 2121 mmjkjk vvvuuuaaM == γθγθ  where 

 
).()()(max

)(

1211121 2211,,,1

2121

mmkiiijiniii

mmjk

vuavuavua

vvvuuua

mm −− ≤≤= 




 (4) 

Definition 3. An initial distribution of FSM ( )δ,,, 10 = QM  is a mapping η  

from Q  to [ ]1,0 , i.e., η  is concentrated at Qq ∈ , denoted as 
qη , if ( ) 1=qη  and 0 

elsewhere. We will also use symbol η  to denote the row vector whose i -th entry is 

( )iqη . The ordered pair ( )η,M  is called an initialized FSM. If η  is concentrated at 

Qq ∈ , we write ( )qM ,  for ( )η,M . 

Definition 4. Let ( )δ,,, 10 = QM , and let ( )η,M  be an initialized FSM. We set 

( ) ( ) 1PMS M  γθηγθη =  (5)

an entry indicating the maximal membership degree for the input-output pair γθ . 

For the language theory, the generated and marked languages of ( )η,M , denoted 

by ( )η,ML  and ( )η,MLm
 respectively, or just simply ( )ML  and ( )MLm

, respectively, 

can be described as 

( ) ( ) ( ){ };0, ,
*

10 >Σ×Σ∈= γθγθη η mSML  (6)

( ) ( ) ( ){ }.,max, ,
*

10 mmmQqmm QqqMSML
mm

∈=Σ×Σ∈= ∈ oo γθη ηγθγθη  (7)

Definition 5. Two initialized FSM ( )η,M  and ( )',' ηM , where ( )δ,,, 10 = QM , 

( )',,,'' 10 δ= QM , are equivalent, denoted by ( ) ( )','~, ηη MM , if 

( ) ( )',', ηη MLML = , or more clearly, for all ( )*
1Σ×Σ∈γθ , 

( ) ( ) '' MM SS γθγθ ηη = . (8)

In particular: If ( ) ( )','~, qMqM , that is, η  is concentrated at q  and 'η  at 'q , i.e., 

( ) ( ) '' MqMq SS γθγθ = , then state q  and 'q  are equivalent, denoted by '~ qq . 
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Definition 6. (Observation-equivalence) Let ( )δ,,, 10 = QM  be an FSM. M  is 

in reduced form if for each Qqq ∈', , relation '~ qq  implies 'qq = . Suppose 

two states Qqq ∈',  are in reduced FSM M . We call ',qq  to be observation-

equivalent if ( ) ( )','~, qMqM . 

Definition 7. (Synchronous composition of two FSMs) Let ( )iiM η,  be two initialized 

FSMs, where ( ) 2,1,,,, 10 == iQM iii δ . The synchronous composition of ( )11,ηM  

and ( )22 ,ηM  is a new machine ( )η,M , here 

( ) ,,,,, 2121102121 ηηηδδ =ΣΣ×== QQMMM  (9)

where  ( ){ },2,1,:, 2121 =∈=× iQqqqQQ ii
 and, for any ( ) 2121, QQqq ×∈  and any 

10 ', Σ∈Σ∈ σσ , ( ) ( ) ( )( ) ( ) ( )( ).',',,,',',,min',',',,, 222111212121 qqqqqqqq σσδσσδσσδδ =  

3 Message Analyses Based on Equivalence Relations 

In reality, information flow conforms to the demand of security and the secrecy of the 
system demands as follows: there exist two class of users, high-class user and low-
class user (for simplicity, written as H . user and L . user, respectively). Every user 
has its own special operation and observation.  

Definition 8. For initialized FSM ( )η,M , ( )δ,,, 10 = QM , the projection of 

M  from H . users onto L . users, is also an initialized FSM ( )η,pM , where 

( )pppp QM δ,,, 10 = , satisfying 00 Σ⊆Σ p , 
11 Σ⊆Σ p

, which denotes input and 

output events executable for L . users, respectively; and the transition function  
]1,0[: 10 →××× QQ pppδ , defined as : 

( ) ( )
( )




Σ∉=
Σ∈

=
.,1',,,

,,',,,
',,,

0

0

pp

p
p aqq

aqyaq
qyaq

εεδ
δ

δ  (10)

i.e., 
ppp 10 Σ×Σ= δδ . 

Definition 9. Given projection ( )η,pM  of ( )η,M , where 

( ) ( ).,,,,,,, 1010 δδ == QMQM pppp
 (11)

We say there exists hidden information flow if φ≠×−× pp 1010
.  

Remark 1. In DES theory, usually a mask m  is defined as a function Γ→Qm :  

that maps elements from the machine state space Q  to the observation space Γ  . In 

an FDES, we can also assume mask m  in system ( )δ,,, 10 = QM  constructed as 

Γ→Qm :  such that if Qqq ji ∈∀ , , satisfy ( ) ( ) jMiM PMPM  γθηγθη =  for 
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some ( )*
10 Σ×Σ∈γθ , then ( ) ( )ji qmqm =  and 

ji qq ,  to be indistinguishable relative 

to γθ . In other words, two states that are reached by some input/output string 

having same membership degree are relative-indistinguishable and the mask m  may 
be constructed timely to map these states the same observation. 

Procedure 1. Computing Steps decide distinguished states and distinct buttons. 
Step 1:  For two states 

ji qq ,  waiting for differentiate in FSM M , set two initial 

distribution 
ji qq ηηηη == ',  of FSM M ; 

Step 2: Choose ( )*
10 Σ×Σ∈γθ , write out the transition matrix ( )γθM ; decide 

whether ( ) ( ) ji PMPM  γθγθ = ; for ``yes", go to step 3; for ``no", go to step 4; 

Step 3: Compute ( )γθη M  and ( )γθη M' , decide whether 

( ) ( )γθηγθη MM  '= ; for answer ``yes",  ji qq ~ , otherwise, go to step 4; 

Step 4: Note down the input/output symbol γθ  as the distinct-button of ji qq , . 

4 Application to Medical Decision Systems 

When a DES is modeled by a finite automaton ( )mQqQG ,,,, 0δΣ= , language ( )GL  

generated by G  may be interpreted as the physically possible behavior. In order to 

alter the behavior of G , a supervisor S  is introduced. Formally, S  is defined as a 
function from ( )GL  to ( )ΣP . It is interpreted that for each ( )GLs ∈  , 

( ) ( ){ }GLssS ∈∩ σσ :  represents the set of enabled events after the occurrence of 

s . Furthermore, it is required that for any ( )GLs ∈ , 

( ){ } ( ).: sSGLsuc ⊆∈Σ∈∩Σ σσ  (12)

As before, we use FSM M  to model FDES in this section. Suppose each fuzzy event 
σ  is associated with a degree of controllability, so, the uncontrollable set 

ucΣ  and 

controllable set 
cΣ  are two fuzzy subsets of Σ , i.e., ( )Σ∈ΣΣ Fcuc , , and satisfy: for 

any ( )Σ∈ Fσ , 

( ) ( ) .1=Σ+Σ σσ cuc
 (13)

A supervisor S
~

 of  FDES M  is defined as a function: 

( ) ( ).:
~

10
*

10 Σ×Σ→Σ×Σ FFS  (14)

Similar to the admissibility condition (12), for crisp supervisors, S
~  is usually 

required to satisfy that for any *~Σ∈s  and Σ∈ ~σ , 

( ) ( )( ){ } ( )( ).~
,min σσσ sSsMLuc ≤Σ  (15)
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Notations concerning prefix-closed property in the sense of FDES are: for any fuzzy 

string *~Σ∈s , ( ) { }.,
~

:
~ ** strrtspr =Σ∈∃Σ∈= For any fuzzy language L  over *~Σ , its 

prefix-closure ( ) [ ]1,0
~

: * →ΣLpr  is defined as: ( )( ) ( ) ( ).sup tLsLpr tprs∈= So ( )( )sLpr  

denotes the possibility of string s  belonging to the prefix-closure of L . By means 
of the formulation of the above concepts, now we can present the controllability 
theorem concerning FDESs. The following proposition is changed from Theorem 1  
in [3]. 

Proposition 1. Let an FDES be modeled by FSM ( )δ,,, 10 = QM . Suppose fuzzy 

uncontrollable subset ( )10

~ Σ×Σ=Σ∈Σ Fuc
, and fuzzy legal subset *~Σ∈K  that 

satisfies: ( )MLK ⊆ , and ( ) 1=εK . Then there exists supervisor Σ→Σ∈ ~~
:

~ *S , such 

that S
~  satisfies the fuzzy admissibility condition Eq. (15) and ( ) ( )KprMSL =~

 if 

and only if for any *~Σ∈s  and any Σ∈ ~σ , 

( )( ) ( ) ( )( ){ } ( )( ),,,min σσσ sKprsMLsKpr uc ≤Σ  (16)

where Eq. (16) is called fuzzy controllability condition of K  with respect to M  

and ucΣ . 

5 Concluding Remarks 

We further developed FDES by dealing with information flow analysis based on 
sequential machine theory. Through modeling a security system by using a fuzzy 
sequential machine, the idea of a state-event-based approach to decide whether hidden 
massage flows exist was displayed. Furthermore, we study the supervisory control 
theory in FDES and discussed a medicine issue modeled by FSM. The technical 
contributions are mainly as follows: (i) we reformulated the parallel composition of 
crisp DES, and defined the parallel composition of FDES; (ii) we gave a state-event-
based approach to decide whether hidden massage flows exist and a computing 
process was introduced to get the equivalent states and, by means of this, we can 
search for all possible distinguishable states and their distinct-buttons. 

With the results obtained in [3] and this paper, it is worth further considering to 
apply the supervisory control theory of FDES to practical control issues, particularly 
in economic and traffic control systems. Moreover, dealing with FDES modeled by 
fuzzy petri nets [10] is of interest, as the issue of DES modeled by Petri nets [1], and 
we deem it a significant research direction. 
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Abstract. In this paper, using the properties of the strong Henstock integrals 
of fuzzy-number-valued functions and controlled convergence theorem, 
we prove the existence theorem for the discontinuous fuzzy system 

),(
~

xtfx =′ in fuzzy number space, where f is strong fuzzy Henstock in-

tegrable. 

Keywords: fuzzy number, strong fuzzy Henstock integrals, cauchy prob-
lem, existence of solution. 

1 Introduction 

The Henstock integral is designed to integrate highly oscillatory functions which 
the Lebesgue integral fails to do. It is known as nonabsolute integration and in-
cludes the Riemann, improper Riemann, Lebesgue and Newton integrals [7]. The 
Riemann-type definition of nonabsolute integration was introduced more recently 
by Henstock in 1963 and also independently by Kurzweil, the  definition  is now 
simple  and  furthermore the  proof involving  the  integral also turns  out to be 
easy.  

It is well known that the theory of fuzzy sets provides an effective means of de-
scribing the behavior of system which are too complex or too ill-defined to admit 
precise mathematical analysis by classical methods and tools. We have combined the 
above theories and discussed the fuzzy Henstock integrals of fuzzy-number-valued 
functions which extended Kaleva  integration. In order to complete the theory of 
fuzzy calculus and to meet the solving need of transferring a fuzzy differential 
equation  into a fuzzy integral  equation, we also have defined the strong fuzzy 
Henstock integrals and discussed some of their  properties  and the controlled  
convergence theorem. 

On the other hand, the characterization of the derivatives, in both real and 
fuzzy analysis, is an important problem. Bede and Gal [1] have subsequently 
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introduced a more general definition of a derivative for fuzzy-number-valued func-
tion enlarging the class of differentiable of fuzzy number valued functions.  

The Cauchy problems for fuzzy differential equations have been studied by sev-

eral authors [4,6,8,11] on the metric space ),( DEn of normal fuzzy convex set 

with the distance D  given by the maximum of the Hausdorff distance between 
the corresponding level sets.  In [8], the author has been proved the Cauchy prob-
lem has a uniqueness result if f  was continuous and bounded. Wu  and Song 

[11] changed  the initial  value problems of fuzzy differential  equations  into a 
abstract differential equations on a closed convex cone in a Banach space by the 

operator j which is the isometric embedding from ),( DEn  onto its range in 

the Banach space X. They obtained the existence theorems under the compact-
ness-type conditions. In 2002, Xue and Fu [12] established solutions to fuzzy  
differential equations with right-hand side functions satisfying Caratheodory con-
ditions on a class of Lipschitz fuzzy sets. However, the study on fuzzy disconti-
nuous systems is insufficient.  

In this paper, according to the idea of [12] and the operator j  which is the isome-

tric embedding from ),( DEn  onto its rang in the Banach space X , we shall deal 

with the Cauchy problem of discontinuous systems as following 







∈=

=′

,)0(

))(,(
~

)(

0
nExx

txtftx
 (1)

where nE is a fuzzy number space, and nEBf →×],0[:
~ γ  is strong fuzzy Hens-

tock integrable, and }.0,)0
~

,()0
~

,(:{ 0 >+≤= bbxDxDxB  

2 Preliminaries 

Let )( n
k RP  denote the family of all nonempty compact convex subset of nR  

and define the addition and scalar multiplication in )( n
k RP  as usual. Let A  

and B  be two nonempty bounded subset of nR .  The distance between A  
and B  is defined by the Hausdorff metric [2]: 

|}.|infsup|,|infsupmax{),( abbaBAd
AaBbBbAa

H −−=
∈∈∈∈

 

Denote uRuE nn ],1,0[:{ →= satisfies )4()1( −  below}  is a fuzzy number 

space. Where 

(1) u  is normal, i.e. there exists an nRx ∈0
 such that 1)( 0 =xu ; 

(2) u  is fuzzy convex, i.e. )}(),(min{))1(( yuxuyxu ≥−+ λλ  for any 
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nRyx ∈, and ,10 ≤≤ λ  

(3) u   is upper semi-continuous; 

(4) }0)(|{][ 0 >∈= xuRxclu n
 is compact. 

Define ),0(: +∞→× nn EED  

]},1,0[:)][,]([sup{),( ∈= ααα vudvuD H  

where Hd  is the Hausdorff metric defined in )( n
k RP .  Then it is easy see that D  

is a metric in nE . Using the results [3], we know that the metric space ),( DEn  has 

a linear structure, it can imbedded isomorphically as a cone in a Banach space of 

function RSIu n →× −∗ 1: , where 1−nS  is the unit sphere in nR , which an im-

bedding function )(uju =∗  defined by xxru
u

,sup),(
][

α
αα∈

∗ = . 

It is well know that the H -derivative for fuzzy functions was initially introduced by 
Puri and Ralescu [2] and it is based in the condition )(H of sets. In this paper, we 

consider a more general definition of a derivative for fuzzy number valued functions 
enlarging the class of differentiable fuzzy number valued functions, which has been 
introduced in [1]. 

Definition 1[1]. Let nEbaf →),(:
~

 and ).,(0 bax ∈  We say that f
~

 is diffe-

rentiable at 0x , if there exist an element ,)(
~

0
nEtf ∈′  such that (1) for all 0>h  

sufficiently small, there exist )(
~

)(
~

00 xfhxf H−+  and  )(
~

)(
~

00 xfhxf H−+ , 

the limits 

)(
~)(

~
)(

~
lim

)(
~
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~
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00

0

00

0
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h

xfhxf H

h

H

h
′=−−=−+

→→
 

(2) for all 0>h  sufficiently small, there exist )(
~

)(
~

00 hxfxf H +−  and  

)(
~

)(
~

00 xfhxf H−− , the limits 
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~)(

~
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~
lim
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lim 0
00

0

00

0
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xfhxf
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hxfxf H
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−
−−=

−
+−

→→
 

(3)  for all 0>h  sufficiently small, there exist )(
~

)(
~

00 xfhxf H−+  and  

)(
~

)(
~

00 xfhxf H−− , the limits 

)(
~)(

~
)(

~
lim

)(
~

)(
~

lim 0
00

0

00

0
xf

h

xfhxf

h

xfhxf H

h

H
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−
−−=−+
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(4) for all 0>h  sufficiently small, there exist )(
~

)(
~

00 hxfxf H +−  
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and  )(
~

)(
~

00 hxfxf H −− , the limits 

)(
~)(

~
)(

~
lim

)(
~

)(
~

lim 0
00

0

00

0
xf

h

hxfxf

h

hxfxf H

h

H

h
′=−−=

−
+−

→→
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3 The Strong Henstock Integrals of Fuzzy Number Valued 
Functions in nE  

In this section we define the strong Henstock integrals of fuzzy number valued func-
tions in fuzzy number space [5] and we give some properties of this integral. 

Definition 2[9]. A function nEbaf →],[:
~

 is strong fuzzy Henstock integrable on 

],[ ba ( )],,([
~ nEbaSFHf ∈ ) if there exist a function nEbaF →],[:

~
 with the 

following property: given 0>ε  there exist a positive  function δ on ],[ ba  such 

that }];,{[ iii sdcP =  is a tagged partition of  ],[ ba ,  then  

ε<−
=

n

i
iiiii dcFcdsfD

1

])),([
~

),)((
~

( . 

where D is the Hausdorff metric of the distance between fuzzy numbers.  

Theorem 1. Let nEbaf →],[:
~

 be a strong fuzzy Henstock integrable on ],[ ba  

and let =
t

a
dssftF )(

~
)(

~
for each ],[ bas ∈ . Then 

(1) F  is continuous on ],[ ba , 

(2) F  is differentiable almost everywhere on ],[ ba , 

(3) f is measurable. 

Proof. Because of the fuzzy number space ),( DEn is a complete metric space, the 

proof is similar to the real valued function in Ref. [10, 15], we omit it here. 

Theorem 2 [5]. Suppose }
~

{ nf  is a sequence of SFH integrable functions on ],[ ba  

satisfying the following conditions: 
 

(1) )(
~

)(
~

xfxfn →  a. e. in ],[ ba  as ∞→n ;  

(2) the primitives nF
~

 of nf
~

 are ∗ACG uniformly in n ; 

(3) the primitives nF
~

 converge uniformly on ],[ ba ; 
 

Then f
~

 also SFH integrable on ],[ ba  and 

 =
∞→

b

a

b

a n
n

dxxfdxxf .)(
~

)(
~

lim  



 Discontinuous Fuzzy Systems and Henstock Integrals 69 

4 The Existence of Solutions for Discontinuous Fuzzy Systems 

In this section we will prove the existence theorem for the problem (1). For any 
bounded subset A  of the Banach space X  we denote )(Aα  the Kuratowski 

measure of noncompactness of A , i.e the infimum of all 0>ε  such that there exist 

a finite covering of A  by sets of diameter less than ε . For the properties of α we 
refer to [3] for example. 

Lemma 1 [3]. Let ),( XICH γ⊂  be a family of strong equicontinuous functions. 

Then  

))(())((sup)( γααα
γ

IHtHH
It

==
∈

 

where )(Hα  denote the Kuratowski measure of noncompactness in ),( XIC γ and 

the function ))(( tHt α→ is continuous. 

Let })0
~

()0
~

,(,)0(:)({),( 000 bxDxDxxICxxC +≤=∈= γγ ( b and γ  are 

some positive numbers). Obviously, the fuzzy set ),( 0 γxC  is closed and convex. 

Let xF
~

 be defined by  

+=
t

x dssxsfxtF
00 ))(,(

~
)(

~
 or ⋅−+=

t

x dssxsfxtF
00 ))(,(

~
)1()(

~
 

for γIt ∈  and ),( 0 γxCx ∈ where the integrals in the sense of SFH . 

Definition 3.  A fuzzy number valued function f
~

 is a Caratheodory function, if  

(1) f
~

 is measurable for any nEx ∈ ; 

(2) f
~

 is continuous for any γIt ∈ . 

Lemma 2. Let V be equicontinuous bounded set in ),( nEIC γ , f
~

is a Caratheod-

ory function and ))(,(
~ ⋅⋅ xf  be a SFH integrable function for each Vx ∈ . Let 

)},(:
~

{
~

0 γxCxFF x ∈=  be equicontinuous and uniformly ∗ACG on γI . Then 

,)))(,(
~

()))(,(
~

(
00

dssVsfjdssVsfj
tt

 ≤  αα  

whenever )()))(,(
~

( ssVsfj ϕα ≤ , for γIs ∈ a.e. )(sϕ is a Lebesgue integra-

ble function, and  

.})()(,))(,(
~

{))(,(
~

0 0  ∈=
t t

sVsxdssxsfdssVsf  
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Proof. Because ))(,(
~ ⋅⋅ xf  be a SFH integrable function, then −

αf
~

 and +
αf

~
is 

Henstock integrable for all ]1,0[∈α . According to the theory of real analysis, the 

conclusion is hold true. 

Theorem 3 [3]. Let D  be a closed convex subset of X , and Let F  be a conti-
nuous function from D  into itself. If for Dx ∈  the implication 

VVFxconV ∪= ))(}({  (2)

is relatively compact, then  F  has a fixed point. 

Definition 4[3]. A nonnegative function ),(),( rthrt →  is a Kamke function on 
+× RI  if  

(1) ),( rth  satisfies the Caratheodory conditions; 

(2) 0)0,( =th and the function indentically equal to zero is the unique continuous 

solution of equation =
t

dssushtu
0

,))(,()(  for It ∈ satisfying .0)0( =u  

Next, we give the main results for this paper. 

Theorem 4. If for each continuous nEIx →γ: ,  ))(,(
~ ⋅⋅ xf  be a SFH integrable , 

f
~

 is Caratheodory function and 

)),(,()),(
~

( XjthXtfj  αα ≤  (3)

for each bounded subset nEX ⊂  , where h  is a Kamke function. Let 

)},(:
~

{
~

0 γxCxFF x ∈=  be equicontinuous and uniformly ∗ACG on γI . Then 

there exist a solution of problem (1) on βI  for some γβ ≤<0 . 

Proof. By equicontinuous of F
~

, there exist a number β  and γβ ≤<0  such that 

bdssxsfD
t

≤ )0
~

,))(,(
~

(
0

 for βIt ∈ and ),( 0 γxCx ∈ . By assumption, the op-

eraor xF
~

is well defined and maps ),( 0 βxC into ),( 0 βxC . Using Theorem 2 for 

the SFH integral we deduce that F
~

is continuous.  

Suppose that ))(
~

}({ VFxconV ∪= for some bounded ),( 0 βxCV ⊂ . We 

shall prove that V is relatively compact, thus (2) is satisfied. In fact, )(
~

VF is equi-

continuous, the function ))(()( tVjtv α→ is continuous on βI , and  
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}))(,(
~

{))((
~

00 +=
t

dssxsfxtVF or 

}))(,(
~

)1({))((
~

00 ⋅−+=
t

dssxsfxtVF . 

By Lemma 2 and (3), we have 

 

≤≤

∈≤
t t

t

dssVjshdssVsfj

sVsxdssxsfjtVFj
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Since ))(
~

}({ VFxconV ∪= , by the property of measure of noncompactness, we 

have )))((
~

())(( tVFjtVj  αα ≤ and 

≤=
t

dssvshtVjtv
0

.))(,())(()( α  

Hence, we have )).(()( tVjtv α=  By Lemma 1, V is relatively compact. So, by 

Theorem 3 has a fixed point which is a solution of (1). The proof is completed. 

5 Conclusions 

In this paper, we deal with the Cauchy problem of discontinuous fuzzy differential 
equations involving the strong fuzzy Henstock integral in fuzzy number space. The 
function governing the equations is supposed to be discontinuous with respect to 
some variables and satisfy nonabsolute fuzzy integrablility.  Our result improves the 
result given in Ref. [4, 6, 8] and [12] (where uniform continuity was required), as well 
as those referred therein. 
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Abstract. Particle swarm optimization is a powerful algorithm that has been 
applied to various kinds of problems. However, it suffers from falling into local 
minimum and prematurity especially on multimodal function optimization 
problems. In this paper, a phased adaptive particle swarm optimization(PAPSO) 
is proposed to solve such problem. The process is divided into the initial particle 
pre-searching phase and the post-searching cooperative phase. In the post phase, 
the strategy of selecting randomly a certain number of particles for entering the 
reverse-learning is one of the most effective ways of escaping local stagnation. 
The illustrative example is provided to confirm the validity, as compared with the 
SPSO, Dynamic Inertia Weight PSO(PSO-W), and Tradeoff PSO(PSO-T) in 
terms of convergence speed and the ability of jumping out of the local optimal 
value. Simulation results confirm that the proposed algorithm is effective and 
feasible.  

Keywords: particle swarm optimization, multimodal function, adaptive. 

1 Introduction 

Particle swarm optimization is a swarm intelligence technique developed by Kennedy 
and Eberhart in 1995[1], because it is a simple and effective, various improved algo-
rithms have been proposed in recent years. For aspects of inertia weight, such as  
references[2-3]; for hybrid algorithms, such as references[4-6],etc. Particle swarm 
optimization has been used increasingly as an effective technique for solving complex 
optimization problems successfully, such as multi-objective optimization, training 
neural network and emergent system identification[7-9]. Researchers have found the 
algorithm suffers from premature convergence and falls into local minima. So it is of 
great significance to solve the above shortcoming. As a result,  accelerating conver-
gence rate and avoiding local optima have become the most important and appealing 
goals in PSO research[10].To overcome the above limitation, a phased adaptive particle 
swarm optimization(PAPSO) is proposed in this paper which can search global value 
for multimodal functions in high-speed of convergence. 

This paper is organized as follows. Section 2 is devoted to the standard particle 
swarm optimization. In section 3, the proposed technique of PAPSO are described and 
analyzed. In section 4, six multimodal functions are tested by the PAPSO, and the 
results are analyzed in detail. Finally, the paper closes with conclusion and ideas for the 
further research about PSO in section 5. 
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2 The Standard Particle Swarm Optimization   

2.1 Algorithm Background 

Many scientists have created computer simulations of various interpretations of the 
movement of organisms in a bird flock or fish school. Notably, Reynolds , Heppner and 
Grenander presented simulations of bird flocking choreography, and Heppner, a zo-
ologist, was interested in discovering the underlying rules that enabled large numbers 
of birds to flock synchronously, often changing direction suddenly, scattering and 
regrouping, etc. Both of these scientists had the insight that local processes, such as 
those modeled by cellular automata, might underlie the unpredictable group dynamics 
of bird social behavior. Both models relied heavily on manipulation of inter-individual 
distances[1]. 

Particle Swarm optimizer(PSO) is an optimization algorithm first proposed by 
James Kennedy and Russell Beernaert[1], The original algorithm is based on the so-
ciological behavior associated with bird flock or fish school. Because of the less algo-
rithm parameters, the PSO algorithm is applied in many fields such as network training, 
optimization, and fussy control and so on. 

2.2 The Theory of the Particle Swarm Optimization  

In PSO, each swarm member called a particle represents a potential solution to an 
optimization problem in searching space. Each particle adjusts the search direction by 
learning from its own experience and the global particles' experiences. Specifically, 
each particle velocity is updated by following two optimum values. The first one is the 
best solution (fitness) that has been achieved so far. This value is called pbest. The 
second one is the global best value obtained so far by any particle in the swarm. This 
best value is called gbest[11]. Each particle updates its velocity by using formula (1), 
and each particle updates its position by using formula(2). At the same time, when a 
particle finds a better position than the previous one; its location is stored in memory. In 
other words , the algorithm works on the social behavior of particles in the swarm. In 
the end, particles can find the global-best position by simply adjusting their own posi-
tion. The formula is as follows: 

))()(())()(()()1( 2211 txtgbestrctxtpbestrctwvtv ijgjijijijij −+−+=+  (1)

)1()()1( ++=+ tvtxtx ijijij  (2)

This equation shows that the new velocity is not only related to the old velocity but also 
associated with the position of the particle itself and of the global best one. And the 
degree of influence depends on the inertia weight and the two cognitive factors. So 
reasonable choice of parameters has a great influence on the algorithm. In 2002, a  
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constriction named λ coefficient is used to prevent each particle from exploring too far 
away in the range of min and max, since λ applies a suppression effect to the oscillation 
size of a particle over time. This method constricted PSO suggested by Clerc and 
Kennedy is used with λ set it to 0.7298, according to the formula[12-13]. 

However, PSO lacks the ability of global search in searching space, and it easily falls 
into local optimum especially in solving the multimodal function optimization. There 
are some reasons for this phenomenon. The multimodal function shape is more com-
plicated. In addition, because of the parameter settings of the particle number and 
particle number for improper ,the diversity of particles gradually disappears, so the 
algorithm is easy to fall into local optimal solution. As the result, a new method will be 
demonstrated by the multimodal function optimization. 

Table 1. Definition of the Parameters 

Parameters Descriptions 

t iteration number 

w inertia weight 

r1, r2 random vectors  the range is (0,1) 

c1 self-cognitive factor 

c2 social-cognitive factor 

i equals 1,2,3,...,N(N--the swarm size) 

j equals 1,2,3,...,D(D--the dimension of searching place) 

v the velocity of each particle 

x the position of each particle 

3 A Phased Adaptive Particle Swarm Optimization(PAPSO) 

According to the above description., it is very difficult to find the global optimum just 
by using the standard PSO. In order to overcome this limitation, we have proposed a 
new concept named a phased adaptive particle swarm optimization(PAPSO). The main 
idea is described as follows:  

In primary phase, particles have stronger self-learning ability than the global one, 
therefore, first, let each particle search around its own personal best by setting a control 
parameter. If the number of failures reaches the control parameter, adjust the particle 
search strategy by way of setting the current optimum equals the global optimum. Then 
the searching enters an advanced phase. In this phase, the synergies among particles 
become stronger. We set the current value equals the global optimum, at the same time 
adjust the learning factor. If the number of failures reaches the control parameter, 
randomly select a certain number of particles for entering the reverse learning. The 
searching process iterates, until the particles find the global optimum or reach to the 
maximum number of iterations. 
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The algorithm flow diagram are as follows: 

Step1. Define the Basic Conditions 
Define the parameters: the parameters of the algorithm involved includes that pop-

ulation size ; the minimum and maximum ranges(according to the problem); the range 
of velocity; the dimension; the control parameter. 

Step2. Initialize the Particle Velocity and Position. 
Initialize the locations and velocities of all particles randomly in the searching space, 

and let the initial pbest of each particle equal its current position. 
Step3. Update Velocity  
In primary phase, the velocity of the particles changes as the formula (3), in ad-

vanced phase, update the velocity using formula (1), the c1 changes as the formula(4), 
c2=2.  

))()(()()1( 11 txtpbestrctwvtv ijijijij −+=+  (3)

2*
max1 iter

iter
c =  (4)

where iter means the current times, maxiter means the maximum number of iterations.  
Step4. Update Position 

In primary phase: each particle modifies its position according to the formula (2). In 
advanced phase: When the particle' position has not changed in the range of the control 
parameter, it seems that the particles are likely to fall into local optimum. In order to 
avoid the phenomenon, we select a certain number of particles and calculate their 
opposite particles as follows[14,15]: 

)1,0(,)( ,. randPbaP jijjji =−+= λλ  (5)

where Pi,j is the jth vector of the ith candidate in the particle, jiP .  is the transformed 
one. the range of the population is between aj and bj in the jth dimension. 

Step5. Update pbests and gbests. 
Step6. Repeat and Check Convergence. 
Steps3-5 are repeated until all particles are gathered around the global best or a 

maximum iteration is encountered. 

4 Multimodal Function Test and Results 

Six testing multimodal functions have been used to verify the performance of the 
proposed algorithm. A procedure description of the proposed algorithm is provided by 
Table 2, and the experimental settings is provided by Table 3 the results are showed in 
Table4.  

In table 2, the six test function used in the experiments, where D is the dimension of 
the function, R is the definition domain, and Fmin means the minimum value of the 
function. 
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Table 2. Definition of the Multimodal Function 

Name F D R Fmin 
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Table 3. The Experimental Parameter Settings 

Algorithm P_S c1 c2 wmax/wmin Itermax 

SPSO 50 1.49618 1.49618 0.729843 150000 

PSO-W 50 2.05 2.05 0.95/0.4 150000 

PSO-T 50 2 2 0.9/0.4 150000 

PA PSO 50 - 2 0.9/0.4 150000 

 

Table 4. Results of the Experiment Comparing with Other PSOs 

  f1 f2 f3 f4 f5 f6 

SPSO 
Avg -2.11E+1 -7.75E+03 1.77E-02 4.57E+01 2.38E+01 1.18 

Std_D 1.75 6.03E+02 1.92E-02 1.11E+01 3.13E+01 6.60E-01 

PSO-W 
Avg -2.12E+1 -8.39E-03 1.57E-02 3.62E+01 4.43E+01 1.71E-01 

Std_D 2.42 4.43E+02 2.06E-2 9.15 3.10E+1 4.81E-01 

PSO-T 
Avg -1.35E+1 -9.52E+03 1.13E-2 3.13E+1 2.67E+1  7.84E-06 

Std_D 1.72E+01 3.04E+02 8.96E-3 4.90 5.37E+1  8.37E-6 

PAPSO 
Avg -2.04E+1 -7.06E+03 8.92E-4 1.20E+01 2.26E+1 7.26E-15 

Std_D 1.86 4.02E+02 3.27E-3 5.90 1.61 2.03E-15 
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In table 3, where P_S is the size of population; Wmax/Wmin is the inertia weight  
gradient descent range; Itermax is the maximum number of iterations. 

In table 4 Avg means the average of the best value, Std means the standard deviation. 
PSO_T is the reference 3 algorithm The bold number is the best one. 

5 Conclusion 

A Phased Adaptive PSO Algorithm for Multimodal function optimization is proposed 
in this paper. It keeps the basic concepts of the PSO, at the same time embeds the search 
mechanism by controlling parameter and reversing learning strategies. The testing 
results show that it avoids falling into local minimum and premature convergence 
compared to conventional PSO, PSO-W, and PSO-T. Moreover the PAPSO has a 
unique advantage in many multimodal functions optimization. However the PAPSO is 
not suitable for all kinds of problems. Further study is to investigate the effectiveness of 
PAPSO in the near future.             
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Abstract. To study how the different number of particles in clustering affect the 
performance of three-layer particle swarm optimization (THLPSO) that sets the 
global best location in each swarm to be the position of the particle in the swarm 
of the next layer, ten configurations of the different number of particles are 
compared. Fourteen benchmark functions, being in seven types with different 
circumstance, are used in the experiments. The experiments show that the 
searching ability of the algorithms is related to the number of particles in clus-
tering, which is better with the number of particles transforming from as little as 
possible to as much as possible in each swarm when the function dimension is 
increasing from less to more. Finally, the original algorithm and THLPSO are 
compared to illustrate the efficiency of the proposed method. 

Keywords: Particle swarm optimization, hierarchy, cluster. 

1 Introduction  

Particle swarm optimization (PSO) algorithm is based on the evolutionary computation 
technique. It has been used increasingly as a novel technique for solving complex 
optimization problems. Many researchers have expanded on the original ideas of PSO, 
and some improving approaches such as the idea of hierarchy and cluster have been 
reported. In [1], a dynamically changing branching degree of the tree topology was 
proposed for solving intractable large parameter optimization problems. In [2], the 
particles have been clustered in each iteration and the centroid of the cluster was used 
as an attractor instead of using the position of a single individual. In [3], the population 
was partitioned into several sub-swarms, each of which was made to evolve based on 
the PSO. In [4], the PSO approach that used an adaptive variable population size and 
periodic partial increasing or declining individuals in the form of ladder function was 
proposed. In [5], a two-layer particle swarm optimization (TLPSO) was proposed for 
unconstrained optimization problems. 

                                                           
*  This paper is supported by the National Natural Science Foundation of China No. 61062005. 



 The Comparative Study of Different Number of Particles in Clustering 81 

 

To study the influence on the ability to search function optimization among the 
configurations of the different number of particles in clustering, some previous work 
[6] based on a two-layer particle swarm optimization have been done. It has come to a 
conclusion that a good efficiency of searching ability is related to the number of par-
ticles transforming from as little as possible to as much as possible in each swarm when 
the function dimension is increasing from less to more. In order to further study the 
affection degree among different configurations of the different number of particles in 
clustering, a three-layer particle swarm optimization (THLPSO) is proposed for the 
comparison. Through the experiment, it confirms the accuracy of the results of [6] and 
deeper summarizes the conclusion. To illustrate the efficiency of THLPSO, the original 
algorithm is used to compare with the proposed method in the end. 

The rest of this article is organized as follows. Section 2 describes the main idea and 
the basic process of THLPSO. Section 3 presents ten configurations of the different 
number of particles in clustering and seven classifications for the functions. In section 
4, ten configurations of the different number of particles in clustering are compared in 
the benchmark functions existing in the seven types, then the following passages is the 
contrasting between the original algorithm and THLPSO. Finally, section 5 draws 
conclusions about the comparison among the ten configurations of the different number 
of particles testing in the seven types. 

2 Three-Layer Particle Swarm Optimization(THLPSO) 

In the THLPSO approach, there will be three layers of the structure: bottom layer, 
middle layer and top layer. M swarms of particles, B swarms of particles and one swarm 
of particles are generated in the three layers, respectively. In the initial population, M 
swarms of N particle, , 1, 2 , 1, 2,di

bx d M i N= =  , are randomly generated in the bottom 
layer, where di

bx  is the position of the ith particle in the dth swarm of the bottom layer. 
According to the fitness contrasting among the particles in the dth swarm of the bottom 
layer, the global best location of the dth swarm, , 1, 2,d

my d M=  , is determined. Then the 
global best location of each swarm of the bottom layer is set to be in the middle layer, 
that is to say the number of particles in the middle layer has been determined, which is 
M. In the middle layer, B swarms of F particle, , 1, 2 , 1,2,hk

my h B k F= =  , are also ran-
domly generated, where hk

my  is the position of the kth particle in the hth swarm of the 
middle layer. According to the fitness contrasting among the particles in the hth swarm 
of the middle layer, the global best location of the hth swarm, , 1, 2,h

tz h B=  , is deter-
mined. Then the global best location of each swarm of the middle layer is set to be in 
the top layer, that is to say the number of particles in the top layer has also been de-
termined, which is B. Therefore, the global best location of the swarm in the top layer 
will be determined according to the fitness contrasting among B particles in the top 
layer. Furthermore, two mutation operations are added into the particles of each swarm 
in the bottom layer and middle layer, respectively. Consequently, the diversity of the 
population in the THLPSO increases so that the THLPSO has the ability to avoid 
trapping into a local optimum. The structure of the proposed THLPSO is shown in 
Fig.1. 
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Fig. 1. The structure of the THLPSO 

3 Classification and Analysis 

3.1 Ten Configurations of the Number of Particles in Clustering  
and Computation Cost Analysis  

In this experiment, the total number of particles is set to be one hundred and twenty, the 
number of swarms in the bottom layer (M) is set to be sixty. From the principle analysis 
of THLPSO in section 2, there will be sixty particles in the middle layer, which are 
chosen from each swarm with the global best location in the bottom layer, respectively. 
Ten different classifications about the sixty particles in the middle layer are shown in 
Table 1, where B means the total number of swarms in the middle layer and F stands for 
the average number of particles in clustering. 

Table 1. The number of particles in clustering 

B 2 3 4 5 6 10 12 15 20 30 

F 30 20 15 12 10 6 5 4 3 2 

 
Suppose the computation cost of one particle in the algorithms is c, then the total 

computation cost of the algorithms for one generation is MNc+Mc+Bc, where MNc 
stands for the computation cost of the bottom layer and Mc stands for the computation 
cost of the middle layer and Bc stands for the computation cost of the top layer. 
Therefore, the computation cost is increasing along with the increasing of the number 
of swarms in the middle layer. In other words, it corresponds to the decreasing of the 
number of particles in clustering.  

3.2 Function Classification and Experiment Parameters Configuration 

In [7], fourteen benchmark functions ( 1 1 4f f− ), which were chosen for their variety, 

were generated and divided into three types. Functions 1 3f f−  were simple unimodal 
problems, 4 9f f−  were highly complex multimodal problems with many local  
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minima, and 1 0 1 4f f−  were multimodal problems with few local minima. In this 
section, they are classified with the different dimensions in detail shown as follows: 

• type 1. Unimodal function in two dimensions;  
• type 2. Unimodal function in ten dimensions;  
• type 3. Unimodal function in one hundred dimensions;  
• type 4. Highly complex multimodal function with many local minima in two di-

mensions;  
• type 5. Highly complex multimodal function with many local minima in ten di-

mensions;  
• type 6. Highly complex multimodal function with many local minima in one hun-

dred dimensions;  
• type 7. Multimodal function with few local minima in two or four dimensions. 

4 Experiments   

4.1 Experimental Results Based on THLPSO 

In this section, the seven types of the functions are employed to examine the efficiency 
of searching function optimization with the ten configurations of the different number 
of particles shown in Table 1, respectively. The simulation results about the ten con-
figurations of the different number of particles in clustering testing in the seven types 
are shown in Fig.2. In the figure, the horizontal coordinate stands for the ten configu-
rations of the different number of particles in clustering and the vertical coordinate 
stands for the average value of all the global optimum values produced in each cycle 
operation except for the maximum and the minimum values. And the figure of the left 
edge is the mark of the types from type 1 to type 7. 

In Fig.2, type 1, type 4 and type 7 reveal the same results that the better searching 
ability is corresponding to the less number of particles in clustering in two or four 
dimensions, and type6 reveals the opposite that the more number of particles in clus-
tering in one hundred dimensions shows better efficiency. Combined with type 2, type 
3, type 5 and the results of [6], it comes to a conclusion that different types of functions 
will go through three stages of change along with the dimension of the functions 
transforming from less to more. The three stages of change are listed as follow: 

• Stage 1: The less number of particles in clustering, the better searching ability for the 
function.  

• Stage 2: The searching ability is better with the number of the particles transforming 
from as little as possible to as much as possible in clustering. 

• Stage 3: The more number of particles in clustering, the better searching ability for 
the function. 

4.2 The Contrast between Original Algorithm and THLPSO 

Suppose the computation cost of one particle in the algorithms is c, then the total 
computation cost of THLPSO for one generation is MNc+Mc+Bc, which has been 
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analysed above. On the other hand, the original algorithm (OPSO) has no the middle 
layer and top layer of the particles so that the computation cost for one generation is 
MNc. Therefore, the computation cost of the THLPSO is greater than that of the OPSO 
by Mc+Bc. However, the THLPSO spends Mc+Bc computation time on the movement 
of the particles in the middle layer and top layer for the global search. In order to 
illustrate the above results, Table 2 compares our results (the minimum average value 
among the ten configurations) of the proposed THLPSO approach with the results of 
the OPSO for the benchmark functions 

141 ff −  with three different dimensions, re-

spectively. In Table 2, D means the dimensions, A means the algorithms and F means 
the functions, all the values represents the average of all the global optimum values 
produced in each iteration. 

 

Fig. 2. Ten configurations of the number of particles compared from type 1 to type 7 
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Table 2. Comparison the Results between THLPSO and OPSO 

D D=2 or D=4 D=10 D=100 
A 
F 

OPSO THLPSO OPSO THLPSO OPSO THLPSO 

1f  0.2769 0.0385 115.6134 1.1289 3.22E+03 0.0922 

2f  0.2898 0.0521 4.6743 0.2496 3.11E+04 0.0404 

3f  1.3763 0.2357 5.2231 1.2576 280.2511 19.668 

4f  -809.9008 -837.8077 -3.64e+003 -4.19e+003 -2.69e+004 -4.09e+004 

5f  0.3345 0.1809 8.2818 1.1524 366.8465 3.45E-13 

6f  0.9323 0.2638 5.5007 1.3133 6.631 0.0186 

7f  0.1345 0.0689 1.0029 0.115 29.9999 0.0567 

8f  0.4475 0.3228 5.2959 0.304 7.39E+05 0.0102 

9f  0.0913 0.0709 11.6456 0.1617 4.71E+05 0.0043 
10f  0.0156 0.0104     

11f  0.2023 0.1746     

12f  -1.8778 -2.4379     

13f  -1.9577 -2.4978     

14f  -2.0649 -2.5444     

From the comparison, it can be seen that the accuracy of THLPSO are much better 
than OPSO in different dimensions with the same configuration parameters. It reveals 
that the OPSO might lead to the earlier convergence so that the result of the OPSO is 
trapped into the local optimum solution owing to the lack of swarm’s diversity. On the 
other hand, the proposed THLPSO has more diversity such that it is hard to be trapped 
into the local optimum owing to having more searching choices for the particle swarm. 
Therefore, the THLPSO structure with three layers is necessary. 

5 Conclusion 

In this article, ten configurations of the different number of particles in clustering have 
been compared in the fourteen benchmark functions existing in different circumstance, 
respectively. According to the simulation results of the seven types, it can reach three 
general conclusions listed as follows: 

• The less number of particles in clustering, the better searching ability for the func-
tion in less dimensions. 

• The searching ability is better with the number of the particles transforming from as 
little as possible to as much as possible in clustering when the function dimension is 
increasing from less to more. 

• The more number of particles in clustering, the better searching ability for the 
function in more dimensions. 
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Abstract. This paper describes an implementation of mutual localization of 
swarm robot using particle filter. Robots determine the location of the other ro-
bots using wireless sensors. Measured data will be used for determination of the 
robot itself moving method. It also effects on the other robot's formation such as 
circle and line type formation. We discuss the problem in circle formation en-
closing target which moves. This method is the solution about enclosed invader 
in circle formation based on mutual localization of multi-robot without infra-
structure. We use trilateration which does not need to know the value of the 
coordinates of reference points. So, specify enclosed point for the number of 
robots based on between the relative positions of the robot in the coordinate 
system. Particle filter is used to improve the accuracy of the robot's location. 
The particle filter is well operated for mutual location of robots than any other 
estimation algorithm. Through the experiments, we show that the proposed 
scheme is stable and works well in real environments  

Keywords: swarm robot, particle filter, tracking. 

1 Introduction 

Swarm robotics is an approach to robotics that emphasizes many simple robots in-
stead of a single complex robot. A robot swarm has much in common with an ant 
colony or swarm of bees. No individual in the group is very intelligent or complex, 
but combined, they can perform difficult tasks. Swarm robotics has been an experi-
mental field, but many practical applications have been proposed. A traditional robot 
often needs complex components and significant computer processing power to ac-
complish its assigned tasks. In swarm robotics, each robot is relatively simple and 
inexpensive. As a group, these simple machines cooperate to perform advanced tasks 
that otherwise would require a more powerful, more expensive robot. Using many 
simple robots has other advantages as well. Robot swarms have high fault tolerance, 
meaning that they still will perform well if some of the individual units malfunction 
or are destroyed. Swarms also are scalable, so the size of the swarm can be increased 
or decreased as needed.  

In this paper, we present a particle filter localization system for cooperative mul-
tiple robots in an environment where they can move automatically as a group and 
extract position information in a given map of the environment from stationary  
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landmarks. For assessment of the system, we consider a scenario where some robots 
cannot detect landmarks. In this case, uncertainty in position estimates for all robots is 
expected to increase. We suppose that each mobile robot in the environment not only 
can detect and calculate the distance to other robots, but also can share its position 
information with other robots. Consequently, each mobile robot acts as an additional 
mobile landmark. However, it can introduce some amount of error to the position 
information from stationary landmarks, and localization could become unstable. Still, 
we desire self-localization performed by each robot to be improved by extra position 
information from other robots.   

2 Localization Algorithm 

Localization is the process of finding both position and orientation of a vehicle in a 
given referential system [20], Drumheller in [1],[2]. Navigation of mobile robots in-
doors usually requires accurate and reliable methods of localization. Many transporta-
tion systems now using wire-guided automated vehicles may benefit from the in-
creased layout design flexibility provided by a wire-free localization method such as 
triangulation with active beacons.  

2.1 Triangulation 

Triangulation is based on the measurement of the bearings of the robot relatively to 
beacons placed in known positions. It differs from trilateration, which is based on the 
measurement of the distances between the robot and the beacons. These beacons are 
also called landmarks by some authors. According to [3], the term beacon is more 
appropriate for triangulation methods. When navigating on a plane, three distinguish-
able beacons - at least - are required for the robot to localize itself (Fig.1).  is the 
oriented angle “seen” by the robot between beacons 1 and 2. It defines an arc between 
these beacons, which is a set of possible positions of the robot. An additional arc be-
tween beacons 1 and 3 is defined by . The robot is in the intersection of the two 
arcs. Usually, the use of more than three beacons results in redundancy. 

2.2 Trilateration 

Trilateration is a method to determine the position of an object based on simultaneous 
range measurements from three stations located at known sites. This is a common 
operation not only in robot localization [7,8,9], but also in kinematics, aeronautics, 
crystallography, and computer graphics. It can be trivially expressed as the problem 
of finding the intersection of three spheres that is, finding the solutions to the follow-
ing system of quadratic equations: ===                   (1) 

where , ,  are the coordinates of station ,  and  is the range measurement 
associated with it. 
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Fig. 1. Three-object triangulation 

 

Fig. 2. Three-object triangulation 

.In Figure 2, thick segments between stations define the base plane, and thin ones, 
those connecting the moving object and the stations, correspond to the range mea-
surements. 

2.3 Bounding Box 

Bounding Box Method uses a simple box-shaped ranging area shown in Figure 3, 
which can be specified by lower left extreme coordinates, , , and upper right 
extreme coordinates, , . Figure 5 shows an example where node i is bounded 
by the ranging area of its neighbors, nodes 1, 2, and 3. Thus, the bounding area for the 
node  can be specified as follows: , = max | ∈ , max | ∈, = max | ∈ , max | ∈       (2)

Bounding Box Method can be implemented as a distributed algorithm; Simic and 
Sastry [9] suggest anchors broadcast their respective position estimates periodically, 
and nodes broadcast any changes in their estimates upon reception of any broadcast. 
 



90 Y.W. Lee 

 

Fig. 3. Bounding box 

3 Condensation Algorithm 

3.1 Particle Filter Algorithms 

The particle filter approach to track motion, also known as the condensation algorithm 
[4] and Monte Carlo localization, uses a large number of particles to ’explore’ the state 
space. Each particle represents a hypothesized target location in state space. Initially the 
particles are uniformly randomly distributed across the state space, and each subsequent 
frame the algorithm cycles through the steps illustrated  as  follows : 

1. Deterministic drift: particles are moved according to a deterministic motion model 
(a damped constant velocity motion model was used). 

2. Update probability density function (PDF): Determine the probability for 
every new particle location. 

3. Resample particles: 90 percent of the particles are resampled with replacement, 
such that the probability of choosing a particular sample is equal to the PDF at that 
point; the remaining 10 percent of particles are distributed randomly throughout the 
state space. 

4. Diffuse particles: particles are moved a small distance in state space under Brow-
nian motion. 

This result in particles congregating in regions of high probability and dispersing 
from other regions, thus the particle density indicates the most likely target states. 
See[3] for a comprehensive discussion of this method. The key strengths of the par-
ticle filter approach to localization and tracking are its scalability (computational re-
quirement varies linearly with the number of particles), and its ability to deal with 
multiple hypotheses (and thus more readily recover from tracking errors).However, 
the particle filter was applied here for several additional reasons: 
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− It provides an efficient means of searching for a target in a multi-dimensional state 
space. 

− Reduces the search problem to a verification problem, i.e. is a given hypothesis 
face-like according to the sensor information? 

− Allows fusion of cues running at different frequencies. 

3.2 Application of Particle Filter for Multi-robots 

In order to apply the particle filter algorithm to hand motion recognition, we extend 
the methods described by Black and Jepson [10,11]. Specifically, a state at time  is 
described as a parameter vector: = µ, ,  , where µ is the integer index of 
the predictive model, indicates the current position in the model, refers to An 
amplitude scaling factor and  is a scale factor in the time dimension. 

1) Initialization 
The sample set is initialized with N samples distributed over possible starting states 
and each assigned a weight of . Specifically, the initial parameters are picked un-
iformly according to: ∈ 1,= √√ , ∈ 0,1= ,∈ ,      (3)

2) Prediction 
In the prediction step, each parameter of a randomly sampled is used to 1 de-
termine based on the parameters of that particular . Each old state, , is randomly 
chosen from the sample set, based on the weight of each sample. That is, the weight 
of each sample determines the probability of its being chosen. This is done efficiently 
by creating a cumulative probability table, choosing a uniform random number on [0, 
1], and then using binary search to pull out a sample[14]. The following equations are 
used to choose the new state: == ==    (4)

whereN  refers to a number chosen randomly according to the normal distribution 
with standard deviation . This adds an element of uncertainty to each prediction, 
which keeps the sample set diffuse enough to deal with noisy data. For a given drawn 
sample, predictions are generated until all of the parameters are within the accepted 
range. If, after, a set number of attempts it is still impossible to generate a valid pre-
diction, a new sample is created according to the initialization procedure above. 
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3) Updating 
After the Prediction step above, there exists a new set of N predicted samples which 
need to be assigned weights. The weight of each sample is a measure of its likelihood 
given the observed data = , , ⋯ . We define , = , , , , ⋯  as a 
sequence of observations for the coefficient over time; specifically, let , , , , , , ,  be the sequence of observations of the horizontal velocity of 
the left robot, the vertical velocity of the left robot, the horizontal velocity of the right 
robot, and the vertical velocity of the right robot respectively. Extending Black and 
Jepson [5], we then calculate the weight by the following equation: p | = ∏ , |    (5)

p , | = √ ∑ , ,    (6)

where ω is the size of a temporal window that spans back in time. Note that ,  
and  refer to the appropriate parameters of the model for the blob in question and 

that ,  refers to the value given to the  coefficient of the model µ 

interpolated at time  and scaled by . 

4 Experiment Result 

To test the proposed particle filter scheme, we used MATLAB and visual studio. 
MATLAB is used for simulation of particle filter and visual studio is used to calculate 
the mutual localization of intruder and robot. Through experiment, we confirmed that 
accuracy of robot localization using particle filter is more than localization of using 
only sensor information. Therefore it is necessary to use particle filter to localize the 
robot when there is no more information except triangular measurement data. This 
information is shown in Figure [7] and [8]. 

Also, we evaluate the algorithm of intruder enclosed formation using trilateration. 
First of all, we assume that initially there are 6 robot and continue experiment alterna-
tively swapped each robots position and intruder's position. Figure [9] and [10] is 
shown each robot make a circle formation to enclose intruder. 

 

Fig. 4. Result 1 of experiment by particle filter 
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5 Conclusions 

In this paper, we have developed the particle filter for the swarm robot localization 
and circle formation enclosing target which moves. It is method about enclosed in-
vader in circle formation based on mutual localization of swarm robot without infra-
structure. Therefore, we use trilateration that do not need to know the value of the 
coordinated of reference points. So, we specify the enclosed point for the number of 
robots base on between the relative positions of the robot in the coordinate system. 
This scheme is important in providing a computationally feasible alternative to classi-
fy the robot motion in real system. We have proved that given an environment, par-
ticle filter scheme classify the robot location in real time. 
 

 

Fig. 5. Result 2 of experiment by particle filter 
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Abstract. Multi input multi output (MIMO) radars have multiple antenna radars 
that each of them can transmit signals. For that matter, to avoid interference, 
transmitted waveform must be mutually orthogonal. This paper has proposed a 
new approach by using bee algorithm (BA) and artificial bee colony (ABC) to 
design orthogonal discrete frequency coding waveforms (DFCWs) which have 
desirable autocorrelation and cross correlation characteristic for orthogonal 
MIMO radars. The results represent a various ability of these algorithms. The 
cross correlation and auto correlation are better designed by the BA and ABC, 
respectively. 

Keywords: Bee algorithm, artificial bee colony, artificial bee colony, poly 
phase and MIMO radars. 

1 Introduction 

Multi input multi output radar (MIMO) is a great achievement in communication 
science in two past decades. The MIMO radar is a multiple antenna radar system 
which is capable of transmitting arbitrary waveform from each antenna element.  
Multiple transmitting antennas transmit orthogonal signals and multiple receiving 
antennas receive returns [1]. 

The MIMO radar technology has rapidly drawn considerable attention from many 
researchers. Several advantages of the MIMO radar have been discovered by many 
different researchers such as increased diversity of the target information, excellent 
interference rejection capability, improved parameter identify ability, and enhanced 
flexibility for transmit beam pattern design. However the ability to detect low speed 
target on the background of clutter and the detection ability of weak target on the 
background of strong clutter causes that MIMO radar performance to be considered in 
different projects [2]. 
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According to the MIMO radars’ structure, there are different transmitted signal, so   
receiving the transmitted signal without interference is the most important purpose. 
Solving this problem, the transmitted signals must be mutually orthogonal [3]. 

The MIMO radar uses L orthogonal waveforms that are transmitted from different 
phase centers and N receiving phase centers. The received signals are matched filtered 
for each of the transmitted waveforms forming NL channels. This assumption denotes 
the necessity of low cross correlation properties between waveforms. In addition to 
have high resolution for multiple target detection, the low auto-correlation sidelobe 
peaks levels for transmitted signals is required [4]. 

Assume a MIMO radar system that compose of L transmitters, where each    

transmits a distinct signal from an orthogonal code set { }( ), 1,2,3,...,ls t l L=  in which 

any two signals in the set are uncorrelated and the aperiodic autocorrelation function 
of any code ( )ls t  should be close to an impulse function. 

The capability of being achieved of MIMO radars relates to the feasibility of a set 
of orthogonal signals with low autocorrelation and crosscorrelation properties. As a 
consequence, the acceptable design of such orthogonal code sets is very important for 
putting into effective MIMO radar systems [5]. MIMO radar systems can be coded 
with binary sequences, polyphase sequences, or frequency-hopped sequences. Poly-
phase code has some advantages over binary code; as might be expected, polyphase 
code is increasingly becoming a desirable alternative for radar signals [6]. 

In this paper, we intend to demonstrate impressive algorithms, bee algorithm (BA) 
and artificial bee colony (ABC), for the designing of orthogonal ployphase code sets 
that can be used in MIMO radars. The remainder of this paper is organized as follows: 
in the second section, the problem of the polyphase code set design will be presented. 
Then, we will introduce two kinds of swarm algorithms to numerically optimize poly-
phase code sets and the results from designing are presented. Finally, some           
conclusions are drawn in last section. 

2 Orthogonal Polyphase Signal Design for MIMO 

Consider that orthogonal polyphase code comprise L signals with each signal    con-
taining N subpulses represented by a complex number sequence, the signal set can be 
shown as follows [3]: 

( )( ) , 1,2,..., , 1,2,...,lj n
ls t e n N l Lϕ= = =  (1)

where ( )(0 ( ) 2 )l ln nϕ ϕ π≤ ≤  is the phase of subpulse n of signal L in the signal set. 

Assume a polyphase code set s with code length of N, set size of L, one can      
concisely represent the phase values of s with the following L×N phase matrix: 

1 1 1
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where the phase sequence in row l (1≤ l ≤ L) is the polyphase sequence of signal l, 
and all the elements in the matrix can only be chosen from the phase set in (2). 

From the autocorrelation and cross correlation characteristic of orthogonal          
polyphase codes, we get: 

1

1

1
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where ( , )lA kϕ and ( , , )p qC kϕ ϕ
 
are the aperiodic autocorrelation function of       

polyphase sequence ls
 
and the crosscorrelation function of sequences ps

 
and qs , 

and k is the discrete time index. Therefore, designing an orthogonal polyphase code 
set is equivalent to the constructing a polyphase matrix in (2) with ( , )lA kϕ and 

( , , )p qC kϕ ϕ constraints in (3) and (4). 

For the design of orthogonal polyphase code sets used in MIMO radar systems, an 
optimization criterion is not only to minimize the autocorrelation sidelobe peak (ASP) 
and the cross correlation peaks (CP), but also minimize the total autocorrelation   
sidelobe energy and crosscorrelation energy in (3) and (4). The peak and energy based 
cost function to be used for MIMO radar signals design is as follows [7]: 

2 21
1 1

1 ( 1)
1 1 1

(1 ) max ( , ) ( , , )
L L L

N N

l p qK k N
l p q p

E A k C kμ φ μ φ φ
−

− −

= =− −
= = = +

= − +     (5)

3 Evolutionary Algorithms for DFCW 

In past decades engineers have concentrated to present heuristic methods to solve 
optimization problems. In this way they have tried to inspire from nature and from 
this view they success to achieve different evolutionary algorithms. We purpose to 
present the BA and ABC in this paper. At the first step, the ABC algorithm is pre-
sented [8]. 
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3.1 Artificial Bee Colony Algorithm Optimization of DFCW 

ABC is one of the most recently defined algorithms proposed by Karaboga and Bas-
tutk in 2006, is inspired by the intelligent behavior of honeybees. In the ABC algo-
rithm, the colony of artificial bees contains three groups of bees: employed, onlookers 
and scouts. The performance of this algorithm has been shown at 9 steps as follows: 

• Initialize the population of solutions 
• Evaluate the population 
• Produce new solutions for the employed bees 
• Apply the greedy selection process 
• Calculate the probability values 
• Produce the new solutions for the onlookers 
• Apply the greedy selection process 
• Determine the abandoned solution for the scout, and  replace it with a new ran-

domly produced  solution 
• Memorize the best solution achieved so far 

In this algorithm, first half of the colonies are selected as the employed artificial bees 
and the rest of them are chosen as the onlookers. For every food source, there is only 
one employed bee. In other words, the number of employed bees is equal to the num-
ber of food sources around the hive. Scout is an employed bee whose food source has 
been abandoned. Generally, the ABC algorithm consists of local and global searches 
to find an optimum answer in desired space. In this algorithm, the position of a food 
source represents a possible solution to the optimization problem and the   nectar 
amount of a food source corresponds to the quality or fitness of the associated solu-
tion. The number of the employed or the onlooker bees is equal to the number of solu-
tions in the population. An onlooker bee assesses the information of the nectar taken 
from all employed bees and selects a food source with a probability pi related to its 
fitness value [8]. 

1

i
i SN

n
n

fit
p

fit
=

=


 
(6)

where SN and fiti are the size of population and the fitness value of the solution i 
which is proportional to the nectar amount of the food source in the position i, respec-
tively. In order to produce a candidate food position from the old one in memory, the 
ABC uses the following expression: 

)( kjijijijij xxxv −+= φ  (7)

where ijφ denotes a random number and selected between [-1,1] and k ∈{1, 2,.., SN} 

and j∈{1,2,...,D} are randomly selected indexes. Each solution xi (i = 1, 2,..., N) is 
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represented by a D-dimensional vector, where D denotes the number of parameters to 

be optimized and each parameter is real coded.  

4 Bees Algorithm Optimization for DFCW 

The BA which imitates the food foraging behavior of honey bee colony is a novel 
swarm-based search algorithm developed by D.T. Pham [9]. This algorithm is based 
on a kind of neighborhood search combined with random search and can be used for 
multi-objective optimization. The performance of this algorithm has been shown at 8 
steps as follows: 

• Initialize population with random solutions 
• Evaluate fitness of the population 
• While (stopping criterion not met). Forming new population.                                                   
• Select sites for neighbourhood search. 
• Recruit bees for selected sites (more bees for best e sites) and evaluate fitnesses. 
• Select the fittest bee from each patch. 
• Assign remaining bees to search randomly and evaluate their fitnesses. 
• End While 

The optimization of DFCW with Bee algorithm is summarized as follows: 
At the first step the initial phase are produced by random solution. Then, according 

to the equation (5) we evaluate the fitness function. In order to minimize the fitness 
function; It is sorted in descending form. Now the m sites and best sites (e out of m) 
are selected with respect to fitness. The recruited bees investigate the selected sites. 
New values are produced with this equation: 

( ) ( ( ) ) (2 ( ( ( ),1),1))u i x i ngh ngh rand size x i= − + ∗ ⋅∗  (8)

According to new value, the new fitness function would be derived. After comparing 
this fitness with old fitness and repeating this cycle, the BA processing will be  
done [10]. 

5 Simulation Results 

In this section, according to described optimization algorithm we can design many 
different lengths of sequences. However, in this paper we will present only the     
correlation properties of sequences of the three code sequences with length N=128 
and L=3. In the Figures 1 and 2, the results of ASPs and CPs for these sequences are 
shown for the BA and ABC, respectively. Also, Tables 1 and 2 list the three code  
sequences with length N=128 and L=3 for optimizing by BA and ABC, respectively. 
As can be seen in Tables 1 and 2, to design the CPs, applying of the BA is better than 
the ABC, while for designing the ASPs applying of the ABC is better than BA.  
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Fig. 1. Autocorrelation and cross-correlation functions of sequences with code length N=128 
and set size L=3 (the BA results) 

Table 1. ASP and CP of the designed DFCW set with N= 128 and L=3 

 CODE 1 CODE 2 CODE3 

CODE1 0.3835 0.0561 0.0649 

CODE2 0.0561 0.3224 0.0573 

CODE3 0.0649 0.0573 0.3032 
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Fig. 2. Autocorrelation and cross-correlation functions of sequences with code length N=128 
and set size L=3 (the ABC results) 

Table 2. ASP and CP of the designed DFCW set with N=128 and L=3 

 CODE 1 CODE 2 CODE3 

CODE1 0.1254 0.1896 0.1565 
CODE2 0.1896 0.1227 0.1676 
CODE3 0.1565 0.1676 0.1657 
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6 Conclusion 

The MIMO radars can track the target from different angles and it is very important to 
diagnose objects in space. In order to attain desirable properties, the transmitted signal 
must be orthogonal. This paper has presented an effective method to design          
orthogonal code for MIMO radars by using two evolutionary algorithms, namely BA 
and ABC. These approaches have tried to demonstrate desirable ASPs and CPs. The 
simulation results show the different ability of these algorithms. To design, the     
obtained CPs, by the BA is better than the ABC, while for designing the ASPs      
applying of the ABC is better than the BA. It should be mentioned that both of them 
are attractive optimization algorithm to solve this problem. 
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Abstract. There are two types of regularizer for SVM. The most popular one is 
that the classification function is norm-regularized on a Reproduced Kernel 
Hilbert Space(RKHS), and another important model is generalized support vec-
tor machine(GSVM), in which the coefficients of the classification function is 
norm-regularized on a Euclidean space Rm. In this paper, we analyze the differ-
ence between them on computing stability, computational complexity and the 
efficiency of the Newton-type algorithms. Many typical loss functions are  
considered. The results show that the model of GSVM has more advantages 
than the other model. Some experiments support our analysis. 

Keywords: representer theorem, regularizer, newton-type algorithm. 

1 Introduction  

Based on the Vapnik and Chervonenkis’ structural risk minimization principle[1,2], 
SVMs are proposed as powerful machine learning methods for supervised learning. 
They are popular methods in the past 10 more years, and widely used in classification 
and regression problems, such as character identification, disease diagnoses, face 
recognition, the time series prediction etc. Historically, the optimal classification 
function obtained by SVMs has an offset. But the investigations of the generalization 
performance do not suggest that the offset offers any improvement for a large feature 
kernel space like Gaussian kernel[2,3]. For simplicity, here we study the SVMs with-
out offset for the nonlinear classification problems with Gaussian kernel. Actually the 
offset can be considered with an extra attribute 1 added to every sample[4]. 

1.1 Representer Theory  

Representer theorem is an important tool for the learning model with many samples 
as the inputs of the problem. It states that the learning solution is a linear combination 
of the kernel functions of input samples. It can transform the high or infinite dimen-
sional learning problem into finite dimensional problems with the size of the input 
learning data, where the finite combination coefficients are solved according to the 
input data. Many kernel learning problems admit this, such as SVMs[1], PCA[5] etc. 
                                                           
*
  This work is supported by NNSFC under Grant No. 61072144, 61179040, 61173089 and 
11101322.  
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Quantitatively speaking, given an input set T={(x1, y1),…, (xm, ym)} for samples 
xi∈Rd and labels yi∈{−1, 1}, a kernel learning classification problem is to learn a 
classification function f in a reproduced kernel Hilbert spaces(RKHS) Ħ correspond-
ing to a kernel function k:Rm×Rm→R with a good generalized capacity. RKHS has the 
reproducing property that admits f(x)=<f,k(·,x)>Ħ and <k(·,x), k(·,z)>Ħ=k(x,z) for f∈Ħ 
and x, z∈Rm. Because of high dimensions the learning problem on Ħ can not be 
solved efficiently. By the representer theory, the solution f∈Ħ can be represented as 

.),(
1 =

⋅= m

j jj xkf α  (1)

This is a finite linear combination of the basic hypotheses in Ħ and the finite op-
timal combination coefficients are solved to represent the optimal hypothesis in Ħ. 

1.2 Two Regularized Models for SVMs  

There are two regularization forms for SVMs. One model regularizes the classifica-
tion function on Ħ and is converted into a finite dimensional problem by representer 
theorem[4,6,7] or duality[1,8-10]. Another regularizes the combination coefficients 
on Rm, which is called Generalized Support Vector Machines(GSVMs)[11-13]. 

Regularization Model on RKHS. With the hypothesis f norm-regularized in Ħ, a 
popular model is defined as: 

M1:  ( ) =∈
>⋅<−+ m

i HiiHHf
xkfyLf

1

2

2 ),(,1min λ  (2)

with the regularized parameter λ and the loss L:R→R+. Plugging (1) into (2), we have 

( )  = =∈
−+ m

i

m

j jijiji jiji
R

xxkyLxxk
m 1 1,2 ),(1),(min αααλ

α
 (3)

Solving problem (3), we obtain m combination coefficients to represent the learning 
result of M1 as (1), no matter how high the dimension of RKHS is. 

Another way to convert (2) into a finite dimensional problem is the duality for a 
given loss [1,8-10]. We can derive a general form by conjugate duality[14]: 

( ) =∈
−+ m

i iiji jijiji
R

Lxxkyy
m 1

*

,2 )(),(max γγγγλ

γ
, (4)

where L*:R→R+
∪{+∞} is the conjugate function of L. the formulation (3) is always 

more complicated than (4), which explains why so many researchers focus on the dual 
(4)[1,8,9,15 etc]. However, the dual has m dimensional, even the reduced representa-
tion as Eq. (5) is used to obtain an approximate solution [4,7,12,16]. 

.),( ∈
⋅=

Jj ii xkf α  (5)

where J is random chosen[12, 16] with |J|≤0.1m or well-chosen[4] with less  
cardinal. Training the reduced SVMs by Newton methods in dual space is not a good 
choice. 

Regularization Model on Rm. While the combinations coefficients (noted as β) for 
the hypothesis f in (1) are norm-regularized on Rm, the model called GSVMs sloves 
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M2:    ( ) = =∈
−+ m

i

m

j jiji
R

xxkyL
m 1 1

2

2 ),(1min ββλ

β
 (6)

It is first proposed by Mangasarian[11], and is used to design algorithms with squared 
hinge loss[12] and with least square loss[13]. Here β may be different from α in (3). 

Relationship of Two Models. On the one hand, Mangasarian[11] points out that the 
dual of (6) can meet the same form with the dual of (2) for a well-chosen g(β) instead 
of ||β||2. On the other hand, from (2) and (6), we observe that the difference of two 
models is on the first item of objective function, which is called the regularizer. The 
regularizer of the former is on L2 norm of hypothesis f in RKHS Ħ, and the regulariz-
er of the latter is on L2 norm of the combination coefficients in Euclidean space Rm. 

The rest of the paper is organized as follows. We analyze Newton-type algorithms 
for the reduced SVMs with different smooth loss in Section 2, give experimental re-
sults in Section 3 and conclude the paper in Section 4. 

2 Newton Methods for Reduced Models with Different Losses  

Let f in (1) be approximated as (5) with J is well-chosen or random chosen and r=|J| 
be the reduced set size. For M1 and M2, the reduced form of (3) or (6) is: 

( ) =∈
−+ m

i iJi
R

zKyLAzz
m 1

T
2 1min λ

α
 (7)

where z can be αJ or βJ, and A is KJJ for M1 and I for M2. The only difference between 
them is the regularizer αJ

TKJJαJ versus βJ
TβJ . Commonly a kernel matrix K∈Rm×m has 

σ1≥1≥σm≥0, where σ1(σm) is the largest(smallest) eigenvalue of K. We have 
κ(λI+Q)≤κ(λK+Q), where κ(·) is the condition number of a matrix and Q is a semi-
positive definite matrix induced by the second part of (7). Roughly speaking, we have 

Proposition.1 The model of M2 is stabler than the model of M1. 

The most popular and meaningful loss function is the hinge loss function 
L(u)=max{0, u}, but it is not differentiable and Newton-type methods do not work for 
it. Some losses are adopted to smooth it, including least squared loss[10, 13], squared 
hinge loss[4, 15], Huber loss[1, 7, 17] and logistic loss[12]. Next, those two regula-
rizer problems with different loss functions are compared by Newton-type algorithms 
on performance of the classification and efficiency of the algorithms. 

2.1 Setup of Newton-Type Algorithms  

Given a smooth loss in (7), Newton-type algorithms[18] have quadratic convergence 
rate. Specifically, for a given zt(can be αt

J or βt
J ) at iteration t, let ξi

t=1−yiKiJz
t and 

It={i∈M |L(ξi
t)>0}, and z  be the solution to Newton equations: 

( )  ∈∈∈
∇−∇=∇+ t

tt Ii

t
i

t

Ii

t
iIi

t
i LzLzLA )()()( 22 ξξξλ  (8)
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If the full Newton step is acceptable, then zt+1= z , otherwise zt+1=τ z +(1−τ)zt, where τ 
is chosen by line-search scheme. Experiments show the full step is always acceptable 
and Armijo line-search scheme is pretty well while the full step fails. 

2.2 Specification of Algorithms with Smooth Loss Functions  

Specification forms of (8) are analyzed according to different smooth loss, including 
least squared loss, squared hinge loss, Huber loss and logistic loss as follows. 

Least Squared Loss. With least squared loss L(u)=u2, Eq. (8) is independent to zt and 
its solution is obtained by solving the following system of linear equations (9):  

( ) yKzKKA MJMJMJ =+ Tλ  (9)

The coefficients matrix in (9) for M2 is always positive definite while the coefficient 
matrix in (9) for M2 may be semi-positive definite need a ridge[4] added. 

Squared Hinge Loss. With squared hinge loss L(u)=max{0,u}2, Eq. (8) is 

( )
tttt IJIJIJI yKzKKA =+ Tλ  (10)

In [4], they designed a complicated procedure to iteratively update the Cholesky fac-
torization of 

JIJI tt
KKA T+λ  to reduce the computational complexity for solving (10). 

For simplicity, in this paper we use 
JIJIJIJI

tt

outoutinin
KKKKBB TT1 −+= −  to update Bt 

iteratively as [15], then solve Newton equation (10) by “\” operator in Matlab, where 
Iin:={i|i∈It, i∉It−1}, Iout:={i|i∉It, i∈It−1} and |I 

t|>|Iin|+|Iout| always holds. This scheme 
works well while the reduced set is randomly chosen in advanced. 

Huber loss. With Huber loss 
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where I0
t:={i∈M| |ξt

i|<δ}, I+
t:={i∈M| |ξt

i|≥δ}. At the beginning of the algorithm, we 
should start the algorithm with a big δ0 like δ0=1, reduce it by δk:=0.1δk−1 while the 
current solution is good under some criterions (such as ||gt||≤1), and repeat the algo-
rithm until δk≤10−4 and the final stop criterions are reached. 
Logistical loss. With Logistical loss Lp(u)=max{u,0}+log(1+exp(−pu))/p, (8) is  

( ) )(
000000

t
Ip

T
JI

t
JI

t
I

T
JIJI

t
I

T
JI LKzKKzKKA

++
′+Λ=Λ+ ξλ  (12)

where I+:={i∈M|L′
p(ξi

t)≥υ} and I0:={i∈M| L′′p(ξi
t) ≥υ}, Λt:=diag(L′′p(ξ1

t), ···, L′′p(ξm
t)) for 

a tiny number υ=10−10 or less. In order to make the Newton method working good, we 
should set p not very large such as p=10 at the beginning, then set p:=10p if ||g|| is 
small and repeat the algorithm until p=104 and ||g||≤ε for a given ε. 

2.3 SMW Identity and Advantage of GSVM 

SMW identity[18] (A+UTΛU)−1=A−1−A−1UT(Λ−1+UA−1UT)−1UA−1 can be used to re-
duce the computational complexity for calculating (A+UTΛU)−1 while A−1 is very 
simple and Λ−1+UA−1UT has a small size. Based on the analysis above, Σi∈ It L

′′(ξi
t)  
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always has the form UTΛU in Eq. (8), where U has the size of r×|It| and Λ is an |It|×|It| 
diagonal matrix. If A=I for GSVMs, the solution of Eq. (8) is 

z=λb−λUT(λΛ−1+UUT)−1Ub (13)

where b is the right hand side of (8). So while |It|<r, which always happens for some 
problems that have a sparse solution, the solution to Eq. (8) is obtained by (13) with 
the computation complexity O(r|It|

2), less than O(r3). This trick is not valid if A=KJJ 
for M1. As a conclusion, we have 

Proposition 2.  If |It|<r, Newton-type algorithm based on M2 has less computational 
complexity than the same algorithm based on M1. 

3 Experimental Results  

In this section, we do two sets of experiments on some datasets to compare the reduced 
models with Newton-type methods. The first is a nonlinearly dataset called “tried and 
true” checkerboard[12,15] and the second is on practical datasets from site[19]. 

3.1 Artificial Data with Reduced Methods  

In this section, we give some experiments on an artificial dataset to compare the per-
formance of two kinds of regularization. The “tried and true” checkerboard datasets 
have often been used to show the effectiveness of nonlinear kernel methods[12,15]. It 
is generated by uniformly discretized the region [0,199]×[0,199] to 2002=40,000 
points, and is labeled two classes spaced by 4×4 grids. The training set is random 
sampled from the total points, and the reminders are left in the testing set.  

Over-Fitting of M1 with Least Square Loss. Here we show that the resulted classi-
fication hyperplanes based on M1 with least squared loss have strange phenomena but 
the hyperplanes based on M2 haven’t. The training results are plotted in Fig. 1. It 
shows that the classification lines of two methods are similar, but the high confidence 
area(satisfying yif(xi)≥1) is very different. For M2(right), the high confidence area is 
normal, i.e. the more central the grid, the higher the confidence, and the exception 
happens only on the four corners. But for M1(left), the high confidence area is strange 
on nearly every grid, i.e., the central of the grids are not always in the high confidence 
area. These phenomena should be a kind of over fitting. 

M1 

20 40 60 80 100 120 140 160 180 200

20

40

60

80

100

120

140

160

180

200

             

M2

 20 40 60 80 100 120 140 160 180 200

20

40

60

80

100

120

140

160

180

200

 

Fig. 1. Plots with least square loss(m=8000, r=7.5%m, λ=0.01). The blank lines are the classifi-
cation f(x)=0 and the blue/green lines are support lines to f(x)=±1 respectively. 
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Comparison M1 and M2 with Different Smooth Losses. The results in Table 1 are 
obtained by Newton-type algorithm with same stop criterion and λ=0.01, where the 
averaged test errors, averaged training time, averaged iterations of Newton step and 
numbers of the low confidence training samples that satisfying yif(xi)<1 are listed with 
standard deviation. All the results are mean values on 20 random trials. 

Table 1. Comparison of two regularizations with different smooth loss functions(λ=0.01) 

rithms m=2000 m=4000 m=8000 m=12000 m=20000 
 r=150 r=300 r=600 r=800 r=800 
 Test error(%) on the rest data with test 40000−m samples. 
M1+SH 1.52±0.23 0.70±0.11 0.23±0.06 0.11±0.04 0.06±0.03 
M2+SH 1.27±0.26 0.36±0.07 0.10±0.03 0.06±0.02 0.04±0.02 
M1+Log 1.92±0.23 0.97±0.13 0.35±0.07 0.22±0.05 0.16±0.05 
M2+Log 1.65±0.25 0.48±0.11 0.18±0.05 0.10±0.03 0.07±0.03 
M1+Hub 1.92±0.23 0.97±0.13 0.35±0.07 0.22±0.05 0.16±0.05 
M2+Hub 1.65±0.25 0.48±0.11 0.18±0.05 0.10±0.03 0.07±0.03 
 Training time(s) 
M1+SH 0.13±0.00 0.70±0.02 3.57±0.40 7.50±0.22 11.98±0.25 
M2+SH 0.11±0.08 0.57±0.03 2.89±0.06 6.38±0.17 10.67±0.32 
M1+Log 0.67±0.12 2.30±0.45 11.27±1.29 23.27±4.57 31.98±3.63 
M2+Log 0.32±0.06 1.48±0.21 6.04±0.47 13.27±1.65 24.73±3.21 
M1+Hub 0.51±0.02 2.10±0.11 9.83±0.86 19.77±1.11 26.52±1.37 
M2+Hub 0.46±0.05 2.10±0.42 7.75±0.71 14.36±1.05 21.49±2.28 
 Iterations of Newton step 
M1+SH 10.9±1.0 14.1±1.1 15.7±0.7 16.9±0.7 19.1±0.7 
M2+SH 10.4±0.8 11.7±0.7 16.3±1.1 20.6±1.6 23.4±2.0 
M1+Log 98.0±23.2 76.2±13.0 84.0±13.3 84.8±22.9 77.3±13.1 
M2+Log 65.8±12.1 78.9±10.7 94.5±12.0 91.8±14.0 97.3±18.8 
M1+Hub 112.8±5.3 110.7±8.3 113.3±9.5 117.5±6.0 117.3±8.6 
M2+Hub 185.7±19.3 221.3±32.0 265.6±31.2 268.4±20.3 243.5±28.2 
 Low-confidence training samples Number (yif(xi)<1) 
M1+SH 223.8±10.1 351.9±9.4   592.4±16.7 842.0±14.0 1277.9±17.8 
M2+SH 198.5±13.0 270.6±8.5      318.3±8.5 327.6±9.5 426.6±10.8 
M1+Log 129.8±9.5 223.9±6.0 372.6±10.0    463.6±8.9 616.0±7.5 
M2+Log 123.2±10.2 142.8±7.8      156.6±7.7 176.3±7.8 243.2±7.7 
M1+Hub 130.3±9.7 224.3±5.7 372.6±10.0    463.6±8.6 616.2±7.4 
M2+Hub 123.2±10.2 142.9±7.9 156.6±7.8 176.3±7.7 243.2±7.7 

 
From the results in Table 1, we can get the following conclusions:  

• It is observed that M2 nearly wins most all aspects. Firstly, it is clear that the test 
errors corresponding to M2 are always better than the results corresponding to M1. 
Secondly, on the training time aspect, M2 excels M1 much for every loss functions, 
although the iterations of Newton step corresponding to M2 are often longer than 
that of M1. This is coherent with our conclusion in Proposition 2. Thirdly, for M2 
often has less low-confidence training samples than M1 has.  

• Compared three types of loss functions, the squared hinge loss gets the best gene-
ralization errors. No matter how large the training set, there are a few itera-
tions(less than 2log(m)) of Newton steps needed.  
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• The advantages of the logistical loss and Huber loss are that they always get less 
low-confidence training samples(or called support vectors) than others. Especially 
for M2, there always have a small number of low-confidence training samples.  
 

By Table 1, we can conclude that M2 has some advantages over M1. With the same 
parameter settings, the algorithms based on M2 always faster than those based on M1. 
The former is stabler in computing than the latter who often needs a ridge on the Hes-
sian matrix[4] to keep the Newton direction well-defined.  

From those experimental results, M2 with squared hinge loss is the best model to 
train reduced SVM with Newton method. In Section 3.2, we only do some experi-
ments to compare M1 and M2 equipped with square hinge loss. 

3.2 Benchmark Data Experiments Comparison  

Six practical data sets from UCI repository of machine learning databases[19] are 
adopted to evaluate the related algorithms. The first five data are preprocessed in [20], 
but we exchange the training and the testing in order to get a large training set to im-
plement the reduced technique. The sixth data is the Adult with a large training set. 
For simplicity, Gaussian kernel function k(x, y)=exp(−γ||x−y||2) with different spread 
parameters γ is used for all dataset. Parameters γ and λ are roughly chosen by grid 
search method with γ∈{2−10,…, 22} and λ∈{10−5,…, 100}. The test errors and the 
training time are listed in Table 2. 

Table 2. Experiments on 6 data sets from UCI repository of machine learning databases 

DataSet Banana Ringnorm Splice Twonorm Waveform Adult 
(train test) (4900, 400) (7000, 400) (2175, 100) (7000, 400) (4600, 400) (30162, 15060) 
Red. size 368 525 163 525 345 800 
(γ, λ) (2−1, 10−3) (2−6,10−1) (2−8,10−3) (2−8,10−1) (2−5,10−1) (2−4,10−3) 
 Error(%) 
M1+SH 9.23±1.23  1.66±0.64 12.71±1.24 2.19±0.63 8.50±1.54  15.50±0.03 

M2+SH 9.25±1.28 1.70±0.67  12.67±1.21 2.17±0.63 8.29±1.43 15.56±0.04 

 Training Time(s) 

M1+SH 2.19±0.17 3.77±0.18 0.28±0.03 3.70±0.13 1.86±0.12  65.45±7.71 

M2+SH 1.64±0.18 3.17±0.10 0.20±0.02 3.20±0.09 1.68±0.13 22.59±2.84 

 
From the results in Table 2, the mean test errors are varied with the different me-

thods with a little the difference. At the same time, it clearly sees that algorithms 
based on M2 are always faster than those based on another. This is mainly because its 
Hessian matrix has a better condition number than those of M1. In our experiments, a 
ridge is added to the Hessian matrix of M1 to maintain the calculation stability. 

4 Conclusion  

There are two main regularization models of SVMs. One is norm-regularized the 
classification function in a reproduced kernel Hilbert space. The other is  
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norm-regularized the coefficients of the classification function in a Euclidean space. 
All of them are converted to m dimension problems by representer theorem. 

We compare M1 and M2 with the reduced methods by Newton-type algorithm. The 
Hessian matrix of M2 is always positive and is simper than the Hessian matrix of M1, 
and the SMW identity can be used to reduce the computation complexity of the cor-
responding algorithms for M2 but cannot be used in algorithm for M1. Our analysis 
and the experimental results support that M2 has some advantages over M1, such as 
simple in computing the Hessian matrix, stable in solving the Newton direction and 
the algorithm based on M2 is also faster and stabler than the algorithm based on M1 
with the similar test errors. This work is valuable to extend the using of GSVMs.  
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Abstract. A performance evaluation index system of thermal power plant is 
established under low carbon economy, and a comprehensive evaluation model 
based on principal component analysis (PCA), support vector machine (SVM) 
and quick sort algorithm is presented. Then experiments are made by using the 
real data from 17 thermal power plants, and the sequence of them is obtained 
ultimately. The results show that the model proposed has high accuracy, and 
comparing with BP network, SVM shows better performance in the condition of 
few data.  

Keywords: performance evaluation, thermal power plant, PCA, SVM, binary 
tree, quick sort algorithm. 

1 Introduction 

Low carbon and energy conservation has become a hot topic around the world since 
Copenhagen conference. Low carbon economy is the direction of economic 
development in China. Thermal power plant, as an industry which consumes large 
amounts of energy in low efficiency and damages the environment seriously, inevitably 
becomes the focus. Thermal power plant should transform its development mode to low 
carbon and energy saving. How to evaluating the performance of Thermal power plant 
synthetically under low carbon economy becomes an important topic. 

SVM is a new and promising machine learning technique proposed by Vapnik [1], 
which can solve the nonlinear, small sample and high dimensional problems 
effectively. It has been attracting more and more researcher’s attention in recent years 
because of its good generation performance. In this paper, SVM is introduced to 
compare two thermal power plants by vector connection, and then we obtain the 
sequence by means of quick sort algorithm. Experiment results show that the model has 
high accuracy; hence, it is effective to evaluate the performance of thermal power plant. 

2 Performance Evaluation Index System under Low-Carbon 
Economy 

According to the characteristic of thermal power plant and the requirement of low 
carbon economy, this paper designs the performance evaluation index system from 
economic performance, environmental performance, and social performance [2][3]: 
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Table 1. Performance evaluation index system under low-carbon economy 

The first level The second level The third level 

Economic 
performance 

 
Profit ability 

Return on total asset (S1) 
Return on net asset (S2) 
Return on low carbon asset (S3) 

Debt paying ability 
Debt Asset ratio (S4) 
Interest Protection Multiples (S5) 

Turnover ability 
Total Assets Turnover (S6) 
Current Assets Turnover (S7) 

Development 
ability 

Rate of sales growth (S8) 
Rate of Capital Accumulation (S9) 

Environmental 
performance 

Pollutants 
discharge 

CO2 emission per unit power (S10) 
SO2 emission per unit power (S11) 
NOX emission per unit power (S12) 
Effluent emission per unit power (S13) 
Smoke emission per unit power (S14) 
Noise at the boundary of plant (S15) 

Resource 
utilization efficiency 

Standard coal consumption rate (S16) 
Water consumption per unit power (S17) 
Plant water loss rate (S18) 
Plant power consumption rate (S19) 
Industrial water recycling rate (S20) 

 
Social 

performance 

Customer 
satisfaction 

Contract compliance rate (S21) 
Annual number of complaints (S22) 

Staff satisfaction 
Education funding Per capita (S23) 
Staff retention rate (S24) 

3 Principal Component Analysis 

Principal component analysis, which is also known as Karhunen-Loeve (KL) 
transform, Principal component analysis reorganizes a large number of originally 
indexes into a small amount of comprehensive indexes by linear transformation. 
Thereby it simplifies the data and reveals the relationship between variables [4]. The 
main process of PCA is as following: 

(1) Convert the original matrix Y into standardized matrix Z. 

ij j
ij
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(2) Obtain the correlation matrix R of the standardized matrix Z. 
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(3) Compute the Eigen values jλ and the corresponding eigenvectors jb of the 

covariance matrix R respectively. The Eigen values jλ are just the non-negative real 

roots of 0pR Iλ− = , order them from large to small 1 2 0pλ λ λ≥ ≥ ≥ ≥ , then 

the corresponding eigenvectors jb  can be obtained by j j jRb bλ= .  

(4) Determine the principal components.  p new variables are composed of the 
eigenvectors as follows: 
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The first m principal components are selected as principal components when their 
accumulative contributive rate  

1

1

0.85

m

j
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j
j

w
λ

λ
=

=

= ≥



   (4)

4 Support Vector Machine 

SVM is the theory based on statistical learning theory. It realizes the theory of VC 
dimension and principle of structural risk minimum [5]. The following is the brief 
introduction of SVM. 

Given the training set in the case of linear separation, ( ) ( )1 1, , , ,l lx y x y , 

nx R∈ , { }1, 1y ∈ + − , there exists a separating hyper plane with the target functions 

0w x b⋅ + =  ( w represents the weight vector and b the bias). The linear SVM for 
optimal separating hyper plane has the following optimization problem: 

( ) ( )

[ ]

1

2
. . 1, 1,i i

Min w w w

s t y w x b i l

φ = ⋅

⋅ + ≥ = 
   (5)
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Considering the non-separable case, slack variable 0iξ ≥  is introduced and soft 

margin optimal hyper plane is constructed. 

 ( ) ( )
[ ] 1

1

2
. . 1

l

i
i

i i i

Min w w w C

s t y w x b

φ ξ
ξ =

= ⋅ +
⋅ + ≥ −

    (6)

0C ≥  is the error penalty coefficient chosen by users. 
The solution to above optimization problem can be converted into its dual problem. 

We can search the nonnegative Lagrange multipliers by solving the following 
optimization problem [6]: 
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As to the non-linear case, SVM maps input vectors x  into a high dimensional linear 

feature space by a nonlinear mapping ( )ϕ  , and searches the optimal separating hyper 

plane ( ) 0w x bϕ⋅ − =  in the space. SVM use kernel function ( ),i jK x x of input 

space instead of the operation ( ) ( )i jx xϕ ϕ⋅ of high dimensional feature space. Then 

the target function of (6) is changed to be 

( ) ( )
1 , 1

1

2

l l

i i j i j i j
i i j

Max Q y y K x xα α α α
= =

= − ⋅ 
 

 (8)

It has been proved that only the Lagrange coefficient of support vectors are not zero, 
that is, only support vectors can influence the result of classification. So, the optimal 
weight vectors are 

i i iw y xα=
SV

  (9)

The optimal biases are  

( ) ( )1
1 1

2
b w x w x∗ ∗ = ⋅ + ⋅ −    (10)

where ( )1x∗ is one of the support vectors in the first class and ( )1x∗ −  is one of the 

support vectors in the second class. 
Hence, the classification function is [7][8] 

 ( ) ( )sgn i i if x y K x x bα = ⋅ + 
 

SV

  (11)
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5 Performance Comprehensive Evaluation Model 

Comprehensive evaluation usually has two kinds of problems: one is classification, the 
other is ranking. This paper reduces the performance evaluation of thermal power plant 
to a ranking problem. The main process of the model is as follows: 

(1) PCA preprocessing.  
Because of a large number of performance evaluation indexes, the input dates of SVM 
are too complex; it is difficult to get good result in rapidity and accuracy. This paper 
introduces PCA into SVM, at first, the sample set is preprocessed by PCA, and several 
principal components are obtained instead of multiple original indexes. The 
preprocessed sample set is used to train and test SVM. 

(2) Vector Connection. 
SVM is established for classification. In order to introduce SVM to the model, vector 
connection is necessary. Given two thermal power plants A and B, the eigenvector of A 

is ( )1 2 5, , ,A A Ax x x ,and the eigenvector of B is ( )1 2 5, , ,B B Bx x x , connect the 

eigenvectors of A and B ( )1 1 2 2 5 5, , , , , ,A B A B A Bx x x x x x , and use it as the input 

vector of SVM, the output has three classes: higher, lower and equivalent.  

(3) Establish two-layer SVM classifier based on SVM and binary tree. 
The standard SVM is only used to classify two classes, but the output of the model have 
three classes, so a two-layer SVM classifier which combines SVM and binary tree is 
established. For the first SVM, if A is higher than B, the output is +1, otherwise the 
output is –1, and then the second SVM, if A is equivalent to B, the output is +1, 
otherwise the output is –1. It is illustrated by Fig. 2. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Two-layer SVM classifier 

(4) Sort by quick sort algorithm.  
Quick sort algorithm is a recursive algorithm based on division. Given array S , 

v S∈ is chosen as pivot and { }S v−  is divided into two incompatible sets: 

{ }{ }1 |S x S v x v= ∈ − ≤ and { }{ }2 |S x S v x v= ∈ − ≥ , then repeat respectively the 

process for 1S and 2S until the array is ranked. The Time complexity of quick sort 

SVM1 

SVM2 

Equivalent、Lower(-1)Higher (+1) 

Equivalent (+1) Lower (-1)
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algorithm is ( )logO N N . Quick sort algorithm is considered as one of the best 

sorting algorithms 

6 Experiments 

6.1 Date Preprocessing by PCA 

The credit data of 17 thermal power plants are obtained in this study. SPSS11.5 is 
utilized to simplify the index system. The accumulative contribution rate of the former 
five principal components can reach 85%, that is, the 24 indexes are reduced to five 
indexes. 

Table 2. Contribution rates of principal components 

Principal components Contribution rate Accumulative contribution rate 
A1 64.478% 64.478% 
A2 8.219% 72.697% 
A3 6.277% 78.974% 
A4 5.327% 84.301% 
A5 4.108% 88.409% 

6.2 Two-Layer SVM Training and Testing 

We randomly separate the dataset preprocessed by PCA into two parts: The data of 10 

thermal power plants are used as training set, and then we obtain 90 input vectors by 

vector connection. The data of 7 thermal power plants are used as testing set. 

Training set is used to train the two- layer SVM classifier, and LIBSVM (Version 

2.6) is utilized in this paper. RBF function 
2 2( , ) exp[ /(2 )]k x y x y δ= − −  is 

used as the kernel function, δ is the breadth of RBF function and its optimal value is 

0.685313, C is the error penalty coefficient and its optimal value is 90.517457. 

Testing set is tested by two-layer SVM classifier, and its main process is as follows: 

Suppose 7 thermal power plants P1, P2, P3, P4, P5, P6, P7, P4 is chosen as pivot and the 

rest is divided into two parts, compare P4 with the first part  (P1, P2, P3) and the second 

part (P5, P6, P7) respectively, that is, input the vector connection of Pi  ( i =1,2,3,5,6,7) 

and P4 to two-layer SVM classifier, and adjust the position of Pi according to the output 

to make sure that the left of P4 are all lower than P4, and the right of P4 are all higher 

than P4, repeat the process for the two parts until all thermal power plants are ranked. 

In order to verify the effectiveness of two-layer SVM classifier, BP network is also 

used to assess the same data. The neuron number of input layer, interlayer and output 
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layer is 3, 6and 2, and sigmoid function is used as active function. Table 3 is the 

comparison of the results by using two-layer SVM classifier and BP network. 

Table 3. Comparison of ranking results 

Number Original 
Rank 

SVM  BP  

P1 
P2 
P3 

P4 
P5 
P6 
P7 

Accuracy 

1 
3 
6 
7 
5 
2 
4 
— 

1 
3 
6 
7 
5 
2 
4 

100% 

2 
3 
6 
7 
4 
1 
5 

71.42% 

 
From Table 3, we can see that the accuracy of two-layer SVM classifier is higher 

than BP network ,which because the theory of BP and SVM is different. SVM is 
established with principle of structural risk minimum, while BP is established with 
empirical risk minimum. In the condition of few data, SVM use few support vectors to 
represent the whole sample set and has good generalization performance, while BP has 
poor generalization performance because of over fitting. Only trained by sufficient data 
can BP network overcome the problem, however, this is difficult to realize, so SVM has 
greater use value than BP in practice. 

7 Conclusions 

A comprehensive index system of thermal power plant performance evaluation is 
established under low carbon economy, and a synthetic evaluation model based on 
PCA, SVM and quick sort algorithm is proposed. The method shows two merits in the 
research: ①After dimension reduction by PCA, the training set is reduced, the training 
time is shorten, and the prediction accuracy is improved. ② SVM, as the latter 
processor, has good generalization performance in the condition of small sample. 
Experiment results show that the model has great effectiveness for performance 
evaluation. 
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Abstract. Given a weighted sequence X of length n and an integer constant λ, 
the minimum λ-cover problem of weighted sequences is to find the sets of λ fac-
tors of X each of equal length such that the set covers X, and the length of each 
element in the set is minimum. By constructing the Equivalence Class Tree and 
iteratively computing the occurrences of a set of factors in weighted sequences, 
we tackle the problem in O(n2) time for constant alphabet size. 

Keywords: Weighted sequence, the minimum λ-cover problem, λ-combination, 
Equivalence Class Tree. 

1 Introduction 

It has long been an effort to investigate special areas in a biological sequence by their 
structure in biological sequence analysis, especially those repetitive genomic 
segments. The motivation comes from there exists high quantities of repetitive 
segments in the genome, some examples are tandem repeats, long interspersed nuclear 
sequences and short interspersed nuclear sequences[14].  

A repeat of a string x is a substring that repeatedly occurs in x. A substring w of x is 
defined as a cover of x if and only if x can be constructed by concatenations and 
superpositions of w. For instance, aba is a cover of x=abababa. The study of covers 
dates back to the pioneering work of Apostilico etc.[1], who first introduced the 
notion of covers and presented a linear-time algorithm for finding the shortest cover 
of a string. A series of linear-time algorithms then followed to compute either the 
shortest cover or all the covers of a normal string [2, 8, 11]. 

Considering a set of repeated substrings “cooperatively” cover a given string, 
Iliopoulos and Smyth [10] introduced the k-covers and the minimum k-cover problem, 
that is, to compute a set w of substrings of x of minimum cardinality such that every 
element of w is of length k and every position of x lies within an occurrence of some 
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elements in w. Lots of work have been done on this problem. It was proved to be  
NP-Complete based on a reduction to 3-SAT[3]. Then by reducing to RVCPk, a 
minimum k-cover can be approximated to within a factor k in polynomial time[9]. 

Inspired by the k-covers, we introduced the idea of λ-covers [7] by restricting the 
size, instead of the length of each element of a generalized cover to be a given 
constant. Given a string x of length n and an integer λ, the λ-cover problem is to find 
all the sets W={w1, w2,..., wλ}of substrings of x such that: (1) |w1|=|w2|=...=|wλ|; and (2) 
the set W covers the string x. Through the construction of Equivalence Class Tree 
(ECT) and iterative computation of λ-combinations, the λ-covers of every possible 
length can be found in O(n2)  time. 

This paper focuses on the λ-covers in weighted sequences. A weighted sequence is 
a string that allows a set of characters to occur at each position of the sequence with 
respective probability. Weighted sequences are apt at summarizing poorly defined 
short sequences, e.g. transcription factor binding sites and the profiles of proteins[6]. 

The minimum λ-cover problem in weighed sequences is mainly investigated, that 
is, to find the λ-covers such that the length of each element in the set is minimum. If 
λ=1, this problem is reduced to compute the minimum cover of weighted sequences, 
which has been solved in O(n2) time [4, 12]. Thus, we simply consider the case λ>1. 

2 Preliminaries 

Definition 1. Let an alphabet be Σ = {σ1, σ2, . . . , σl }. A weighted sequence X over Σ, 
denoted by X[1, n] = X[1]X[2] . . . X[n], is a sequence of n sets X[i] for 1≤ i≤ n, such that: 

 =
=≥≤≤= l

j jijijij andljiX
1

}1)(,0)(,1|))(,{(][ σπσπσπσ
 

Each X[i] is a set of couples (σj, πi(σl)), where πi(σl) is the non-negative weight of σj 
at position i,  representing the probability of having character σj at position i of X.  

Let X be a weighted sequence of length n, σ be a character in Σ. We say that σ occurs 
at position i of X if and only πi (σ)> 0, written as σ∈X[i]. A nonempty non-weighted 
string f [1, m] (m∈[1, n]) occurs at position i of X  if and only if position i + j − 1 is 
an occurrence of the character f [j] in X, for all 1≤ j≤ m. Then f is said to be a factor of 
X, and i is an occurrence of f in X. The probability of the presence of f at position i of 
X  is called the weight of f at i, written as πi(f), can be obtained by using the cumula-
tive weight, defined as the productive weight of the character at every position of f, 
that is, .])[()(

1 1∏ = −+= m

j jii jff ππ     

For instance, consider the following weighted sequence: 
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The weight of a factor f =CGAT at position 1 of X is: π1 (f ) = 0.25 × 1 × 0.6 × 0.25 
=0.0375. That is, CGAT occurs at position 1 of X with probability 0.0375. 

Definition 2. A factor f of a weighted sequence X is called a repeat in X if there exists 
at least two distinct positions of X that are occurrences of f in X. 
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As scientists pay more attention to the pieces with high probabilities in DNA se-
quences, we fix a constant threshold 1/k (<1) for the presence probability of the motif. 
Then only those occurrences with probability not less than this threshold are counted, 
called real factors. 

Definition 3. Given a weighted sequence X of length n, and λ (λ>2) factors of X such 
that |w1|=|w2|=...=|wλ|=p, we say that a set W={w1, w2,..., wλ} is a (λ, p)-cover of X if 
and only if every position of X lies within an occurrence of some wi. 

To avoid trivialities we suppose 1< p < n/λ. Then the minimum λ-cover problem is to 
find such (λ, p)-covers of X with smallest p for a certain constant λ. Consequently, we 
need to iteratively record all the repeats of length p, then check if there exists combi-
nations of these repeats that cover x until we find a (λ, p)-cover of X. 

We have presented an algorithm for locating all the repeats in a weighted sequence, 
based on the following idea of equivalence relation on positions of a string [5]: 

Definition 4. Given a string x of length n over Σ, an integer p∈{1, 2, . . . , n}, S be a 
set of positions of x: {1, 2, … , n − p + 1}, then Ep is defined to be an equivalence 
relation on S such that: for two i, j∈ S, (i, j)∈Ep if x[i, i + p −1] = x[j, j + p −1]. 

Definition 5. Consider a factor f of length p in a weighted sequence X [1, n]. An Ep-
class associated with f is the set Cf (p) of all position-probability pairs (i, πi (f)), such 
that f occurs at position i with probability πi(f) ≥1/k. 

Cf (p) is an ordered list that contains all the positions of X where a real factor f occurs. 
For this reason, the probability of each appearance of a factor should be recorded and 
kept for the next iteration. Briefly, we first partition all the  positions of X to build 
E1, then iteratively compute Ep from Ep-1 using Corollary 1 for p ≥2. The computation 
stops at stage L, once no new EL+1-classes can be created or each EL-class is a single-
ton. For more information readers may refer to [13]. 

 
Corollary 1. Let p∈{1, 2, . . . , n},  i, j∈{1, 2, … , n − p}. Then: 

((i, πi (f )), (j, πj (f)))∈Cf (p)  iff ((i, πi (f’ )), (j, πj (f’)))∈Cf’ (p-1)  and                  
((i + p − 1, πi+p-1(σ), (j + p − 1, πi+p-1(σ)))∈Cσ (1)  

Where σ∈Σ, f and f' are two factors of length p and p-1 respectively, such that f = f'σ 
and πj(f)≥1/k, πj(f)≥1/k. 

3 Constructing the ECT 

We follow to use the technique for computing λ-covers in non-weighted sequence. To 
help recording the λ-covers, we reinterpret the idea of the Equivalence Class Tree 
(ECT) for weighted sequences that was first introduced for non-weighted strings [7]. 

The ECT is a rooted tree built upon the building of equivalence classes, which ex-
presses the relationship between each Ep-1-class and its corresponding 

pE -classes by 

scanning characters from left to right in the ECT. 
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Let {f1, f2,…, fr} be the real factors of length p-1 of X, )}1(),...,1({
1

−− pCpC
rff

 be 

the Ep-1-classes associated with these factors, denoted by },...,{
1 rff CC for simplifica-

tion. The ECT is created as follows: The root has label 0. There are r nodes of depth 
p-1, each of which is a pair (C fi, fi) (i∈[1, r]). To simplify, we label each node by fi 
instead of the pair in the ECT. The children of fi are the Ep-classes partitioned by 

if
C  

according to Corollary 1, corresponding to those real factors of length p produced by 
each fi reading one character to the right. The construction of the ECT proceeds along 
with the computation of equivalence classes, until all the nodes are not repeats of X. 

For example, consider the following weighted sequence and let the constant k=5: 
X = TAT[(A,0.5), (C, 0.3), (T, 0.2)]AT[(A,0.5), (C, 0.5)]A[(C,0.5), (T, 0.5)]A.  In-
itially, there are three children of the root in the ECT: A, T, and C. When p=2, CA is 
partitioned into three E2-classes: CAA, CAT, CAC, each of which has node A as the par-
ent in the ECT. A subtree of the ECT of X rooted at A, is shown in Fig. 1. 

 

Fig. 1. A subtree of the ECT of X rooted at A 

We label each factor that ends to position n in the ECT, called an end-aligned fac-
tor. It is easily observed that, in any branch of the ECT, every internal node represents 
a proper prefix of the leaf, of decreasing length from bottom to top. 

The ECT provides a graphic model for the partitioning, which store the occur-
rences of all the repeats of X in different ways. The declaration the ECT is constructed 
along with the partitioning of equivalence classes implies that the construction takes 
time no more than the partitioning, that is O(n2) time. 

4 Outline of Our Algorithm 

Definition 6. Let X be a weighted sequence of length n overΣ, λ be an integer. We say 
that a set W={w1, w2,..., wλ} is a λ-combination of X if each wj  for 1≤ j≤ λ is a factor 
of X. W is a (λ, p)-combination of X if each wj is of length p. 

Consider a λ-combination W={w1, w2,..., wλ} of X, we say that W occurs at position j 
of X if any wi (1≤ i≤ λ) occurs at position j. Obviously, a (λ, p)-combination W identi-
fies a set of λ factors of length p, which contributes a candidate (λ, p)-cover of  X. 
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Definition 7. Suppose W={w1, w2,..., wλ} is a λ-combination of X. A position list is a 
doubly linked list that stores all the occurrences of W in X in ascending numerical 
order, denoted by LW={j1, j1,…, jr}, where for each element j in LW, j.prev and j.next 
points to the previous and the next position respectively. 

Our method for finding the minimum λ-covers of a given weighted sequence X is then 
explicit. We begin with p=2, compute all the (λ, 2)-combinations of X if existed, then 
check each if it is a (λ, 2)-cover of X. If there exists at least a (λ, 2)-cover, the mini-
mum λ-cover has been found, otherwise we increment p, to deduce all the (λ, p)-
combinations from the corresponding (λ, p-1)-combinations and check if there exists a 
(λ, p)-cover of X by its position list for p=3, 4, 5….The iterative computation stops 
until at least a (λ, p)-cover was found at one stage. 

Now we present a general algorithm for finding possible (λ, p)-covers W of a given 
weighted sequence X based on the ECT, for a certain p∈(1, n/λ). Our algorithm main-
ly consists of two steps: 

1. Compute all the (λ, p)-combinations of X and their position lists. 
In our algorithm, the computation of any (λ, p)-combination and its position list 

proceeds simultaneously. Once a (λ, p)-combination is obtained, the corresponding 
position list is updated. 

(1). Base case: 
Let mp be the number of 

pE -classes. i.e, the number of distinct factors of length p 

of X. First consider p=1, the number of E1-classes is at most m1= min (|Σ|, n). We 
store each (λ, 1)-combination for further computation. Note that the only possibility 
that there exists a trivial  (λ, 1)-cover of X is in the case of λ= m1. If m1≤ λ, we save 
this (m1, 1)-combination, and move on to considering p=2, 3, 4…. the base case is the 
smallest p such that mp> λ, which allows us to find qualified (λ, p)-combinations for 
iteration. 

(2). Inductive step: 
Assume that we have created the ECT for X, and we have stored the position 

strings for all the (λ, p)-combinations at stage p. Consider a certain (λ, p)-combination  
W={w1, w2,..., wλ}, it might produce a series of (λ, p+1)-combinations as a result of 
the partitioning of each 

pE -class 
iwC (1≤ i≤ λ) according to the ECT. Let the number 

of sons of wi in the ECT be δi. Then the relevant substrings of length p+1 can be de-

noted by i
iii sss δ,..., 21 , where δi ≤ |Σ|. Let the number of sons of wi chosen to form the 

(λ, p+1)-combinations be τi,where 0 ≤ τi ≤ δi . 
From i=1 to i=λ, we successively substitute τi among these δi factors of length p+1 

respectively for wi. Every current combination obtained after wi being replaced is 
saved to be further updated, denoted by Si. In other words, we first compute {S1}, then 
update each S1 to obtain a set of S2's, etc., until {Sλ} is iteratively created. Obviously, 
{Sλ} consists of all the (λ, p+1)-combinations associated with the given (λ, p)-
combination W. 

We simply describe the process of generating {S1} by considering w1, since 
updating Sj to obtain a set of  Sj+1’s follows the same method. 
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1.  δ1< λ: We update W by replacing w1 with τ1 among δ1 sons of w1, where 0≤ τ1≤ 
δ1. 

a) τ1≠0: We need to select λ-τ1 elements from the remaining λ-1 wj 's (j ≥ 2) to 

compose λ-combinations, which leads to








−
−
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{S1}’s. The cardinality of 

{S1}’s is dependent on λ and |Σ|, which is a constant. 

b) τ1=0: Not choosing any j
is to substitute w1, we simply keep the (λ-1, p)-

combination {w2, w3,..., wλ} as an eligible S1 to be further updated. 
2. δ1≥λ: The algorithm runs almost the same with the case δ1< λ, with the major 

distinction that 0 ≤τ1 ≤ λ. In this case, as δ1<|Σ|, the number of S1’s is at most 
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, also a constant independent of p. 

The position list 
2SL  for any S1 can be iteratively updated along with the induction 

of S1 from W. Consider a certain S1: 
 

Case 1: w1 is an unmarked internal node in the ECT. 
As τ1 sons of w1 are chosen, those occurrences that are included in each of the τ1 cor-
responding 

1+pE -classes but not included in the class )(
1

pCw
, and those of wk’s (2 ≤ k 

≤ λ) that are not included in  S1  should be eliminated from LW. When an occurrence 
j needs to be removed, the node previous and next to it in the position list, ie. j.prev 
and j.next will be directly linked. After all the “removed” positions are examined, we 
get the position list for S1. 
 
Case 2: w1 is an unmarked internal node in the ECT. 
In this case, position n-p+1 should be removed. Besides this, the algorithm runs the 
same with Case 1. 

Observe the fact that position 1 should be always the first element in the position 
list of a (λ, p)-cover, so during the iterative process, only those λ-combinations whose 
position list has position 1 as the first element are eligible to be stored, then to be 
further partitioned and updated. This will greatly decrease the amount of 
combinations that needs to be further processed. 

2. Check every (λ, p)-combination of  X if it is a  (λ, p)-cover. 
 (1)  Filtering step: 
The last occurrence of a (λ, p)-cover must ends to n.  Only those λ–combinations  

whose last element in its position list is n-p+1 will be remained as candidate (λ, p)-
covers. 

(2) Comparison step: 
This step determines whether a candidate (λ, p)-cover is true or not based on the 

fact that any distance between adjacent occurrences of a (λ, p)-cover in X should not 
exceed the length of p. We attempt to maintain the maximum difference between 
adjacent occurrences of a λ-combination in X, denoted by MAX-GAP. 

Let MAX-GAP be g0 for the given (λ, p)-combination W={w1, w2,..., wλ}. We can 
iteratively compute the value of MAX-GAP for a (λ, p+1)-combination Sλ at the 
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iterative step along with the induction of Sλ from W. As mentioned earlier, when a 
position j is removed, the position previous and next to it in the position list will be 
directly linked, then the distance between two adjacent positions is correspondingly 
updated to j.next-j.prev. MAX-GAP is then maintained as the larger between this 
updated distance and the current MAX-GAP. When a Sλ is produced, MAX-GAP can 
also be achieved. Eliminating those candidates with MAX-GAP>p from all those 
candidates, we obtain the true (λ, p)-covers. 

Theorem 1. The minimum λ-cover problem of a weighted sequence X of length n can 
be solved in O(n2) time. 

Proof.As we discussed in section 3, the ECT of weighted sequences is constructed 
along with the partitioning of equivalence classes, which costs O(n2) time[12]. 

Base step processes at most O(n) λ-combinations. Consider the iterative step from 

p to p+1, },...,{ 21 λwwwL  is updated according to the partitioning of each wi. 

Computing the position list for any (λ, p+1)-combination simply removes some nodes 
of the list },...,{ 21 λwwwL , which takes O(1) time for each removed position. 

As we have analyzed before, there are constant numbers of combinations produced 
after w1 is processed, dependent on |Σ| and λ. Hence, after all these λ wj’s are 
processed, we obtain constant numbers of (λ, p+1)-combinations related to a given (λ, 
p)-combination {w1, w2,..., wλ}. Taking them all into account, every position is to be 
removed for O(|Σ|) times. Therefore at stage p+1, Step 1 costs O(n) time for all the n 
positions. That is, the total number of  (λ, p)-combinations is O(n). 

The filtering step takes O(1) time for each  (λ, p)-combination since it simply 
checks the last element of its position list. The comparing step is performed along 
with the iterative step, thus computing maximal differences does not take more time 
than computing the position lists. Therefore, Step 2 runs in O(1) time to determine 
whether a (λ, p+1)-combination is a (λ, p+1)-cover or not, hence O(n) time for all 
O(n) combinations. 

To sum up, finding the (λ, p+1)-covers requires O(n) time. Since 1< p < n/λ, there 
are at most O(n) stages, then the overall complexity for finding the minimum λ-cover 
is O(n2). Therefore, our algorithm needs O(n2) time in total. 

5 Conclusions 

In this paper we introduce the minimum λ-cover problem of a weighted sequence, and 
present an efficient solution to this problem with the time complexity O(n2). The main 
idea of our algorithm lies in the construction of the Equivalence Class Tree and 
iterative computations of the occurrences of a set of factors in weighted sequences. As 
opposed to its non-weighted version, the solution does not take more time.  
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Abstract. This paper proposed a novel hybrid evolutionary algorithm for solving 
the multi-objective optimization problems (MOPs). The algorithm uses the idea 
of simulated annealing to combine co-evolution with genetic evolution, set sev-
eral model sets according to the principle of “model student”, and employs 
ε-dominant and crowding distance sorting to search the excellent population. In 
the co-evolution model, cluster analysis is used to classify the model set, and the 
estimation of distribution algorithm (EDA) is used to establish the probabilistic 
model for each class. The individuals are generated by sampling through the 
probabilistic model; in genetic evolution model, populations evolve based on the 
model set. This algorithm takes full advantage of the global and local search ab-
ilities, and makes comparison with the classical algorithm NSGA-II, the expe-
rimental results show that our algorithm for solving the multi-objective problem 
has better convergence and distribution. 

Keywords: MOEAs, Co-evolution, EDA, Model Student. 

1 Introduction 

Many problems are affected by human activities and a number of factors in the natural 
environment, and many have multiple conflicting objectives, and can only get a group 
Pareto optimal solutions [1]. As a group search algorithm, evolutionary algorithm is 
very suitable for solving MOPs [2].  

The classic multi-objective evolutionary algorithms (MOEAs), such as SPEA-II [3], 
and NSGA-II [4], are all based on Pareto dominance relationship. However, the 
MOEAs are mainly used for the two-objective optimization problems. As the number 
of objectives increases, the number of non-dominated individuals in population will 
increase exponentially, this can greatly weaken the selection and search capabilities 
based on Pareto sorting, and the problem of premature appears, so the traditional 
MOEAs based on Pareto sorting are needed to improve for the optimization problem. 
This paper combined ε-Pareto dominance [5] with Pareto dominance, and based on 
crowding distance sorting to achieve the purpose of selecting excellent individuals. 

In recent years, our IS-MOEA [6] and SBMS-MOEA [7] are also proposed on the 
basis of previous work. In these evolutionary algorithms, the individual often 
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represents only one solution of the problem, without taking into account the interaction 
between the individuals and the surrounding environment, that is, without considering 
the co-evolution. This may lead to lack of diversity of the solutions, and may affect the 
convergence and diversity. However, cooperative co-evolutionary genetic algorithm 
(CCGA) [8] solves the above problems to some extent. In this paper, the idea of CCGA 
is referred specific to the decision variable-independent MOPs, that is, if the function 
has V decision variables, uses V sub-populations, and each individual in the 
sub-populations only represents one part of the problem. 

In the standard genetic algorithm, its evolution has excellent local optimization 
ability, but poor global search capability. At the late stages of the evolution, the evo-
lution entirely dependents on the mutation, which makes the subsequent evolution 
become a completely aimlessly random search. For solving the complex problems, 
such as the problem of multiple local optima, the algorithm often takes on premature 
convergence phenomenon. EDA [9] is different from the traditional evolutionary 
algorithms. EDA has a good global search capability and can lead the population search 
toward the Pareto front. In order to converge to the Pareto front more effectively, a 
hybrid algorithm with better local and global search capability is needed. 

This paper employs the idea of simulated annealing to combine the co-evolution al
gorithm which is based on EDA with genetic evolution based on “model student”, and 
proposes a new hybrid evolutionary algorithm for solving the multi-objective problem 
(CEDA-MSGA). This algorithm balances the relationship of the local search and the 
global search dynamically. In this paper, seven test functions are used to evaluate the 
performance of the algorithm, and comparison with the NSGA-II is also done. 

2 CEDA-MSGA  

CEDA-MSGA combines Pareto dominance with ε-dominance to find the model pop-
ulation, sorts the model population based on crowding distance to keep the diversity 
and distribution of the model set, uses the clustering to classify the model set, and 
establish the appropriate probabilistic model of each class. During the process of 
evolution simulated annealing is used to combine the co-evolution algorithm which is 
based on EDA with genetic evolution based on the "model student". 

2.1 Individual Evaluation Method 

Pareto dominance and ε-dominance are combined in this algorithm, compares p with q 
by Pareto dominated relations, that is, if p and q do not dominate mutually, and p has 
weaker performance on one objective only, but greatly improves on the other objec-
tives, that is, p meets the condition of ε-dominance, then considering that p is better 
than q, i.e. p dominate q.  

2.2 "Model Student" Set 

"Model student": the assessment of the model student in real world is that the student 
who gets highest scores in one subject among the students who have good consolidated 
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results will be chosen as the class representative of the subject, if the student acts 
excellently on two or three subjects, he can become the model undoubtedly. However, 
NSGA-II only simply uses the Pareto front and less model individuals. 

In CEDA-MSGA, according to "model student" concept, a number of model sets are 
established correspondingly. Taking three objective functions as an example, set A, B, 
C that are used to store the individuals with outstanding performance in one, two, and 
three objectives respectively are set, and their capacities are set to M1, M2 and M3 , and 
if the problem has three objectives, M1 = M2 = 3, M3=200. 

Generation Method of Model Set. One individual from the initial population Pop is 
randomly selected to the set A, B and C in the first generation, then all individuals in 
Pop are compared with the individuals in C one by one, for Pi∈Pop ,if Pi can’t be 
dominated by any individual, add it to C, if the number of individuals in A and B is less 
than their maximal capacity, add Pi to A and B directly; Otherwise, only when Pi can’t 
be dominated by any individual in C and is better than the corresponding objective of 
some individual, Pi can add to the set to replace the original location of the corres-
ponding individual; if some individuals in C is dominated by Pi, these individuals will 
be removed from C. From the second generation, the individuals of populations 
through the evolution operations adjust C based on the domination relations, the update 
method used in A and B is same as in the first generation. The model sets are not needed 
to be sorted in the algorithm, thus the computing cost is greatly reduced. 

The number of the excellent individuals in C is increasing as evolving. Taking the 
computational efficiency into account, once the number of individuals stored is more 
than M3, the set C is needed to be trimmed, Whether each individual will be removed 
depends on its crowding distance, those poor individuals are removed to make the 
individuals maintain a certain distance in the set. In this way, the set not only maintain 
the diversity, but also have a better distribution. 

Role of Model Sets. Firstly, take these model sets as the genetic evolutionary popula-
tions and their studying objects respectively, i.e., make the individuals which have 
three excellent objectives learn from the individuals which have one or two excellent 
objectives (make them mate with each other). The principle is shown as Fig.1, first, 
take C as the genetic evolutionary population, and select one individual randomly to the 
mating pool, then select one individual randomly from A or B as the studied object to 
the mating pool too, and finally, do the evolutionary operation to the individuals in the 
mating pool to achieve the purpose that the evolutionary population can learn from the 
model individual. Using this method can make the searched front evolve toward the 
true front direction and more completed.  

Secondly, take C as a collection of excellent individuals, and use the clustering 
algorithm to classify these individuals according to the idea of EDA, and establish the 
appropriate probabilistic model for each dimension of individuals in each class (mul-
ti-probabilistic models can make the algorithm have better distribution), and this me-
thod can make all the co-evolutionary populations evolve toward a hopeful prospect, 
and find the complete Pareto front by this algorithm rapidly. 

Considering the solutions of MOPs are an optimal solution set, EDA is used here, if 
only one probabilistic model is established, apparently this model can’t make the 
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population evolve towards all the fine directions, and the true Pareto front is most likely 
unable to find. In order to cover the Pareto optimal front better, the clustering algo-
rithm---leader-follower [10] is used to classify C before the algorithm establishes the 
probabilistic model to obtain a number of different classes, and then establish the 
corresponding probabilistic model on each dimension for each class according to the 
idea of EDA. Considering C based on crowding distance sorting maintains the diver-
sity, calculate the weight coefficient of each class according to the number of indi-
viduals in each class, and use the roulette wheel sampling algorithm based on the 
weight coefficient to select the corresponding model to generate new individuals, form 
next population, and it will also maintain this diversity distribution character. 

 

 

Fig. 1. Model set in genetic evolution  Fig. 2. Effect figure of the population cluster 

Leader-follower can meet the requirement of uncertainty number of each generation 
probabilistic models without pre-determining the number of classes, and ensure that all 
searching areas are searched extensively and this can make the algorithm get better 
distribution. Fig.2 shows that four classes are searched in the two-dimensional search 
space. 

Finally, the model sets save the excellent solutions, In the process of evolution, the 
algorithm always exploits and explores based on the best populations.  

2.3 Genetic Evolution and Co-evolution Based on Simulated Annealing 

The principle of the individuals mixed is the individuals come from different algo-
rithms. In our algorithm, the individuals are generated from co-evolution and GA. The 
algorithm combined the co-evolution with GA using simulated annealing, in the early 
stages of evolution, global search is needed to be done by EDA of co-evolution to find 
the Pareto front quickly, and co-evolution plays a dominant role; while in the late stages 
of evolution, exploit need be strengthened around the Pareto front using the local search 
ability of GA, and GA plays a key role here. As shown in Fig.3, the proportion of the 
individuals generated by co-evolution gradually decreases as the number of evolutional 
generation increases, therefore, the algorithm not only maintains the local search abil-
ity, but also improves the global search ability. 

In order to control the role played by co-evolution and GA at different period in the 
algorithm, simulated annealing method is used to control the scale factor pt . pt can be 
calculated by the equation set as follows: 
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In formula (1), pmax and pmin is the upper and lower limit scale factor respectively, 
and α is the annealing factor which interval is 0 ≤ α ≤ 1. 

This algorithm generates new individuals by comparing random number rand with 
pt: When rand <pt, use the co-evolutionary approach to generate new individuals; when 
rand ≥pt, use the crossover and mutation of GA to generate new individuals. 

Generating Method of Parent Population. The random initialization is used to gen-
erate the first parent population, and the subsequent generation parent population is 
taking the excellent individuals entered the model sets, which have greater probability 
to be selected, as the candidate set of the next parent population. In this way, the suc-
cessive new sub-population will be searched and explored based on the excellent 
populations to find better individuals to supply the model sets, therefore, the model sets 
and evolutionary population will be promoted mutually, and the algorithm will con-
verge to the true Pareto front more rapidly.  

 
 

Fig. 3. Sketch map of proportion Fig. 4. Co-evolutionary parent population 

In the co-evolutionary algorithm, parent populations are generated by the approach 
shown as in Fig.4, that is, N complete individuals are randomly selected from model set 
C, and each complete individual has V components(In Fig.4, V = 7). Merging the 
components of the N complete individuals can reform the next generation parent pop-
ulations which have V sub-populations(In Fig.4, Population 1 ... Population 7), and 
each size of the sub-population is N. 

As shown in Fig.1, the parent population of GA comes from set A, B and C, and the 
parent individuals which are randomly selected from set A, B and C respectively. 

3 Implementation Process of the Algorithm 

The detailed process of CEDA-MSGA is described as follows: 
Step1:Initialization: set the generation counter T to 1, co-evolutionary population 

size to N, the number of the sub-populations to V, and create model sets A = B = C = ф, 
set the maximum capacity of A, B and C to M1, M2 and M3, the population size of the 
genetic evolution to V × N, and initialize the populations respectively. 

Step2:Population assessment: Assess each individualij (i = 1, 2 ..., V; j = 1, 2 ..., N) 
in the population, the individual which is assessed is chosen from co-evolution  
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populations or GA population according to the relationship of random probability and 
simulated annealing scale factor. When rand <pt, goto Step2.1; otherwise goto Step2.2. 
The step2 ends until all individuals are evaluated. 

Step2.1:Assessment in co-evolution: evaluate the j-th individual of the i-th 
sub-population in co-evolution, and a complete solution is generated by the cooperation 
result from the individual and other sub-populations (understanding through Fig.4, this 
individual randomly combines with the individuals from other V-1 sub-populations to a 
complete individual. Different from CCGA, using this way, can greatly reduce the 
consumption of computing resources), and make a decision to update the model set or 
discard it according to the dominant concept, goto Step2.  

Step2.2: Assessment in genetic evolution: when T=1, evaluate the (i × j)th indi-
vidual in the population of genetic evolution, and decide to update the model set or 
discard it according to the dominant relationship; Otherwise, as shown in Fig.1, select a 
individual randomly from set A, B and C respectively, crossover and mutate in the 
mating pool to generate a new individual, and then decide to update the model set or 
discard it. Return to Step2. 

Step3: Trimming of set C : If | C |> M3, trim the C, and make the size of C equal to 
M3, if | C | ≤M3, goto Step4. 

Step4: Generating parent population: the parent population of genetic evolution is 
generated in Step2.2, while the parent populations of co-evolution are generated by 
using the N complete individuals, the specific method is shown in section 2.3. 

Step5: Evolutionary operator: genetic evolution is completed in Step2.2, about the 
co-evolution, classifying the parent populations of co-evolution to get different classes, 
and establishing the appropriate probabilistic model of each class. The new populations 
will be generated based on the probabilistic model. 

Step6: Termination: T = T +1, If the termination conditions are satisfied then stop, 
and output the set C as the final solution set; otherwise goto Step2. 

4 Experimental Results and Discussions 

4.1 Test Problems 

To verify the idea of CEDA-MSGA and its effectiveness, the performance of 
CEDA-MSGA is assessed using the experiments, and compared with NSGA-II, we 
adopted five standard test functions [4] (ZDT1~ZDT4, and ZDT6, minimization 
problems of two objectives) and two standard test functions in the references [11] 
(DTLZ1 ~DTLZ2, minimization problems of three objectives). They have different 
typical characteristics, that is, convex or non-convex and searching space which has a 
bias. The difficulties of using the EAs for solving these functions are representative.  

4.2 Performance Metrics  

(1) Approximation: the distance between the solutions set in the objective space and the 
true Pareto front is minimized. The coverage metrics C [12], the convergence measure 
M1 [12] and distance indicators GD [13] are used;  
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(2) Distribution: the solution set in the objective space acquires the best distribution 
pattern, and this paper adopted the distribution measure SP [12] and SD [14].  

In addition, the graphs of Pareto front are drawn to make the comparison. 

4.3 Design of Experiments 

CEDA-MSGA and NSGA-II are real-coded, and the mutation probability Pm is 1/V (V 
is the number of independent variables). The size of co-evolutionary sub-populations is 
N in CEDA-MSGA, and the amount of sub-populations is V. The GA population size is 
V×N, and the scale factor pmax=0.9, pmin= 0.3, α=0.9, and the threshold b of clustering 
algorithm is 0.5. For each test function, two algorithms run 30 times independently.  

To prove the idea of CEDA-MSGA and its effectiveness for solving MOPs, the 
classical NSGA-II is used to solve the same MOPs, and the results are compared with 
CEDA-MSGA. The sub-populations size N is set to 30 in CEDA-MSGA. 

Experiment 1: In two objectives, the algorithm is terminated when the number of 
objective evaluation equals 90,000. The max-capacity M3 of the model set C is set to 
100, and crossover probability Pc is 0.9. Population size N in NSGA-II equals 100. 

Experiment 2: In three objectives, when the algorithm is terminated when the 
number of objective evaluation equals 100,000, the max-capacity M3 of the model set C 
is set to 200, and crossover probability Pc is 1. Size N in NSGA-II is equal to 200. 

4.4 Experimental Results and Analysis 

Experiment 1: Table 1 shows the average results of running CEDA-MSGA and 
NSGA-II 30 times independently on M1, C and SD metrics in each test function. Here 
C(CEDA-MSGA, NSGA-II) is abbreviated as C(C,N), and C(NSGA-II, CEDA-MSGA) 
as C(N, C); Fig.5 is the box plot which depicts the coverage metrics C(C, N) and C (N, 
C) results obtained from CEDA-MSGA and NSGA-II on 5 test functions. Fig.6 shows 
that the Pareto front searched by CEDA-MSGA and NSGA-II, and these figures indi-
cate that the front searched by CEDA-MSGA is more completed and more approxi-
mation to the true front. The experimental results show that CEDA-MSGA is signifi-
cantly better than NSGA-II on the test functions ZDT1~ ZDT4 and ZDT6 in the aspects 
of convergence and distribution. 

Experiment 2: Table 2 and Fig.7 show that CEDA-MSGA is better than NSGA-II in 
the aspects of convergence (GD measure) and distribution (SP measure) in 
three-objective test optimization problems DTLZ1 and DTLZ2.  

Table 1. Results obtained by NSGA-II and CEDA-MSGA on ZDT1-ZDT4, ZTD6 

Problems 
CEDA-MSGA NSGA-II 

M1 SD C(C,N) M1 SD C(N,C) 

ZDT1 0.0001 0.0031 1.0000 0.0179 0.0126 0.0000 
ZDT2 0.0001 0.0018 1.0000 0.0222 0.0603 0.0000 
ZDT3 0.0003 0.0052 0.9424 0.0133 0.0158 0.0000 
ZDT4 0.0002 0.0020 1.0000 1.0123 0.0134 0.0000 
ZDT6 0.0004 0.0015 1.0000 0.5859 0.0053 0.0000 
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Table 2. Results obtained by NSGA-II and CEDA-MSGA on DTLZ1 and DTLZ2 

Problems 
CEDA-MSGA NSGA-II 

GD SP GD SP 

DTLZ1 0.000181 0.011234 0.032412 0.016642 
DTLZ2 0.000313 0.052755 0.122403 0.070044 

 

 

Fig. 5. C(C,N) and C(N,C) for two-objective optimization problems 

 
(a)             (b)               (c)             (d)               (e) 

Fig. 6. Pareto fronts obtained by NSGA-II and CEDA-MSGA for ZDT1~ ZDT4, ZDT6 are 
shown in sub-figure (a)~(e) 

 

Fig. 7. Pareto fronts obtained by CEDA-MSGA or NSGAII for DTLZ1~DTLZ2 

5 Conclusions and Future Works 

This paper proposed a novel hybrid evolutionary algorithm to solve the multi-objective 
problem. The algorithm using the intrinsic character of diversity attached to CCGA, 
and combining co-evolution algorithm which is based on EDA with genetic evolution 
based on "model student" method, makes the new algorithm possess better capability of 
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local and global search. Each strategy plays an important role during the different 
evolutionary period. In the seven standard test optimization problems, compared with 
NSGA-II, experimental results show that our algorithm has better search ability, and 
the Pareto solutions have better performance in convergence and distribution. The 
future work will further research the solving effect of our algorithm on other types of 
test functions, and make more comparisons with other classical algorithms(such as 
SPEA-II, etc.), and further apply it to high dimensional multi-objective problem to 
verify its effectiveness. 
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Abstract. Given a connected, weighted, undirected graph G = (V, E), a set of 
nodes, a set of links with modular cost based on ACMC model [2] and a set of 
customers’ demands. This paper proposes two heuristic algorithms for solving 
the ACMC Survivable Network Design Problem (A-SNDP). The goal is to de-
sign connections based on customers’ demands with the smallest network cost 
to protect the network against all failures. This problem is NP-hard. The expe-
rimental results are reported to show the efficiency of proposed algorithm  
comparing to the Tabu Search algorithm [2]. 

Keywords: survivable network design, anycast, unicast, A-SNDP. 

1 Introduction 

In the recent years, there are many kinds of transmissions have been used, included 
unicast and anycast flow, which are two of the most popular types. A transmission 
connected one host to another is called unicast. An anycast is defined as one-to-one-
of-many transmission to deliver a packet to one of many host, which is applied in 
Domain Name Service (DNS), Web Service, Overlay Network, peer-to-peer (P2P) 
systems, Content Delivery Network (CDN), software distribution…[2]. The populari-
ty of anycast technology will increase in the near future, since many new services that 
can use anycast paradigm are developed [1].  

The impact of Internet and other computer networks can be seen in almost all areas 
of our lives, including business, science, technology, so on, and their importance will 
grow. Thus, any network failure can cause serious consequences affect to many 
people and corporations. Therefore, designing the survivable network is a crucial 
problem. Because we solve the SNDP problem based on ACMC (All Capacities 
Modular Cost) model which is defined in [2], we call this problem by A-SNDP 
(ACMC Survivable Network Design Problem). 

A-SNDP problem is defined as the following: Given an undirected graph G = (V, 
E). Each link divides into some bandwidth levels, each level has a corresponding cost. 
Link cost is the cost of total of corresponding bandwidths using in this link. And  
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network cost is total of link cost. A connection from a node to another is a unicast 
transmission. An anycast is also a connection from a node to another, but the differ-
ence is that the destination node has a replica server which backs up for it. In this 
problem, a demand required by customer is a connection between two nodes with 
corresponding bandwidth and type of connection. The goal of problem is to find a set 
of connections for all demands such that the network cost is minimal.  

We can formulate the problem as following: 
Find an appropriate connection for each customer’s demand so as to minimize: 

=
i

icNCost  (1)

With condition is that if (  <<−
j

kk BijRB 1 ) then ci = Ck, where ci is cost of link i, 

Bk, Ck is bandwidth and corresponding cost with level k. 
To solve A-SNDP, we have to build a set of path for all demands to minimize the 
network cost. To guarantee the survivability of connections, we also use backup path 
approach [2] [3] [4] [5]. In particular, each connection (anycast or unicast) is divided 
into working path and backup path (they can use some same links, but not complete-
ly).  If the working path is broken, the backup path must be restored and conversely.  

In order to minimize the network cost, we propose a new approach called Free 
Bandwidth based Heuristic Algorithm (FBB). This approach is based on utilizing the 
redundant bandwidth corresponding with paid cost level in each link. We propose two 
heuristic algorithms: FBB1 and FBB2. The FBB1 applies the main idea of FBB algo-
rithm. Whereas, the FBB2 combines the idea of FBB1 and Local Search algorithm 
[14] for solving A-SNDP. We hope that the results found by FBB1 and FBB2 are 
better than the one found by Tabu Search [2]. 

The rest of this paper is organized as following: Section II describes the related 
works. In section III, we present the proposed algorithms to solve A-SNDP. Our ex-
periments and computational and comparative results are given in section IV. The 
paper concludes with section V with some discussions on the future extension of this 
work.   

2 Related Works 

The SNDP is generally presented in [10], when considering both economics and re-
liability in telecommunication network design. Thus, there are two problems re-
quested in the A-SNDP. Those are to guarantee the survivability of network system 
and to minimize the network cost.  

The most popular way mentioned in many researches is the single backup path ap-
proach. The main idea of this method is as following: Each connection has a working 
path and a backup path. The working path is used for transmitting data in normal, 
failure-free state of the network. After a failure of the working path, the failed con-
nection is switched to the backup path [2], [3], [4], [5]. 

In the literature, there are several papers research on SNDP problem ([2], [8], [10]). 
They use branch – and – bounds or branch – and – cut methods to find optimal pre-
cisely solutions. These methods can only use for small networks with 30 nodes and 
100 edges. For larger network, they may propose evolutionary algorithms, tabu search 
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[2], and simulated annealing [8]. In [10], Vissen and Gold apply the evolution strate-
gy (ES). Following the discussion of [10], the quality of result is very flexible and 
effective. The graph instance which has m nodes, n edges is called by (m, n) – ES.  
Overall, the (30, 200) – ES with discrete recombination delivers the best solution. The 
(10, 50) – ES operates with a smaller population size, uses much less resources  and 
still delivers good cost results, but it is not as good as the (30, 200) – ES. Clearly, 
when using ES, a larger population helps to achieve a better result than a smaller one 
by avoiding or delaying convergence on local suboptimal. However, this algorithm is 
useful in the network which has only unicast flows. 

With the network which has both anycast and unicast flows, K.Walkowiak and Ja-
cub Gladysz [13] presented a heuristic algorithm for solving A-SNDP. The main idea 
of this algorithm is based on Flow Deviation method [8] and Local Search algorithm 
[14]. They achieve the quite good result with Polska (12 nodes, 36 links, 65 unicast, 
12 anycast) network, the detail is that the average gap of the proposed heuristic algo-
rithm to optimal results is 7.11%. Furthermore, K. Walkowiak and Jakub Gładysz [2] 
have built Tabu search algorithm based on hill climbing algorithm with some heuris-
tics to solve this problem. They experimented this algorithm with three large instances 
which are Polska (12 nodes, 36 links, 65 unicast, 12 anycast), Germany (17 nodes, 52 
links, 119 unicast, 13 anycast), Atlanta (26 nodes, 82 links, 234 unicast, 22 anycast) 
and received effective results. In particular with Polska network, they achieve the 
average gap to optimal results is 2.57% for 70% anycast/30% unicast case and 2.00% 
for 80% anycast/ 20% unicast case. However, their Tabu Search algorithm is quite 
simple and their results cannot be optimal completely.  

In the next section, we introduce two algorithms for solving A-SNDP. We hope 
that our proposed algorithms will have a better result than previous algorithms. 

3 Proposed Algorithms 

Almost the current heuristic algorithms for solving A-SNDP use local search method. 
Each step, they try to minimize the cost of the network using different path finding 
algorithms, with the default link cost. But in those problem, where link cost is mod-
ular, there is another type of link cost can be used to minimize the network cost. 

This type of link cost based on the characteristic of modular-link-cost: the cost for 
redundant bandwidth is free. For instance, we choose a 20 MB cable type for a link 
which needs 15 MB of bandwidth (consider there is only 20MB and 10 MB cable 
types) so 5MB of bandwidth will be unused. If we route another connection which 
needs no more than 5 MB of bandwidth through this link, the cost is totally free. We 
call this 5 MB of bandwidth the Free-Bandwidth. If we can route connections through 
those Free-Bandwidth, that would be a greatly decrease of network cost. That is the 
ideal of the Free-Bandwidth based heuristic algorithms (FBB). 

This algorithm is based on the utilizing the redundant bandwidth. Consider we have 
an initial solution: a network with a set of identified links and a routing table for all 
requests. First, we remove the connection v of a demand d from the routing table and 
recalculate the cable type for all link of the network. And then, we recalculate the 
complementary cost of all links in the current network if the new connection of de-
mand go through those as following: demand d requires bandwidth rb. For every link, 
we add rb to its bandwidth, if the result is greater than the max value of bandwidth 
level which is used in this link so: 



140 T.T. Binh Huynh et al. 

Ccost = Cost(nextLevel) – Cost(currentLevel) (2)

Otherwise, Ccost = 0. This is a new way to calculate graph costs, and it helps the path 
finding algorithms easier find a better solution. 

3.1 Free Bandwidth Based Heuristic Algorithm 1 (FBB1) 

Base on the general idea, FBB1 can find a new connection for demand d, and the new 
link cost is recalculated. If the new network cost is lower than the old one, we have a 
new best current solution.  

However if we consider cost of any link is totally free, the path finding algorithms 
may not work well. For instance, we can see in the graph below: 

 

 

Fig. 1. A misleading situation for path finding algorithms 

In this instance, we can see that the FBB1 cannot recognize the differences between 
two paths above. Although they both have free cost, the second path seems to be bet-
ter. In some worse situations, the path finding algorithms may enter a loop. In order to 
overcome this drawback, instead of considering cost for redundant bandwidth is free, 
we set it a minor value (compare to the network link cost) so that the path finding 
algorithms still try to go through these links as possible, they are able to distinguish 
the better “free” path and will not enter any loop. The pseudo code for Free-
Bandwidth based algorithm solving A-SNDP is shown below: 

1. Procedure FBB1 
2.  //G represent graph with identified link 
3.  //C represent connections for all request 
4.  G,C  initial Solution 
5. currentNetworkCost  initial Solution Cost 
6. While !terminateCondition 
7.   d  randomRequest; 
8.   c  C.getConnections(d); 
9.   V = V\{v}; //v belong to c 
10.   For j = 1 to number_Of_Links do 
11.    if ( requiredBandwidth(d) + usedBandwidth(j)<= 
maxBandwidth(j))  
12.     cost(j) = MINOR_VALUE; 
13.    else cost(j) = costLevel(nextLevel(j))- costLe-
vel(currentLevel(j)); 
14.  Endfor 
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15.  c’  findConnectionsForRequest(d); 

16.  C=C c\c’; 
17.  newNetworkCost  ß recalculateSolutionCost; 
18.  if (currentNetworkCost < newNetworkCost)  

19.  C = C c\c’; 
20.  else C = C; 
21. End While 
22. End Procedure 

3.2 Free Bandwidth Based Heuristic Algorithm 2 (FBB2) 

In general, there are not much redundant bandwidths which are applied in FBB1. So, 
in order to improve, we could use some normal path finding algorithms, such as 
Dijkstra shortest path, DFS, etc. That is the idea of FBB2. First, we remove the con-
nection v of a demand d from the routing table and recalculate the cable type for all 
link of the network. And then, we find two new paths, one using the same algorithm 
in FBB1, and the other using shortest path with normal link cost. Last, we choose the 
best of the current solutions and consider that is the current best solution.  

4 Experimental Results 

4.1 Problem Instances 

In our experiments, we used three real world instances. They are Polska (12 nodes, 36 
links, 65 unicast, 12 anycast), Germany (17 nodes, 52 links, 119 unicast, 13 anycast), 
Atlanta (26 nodes, 82 links, 234 unicast, 22 anycast). With each instance, we random-
ly create 10 test sets which are different from the content of customers’ demands.  

4.2 Experiment Setup 

We experiment two our proposed algorithms independently and compare their per-
formance with together and Tabu Search in [2].  

4.3 System Setting 

In the experiment, the system was run 50 times for each test set. All the programs 
were run on a machine with Intel Core 2 Duo U7700, RAM 2GB, Windows 7 Ulti-
mate, and were installed by C++ and Java language.  

4.4 Computational Results 

The experiments show that: 

• Figure 2 shows that on Polska network, the results found by FBB2 algorithm are 
the best. The best results found by Tabu Search and FBB1 are more equivalent, 
with the 5 first test sets, the ones of FBB1 are better than Tabu Search and con-
versely.  
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• Figure 3 and 4 show that on the larger instance (Germany and Atlanta network), 
the best results found by our proposed algorithms and Tabu Search [2] are quite 
equivalent. But in almost test sets, the results found by both FBB1 and FBB2 are 
better than the best results found by Tabu Search. 

• Figure 5, 6 and 7 shows that the average results found by FBB1 and FBB2 are 
better than Tabu Search [2]. 

 

Fig. 2. The best result of Polska network found 
by Tabu Search [2], FBB1, FBB2 over 50 
runing times 

Fig. 3. The best result of Germany network 
found by Tabu Search [2], FBB1, FBB2 over 
50 running times 

 

Fig. 4. The best result of Atlanta network 
found by Tabu Search [2], FBB1, FBB2 over 
50 running times 

Fig. 5. The average result of Polska network 
found by Tabu Search [2], FBB1, FBB2 over 
50 running times 

 

Fig. 6. The average result of Germany network 
found by Tabu Search [2], FBB1, FBB2 over 
50 running times 

Fig. 7. The average result of Atlanta network 
found by Tabu Search [2], FBB1, FBB2 over 
50 running times 
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5 Conclusion 

In this paper, we proposed two new heuristic algorithms for solving A-SNDP called 
FBB1 and FBB2. FBB1 algorithm is based on utilizing the redundant bandwidth cor-
responding with paid cost level in each link. FBB2 is the combination of FBB1 and 
Local Search algorithm [14]. We experimented on three instances which are Polska, 
Germany and Atlanta network [2], [13]. With each instance, we randomly create 10 
test sets which are different from the content of customers’ demands. The results 
show that our proposed approach is quite effective with A-SNDP. On all instances, 
FBB1 and FBB2 have better results than Tabu Search in most of test sets.  

In the future, we are planning to improve the algorithm for solving larger instances. 
Moreover, we hope that we can find the other approach with better results for A-
SNDP. 
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Abstract. Accurately predicting generic protein-protein binding affinities 
(PPBA) is essential to analyze the outputs of protein docking and may help in-
fer real status of cellular protein-protein interaction sub-networks. However,  
accurate PPBA prediction is still extremely challenging. Machine learning me-
thods are promising to address this problem. We propose a two-layer support 
vector regression (TLSVR) model to implicitly capture binding contributions 
that are hard to explicitly model. The TLSVR circumvents both the descriptor 
compatibility problem and the need for problematic modeling assumptions. In-
put features for TLSVR in first layer are scores of 2209 interacting atom pairs 
within each distance bin. The base SVRs are combined by the second layer to 
infer the final affinities. Leave-one-out validation on our heterogeneous data 
shows that the TLSVR method obtains a very good result of R=0.80 and 
SD=1.32 with real affinities. Comparison experiment further demonstrates that 
TLSVR is superior to the previous state-of-art methods in predicting generic 
PPBA.  

Keywords: Protein-protein interaction affinity, machine learning, two-layer 
support vector machine, potential of mean force. 

1 Introduction  

The affinity is the bridge of function and structure. Revealing the energetic characte-
ristics of cellular multi-molecular complex is critical to understand the protein func-
tion. Four general scoring approaches have been developed to evaluate protein-protein 
docking results and to predict protein-protein binding affinity (PPBA). They are phys-
ical-based force fields [1], empirical scoring functions [2], knowledge-based statistic-
al potentials, where volume correction is always considered to improve the prediction 
accuracy [3-6], and hybrid scoring functions [7, 8]. These scoring functions are suc-
cessful in protein-protein docking evaluation and some are successful in protein  
binding affinity prediction. However, existing scoring functions for protein-protein 
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docking usually do not hold capacity to predict the binding affinity of a complex [9]. 
Kastritis and Bonvin presented a protein−protein binding affinity benchmark consist-
ing of binding constants (Kd) for 81 complexes to assess the performance of nine 
commonly used scoring algorithms. Their results revealed a poor correlation (R<0.3) 
between binding affinity and scores for all algorithms tested and concluded that accu-
rate prediction of binding affinity remains beyond these methods reach. Therefore, 
improvement in protein-protein interaction affinity is still in great need.  

In previous work, we developed a distance-independent residue level potential of 
mean force to predict PPBA [10] on a small data set of PPBA including 80 protein-
protein complexes. Machine leaning methods can achieve satisfactory results without 
assuming any predefined model when used for affinity prediction. However, the gene-
ralization of methods based on one single classifier is often limited. Furthermore, a 
great number of features and small data set lead to the curse of dimensionality. Thus, 
researchers seek for classifier ensembles [11, 12] or multiple instance learning [13] to 
improve prediction accuracy and generalization and at the same time overcome the 
high feature dimensional disaster. For example, an ensemble learning method, random 
forest, as an ensemble is recently reported in diverse protein-ligand binding affinity 
prediction with higher prediction accuracy [14]. In our previous study, we used sup-
port vector regression models and rough set reduction model to predict TAP-peptide 
binding affinity and specificity [18, 19]. This method has a high interpretability.  

In this work, we build a two-layer support vector regression (TLSVR) model with 
greater generality and prediction accuracy by capturing the non-linear combination 
effects on affinities of interacting atom pairs within each bin and between bins. Se-
condly, we construct a new data set by considering that structure diversity will greatly 
affect the accuracy of PPBA prediction. Finally, we evaluate our method with LOO 
cross validation. 

2 Methods 

2.1 Data Set 

1056 heterogeneous protein complexes were obtained from PDBbind-CN, 2010 ver-
sion, which includes complexes with a single residue mutation or multiple residue 
mutations [17, 18]. The dataset was then filtered with sequence similarity <50% by 
PDBculled (http://dunbrack.fccc.edu/Guoli/PISCES_InputB.php) with complex enti-
ties criteria and other default parameters. We finally integrated 49 proteins from [4] 
which did not exist in the dataset to get a heterogeneous larger data set. For simplici-
ty, only complexes with two chains were held except 1CHD with four chains (EFG/I). 
Thus, 180 protein-protein interaction complexes were kept in our final data set. 

2.2 Input Features 

Machine learning methods require equal length of vectors. How to represent a protein 
complex structure in an equal-length vector as the input of TLSVR is the first prere-
quisite. 47 types of heavy atoms were defined as reported by Su, et al. [4]. The occur-
rence numbers of 2209 contact atom pairs within each 0.2 Å width bin were counted 
by Eq.1 at each protein complex interface. Our preliminary experiment shows that 
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TLSVR achieves best prediction results when the cutoff distance of a pair of contact 
atoms equals 16 Å. Thus, 71 distance bins, i.e., 80 bins minus 9 bins with distance 
threshold below 1.8 Å were kept. The final features consist of scores of 2209 contact 
atom pairs obtained with Eq.2 which are obtained by multiplying the occurrence 
number of each contact atom pair with the corresponding atom pair potential. The 
interacting atom pair’s potentials were defined as the natural logarithm of the ratio of 
observed number of interacting atom pairs to those expected. The smoothed potentials 
were generated as illustrated in [4]. Thus, 2209 smoothed atom pair scores (features) 
were finally generated. Specifically,  

( ) ( ), , , ,ij obsf N i j r P i j r= ×
 (1) 

where ( , , )obsN i j r is the observed number of interacting atom pairs ,  i j  within the 

distance shell ( , )r r r r− Δ  in a given protein-protein binding structure. ( 0.2r rΔ Δ =  
Å) is the bin width for 1.8Å cutr≤ ≤ 16 Å between two interface chains or proteins at 

thn distance bin of width 0.2 Å.  

exp

, (
( , , )

( , , ) -log( ) 1,2,3...47, 1,2,3,..47
( , , ) cor

obsN i j r
P i j r f i j

N i j r
= = = ） (2)

The bins ( , )r r r r− Δ range from 1.8 Å to 16 Å at 0.2 Å intervals. The interfacial atom 

pair potential: exp ( , , ) ( )i j totalN i j r X X N r= × ×  is the expected number of interacting 

atom pairs of ,  i j  between two interface chains or proteins if there are no preferential 
interactions between them. iX  is the mole fraction of atom type i and is calculated as 

/iN N , where Ni and N are the total number of atom type i and all atoms, respectively,  
while ( )totalN r  is the total number of interacting atom pairs derived from the refer-
ence database [4]. corf  is the correction factor, derived from smoothing 

exp( , , ) / ( , , )obsN i j r N i j r  ranging from 1.8 Å to 16 Å, by a moving window of 3.0 Å 
width for bin of width 0.2 Å.  

2.3 Two-Layer Support Vector Regression Model  

Support Vector Machine (SVM) is introduced by Vapnik [19]. While SVM classifica-
tion outputs binary results (binding or nonbinding), Support Vector Regression (SVR) 
model produces continuous values (affinity absolute value).  

Protein-protein binding affinity was predicted by using two-layer SVR (TLSVR). 
Each input vector at first layer of TLSVR is 2209-dimensional. As depicted above, 
each real value of a vector represents a score of an atom pair in interface within each 
of 71 bins, i.e. 1.8 Å: 0.2 Å: 16 Å of a protein complex. Here the contact atom pairs 
with distance below 1.8 Å of atom clashes were disregarded. 71 individual SVR mod-
es were included at first layer. As shown in Fig.1, the predicted values from the  
individual SVR modes of the first layer were input into the second layer SVR (the 
combiner). The output of the combiner was the final predicted affinity. Parameters 
were default in individual SVR models. All the computational experiments are carried 
out with LIBSVM that is available at http://www.csie.ntu.edu.tw/~cjlin/libsvm. 
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Fig. 1. Scheme of the proposed two-layer SVM prediction system 

For comparison purpose, a one-layer SVR (OLSVR) model was also developed. 
Different from TLSVR, each input feature for OLSVR was the sum score of 2209 
interacting atom pairs within each bin. Thus, total 71 scores from different distance 
bins were input into one-layer SVR after discarding the contact atom pairs with dis-
tance below 1.8 Å of atom clashes as described above. We then compared the predic-
tion results of the one- with two-layer SVR.  

2.4 Evaluation of TLSVR Model 

The performance of SVR models was tested by the leave-one-out cross-validation 
(LOOCV) by testing of each protein complex structure of the data set due to the small 
size of the data set. The data set having n  complexes is broken in n  subsets, each 
having one example. The classifier was trained on 1n − subset and evaluated on nth 
subset. The process was repeated n times using each subset as the testing set and the 
rest of complexes for training set. The correlation coefficient and standard derivation 
between the predicted values of all samples and the real ones are calculated by com-
bining overall estimate of training procedure. 

3 Results and Discussion 

3.1 Results of OLSVR and TLSVR 

TLSVR models were generated by using RBF kernel type in this study without extra 
specification. Prediction of binding affinities of protein complexes was done by using 
TLSVM. The final correlation coefficient (R) result of the TLSVR was obtained from 
LOOCV evaluation, which was recognized to be the most extreme and accurate type 
of cross-validation test.  

Table 1. Results of the one- and two-layer radial base kernel SVM for protein-protein binding 
affinity prediction 

SVR Models Features Rd SDe 
PMF -- 0.18 2.18 
One-layer 1 final score 0.24 2.16 
One-layer 71 grid scores 0.50 1.92 
Two-layer 1 final score 0.48 1.94 
Two-layer 2209 ×71 grids 0.80 1.32 
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(A) (B) 

Fig. 2. Correlation of the predicted affinities and the observed ones. (A) Prediction results of 
one-layer SVR (OLSVR); (B) prediction results of two-layer SVR ensemble (TLSVR). 

Table 1 shows the results of the OLSVR and TLSVR models with RBF kernel. The 
best OLSVR prediction obtained R=0.52 and SD=1.90 (Fig.2a) when input features 
were the sum over 2209 atom pair smoothed scores within each of 71 distance bins. 
TLSVR prediction obtained R=0.80 and SD=1.32 for 71 distance bins (Fig.2b), when 
input features were smoothed scores of each contact atom pair. All prediction results 
demonstrate that TLSVR has satisfactory performance and greatly improves the pre-
diction accuracy of PPBA compared with OLSVR.  

Why did TLSVR improve the prediction accuracy so much? In OLSVR, at each in-
terval, 2208 atom pair scores were lineally summed up to one score value. Since each 
sum score of a distance bin constituted one feature, 71 features in total were input into 
OLSVR. The lower prediction accuracy of OLSVR shows that simply linearly sum-
mation of the scores of 2209 interacting atom pairs at each distance bin without  
consideration their non-linear effects on binding affinity results in significant deteri-
oration in prediction. On the other hand, two-layer radial basis SVR improves the 
accuracy greatly by the consideration of the non-linear relationship between atom pair 
in different bins. Thus, the proposed TLSVR model leads to tremendous improvement 
in the prediction performance by filtering results of the first layer. 

Table 2. Comparison of  the prediction performance of TLSVM on dataset with slightly 
different sequence similarity cut 

Heterogeneity R SD 

50%_Similarity Cut Culled on Entity plus  49 Su’s protein (180) 0.80 1.32 

50%_Similarity Cut Culled on Entity (161) 0.84 1.22 

40%_Similarity Cut Culled on Entity (91) 0.78 1.33 

 
We notice that the non-linear combination of 71 scores captured by using radial 

kernel basis OLSVR did not improve the prediction accuracy by comparing one final 
sum score with 71 scores from different distance bins as input into OLSVR. As shown 
in Table 1, for OLSVR model, accounting for the non-linear effects of scores from 71 
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bins obviously improved the prediction accuracy of OLSVR to R=0.5 compared with 
R=0.24 obtained with one final score as input (Table 1). These results demonstrates 
that accounting for the non-linear relationship of 2209 atom pairs may be the impor-
tant factor that improves TLSVR prediction accuracy. Using SVR combiner that cor-
related the results of models generated in first layer also contributes the prediction 
improvement. It can be concluded that the proposed TLSVR method highly improves 
the prediction accuracy and generalization ability. 

Finally, on dataset with different sequence similarity cut and heterogeneous protein 
complexes, our results in Table 2 show that both heterogeneous and low similarity 
cutoff decrease the TLSVM prediction accuracy. 

3.2 Comparison with Other State-of Art Methods 

To our best knowledge, DFIRE and Su’s methods are two representative recently 
proposed PMF-based methods for PPBA prediction. RF-score is recently developed 
method for protein-ligand affinity prediction. We compare our method with these 
three representative methods on our collected data set. Comparison results are shown 
in Table 3. We can see that DFIRE obtained a correlation of 0.12 only. Su’s method 
only obtained a correlation coefficient of 0.18 in predicting the generic and heteroge-
neous PPBA. TLSVR model obtained much a higher correlation coefficient of 0.80 
between the predicted and experimental affinities than both methods.  

Table 3. Comparison of TLSVM with two state of art methods, DFIRE and Su’s method with 
LOO cross-validation on our data set 

On independent test set R SD 

DFIRE on training set 0.12 2.21 
Su’s Method on training set 0.18 2.18 
RF-score 0.18 2.18 
TLSVM 0.80 1.32 
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Abstract. We report a novel two-stage alignment algorithm that contains full 
alignment and partial alignment, for the analysis of LC-MS based metabolomics 
data. The purpose of full alignment is to detect landmark peaks that present in 
all peak lists to be aligned. These peaks were first selected based on m/z value 
and isotopic peak profile matching. After removing peaks with large Euclidian 
distance of retention time from the potential landmark peaks, a mixture score 
was calculated to measure the matching quality of each landmark peak pair be-
tween reference peak list and a test peak list. After optimizing the weight factor 
in the mixture score, the value of minimum mixture score of all landmark peaks 
was used as the threshold for peak matching in the partial alignment. A local 
optimization based retention time correction method was used to correct the re-
tention time changes between peak lists during partial alignment. The two-stage 
alignment method was used to analyze a spiked-in experimental data and fur-
ther compared with literature reported algorithm RANSAC implemented in 
MZmine. 

Keywords: LC-MS, two-stage peak list alignment, local optimization. 

1 Introduction 

Metabolomics is the study of low molecular weight molecules (i.e., metabolites) 
found within cells and biological systems.  It aims to measure and interpret the com-
plex time-related concentration, activity and flux of large sets of metabolites in  
biological samples.  Several types of instruments have been utilized to analyze  
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metabolites including nuclear magnetic resonance (NMR), gas chromatography-mass 
spectrometry (GC-MS), and liquid chromatography-mass spectrometry (LC-MS). 
Each type of instrumental analysis provides limited coverage of the metabolites, and 
therefore, only generates a partial metabolite profile of each sample. Currently, signif-
icant challenges remain in almost every aspect for the application of metabolomics to 
biomedical research. Among these, the lack of accurate and efficient bioinformatics 
tools for the processing of metabolomics data has become a critical bottleneck to the 
progress of metabolomics.  Many data analysis steps are involved in deciphering the 
mass spectrometry data, including data preprocessing, metabolite identification, quan-
tification, network and pathway analysis. 

Peak alignment is a key step of data preprocessing in LC-MS based metabolomics. 
It recognizes peaks generated by the same metabolite occurring in different samples 
from the millions of peaks detected during the course of an experiment [1, 2]. A large 
volume of information-rich data can be generated in a LC-MS based metabolomics 
study. To carry out the alignment procedure, several bioinformatics tools have been 
developed including XCMS2 [3], centWave [4], MZmine2 [5], MZedDB [6], OpenMS 
[7]. However, the accuracy of peak alignment remains challenge in metabolomics.  

The objective of this work was to develop a novel approach for high accuracy peak 
alignment. For this reason, we developed a two-stage alignment method to align the 
peak lists generated from high-resolution mass spectrometry for metabolomics study. 
The developed method has been implemented in MetSign [8] and used to analyze a set 
of spiked-in experimental data acquired on a LC-MS system. The performance of this 
method was compared with existing software packages MZmine. 

2 Experimental Section  

2.1 Spiked-in Samples  

A mixture of 30 compound standards was prepared at a concentration of 100 μg/mL 
for each compound. The standards included 11 fatty acid (benhenic acid, tricosanoic 
acid, stearic acid, myristic acid, nonadecanoic acid, heptadecanoic acid, adipic acid, 
heneicosanoic acid, nonanoic acid, butyric acid, linoleic acid), 5 triglycerides (trilau-
royl-glycerol, trimyristin, tripalmitin, tricaprylin, tricaprin), 9 phospholipids 
PC(16:0/16:0), PC(16:0/14:0), PC(12:0/12:0), PC(6:0/6:0), LysoPC(16:0/0:0), Ly-
soPC(10:0), PC(20:4(5Z,8Z,11Z,14Z)/16:0), PC(18:2(9Z,12Z)/18:2(9Z,12Z)), 
PC(24:1(15Z)/24:1(15Z)), and 5 other small molecules (caffeine, L-tryptophan, lido-
caine, creatine, trans-4hydroxyl-L-proline). 10 μL of the standard mixture was added 
to a 100 μL sample of metabolite extract of mouse liver, and dichloromethane: me-
thanol (v/v = 2:1) was then added to the sample vials to make the total volume up to 
200 μL.  

2.2 LC-MS Analysis  

A LECO Citius LC-HRT high resolution mass spectrometer equipped with an Agilent 
1290 Infinity UHPLC with a Waters Acquity UPLC BEH hydrophilic interaction 
chromatography (HILIC) 1.7 μm 150 × 2.1 mm column was used in this work. The 
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sample was loaded in H2O + 5 mM NH4OAc + 0.2% acetic acid (buffer A) and sepa-
rated using a binary gradient consisting of buffer A and buffer B (90/10 acetoni-
trile/H2O + 5 mM NH4OAc + 0.2% acetic acid). Flow rate was set at 250 μL/min on 
the column with 100% B for 4 min, 45% B at 12 min holding to 20 min, 100% B at 
21 min and holding to 60 min for the gradient. The Citius was operated with electro-
spray ionization in positive ion mode. The system was optimized in high resolution 
mode (R = 50,000 (FWHM)) and was mass calibrated externally using Agilent Tune 
Mixture (ATM). The mass spectrometry was operated in both full mass analysis and 
tandem MS/MS mode to acquire molecular m/z value and the corresponding MS/MS 
spectrum. The spiked-in sample was analyzed 6 times on the LC-MS system. 

3 Theoretical Basis  

The peak alignment method was developed as a two-stage algorithm: full alignment 
and partial alignment. The goal of full alignment is to recognize landmark peaks, 
which are defined as a set of metabolite peaks present in every sample. In the partial 
alignment stage, the peaks in a test sample that are not recognized as the landmark 
peaks are aligned. 

Let 
1 2 1{ , , ..., , ..., }i nS S S S S += be the sample set, and 1n +  is the total number of 

samples to be aligned. After selecting the reference peak list (RPL) in a random man-
ner, the rest of peak lists are considered as test samples, which can be written as 

1 2{ , , , , , , }i nS RPL t t t t= … … . Each of the test peak lists is aligned to the RPL, re-

spectively. 

Considering two peak lists { , }iRPL t , all m/z value matched peak pairs between 

these two peak lists can be selected using a user defined m/z variation. If a peak can 
be matched to multiple peaks in the other peak list, the peak pair with the minimum 
retention time difference is selected as the most probable match and the other matches 
are discarded. Therefore, the m/z matched peak pairs can be recorded as 

( ) ( ) ( )1 1 2 2{ , , , , , , }p pr s r s r s… , where r  is a peak from RPL , s  is a peak from 

it , and p  is the total number of the m/z matched peak pairs.  The m/z matched peak 

pairs are further filtered based on the Euclidean distance of retention time between r  

and s , i.e., j j jd r s= −  with a confidence interval of 95%. The peak pairs filtered 

by retention time are represented as ( ) ( ) ( )1 1 2 2{ , , , , , , }m mr s r s r s…  and m p≤ . 

This process is iteratively operated on all the test samples, respectively. 

A mixture similarity score mS  was developed to measure the matching quality be-

tween two peaks as follows: 

( ) ( ) 1
, | exp 1.6 1

1
i min

m i i

med min i

d d
S d w w w

d d

−
Δ = ∗ − ∗ + − ∗

− + Δ
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where id  is the Euclidean distance of retention time between the i th matched peak 

pair, mind  and medd  are the minimum and median retention time distance among all 

matched peaks in the two peak lists, respectively, Δ is the absolute value of m/z dif-
ference between the i th matched peak pair, and w  is a weight factor and 
0 1w≤ ≤ .  
The peaks that are present in every test peak list and are matched to the same peak in 
the RPL are used to optimize the value of weight factor w  for the alignment of a test 

peak list and the RPL by maximizing the value of 
1

( , | )
k

m i i

i

S d w
=

Δ , k  is the num-

ber of matched peaks between the test peak list and the RPL, and w  is set as 0.05, 
0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 0.95, respectively. After optimizing the 

weight factor w , the value of mS  is calculated for each matched peak pair between 

the test peak list and the RPL, followed by an outlier detection in j

mS , 1, ,j k= … . 

By iteratively considering pair set { , | 1, , }iRPL t i n= … , the landmark peaks 

( ) ( )1 11 1 1{ , , , , , , , , }n m m nmr t t r t t… … …  are obtained. The minimum mixture score 
min

mS  among all the test peak lists is then used as a threshold value in the partial 

alignment. 
To perform the partial alignment, the retention time value of each landmark peak in 

the test peak list is assigned to the retention time value of the corresponding landmark 
peak in the RPL. A local polynomial fitting method is employed to correct the reten-
tion time of peaks present between two adjacent landmark peaks. Because multiple 
landmark peaks can be detected in a set of experimental data, adjusting retention time 
shifts using two adjacent landmark peaks can correct nonlinear retention time shifts. 
To correct the retention time of peaks not present between two landmark peaks, an 
iteratively optimization method is applied to the group of peaks eluted earlier than the 
first-eluted landmark peak and the group of peaks eluted later than the last-eluted 
landmark peaks, respectively. In each optimization process, 30% of landmark peaks 

are randomly selected from ( ) ( )1 11 1{ , , , , }m mr t r t…  and a polynomial model fitting 

error is computed as follows 

 , ,

1

| |
N

o f

R i R i

i

t tε
=

= −     (2)

where ,

o

R it  is the original retention time of the i th peak,  ,

f

R it  is the fitted retention 

time of the i th peak, N is the number of peaks in the test peak list at the region of 
interest. This process is repeated 1000 times and the model with minimum error is 
selected and used for retention time correction.  

After the retention time correction, the partial alignment is applied to all the non-
landmark peaks present in each of the test peak lists and aligns them to the peaks 



156 X. Wei et al. 

 

present in the RPL, where a mixture score mS is calculated using equation (1) for 

each peak pair. A peak pair is considered to be a match if its mixture score is larger 

than min

mS . It is possible that one peak in the test sample can be matched to multiple 

peaks in the RPL and vice versa. In these cases, the peak pair with the maximum mix-
ture score is kept while the remaining matches are discarded. If there is a peak in the 
test peak list that cannot be matched to any peaks in the RPL, this peak is considered 
as a new peak to the RPL and is added to the RPL. The updated RPL is then used to 
align the peaks in the next test peak list, and this process is repeated until all the test 
peak lists are aligned. 

4 Results and Discussion 

The raw instrument data were first converted into mzML format and further reduced 
to peak lists using MetSign software. [8] There are about 2300 peaks detected by Met-
Sign software in each sample and about 1100 peaks assigned to a database compound. 
Of the 30 spiked-in compound standards, most of the compounds were detected based 
on the match of m/z values with a variation window of ≤ 5 ppm and the similarity of 
isotopic peak profile measured by Pearson’s correlation coefficient ≤ 0.75. Table 1 
shows the number of compound standards detected in each replicate injection. The 
variation of the number of detected compound standards was generated by the expe-
rimental variation. After MetSign processing, a total of six peak lists were generated, 
and these peak lists were subjected for peak alignment.  

Table 1. The number of compound standards detected in six replicate injections 

Index of replicate injection 1 2 3 4 5 6 

No. of compound standards 
identified in each injection 

25 23 23 24 24 24 

During the full alignment, a total of 283 landmark peaks were detected with reten-
tion time ranges from 91.52 s to 643.14 s. Of the 283 landmark peaks, 18 were the 
peaks generated by the spiked-in compound standards while the remaining landmark 
peaks were generated by the metabolites extracted from mouse liver. Figure 1 shows 
the effectiveness of retention time correction to the non-landmark peaks during the 
partial alignment. Even though the experiments of the six replicate injections were 
performed under the identical experimental conditions, the retention time of each 
compound still drifted between injections and such a retention time drift is not linear. 
Therefore, the local polynomial fitting method is able to correct the retention time of 
peaks present between two adjacent landmark peaks. 

To compare the alignment accuracy of the two-stage alignment method, the expe-
riment data were also processed using publically available software MZmine. MZmine 
software has two alignment methods, Join aligner and RANSAC aligner. Join aligner 
is a simple alignment method, which aligns detected peaks in different samples  
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Fig. 1. Local optimization based retention time correction for compounds eluted between two 
landmark peaks. The value of each red star in x-axis is the retention time of a compound before 
correction and the value in y-axis is after retention time correction. The solid blue line is a 
guideline depicting a situation of no retention time correction. 
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Fig. 2. Alignment results of spiked-in compound standards by two-stage method (blue) and 
RANSAC method of MZmine2.5 (red) 
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through a match score. RANSAC aligner is an extension of the Join aligner. It in-
cludes a method of retention time correction to adjust the retention time shift in all 
peak lists. Therefore, we chose the RANSAC alignment in MZmine2.5 for compari-
son. Figure 2 depicts the alignment results of the two-stage alignment method and the 
RANSAC method. Based on the experimental design, all of the spiked-in compound 
standards should be correctly aligned. In the two-stage alignment, a total 21 peaks of 
the spiked-in standards are aligned in all six injections, while RANSAC only fully 
aligned 16 compound standards. Furthermore, all the spiked-in compound standards 
were aligned in at least 4 peak lists of the 6 replication injections by our method, 
while RANSAC still had 2 compound standards aligned in only three injections. 
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Fig. 3. The comparison of RSD value between two-stage alignment we proposed and RANSAC 
alignment in MZmine2.5 

Figure 3 shows the distribution of relative standard deviation (RSD) of all aligned 
peaks by the two testing alignment algorithms. The maximum RSD of aligned peaks 
in the two-stage alignment method is 4.2%. Manual validation shows that this align-
ment is correct. There are 12 compounds were aligned by RANSAC with a retention 
time RSD larger than 4%. The maximum retention time RSD reached 10.7%, which is 
much larger than the retention time variation caused by the experiments. Such a large 
retention time variation was caused by the inaccuracy of peak alignment. From the 
comparative analysis, we conclude that the two-stage alignment method outperforms 
the RANSAC alignment by providing high accuracy of peak alignment for the analy-
sis of LC-MS based metabolomics data. 

5 Conclusions 

A novel two-stage alignment algorithm, containing full alignment and partial  
alignment, was developed for high accuracy peak list alignment for LC-MS based 
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metabolomics. The full alignment detects landmark peaks that are present in all the 
peak lists. During this process, the potential landmark peaks were first selected based 
on the m/z and isotopic peak profile matching. After removing outliers based on the 
Euclidian distance of retention time from the potential landmark peaks, a mixture 
score method was employed to evaluate the match quality of each landmark peak pair 
between the reference and the test sample peaks. The value of minimum mixture 
score of all landmark peaks was used as the threshold of peak matching during partial 
alignment, in which local optimization based retention time correction was employed 
to correct the retention time changes between peak lists. The performance of the two-
stage alignment method was tested by analyzing a spiked-in experimental data and 
further compared with literature reported algorithm RANSAC implemented in 
MZmine2.5. The comparison demonstrates that our two-stage alignment method out-
performs the RANSAC algorithm for high accuracy of peak alignment.  
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Abstract. Graphical Gaussian model (GGM) has been widely used in genomics 
and proteomics to infer biological association networks, but the relative 
performances of various GGM-based methods are still unclear in metabolomics. 
The association between two nodes of GGM is calculated by partial correlation 
as a measure of conditional independence. To estimate the partial correlations 
with small sample size and large variables, two approaches have been 
introduced, which are arithmetic mean-based and geometric mean-based 
methods. In this study, we investigated the effects of these two approaches on 
constructing association metabolite networks and then compared their 
performances using partial least squares regression and principal component 
regression along with shrinkage covariance estimate as a reference. These 
approaches then are applied to simulated data and real metabolomics data. 

Keywords: metabolomics, graphical Gaussian model, partial correlation, partial 
least squares regression, principal component regression, false discovery rate. 

1 Introduction 

Metabolomics is a rapidly emerging field to systemically analyze small-molecule 
metabolites in a biological organism [1]. It is equally important in systems biology as 
other “-omics” such as genomics, transcriptomics, and proteomics. One of the 
important approaches to integrating the individual “-omics” data for system level 
analysis is the reconstruction of cellular networks, which is collection and 
visualization of all physiologically relevant cellular processes.  

In metabolomics, a relatively small number of studies have been reported for 
metabolic network construction. For instance, Arkin et al. [2] predicted interactions 
within reaction networks over time for the glycolytic pathway, where Pearson's 
correlation coefficient was used to construct the interaction networks. A major 
drawback of Pearson's correlation-based networks is unable to distinguish between 
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direct and indirect associations. On the other hand, graphical Gaussian models 
(GGMs) reveal direct associations with conditional independences/dependences 
among variables, using partial correlation coefficients that are calculated by the 
correlation of two variables after removing affection of other variables [3]. GGMs 
have been employed in metabolomics for several studies [4, 5]. Note that the size of 
samples (experiments) was larger than the number of variables (metabolites) for these 
studies so that network construction was straightforward. 

If the number of samples is much smaller than number of variables, it is difficult to 
directly estimate partial correlation due to singularity. To overcome this difficulty, 
several methods have been developed by either reducing the number of given 
variables or a regularized estimation [6, 7]. Another alternative is to use dimension-
reduced regression such as partial least squares regression (PLSR) and principal 
component regression (PCR) approaches. When calculating the partial correlations 
using regression coefficients, arithmetic and geometric means of regression 
coefficients were employed in Kramer et al. [8] and Pihur et al. [9], respectively. The 
partial correlation coefficients estimated by these two methods are not the same to 
each other and, it is important to investigate the effects of the different calculation 
methods on network reconstruction. Therefore, we evaluated the performance of 
PLSR and PCR using shrinkage covariance estimate as a reference in terms of 
network construction.  

2 Methods and Materials 

The graphical Gaussian model (GGM) is a statistical multivariate analysis to infer the 
direct relationship among variables using nodes and edges [3], where the nodes 
correspond to the variables under consideration, and the edges represent the 
conditional independence between two variables as measured by partial correlation 
coefficient.  

Suppose a data matrix  consists of  observed samples and  metabolites with a 
mean of zero. Then the partial correlation coefficient matrix  is calculated 
by the inverse of the covariance matrix  as follows:  

 (1)

where . 
The covariance matrix  becomes singular when the sample size  is smaller than 

the number  of variables. To deal with singularity, several methods have been 
introduced [8]. In this study, the following three methods are considered. 

2.1 Shrinkage Covariance Estimation 

Schafer and Strimmer [10] introduced shrinkage covariance estimator (SCE) for the 
partial correlation estimation when the covariance matrix  is singular. 
Under singularity of covariance matrix, the SCE is to trade off the unbiased sample 
covariance  and low dimensional shrinkage target matrix : 
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 (2)

where  is shrinkage intensity. The optimal value of the tuning parameter  is 
analytically determined and estimated from the data.  

2.2 Regression with Dimension Reduction 

Partial Least Squares Regression and Principal Component Regression. The 
common property of both partial least squares regression (PLSR) and principal 
component regression (PCR) is to use dimension reduction method to avoid the 
singularity for the “small , large ” paradigm. PLSR finds orthogonal vector  to 
maximize the covariance between  and dependent (response) variable , 
while PCR searches for orthogonal vector  to maximize the variance of .  

Consider linear regression of dependent variable  on data matrix  as follows: 

 (3)

where  is a vector of regression coefficients and  is error. The estimation of 
coefficient  using PLSR consists of two steps [11]. The first step is to extract a latent 
variable set  of orthogonal components ( ), which 
maximizes a covariance with dependent variable . The second step is to estimate the 
coefficient of regression of  on the new latent variable set  and then to transform it 
into space spanned by data . The first PLSR component  is obtained by 
maximizing the covariance as follows: 

 (4)

The next components , are satisfied with maximizing the squared 
covariance to  and are mutually orthogonal to each other. Consider the orthogonal 
part  of  on all components : 

 (5)

where  is the projection operator related to . The th latent 
variable, , is then obtained by solving the optimization problem: 

 (6)

Using the following equations, the vector of regression coefficients  is 
determined to predict the output of a model including  components: 

 (7)

For PCR, the equations (4) and (6) are replaced with the following equations, 
respectively: 
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 (8)

Then, the predicted output  and regression coefficients  can be calculated 
by  

. (9)

Once the regression coefficients in equations (7) and (9) are computed, the partial 
correlation coefficients are estimated by using either geometric or arithmetic mean of 
regression coefficients.  

Method 1: Geometric mean approach. In this approach, the partial correlation 
coefficient  of  in the equation (1) is estimated by  

 (10)

Method 2: Arithmetic mean approach. Arithmetic mean approach of the 
association/interaction scores was introduced by Pihur et al. [9]. The partial 
correlation is calculated by 

. (11)

In this equation (11), the coefficients are obtained from 

 (12)

where  is a th latent variable of PLSR and PCR , and  is the number of latent 
variables which is pre-determined by user. 

2.3 False Discovery Rate 

After estimating partial correlation coefficients, statistical hypothesis test is 
performed to select the significant edges indicating strong association between two 
variables. To do this, false discovery rate (FDR) is applied to control the expected 
proportion of incorrectly rejected null hypotheses by using the q-value method in R 
software package fdrtool [12]. 

2.4 Data 

Simulation Data. The simulated data were generated using two conditions, sample 
size and network complexity. The number of variables  was always set to 100. We 
used three different densities, 5%, 15%, and 25%, to describe the complexity of the 
network. Given each density, we considered five different sample sizes, 25, 50, 100, 
150, and 200, to generate simulated data. For each case, we generated 100 data sets 
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and then compared the performance of each method with their averages. The R 
software package GeneNet was used to generate the simulated data [13].  
 
Experimental Data. We also investigated the performance of each method using 
experimental data of metabolites extracted from mouse liver. The experimental data 
consist of all compounds detected from mouse samples on a linear trap quadruple-
Fourier transform ion cyclotron resonance mass spectrometer (LTQ-FTICR MS) via 
direct infusion electrospray ionization (DI-ESI)-mass spectrometry. For the 
association network study, we used 99 compound peaks that were detected in all 40 
samples by MetSign software [14].  

2.5 Performance Evaluation 

We evaluated the five estimation methods, shrinkage covariance estimation (SCE), 
geometric/arithmetic mean-based partial least squares regression (PLSR.G and 
PLSR.A, respectively), and geometric/arithmetic mean-based principle component 
regression (PCR.G and PCR.A, respectively), in this study. In order to evaluate their 
performance, the following three criteria were considered: 

1. The true positive rate is the proportion of true positives which are correctly 
predicted; ,  

2. The positive predictive value is the proportion of subjects with positive output 
results which are correctly predicted; ,  

3. F1 score is a measure of accuracy, which is the harmonic average of TPR and PPV; 
. 

3 Results and Discussion 

Fig. 1 (a)-(c) show the F1 scores of each method in terms of network construction 
based on simulated data. It can be seen that the performance of geometric mean-based 
and arithmetic mean-based approaches relies on the estimation methods (PLSR and 
PCR). As for PCR, geometric mean-based approach performs better than arithmetic 
mean-based approach when the network is complex regardless of the sample size. 
However, arithmetic mean-based approach has the larger F1 score than geometric 
mean-based approach with PLSR (PLSR.G) when the sample size is large. In 
particular, when the sample size is less than 50, PLSR.G performs the best with 
density of 5%, while PCR.G is the best method if the density is 15% or 25% based on 
F1 score, as shown in the figure.  

Interestingly, in case of PPV as shown in Fig. 1 (d)-(f), arithmetic mean-based 
approach with PCR outperforms geometric mean-based approach regardless of 
sample size and network complexity. On the other hand, as for TPR in Fig. 1 (g)-(i), 
geometric mean-based approach performs better than arithmetic mean-based approach 
when PCR is applied, while arithmetic mean-based approach with PLSR (PLSR.A) is 
better when the density is 15% or 20%. 
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Fig. 1. Performance plots. (a), (b), and (c) show the F1 scores. (d), (e), and (f) show the positive 
predictive value. (g), (h), and (i) show the true positive rate. (a), (d), and (g) correspond to 
density 5%. (b), (e), and (h) correspond to density 15%. (c), (f), and (i) correspond to density 
25%. SCE, PLSR.G, PLSR.A, PCR.G and PCR.A stand for shrinkage covariance estimate, 
geometric mean-based partial least squared regression, arithmetic mean-based partial least 
squared regression, geometric mean-based principle component regression and arithmetic 
mean-based principle component regression, respectively. Error bar stands for average value 
and 95% confidence interval of F1 score, PPV and TPR over 100 runs. 

Table 1 shows the numbers of empty network estimated by SCE, PLSR.G and 
PLSR.A out of 100 independent runs. Note that PCR methods generated no empty 
network. When the true network becomes more complex, those methods generated 
more estimated empty network. Furthermore, the number of estimated empty 
networks is decreased as the sample size goes to 200. However, the trend of PLSR.G 
is different with other methods. For example, the empty network for PLSR.G with 
density of 25% is increased as the sample size is increased.  

The results of network construction using real experimental data are shown in 
Table 2. The number of significant edges and the number of intersection of edges of 
pair of two methods are reported. The geometric mean-based approaches, PLSR.G 
and PCR.G, generate larger significant edges than arithmetic mean-based approaches. 
Namely, PLSR.A and PCR.A selected at least 5.4 times more edges. Most edges 
(90% and 89%) of PLSR.A and PCR.A are overlapped with these of PLSR.G and 
PCR.G, respectively. 
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The reason for the difference of the F1 score between two mean-based approaches 
for PLSR and PCR in complex density is likely due to the different statistical property 
of latent variables from them. The difficulty of regression using PLSR and PCR under 
complex network can also be another reason for disagreement of performance pattern 
of them. Furthermore, since the output of arithmetic mean is larger than that of 
geometric mean for the same input, discrimination power of arithmetic mean-based 
approach to estimating significant edges combined with FDR method increases when 

 = 100, 150, 200 and the density is 5%. This makes the trend of PPV and TPR for 
the final approaches consistent in density of 5%. For the real experimental data, the 
condition seems similar to the case that density is 5% and sample size is 50 or 100 in 
terms of the number of significant edges.  

Table 1. Number of empty networks for SCE and PLSR with geometric (.G) and arithmetic 
(.A) approaches out of 100 independent simulations 

 5% 15% 25% 
n SCE PLSR.G PLSR.A SCE PLSR.G PLSR.A SCE PLSR.G PLSR.A 

25 92 0 0 100 6 8 100 5 7 
50 0 0 0 97 8 1 100 12 2 
100 0 0 0 85 39 0 93 59 1 
150 0 0 0 41 26 0 86 69 0 
200 0 0 0 24 11 0 82 72 0 

Table 2. Number of significant edges for SCE, PLSR and PCR with geometric (.G) and arithmetic 
(.A) approaches for real experimental results and number of intersection of two methods 

 SCE PLSR.G PLSR.A PCR.G PCR.A 
SCE 259 150 131 137 85 

PLSR.G  1228 172 608 136 
PLSR.A   191 133 79 
PCR.G    1292 188 
PCR.A     211 

4 Conclusion 

We evaluated the performance of two estimation methods, arithmetic mean-based and 
geometric mean-based approaches, using regression coefficients to construct association 
networks. We observed that the performances of geometric mean-based and arithmetic 
mean-based approaches are dependent on the dimension-reduced regression methods 
(PLSR and PCR) and simulation settings such as sample size and density. Arithmetic 
estimation outperforms geometric mean when it is incorporated with PLSR and the 
sample size is larger, while the geometric mean-based approach performs better when the 
true network is complex and it is used with PCR in terms of F1 score.  
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Abstract. In this paper, a new method was applied to predict the protein subcel-
lular localization. The features used in the paper were the Distance frequency 
(DF), the Physical and chemical composition (PCC) and the Pseudo Amino Ac-
id composition (PseAA). The classifier was integrated by Binary tree and Error-
Correcting Output Coding (ECOC) based six Artifical neural networks (ANN). 
The prediction ability was evaluated by 5-jackknife cross-validation. By com-
paring its results with other methods, such as Lei-SVM and ESVM, the experi-
mental result demonstrated that our method outperformed their predictions, and 
indicate the new approach is feasible and effective.  

Keywords: subcellular localization, feature extraction, Binary tree, ECOC, 
ANN, ensemble classifier. 

1 Introduction 

We can realize from the biology that the proteins play a vital function on cell survival. 
The cells are highly ordered structure. We usually divide intracellular regions into 
different organelles or cell-areas depending on different functions and space distribu-
tions, as nucleus, Golgi body, endoplasmic reticulum, chondriosome,   endochylema 
and cytomembrane etc, which are called subcellular organelles. After protein synthe-
sis in ribosome, they are transported to specific position.  

Precise knowledge of a protein’s function requires appropriate subcellular localiza-
tion [1], as it has been observed that a protein may lose its functions if not properly 
localized [2]. In addition, the information about subcellular localization may provide 
understanding about the study of proteins’ functions, also about protein interaction, 
evolutionary analysis. 

2 Materials and Methods 

2.1 Dataset 

We choose the SNL6 [3] dataset to validate the availability of our classifier. This 
dataset is founded by Lei and Dai and more commonly used in subcellular  
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localization. SNL6 contains 504 protein sequences and 6 subcellular positions. 
Among the 504 sequences, 61 chromatin, 55 nuclear lamina, 56 nuclear speckle, 219 
nucleolus, 75 nucleoplasm, 38 PML body. 

2.2 Representation of Protein Sequence 

Distance Frequency (DF) 
Relevant researches indicate that the physical and chemical properties of amino acids 
are much consequence to the subcellular localization [4], so we think that the hydro-
pathy / hydrophobic distribution of amino acids in sequence closely relate with sub-
cellular localization. So the 20 native amino acids (20 letters in alphabet) are divided 
into 6 classes [4] according to the properties. Table1 shows the result of classification. 

Table 1. Amino acids hydration property classification [5] 

Classification Abbreviation Amino acids 
hydrophily L R,D,E,N,Q,K,H 
hydrophobicity B L,I,V,A,M,F 
neutral W S,T,Y,W 
proline P P 
glycocoll G G 
cysteine C C 

 
After the classification, any protein sequence can be represented by combination of 

the six letters [6]. For every type of amino acids, we separately calculate the distance-
value’s occurrence number of two letters which belong to same type. One sequence 
thus gets one vector Vi on the basis of distance frequency:  

, , , , , , , , , , , ,L L L B B B C C C
i s s sV v v v v v v v v v1 2 1 2 1 2 = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅   (1)

The value of s is a key problem. If it is too small, we can not extract enough feature 
information; conversely, it can produce lots of noise data. Experimental results show 
that we can get sufficient information when s is 11. So this method consists of 66 
descriptor values. ( ), , , , , , ,jv j s L B W P G Cξ ξ= 1 2 ⋅⋅ ⋅ =  has two parts: 1) when j<s, 

jvξ is occurrence number of distance value j of two letters which belong to ξ type; 2) 

when j=s, jvξ  is occurrence number of distance value H which equal or greater  

than s. 

Physical and Chemical Composition (PCC).  
The 20 native amino acids are divided into three groups for their physicochemical 
properties, including seven types [7] of hydrophobicity, normalized van der Vaals 
volume, polarity, polarizibility, charge, secondary structures and solvent accessibility. 
For instance, using hydrophobicity attribute all amino acids are divided into three 
groups: polar, neutral and hydrophobic. A protein sequence is then transformed into a 
sequence of hydrophobicity attribute. Therefore, the composition descriptor consists 
of three values: the global percent compositions of polar, neutral and hydrophobic 
residues in the new sequence. For seven types of attributes, PCC consists of a total of 
3×7=21 descriptor values. 
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Pseudo Amino Acid composition (PseAA) 
According to the concept of Chou’s PseAA composition [8], a sample of protein se-
quence is a point in (20+ λ )-D space. 
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Where, the ( )
i

f i1≤ ≤ 20 in Ep.( 3) is the occurrence frequencies of 20 amino acids in 

sequence. ( )
i

P i λ21 ≤ ≤ 20 + is the additional factors that incorporate some sort of 

sequence order information. The parameter w is weight factors. 

Features Fusion 
Putting the characteristic data attached to another and this is called the fusion of two 
features extraction methods. DF consists of 66 descriptor values, PCC consists of a 
total of 21 descriptor values and PseAA we used consists of 40 values, so the fusion 
of DF, PCC and PseAA consist of 127 values. 

2.3 Ensemble Classifier Prediction System 

The biggest problem of studying subcellular localization is data imbalance [9], as the 
sequences’s number of Nucleolus is 219 which is much greater than other types’. So 
we introduce the Binary tree to classify the Nucleolus and others firstly. The follow-
ing flowchart shows the prediction process. 
 
Binary Tree Structure  
Actually the Binary tree is not a concrete classifier but a kind of classification struc-
ture and it classifies the subcellular position Nucleolus and others in this paper. Here 
we use the simplest Artifical neural network to classify two categories. 

ECOC Framework  
ECOC [10] trains single classifier respectively according to encoding matrix. In test-
ing process, every single classifier outputs a predicted value which forms a output 
vector ( ) ( ( ), ( ), , ( ))nH x h x h x h x1 2= ⋅ ⋅ ⋅ . It uses Hamming distance function or Eucli-

dean distance function to calculate the distance between the output vector H(x) and 
each row of encoding matrix, the corresponding class label of the shortest coding is 
the output of the test sample [11]. 
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Fig. 1. A flowchart to show the prediction process of ensemble classifier 

The encoding matrix is defined as MK×n and each element of the matrix is {0, 1}. K 
refers to class number of the dataset and n stands for the number of the single classifi-
er. Each row in M corresponds to one class, while each column one single classifier. 

For instance, the all single classifiers are ( ), ( ), , ( )nh x h x h x1 2 ⋅⋅ ⋅ ; if the M(i,j)=0, that 

means that classifier j regards all the samples of class label i as positive samples, or 
the samples are regarded as negative ones. The encoding matrix takes many forms 
[12], as one-to-many matrix, one-to-one matrix, random sparse coding matrix and 
dense random coding matrix etc. In this paper, our encoding matrix is 
{(0,0,0,0,0,0,),(1,0,1,1,0,1),(0,1,1,0,1,1),(1,1,0,1,1,0),(0,0,0,1,1,1)}. The five rows 
stands for the five categories except for Nucleolus and each column corresponds to 
one single classifier. 

Artifical Neural Network (ANN) 
The single classifier of ECOC framework is ANN. ANN has obtained very good ap-
plication in many fields of pattern recognition and is such a algorithm which imitates 
the message processing of people’s neurons [13]; it has strong robustness and toler-
ance and can study uncertain system. So the ANN has been applied to the subcellular 
location. In this paper the Particle swarm optimization (PSO) is adopted to optimize 
the parameters (weights and thresholds) of the ANN. 

3 Experimental Results 

In the prediction and classification problems, we often use the following three me-
thods to examine the quality of a predictor: independent dataset test, sub-sampling 
test, and jackknife test [14]. But among the three cross-validation methods, the  

5classes 

output 

Input protein 
sequence 

Nucleolus 
Others 

others Nucleolus 

ECOC classifier 

Artifical neural 
network

Binary tree structure 
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jackknife test is deemed to the most objective that can always yield a unique result for 
a given benchmark dataset and hence has been increasingly and widely adopted to 
examine the power of various predictors [15]. Therefore, the 5-jackknife cross-
validation was adopted in our study to test the prediction quality. In this paper, three 
kinds of feature extraction methods were used, which were mentioned above that DF, 
PCC and PseAA, i.e the fusion of the three kinds of features.  

Table 2. Comparison of accuracies between different methods for SNL6 

Subset Subcellular  location                   Accuracy  rate
Lei-SVM(%) ESVM(%) This paper 1(%) 

S1 Chromatin 13/61=21.3 14/61=22.9 37/61=60.7 
S2 Nuclear-Lamina 20/55=36.4 18/55=32.7 40/55=72.7 
S3 Nuclear-speckles 19/56=33.9 15/56=26.8 37/56=66.0 
S4 Nucleolus 182/219=83.1 198/219=90.3 147/219=67.1 
S5 Nucleoplasm 21/75=28.0 32/75=42.7 54/75=72.0 
S6 PML body 4/38=10.5 7/38=18.4 25/38=65.8 
 Overall 259/504=51.4 284/504=56.4 340/504=67.5 

Table 3. The comparison of the results with my prior research 

Compartments 
Different methods (%) 

PseAA+PCC+ECOC  PseAA + PCC +HpAA2+ECOC  This paper 
Chromatin 35/61=57.3 32/61=52.5 37/61=60.7 

Nuclear lamina 25/55=45.4 31/55=56.3 40/55=72.7 
Nuclear speckles 30/56=53.5 27/56=48.2 37/56=66.0 

Nucleolus 163/219=74.4 165/219=75.3 147/219=67.1 
Nuclear diffuse 38/75=50.7 39/75=52.0 54/75=72.0 

PML body 13/38=34.2 20/38=52.6 25/38=65.8 
Overall 304/504=60.2 314/504=62.6 340/504=67.5 

 
As for how to calculate the overall success rate for a statistical system, we count 

classification accuracy of every class and the overall accuracy. Accuracy is refers to 
the ratio of the number of proteins which are correctly classified and the all proteins. 
Listed in Table 2 are the results obtained, respectively, with other methods and ours 
on the benchmark dataset SNL6. The comparison of results with my prior research 
which also use the same dataset is also showed in Table 3. 

4 Conclusion 

In this paper, we used the features fusion and integrated classifiers to predict the sub-
cellular localization. The overall accuracy rate achieved by this paper was 67.5%, 
which was much better than that by Lei-SVM and ESVM. The result was better than 

                                                           
1  The method of this paper is DF + PCC + PseAA + Binary tree + ECOC. 
2  HpAA Notes that Amino acids hydration properties composition which is a method of feature 

extraction. 
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others and my prior work because we analyzed the imbalance of data, so we first used 
the Binary tree to classify. This was also an innovation of this paper. A lot of people 
have studied this subject, so the next step of research, I hope to make innovation in 
feature extraction and classifier to improve the accuracy of classification. 
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Abstract. This paper considers a generalized model of high-order hybrid neural 
networks with time-varying delays and impulsive effects is considered. By 
establishing an impulsive delay differential inequality and using the method of 
Lyapunov functions, we investigate the global exponential stability of high-order 
dynamical neural networks with time-varying delays and impulsive effects. Our 
sufficient conditions ensuring the stability are dependent on delays and impulses 
and show delay and impulsive effects on the stability of neural networks. 

Keywords: Exponential stability, high-order hybrid neural networks, Lyapunov 
function, impulse effects. 

1 Introduction 

Dynamical neural networks are often used to describe dynamic systems due to its 
practical importance and wide applications in many areas such as optimization, 
industry, biology, economics and so on. In such applications, it is of prime importance 
to ensure the stability of the equilibrium points of the designed network. Recently, the 
stability of delayed neural networks has also been studied extensively (see, e.g. [1-3]). 
Since the existence of delays is frequently a source of instability, there has been a 
considerable attention given in the literature on Hopfield-type neural networks with 
time delays. High-order neural networks have been investigated recently in [4,5]. It is 
known that high-order neural networks have stronger approximation property, greater 
storage capacity, and higher fault tolerance than lower-order neural networks. 

On the other hand, most neural networks can be classified as either continuous or 
discrete. However, there are many real-world systems and natural processes that behave 
in a piecewise continuous style interlaced with instantaneous and abrupt changes 
(impulses) [6]. Correspondingly, there is not much work dedicated to investigate the 
stability of impulsive neural networks [5, 7-9]. In particular, Li and Hu [8] gave a 
criterion for the existence and global exponential stability of a periodic solution in a class 
of Hopfield neural networks with impulses but without delays. As far as we know, few 
results have been reported in literature on the exponential stability of high-order 
dynamical neural networks with both impulsive effects and time-varying delays. 
                                                           
*  This work is partially supported by National Natural Science Foundation of China 

(No.61174021, No.61104155), and the 111 Project (B12018). 
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In this paper, we introduce a new class of high-order dynamical neural networks 
with impulsive effects. By establishing an impulsive delay differential inequality, we 
obtain the sufficient conditions ensuring the global exponential stability of impulsive 
high-order dynamical neural networks with time-varying delay. The conditions are 
dependent on the greatest delay value and the strength values of the impulsive effects, 
and are less restrictive. Our condition is widely applicable because it does not need 
the differentiability or the monotonicity of the activation functions. An example is 
given to demonstrate the effectiveness of the results. 

Notation. For  we denote  

 

For  denote  

 

 

 is bounded variation function and right-hand continuous on 

any subinterval   Let  denote the set of real numbers.  denotes the 

set of nonnegative real numbers. Denote  an identity matrix. The notation , 
(respectively, ..) means that is symmetric and positive definite (respectively, negative 
definite) matrix. We use  and  to denote, respectively, the transpose 

of, the inverse of, the smallest and the largest eigenvalues of a square matrix  The 

norm  is either the Euclidean vector norm or the induced matrix norm.  

2 Preliminaries 

Consider an impulsive high-order dynamical neural network with time-varying delays 
described by  
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   and  depict the impulsive effects of neural networks, 

,   We assume that  

 

 

 

where the fixed impulsive moments  satisfy  and   is the 

Dirac function,    represent the strength of impulsive effects of the th 

neuron at time   and  respectively.  

In order to obtain our results, we need establishing the following definitions and 
lemmas:   

Definition 1. The function  is called a solution of Eq.(1) 

with the initial condition given by  

                      (2) 

if  is continuous at  and   and  exists,  

satisfies Eq.(1) for  under the initial condition. Especially, a point  is 

called an equilibrium point of (1), if  is a solution of (1).   

Lemma 1 [7]. Suppose  and  satisfies scalar impulsive differential 

inequality  
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3)  exists and  if  and  where  

means  is a nonnegative matrix;  
4)  for any  if  is a symmetric matrix, 

where  and  denote the minimum eigenvalue of the matrix and the 

maximum one, respectively.   
Assume that the neuron activation function  is continuously differentiable and 

satisfies the following conditions  
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3 Main Results 
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Theorem 1. Assume that, in addition to  the following conditions are satisfied 
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where  

  
   

On the other hand, by using the properties of Dirac measure, we have  
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Then the zero solution of (4) is globally exponentially stable if     

Proof. Since  the inequality  has at least one solution  
Consider the Lyapunov functional  

                          (11) 

Calculating the upper right derivative  along the solutions of (4), from the 
conditions  and  we have  
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On the other hand, by  and Lemma 2, then the inequality (8) holds, which 

implies From this inequality, (13), 
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Therefore, the conclusion holds and the proof is complete.  
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 where  is an unique solution of equation: 

 It follows from Theorem 1 that the equilibrium point  is 

globally exponentially stable and the exponentially convergent rate is approximately 
equal to 0.0283. To use Theorem 2, we note that  and 

where  is the unique solution of 

the equation  Thus from Theorem 2 that the equilibrium point  

is globally exponentially stable. Moreover, when  the system (1) reduces to 

the model studied in [7], it is easy to check all the conditions of Theorem 1 in [7] are 
satisfied, and  where  is an unique 

solution of equation:  Thus the example demonstrate the 

effectiveness of the results.  

5 Conclusions 

By means of an impulsive delay differential inequality and several Lyapunov 
functions, we have analyzed the global exponential stability of high-order dynamical 
neural networks with time-varying delays and impulsive effects. Several delay-
dependent sufficient conditions ensuring the stability have been proposed, which is 
illustrated in the given numerical example. 
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Abstract. The official launch of Google Scholar Citations in 2011 opens a new 
horizon for analyzing the citations of individual researchers with unprecedented 
convenience and accuracy. This paper presents one of the first exploratory stu-
dies based on the data provided by Google Scholar Citations. More specifically, 
we conduct a series of investigations on: i) the overall citation patterns across 
different disciplines; ii) the correlation among various index metrics; iii) the 
personal citation patterns of researchers; iv) the transformation of research top-
ics over time. Our results suggest that Google Scholar Citations is a powerful 
data source for citation analysis and provides a solid basis for performing more 
sophisticated data mining research in the future. 

Keywords: Google Scholar Citations, Citation Analysis, Tag Cloud,  
Clustering.  

1 Introduction 

Citation analysis refers to the investigation of the frequency and patterns of citation 
records (i.e., references to published or unpublished sources) in scholarly literature. It 
has been widely used as a method of bibliometrics to evaluate the quality of journals 
and to establish the links among works and authors. For example, it is possible to 
identify groups of people that collaborate frequently or how a piece of work is related 
to existing studies [1]. It is also important for researchers to choose the right journals 
as well as track the development of specific research topics [2]. In many academic 
institutes, citation record is also being used as one of the major selection criteria in the 
process of recruiting and promotion.  

There have been some critics [3, 4] on the potential misinterpretation of citation in 
evaluating journals and researchers: i) the number of citations can be manipulated to 
deliberately increase the impact of a journal; ii) the influence of self-citation and neg-
ative citation needs to be taken into account; iii) it may be difficult to find a good 
tradeoff between the number of citations and the number of publications; iv) different 
research disciplines may have significantly different typical citation numbers. Never-
theless, citation record provides a practical and quantitative performance measure, 
which has been accepted widely in academia.  

Online bibliographic databases such as Web of Science (published by Thomson 
ISI), SciVerse Scopus (published by Elsevier) and Google Scholar (a freely accessible 
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web search engine released in 2004 by Google) have brought tremendous benefits to 
researchers across different disciplines [5]. In nowadays, Web of Science covers over 
12,000 journals and 150,000 conference proceedings but its most famous citation 
index Science Citation Index Expanded only covers around 8,000 journals. In the 
meantime, SciVerse Scopus contains nearly 19,500 titles from 5,000 publishers 
worldwide with 46 million records most of which are journal articles.  

Different from subscription-based commercial databases, Google Scholar retrieves 
bibliographic data of academic literature by automatically crawling over the Web and 
uses a ranking algorithm, which relies heavily on citation counts, to display the search 
results. Although its exact coverage is not known to the public (some publishers may 
not allow Google Scholar to crawl their databases), some studies show that Google 
Scholar usually returns the highest number of citations compared to other similar 
services [6, 7]. Note that conference papers are extensively indexed in Google Scholar 
and their citation counts are calculated in combination with journal articles. This is 
particularly important for disciplines such as computer science where many high qual-
ity research outcomes are published in conferences.  

Although most bibliographic databases provide comprehensive search functions, 
there is an inherent issue making the accurate evaluation of individual researchers a 
very challenging task: the disambiguation of authors. In many occasions, different 
researchers share exactly the same name (e.g., even different names may appear to be 
identical in terms of spelling when translated into English) and it is necessary to 
group the publications corresponding to the same author before doing any further 
analysis. Despite of some recent progress in this area, it is still not a fully reliable 
procedure [8]. After all, a researcher may have different affiliations and collaborate 
with different people and publish papers in seemingly irrelevant disciplines. 

The official launch of a new service in the name of Google Scholar Citations1 
(GSC) in late 2011 provides a different solution to the above issue. Built on the top of 
Google Scholar, it allows researchers to create personal accounts and add, manually 
or automatically, papers published by them. By doing so, each registered researcher 
has a mini-homepage (similar to a blog) with a list of papers and citation counts. In 
other words, GSC gives researchers the freedom to maintain the list of publications to 
ensure the highest accuracy and integrity of data. For example, the bibliographic in-
formation of each paper is user-editable, which means that errors accidentally intro-
duced during the crawling of web pages can be corrected in a straightforward manner. 
Also, similar to many social networking services, researchers can follow new articles 
and citations of any registered researchers. 

In this paper, we present one of the first exploratory studies on the analysis of the 
structured data in GSC. We will investigate: i) the overall citation patterns across 
different disciplines; ii) the correlation among various index metrics; iii) the personal 
citation patterns of researchers; iv) the transformation of research topics over time. 
Section 2 describes the data collection procedure including the content structure of 
GSC. Section 3 presents the major results of citation analysis while Section 4 focuses 
on the analysis of topic trends. This paper is concluded in Section 5 with some discus-
sion and directions for future work. 

                                                           
1  http://scholar.google.com/citations 
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2 Data in GSC 

In GSC, researchers can manually label their research disciplines. In many cases, each 
registered researcher has three to four discipline labels. To explain how we collected 
the data, all web pages in GSC are divided into two types in this paper: Discipline 
Level (DL) pages and Author Level (AL) pages. 

2.1 Web Page Description 

The major information in GSC is shown in Table 1. DL pages display authors in a 
certain discipline (e.g., data mining). For example, with “label: data_mining” as the 
keyword, GSC returns a name list of 10 authors who have identified themselves as in 
the data mining discipline, sorted based on the total citation number in descending 
order. By clicking the “Next” link, the next 10 authors (if any) will be displayed.  

Each author in the list has an URL linking to his/her personal page (AL page), 
which shows detailed publication information. The AL page can be divided into 3 
sections from top to bottom: i) author profile; ii) citation indexes table; iii) a list of 
papers that the author has published, sorted by each paper’s citation number in des-
cending order. The paper list shows maximally 20 or 100 papers and additional papers 
(if any) may be accessed by clicking the “Next” link. This action was simulated in our 
program to gather the information of all papers corresponding to an author. 

Table 1. The content description of two types of web pages 

Page Type Content Details 

DL Page Author List URL links to each author’s personal page 

AL Page 

Author Profile 
Citation Index Table 
Paper List 

Affiliation, Disciplines, Home Page 
Citations, h-index, i10-index (All & Recent) 
Title, Author, Year, Citation Number 

 
Note that, the citation indexes table has two columns. The first column consists of 

statistical values based on an author’s entire publication records, and the other one is 
based on recent papers published within 5 years (e.g., since 2007 as of 2012). 

2.2 Data Collection 

Since GSC does not provide APIs to the public, we collected the data by analyzing 
the web page source code with a crawler program. The crawler extracted required 
information through pattern match using regular expression.  

For DL pages, we focused on 6 related disciplines: Data Mining (DM), Artificial 
Intelligence (AI), Bioinformatics (Bio), Information Retrieval (IR), Machine Learning 
(ML) and Pattern Recognition (PR). So far, many disciplines in GSC did not have 
sufficient number of registered authors (e.g., 200 authors in Sociology). Note that the 
same author may appear in multiple disciplines and authors whose papers had zero 
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citation were not counted. For AL pages, the 6 indexes in the citation index table and 
publication information (title, year of publication and citation count) were retrieved. 
Papers without any citation were excluded. 

Totally, we collected up to 1000 authors in each discipline and no more than 100 
papers for each author. It took less than 30 minutes for the crawler to collect the data, 
and the dataset used in the following experiments was collected on March 11, 2012. 

3 Citation Analysis 

3.1 Index Metrics 

The number of total citations is a most commonly used index metric to quantify the 
impact of an individual’s research output. However, it is far from sufficient to com-
pare and evaluate research work comprehensively. Recently, many new metrics were 
designed and enhanced, such as the h-index [9] and the g-index [10]. In GSC, only 
three metrics are adopted: the total number of citations (TC), the h-index and the i10-
index. The h-index attempts to address both the productivity and the impact factors 
and is defined as the maximum number h so that there are h papers each with citation 
number ≥ h. The i10-index was introduced in July 2011, which indicates the number 
of academic papers of an author that have received at least 10 citations.  

Fig. 1 shows the TC values of the top 30 scholars in each of the 6 disciplines. It is 
clear that researchers especially the most eminent ones in AI tend to have much larger 
TC values compared to disciplines such as IR and PR. This fact suggests that TC is 
not a reliable metric for evaluating the impact of individuals in different disciplines. 
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Fig. 1. A comparison of the total number of citations of researchers in different disciplines 
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As mentioned above, currently three index metrics are calculated in GSC, which 
are divided into two groups based on all publications and recent publications respec-
tively. The Pearson Correlation Coefficient was used to measure the dependences 
among these metrics. Fig. 2 shows a scatter plot based on the values of the h-index 
and the i10-index, over the entire dataset (i.e., all disciplines and all publications). 
Intuitively, there was strong linear correlation between the two index metrics. 
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Fig. 2. The relationship between the h-index and the i10-index 

In fact, the correlation coefficient (CC) between the h-index and the i10-index was 
around 0.95 (very strong correlation). In the meantime, the CC value between TC and 
the h-index was around 0.77, which was similar to the CC value between TC and the 
i10-index (around 0.75). Table 2 shows the CC values among the three index metrics 
in each discipline (the number of authors is shown in parentheses). In all disciplines, 
the CC values were more than 0.7 and some disciplines (e.g., IR) had stronger CC 
values between TC and the h-index/i10-index than others (e.g., AI & ML).  

Table 1. The coefficients among index metrics in different disciplines 

Discipline 
All Publications Recent Publications (Since 2007) 

    TC vs. h  TC vs. 
i10 

   h vs. 
i10 

   TC vs. 
h 

TC vs. i10    h vs. 
i10 

IR (511) 0.8495 0.9004 0.9389 0.8583 0.9185 0.9289 
AI (1000) 0.7829 0.7738 0.9710 0.8276 0.8366 0.9636 
Bio (999) 0.8019 0.7282 0.9374 0.7752 0.7205 0.9180 
DM (879) 0.7862 0.7669 0.9327 0.8052 0.8225 0.9306 
ML (1000) 0.7690 0.7240 0.9512 0.7604 0.7498 0.9511 
PR (539) 0.8434 0.8583 0.9306 0.8404 0.8613 0.9334 
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3.2 Personal Citation Pattern 

One of the major benefits of GSC is that it provides the most accurate citation profiles 
for individual researchers. Among many potential research questions that can be ad-
dressed, we focused on the personal citation patterns at this stage. Regardless of the 
TC value of a researcher, it is interesting to investigate how the citations are distri-
buted among his/her publications. For example, some authors may have a small num-
ber of highly cited documents (e.g., review papers and books are often cited heavily) 
while other authors may have citations distributed relatively evenly. 

To testify this hypothesis, cluster analysis was conducted as follows. Firstly, only 
researchers with more than 200 citations and at least 10 papers were selected (3539 
authors in total). Secondly, the papers of each researcher were sorted based on the 
citation numbers in descending order. Thirdly, a 10D vector was created with the first 
element corresponding to the proportion of the citations of the top 10% papers among 
all citations of the specific researcher. Similarly, the second element corresponded to 
the citation proportion of the second 10% papers and so on. Note that the actual num-
ber of papers was rounded to the nearest integer towards minus infinity for the first 9 
subsets and all rest papers were assigned to the 10th subset (the number of papers in it 
may be higher than average).  

As a result, each researcher was represented by a data point in the 10D space, spe-
cified by the distribution of citations. Fig. 3 shows the results of clustering using the 
K-Means method (K=2) and the Euclidean distance as the similarity measure. 

 

 

Fig. 3. Personal citation pattern: cluster centroids (left); clustering evaluation (right) 

Fig. 3 (left) shows the two cluster centroids after clustering. It is evident that au-
thors in cluster 1 tended to have the majority of citations concentrated on the few very 
best papers. In fact, the top 10% papers contributed around 60% of the total citations. 
By contrast, papers of authors in cluster 2 received citations in a more uniform man-
ner. Fig. 3 (right) demonstrates the quality of clustering using the Silhouette method. 
There were more authors in cluster 2 (2225 authors or 62.87%) than in cluster 1 
(1314 or 37.13%) in cluster 2. Moreover, only few data points had negative Silhouette 
values (the average Silhouette value was 0.6717) and it is clear that the two clusters 
were reasonably well structured.  
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4 Topic Trend 

The titles of papers may provide some vital clues on how topics or keywords evolved 
in a discipline. One solution is to show the title texts in the form of tag cloud using 
IBM Word Cloud Generator2 where the font size of a word in the cloud is proportion-
al to its frequency in the text. We divided the papers into 2 subsets: before 2007 and 
since 2007 to observe the change over time. Fig. 4 shows an example of the keywords 
in the field of IR. For better visual effect, some common title words such as based, 
approach, systems, analysis, using were ignored as these words appeared frequently 
across all disciplines. Additionally, we filtered out information, retrieval and search, 
due to their large number of occurrences in both clouds.  

 

Fig. 4. Tag clouds of titles in IR: top (before 2007); bottom (since 2007) 

By comparing the two clouds corresponding to two consecutive time periods, it is 
possible to find some interesting clues. For example, the font size of text dropped 
down while the font size of semantic scaled up, which may suggest that semantic 
retrieval has been growing rapidly as the mainstream research topic in IR. Meanwhile, 
the word social appeared only in the bottom cloud, indicating that a new research 
direction related to social networks has emerged in recent years. 
                                                           
2 http://www.wordle.net/ 
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5 Conclusion 

Citation analysis has attracted significant attentions from researchers in all aspects. 
With the availability of online searchable citation databases such as Web of Science 
and Google Scholar, it is now possible to conduct decent analysis using data mining 
and knowledge discovery techniques. In this paper, we presented one of the first stu-
dies on Google Scholar Citations, which provides well organized citation records in 
terms of discipline and authorship. We found that different disciplines had different 
numbers of typical citations and there were strong correlations among the h-index, the 
i10-index and the total number of citations. For individual researchers, we identified 
two distinct groups of authors in terms of the distribution of citations. Finally, we 
demonstrated the effectiveness of tag cloud in discovering the topic trend in certain 
research field. In the future, with the increasing number of registered researchers, we 
will be able to collect more comprehensive data sets and conduct more thorough anal-
ysis. It would also be interesting to combine the domain knowledge with the results of 
data analysis to provide more insights into each discipline. 
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Abstract. This paper analyzes the importance of knowledge acquisition in air-
craft assembly design process and introduces briefly how to create an assembly 
knowledge base. The knowledge involved in the aircraft assembly design 
knowledge-based system is classified into three types: fact knowledge,  
rule knowledge and instance knowledge. The acquisition methods and the  
corresponding examples of these three kinds of knowledge are described in  
detail. 
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knowledge acquisition,  instance knowledge acquisition 

1 Introduction 

Aircraft assembly design is a complex and long period work, need to carry out a lot of 
researches and tests, meanwhile a large number of formulas must be used and produce 
a mass of data. With the development of E-learning and network technique, human 
will possess of more data. But it is difficult that designers find useful knowledge from 
the resource library. To solve the problem, we must transform the resource informa-
tion to useful knowledge to help people make a decision [1]. The aircraft assembly 
project is one of the CoPS(Complex Product Systems), and it needs inter-unit cooper-
ation, so aircraft assembly design is actually a problem solving process under the 
guidance of multi-type, multi-disciplinary expertise. But the current state of the vari-
ous information points scattered in the different sources of information, lacking of 
effective organization, management and guidance, we need to consider how know-
ledge extraction and form a unified description. Now, there are some methods about 
knowledge acquisition, for example: by in-training exams [2], based on scenario 
model and repository grid and attribute ordering table technology [3], distributed 
knowledge acquisition based on semantic grid [4] and so on. Because the different 
applications, the different knowledge characteristics, we can not copy the other know-
ledge acquisition methods. 
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2 Building Process of Assembly Knowledge Base 

Assembly rapid design knowledge is the basis of the assembly design; the whole as-
sembly design process revolves around the assembly design knowledge. Divided by 
locations and functions in conceptual design process, the assembly knowledge can be 
divided into assembly meta-knowledge and assembly instance-knowledge. Meta-
knowledge can be divided into domain knowledge (knowledge of demand domain, 
knowledge of functional domain, knowledge of process domain, and knowledge of 
physical domain), mapping rules, rules of interpretation, evaluation rules [5].  

Building processes of assembly knowledge base include the introduction of assem-
bly design knowledge, knowledge classification, acquisition, representation, creating 
a database, and knowledge base maintenance techniques. It can be summarized in 
four stages: conceptualization stage, formalization stage, implementation stage and 
testing phase. These four stages contact closely but indivisible. The build process is 
shown in Fig. 1. 

 

Fig. 1. The building process of Knowledge Base 

Conceptualization stage is the knowledge acquisition phase; the task at this stage is 
to identify the overall mission and relationship. Such as” How these are formed”,” 
what is the relationship between the child objects " and” what is the relationship 
between the child object and parent object”. These questions as a starting point to 
obtain the knowledge, so as to achieve a comprehensive analysis. 

3 Knowledge Acquisition 

Knowledge acquisition is the most important and difficult part of assembly know-
ledge base construction; it is directly related to the quality and quantity of knowledge 
base. Knowledge acquisition methods can be divided into two types, which are direct 
access to knowledge and indirect access to the knowledge. Based on the phenomenon 
and the data, direct access to knowledge summed up the knowledge of the conclusion 
or decision into the knowledge base. This method attempts to solve the difficulties of 
automatic acquisition of knowledge. Due to induction is an integrated process, so it is 
more difficult than the interpretation.   

At present, there is no such knowledge of the program. This paper discusses the 
method of indirect access, and imparts the knowledge to knowledge processing  
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systems with the knowledge editor and other tools. Aircraft assembly design know-
ledge base involves three types of knowledge, namely the fact knowledge, rule know-
ledge and instance knowledge. The knowledge acquisition mode is shown in Fig. 2. 

 

Fig. 2. Knowledge acquisition mode 

3.1 Acquisition of Rule Knowledge 

The rule knowledge are some experiences, standards and so on, they can be used in 
the rule-based reasoning process, derived from practical experience of the experts and 
books theory. Assembly design is the realization of the design requirements, such as 
selection and design, layout design, as well as to determine the performance require-
ments. Thus the main task of rule knowledge acquisition in assembly design is to 
extract the related knowledge of selection and design, the related knowledge of the 
layout design and the relevant knowledge to determine the performance requirements. 

The acquisition problem of rule knowledge is to solve the design process in which 
knowledge is required. For example, when we select the rules for the strengthening of 
the molding structure in the type design of the assembly design, the crucial question is 
how to determine the strengthening of the molding structure. Answers to the 
questions: First, identify ways of strengthening the structure according to the molding 
shape curvature. The second is to identify ways of strengthening the structure 
according to the relative size of profile molding appearance. Then according to the 
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characteristics of rule knowledge of the assembly design, to further refine the 
knowledge of rules. 

①For the acquisition of unity knowledge, as to whether the use of flanging streng-
thening structure of assembly design as an example, we can analyze from two aspects. 
According to the first aspect from the forming shape curvature defining reinforcing 
structure, and gets a rule A: If the molding shape with big curvature radius will 
choose flanging strengthening structure. According to the second aspect from the 
molding shape profile relative to the size of the angle consideration, and gets a rule B: 
If the molding shape outline is relatively small, select flanging strengthening struc-
ture. 
②For the acquisition of overall knowledge, knowledge due to its large capaci-ty, first is to arrangement the experience knowledge into that form, and then trans-

form into rules from the assertion. 
For example, the following paragraph is expert knowledge about the fixture sample 

together in the form selection model: 
“For the choice of fixture model together form, model appearance and involution 

accuracy requirement is that the decisive condition of the fixture model together way. 
In general, simple shape and co-error model using the pair together in the form; 
involution accuracy higher assembly, component model using triangle pairs together 
in the form; high accuracy of the co-template hole involution forms; if it is the block 
structure of the larger plane model, the fixture sample is used to dovetail together in 
the form.”  

Organized into assertions as: 
“If the model shape is simple, and the co-error, using the pair together in the form” 
“If the template used for assembly, components, and higher on the co-accuracy, the 

use of triangular form of involution” 
“If the model is large, and the high accuracy, the co-hole pairs together in the 

form” 
“If the model plane larger and sub-block structure, the dovetail together in the 

form” 
According to the above assertion can create the following fixture model selected 

set of rules together in the form: 

(RS Fixture model selection together in the form 
(Features：involutive forms) 
(Rules) 
(Rules1 Using the pair together in the form 
IF (simple shape) AND (co-accurate low) 
THEN (Object name by the line together to form)) 
(Rules2 Using triangle pairs together in the form 
IF (the model shape for assembly, parts) AND (higher accuracy) 
THEN (Object name by triangle to form)) 
(Rules3 Using holes together in the form  
IF (model of larger size) AND (high accuracy) 
THEN (Object name by hole to form)) 
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(Rules4 Using dovetail together in the form 
IF (larger model plane and block shape) 
THEN (Object name by dovetail to form)) 

3.2 Acquisition of Fact Knowledge 

In object-oriented knowledge base, the fact knowledge can be obtained by the human-
computer interaction, characteristics inheritance, rule-based reasoning. The characte-
ristics inheritance obtains fact value from the parent class as the fact property value. 
Based on existing conditions, the rule-based reasoning invoked the rules set of object 
class, the reasoning results as the eigenvalue of the fact knowledge. All the three me-
thods to achieve the knowledge acquisition is recording the "ask" "inherit" "deduce" 
on the corresponding position of characteristic value. 

  The following is an acquisition example of fact knowledge. The vacuum fixture 
is typically used on a CNC (Computerized Numerical Control) milling machine, it can 
machining the large area parts such as the aircraft integral panel, the overall beam, the 
overall rib and honeycomb core.   

 
(Object vacuum fixture: class:Intensify force 
calculations 
(Sealing coefficient: Ask) 
(Residual pressure of Vacuum chamber :Ask) 
(Effective vacuum area: Ask) 
(Seal bar compression, rebound per meter length: Ask) 
(The length of Seal bar: Ask) 
(Atmospheric pressure: Inherit) 
(Pressure difference: Deduce) 

The logic algorithm processes of fact knowledge acquisition are shown in Fig. 3. 

3.3 Acquisition of Instance Knowledge 

Instances, as the name suggests are the classic typical examples, methods or solutions 
used in the assembly design. The task to obtain instance knowledge is extracted 
success stories from the previous assembly design as an example, stored in instance 
library after the knowledge engineer finish work. 

Understanding stage in the knowledge acquisition of instance, the first step is to 
understand where the problem is in assembly design instance. The main features in-
clude those elements, how to communicate with assembly design experts and re-
search. 

Instance knowledge of assembly design, includes the asking of instance problem, 
the solution to the problem, the evaluation of instance. The asking of instance prob-
lem is the demand analysis for assembly design. According to the design needs the 
result obtained is the solution to the problem. The evaluation of instance is the evalua-
tion of the practicality and reliability of instance. Then according to the feature of the  
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Fig. 3. Logic algorithm processes of the fact knowledge acquisition 

characteristics problem of the assembly design instance, to further refine the content 
of the instance knowledge. Generally, the assembly design example includes the fol-
lowing aspects:  

1. Instance number: the number of technology and equipment in actual production. 
2. The problem of instance requirements to solve (i.e. design requirements): as-

sembly type, purpose, structure, strength, functional requirements, user requirements, 
and development costs.  

3. Solution to the problem (i.e. specific design) 

Vacuum molding, for example, its design includes the following four aspects:  
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①Application: mainly used for the honeycomb sandwich structure and laminated 
pieces of molding of single-sided assembly requirements. Honeycomb sandwich in-
cludes the prepreg honeycomb sandwich structure (such as: cowlings, etc.) and alu-
minum skin honeycomb sandwich structure (such as: flooring, tail boom, etc.).  
②Principle: The mold only has a punch or the die side. The vacuum bag film with 

putty bar along the mold surrounding sticky motif to form a sealed bag, the product is 
sealed between the mold and the vacuum bag, a vacuum filter tipped on the vacuum 
bag, vacuum tipped out of the air from the vacuum filter. Under negative pressure the 
prepreg plies are tightly pressed to the mold. Keeping pressure for some time, look for 
leaks and put positive pressure in the autoclave and heat it to complete the curing. 
③Mold structure: The mold without pressure side bar is mainly used for the pre-

preg honeycomb sandwich structure. Prepreg honeycomb sandwich structure of the 
cellular is 45 degrees, pressure can not be collapsed, and therefore, the pressure side 
bar does not be needed. The mold with pressure side bar is mainly used for the alumi-
num skin honeycomb sandwich structure. Due to the honeycomb of aluminum skin 
honeycomb sandwich structure is generally 90 degrees, pressure easily collapsed, so 
the pressure side bar does be needed. 
④The basic design requirements, methods and processes: Mold shape is the 

product shape. Mold surface needs to be marked the product edge line, the cellular 
line, the center line of the holes. Product edge line or the outside of pressure side bar 
must to be remained at least 80 mm area for the production of vacuum bag. The sur-
face of the products outside the edge line is extended along the product shape. The 
mold should ensure air tightness, can not have a through-hole in the region of the 
vacuum bag. Mold thickness is as even as possible; mold should have carrying han-
dles or rings; for the relatively large size of the pieces, mold design should consider 
the reduction ratio. 

4. Program evaluation: accuracy (specifically, to achieve targets), reliability. 

4 Conclusion 

Assembly rapid design knowledge is the basis of the assembly design; the whole 
assembly design process revolves around the assembly design knowledge. This paper 
analyzes the importance of knowledge acquisition in aircraft assembly design process. 
Introduce briefly how to create an assembly knowledge base. On this basis, the 
acquisition methods of fact knowledge, rule knowledge and instance knowledge are 
introduced in detail. Assembly design knowledge-based systems full use of the above 
three kinds of knowledge representation. When the user query, the system can display 
the corresponding knowledge according to the multiple types of feature information 
given by the user. 
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Abstract. In 2005, Rahman and Kaykobad proved that if G is a 2-connected 
graph with n vertices and d(u)+d(v)+δ(u,v)≥n+1 for each pair of distinct 
non-adjacent vertices u,v in G, then G is traceable [Information Processing 
Letters, 94 (2005), 1, 37-41]. In 2006, Li proved that if G is a 2-connected graph 
with n vertices and d(u)+d(v)+δ(u,v)≥n+3 for each pair of distinct non-adjacent 
vertices u,v in G, then G is Hamiltonian-connected [Information Processing 
Letters, 98 (2006), 4, 159-161]. In this present paper, we prove that if G is a 
2-connected graph with n vertices and d(u)+d(v)+δ(u,v)≥n for each pair of 
distinct non-adjacent vertices u,v in G, then G has a Hamiltonian path or G 
belongs to a class of exceptional graphs. We also prove that if G is a 2-connected 
graph with n vertices and d(u)+d(v)+δ(u,v)≥n+2 for each pair of distinct 
non-adjacent vertices u,v in G, then G is Hamiltonian-connected or G belongs to 
a classes of exceptional graphs. Thus, our the two results generalize the above 
two results by Rahman et al. and Li, respectively. 

Keywords: rahman-kaykobad condition, new sufficient condition, traceable 
graphs, hamiltonian graphs, Hamiltonian-connected.  

1 Introduction 

We consider only finite undirected graphs without loops or multiple edges. For a graph 
G, let V (G) be the vertex set of G and E(G) the edge set of G. The complete graph of 
order n is denoted by Kn. For two vertices u and v, let δ(u,v) be the length of a shortest 
path between vertices u and v in G, that is, δ(u, v) is the distance between u and v. If H 
and S are subgraphs of G or subsets of V(G), let NH(S) be the set of vertices in H that are 
adjacent to some vertex in S and let the cardinality of NH(S) be |NH(S)| =dH(S). In 
particular, if H = G and S is a vertex u, then NG(S) is the neighborhood of u in G. 
Furthermore, let G-H and G[S] denote the subgraphs of G induced by V (G)-V (H) and 
S, respectively. For each integer m≥3, let Pm(x1, xm)=x1x2…xm denote a path of order m 
whose two end-vertices are x1,xm and define 

N+
Pm(u)={xi+1∈V(Pm):xi∈NPm(u)} 

N-
Pm(u)={xi-1∈V(Pm):xi∈NPm(u)}, 
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N±
Pm(u)=N+

Pm(u)∪N-
Pm(u), 

where subscripts are expressed as integers modulo m. 
A path in a graph G that contains every vertex of G is called a Hamiltonian path. A 

graph G is said to be Hamiltonian-connected if its any two vertices can be connected by 
a Hamiltonian path. Hamiltonian path and Hamiltonian-connected are important 
subjects in interconnection networks.  

If no ambiguity can arise we sometimes write N(u) instead of NG(u), V instead of 
V(G), etc. We refer to [3][5] for graph theory notation and terminology not described in 
this paper. 

It is well-known that the Hamiltonian graph problem is NP-complete [1]. In 2005, 
Rahman and Kaykobad [4] established a sufficient condition for Hamiltonian path 
graphs. 

Theorem 1.1(Rahman and Kaykobad [4]). If G is a connected graph with n vertices and 
d(u)+d(v)+δ(u,v)≥n+1 for each pair of distinct non-adjacent vertices u,v in G, then G 
has a Hamiltonian path.  

In this present paper, we study further condition d(u)+d(v)+δ(u,v)≥n, which 
improves the above condition of Theorem 1.1. 

Theorem 1.2. If G is a 2-connected graph with n vertices and d(u)+d(v)+δ(u,v)≥n for 
each pair of distinct non-adjacent vertices u,v in G, then G has a Hamiltonian path or 
G∈G(n-2)/2∨K−

(n+2)/2. 
Where G(n-2)/2 is graphs of order (n-2)/2 and n is even, K−

(n+2)/2 is empty graph of 
order (n+2)/2. For graphs A and B the join operator “A∨B” of A and B is the graph 
constructed from A and B by adding all edge joining the vertices of A and the vertices 
of B.  

Theorem 1.3. If G is a 2-connected graph with n vertices and d(u)+d(v)≥n-2 for each 
pair of distinct non-adjacent vertices u,v of δ(u,v)=2 in G, then G has a Hamiltonian 
path or G∈G(n-2)/2∨K−

(n+2)/2. 
In [5], we studied the pancyclic with condition d(u)+d(v)+δ(u,v)≥n+1, and in [6] we 

studied Hamiltonian-connected, which is also the following topic. 
In 2006 Li [3] investigated Hamiltonian-connected with the following 

Rahman-Kaykobad condition d(x)+d(y)+δ(x,y)≥n+3.  

Theorem 1.4(Li[3]). If G is a 3-connected graph with n vertices and 
d(x)+d(y)+δ(x,y)≥n+3 for each pair of nonadjacent vertices x,y in G, then G is 
Hamiltonian-connected.   

In this paper, we also present the following two results, which improve the above 
Theorem 1.4. 

Theorem 1.5. If G is a 2-connected graph of order n≥3 such that d(x)+d(y)+δ(x,y)≥n+2 
for each pair of nonadjacent vertices x,y in G, then G is Hamiltonian-connected or 
G∈Gn/2∨K−

n/2. 
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Theorem 1.6. If G is a 2-connected graph of order n≥3 such that d(x)+d(y)≥n for each 
pair of nonadjacent vertices x,y with d(x,y)=2 in G, then G is Hamiltonian-connected or 
G∈Gn/2∨K−

n/2. 

2 Proof of Main Results 

Clearly, Theorem 1.2 can be obtained easily from Theorem 1.3, so in this section, first, 
we will prove Theorem 1.3. 

Proof of Theorem 1.3. Suppose G satisfies the hypothesis of Theorem 1.3 and contains 
a longest path Pm=x1x2…xm that is not a Hamiltonian path. Let H be a component of 
G-Pm. First, we consider the following two claims. 

Claim 1. d(xi+1,xj+1)=2 for each pair xi+1, xj+1∈N+
Pm(H).  

Proof of Claim 1. Suppose, to the contrary, that d(xi+1,xj+1)≠2. Then if d(xi+1,xj+1)=1, let 
P be a path in H which two end-vertices adjacent to xi,xj, respectively. Without loss of 
generality, assume i<j, then x1x2…xiPxjxj-1…xi+1xj+1xj+2…xm is a path longer than Pm, a 
contradiction. Thus, under the hypothesis d(xi+1,xj+1)≠2, we have d(xi+1,xj+1)≥3. Without 
loss of generality, assume u∈V(H) and xi∈NPm(u), since Pm is a longest path, so clearly 
both u and xi+1 do not have any common neighbor in G-Pm. Hence we have 

|NG-Pm(u)|+|NG-Pm(xi+1)|≤|V(G–Pm–u)| (1)

Also, since Pm is a longest path, so clearly xi+1 is not adjacent to any of N+
Pm(u), thus 

|NPm(xi+1)|≤|V(Pm)|-|N+
Pm(u)|, and since d(xi+1,xj+1)≥3 so xi+1 is also not adjacent to xj, 

xj+2 and clearly xj,xj+2∉N+
Pm(u). Hence we further have inequality (i) 

|NPm(xi+1)|≤|V(Pm)|-|N+
Pm(u)|-|{xj,xj+2}|, together with that Pm is a longest path, then u is 

not adjacent to xm, so |N+
Pm(u)|=|NPm(u)|, then from inequality (i) 

|NPm(xi+1)|≤|V(Pm)|-|N+
Pm(u)|-|{xj,xj+2}|, we have 

|NPm(u)|+|NPm(xi+1)|≤|V(Pm)|-|{xj,xj+2}| (2)

Combining inequalities (1) and (2), we have  

d(u)+d(xi+1)≤|V(G–Pm–u)|+|V(Pm)|-|{xj,xj+2}|=n-3 

a contradiction. Therefore, the above Claim 1 that d(xi+1,xj+1)=2 holds.  

Claim 2. d(xi+1)+d(xj+1)≤n-|V(H)|.  

Proof of Claim 2. Without loss of generality, assume i<j and let S1 denote the path 
x1x2…xi that is a section of Pm and S2 denote the path xi+1xi+2…xj\{xj}and S3 denote the 
path xj+1xj+2…xm. Since Pm is a longest path of G, so clearly none of N−

S1(xj+1) are 
adjacent to xi+1. (Otherwise, if xh∈N−

S1(xj+1) is adjacent to xi+1. Let P be a path in H 
which two end-vertices adjacent to xi,xj, respectively, then x1x2… 
xhxi+1xi+2…xjPxixi-2…xh+1xj+1xj+2…xm is a path longer than Pm, a contradiction.). 
Similarly, none of N+

S2(xj+1) are adjacent to xi+1, and none of N−
S3(xj+1) are adjacent to 

xi+1. Also clearly N−
S1(xj+1)∩N+

S2(xj+1)=∅ and N+
S2(xj+1)∩N−

S3(xj+1)=∅, and 
xi+1∉N−

S1(xj+1)∪N+
S2(xj+1)∪N−

S3(xj+1). Hence we have  



 Generalizing Sufficient Conditions and Traceable Graphs 201 

 

|NPm(xi+1)|≤|V(Pm)|-(|N−
S1(xj+1)|+|N+

S2(xj+1)|+|N−
S3(xj+1)|)-|{xi+1}|≤|V(Pm)|-(|NPm(xj+1)|-

|{xj}|)-|{xi+1}|=|V(Pm)|-|NPm(xj+1)|, this implies  

|NPm(xi+1)|+|NPm(xj+1)|≤|V(Pm)|    (3)

Also, both xi+1, xj+1 do not have any common neighbor in G-Pm-H and both xi+1, xj+1 all 

are not adjacent to any vertex of H, hence 

|NG-Pm(xi+1)|+|NG-Pm(xj+1)|≤|V(G-Pm-H)|   (4)

Combining inequalities (3) and (4), we have  

d(xi+1)+d(xj+1)=N(xi+1)|+|N(xj+1)|≤|V(Pm)|+|V(G-Pm-H)|≤n-|V(H)| (5)

Therefore, the above Claim 2 that d(xi+1)+d(xj+1)≤n-|V(H)| holds.  

Then together with the assumption of Theorem that d(xi+1)+d(xj+1)≥n-2, we have 

|V(H)|≤2. Now we consider the following cases on |V(H)|≤2. 

Case 1. |V(H)|=2. 

In this case, since Pm is a longest path and |V(H)|=2, so clearly |{xi+1,xi+2,…xj-1}≥2 for 

each pairs xi∈NPm(u),xj∈NPm(v),where {u,v}=V(H). Also, since |V(H)|=2, so u and v all 

are not adjacent to x1,x2,xm-1,xm, thus, we can check 

min{d(u),d(v)}≤(|V(Pm)|-|{x1,x2,xm-1,xm}|)/3+1+|V(H-u)| ≤(n-6)/3+2=n/3. Without loss 

of generality, assume d(u)=min{d(u),d(v)}, then by the assumption of Theorem that 

d(u)+d(xi+1)≥n-2, we have d(xi+1)≥(n-2)-n/3=2n/3-2.  

(i). If there exist two distinct vertices xi,xj∈NPm(u). Then we have 

d(xi+1)+d(xj+1) ≥4n/3-4 (6)

When n≥7, inequality (6) contradicts inequality (5). 

When n≤6. Since u is not adjacent to x1,x2,xm-1,xm, then we can obtain a path that is 
longer than Pm, a contradiction 

(ii). If {xi}=NPm(u), i.e., |NPm(u)|=1, so we have d(u)=2. By the assumption of 
Theorem d(u)+d(xi+1)≥n-2, we have d(xi+1)≥n-4. Since G is 2-connected, so |NPm(v)|≥1. 
If there exist xh,xj∈NPm(v)\{xi}, by d(xh+1)+d(xj+1)≥n-2, max{d(xh+1),d(xj+1)}≥(n-2)/2, so 
we can check d(xi+1)+max{d(xh+1),d(xj+1)}>n-|V(H)|, which contradicts the inequality 
(5). If there only exist {xj}=NPm(v)\{xi}, then we also can check 
d(xi+1)+d(xj+1)}>n-|V(H)|, which contradicts the inequality (5). 

Case 2. |V(H)|=1.  
In this case, we claim d(u)≥(n-3)/2. Otherwise, if d(u)<(n-3)/2, by that G is 
2-connected, let xi,xj∈NPm(u), and by assumption of Theorem that d(u)+d(xi+1)≥n-2 and 
d(u)+d(xj+1)≥n-2, d(xi+1)>(n-1)/2 and d(xj+1)>(n-1)/2, so d(xi+1)+d(xj+1)>n-1, which 
contradicts inequality (5).  
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Thus d(u)≥(n-3)/2 holds.  
When n is even. Since d(u) is integer, by d(u)≥(n-3)/2, so d(u)≥(n-2)/2.  
When n is odd, we claim. d(u)≥(n-2)/2.  
Otherwise, suppose to the contrary that d(u)<(n-2)/2, together with the above claim 

d(u)≥(n-3)/2, this implies d(u)=(n-3)/2. Consider the following 
When |V(G-Pm)|≥2, let u,v∈V(G-Pm). Since |V(H)|=1 for each component H of 

G-Pm and by the above consequence that d(u)=(n-3)/2 and d(v)=(n-3)/2, so both u,v 
have at least a common neighbor in Pm, this implies d(u)+d(v)≤(2n-6)/2<n-2, which 
contradicts the condition of Theorem.  

 When |V(G-Pm)|=1. (i).If d(u)≥3, since d(u)=(n-3)/2 so there must exist two 
vertices xi,xi+2 of Pm that are adjacent to u (Otherwise, if there does not exist this case, 
then we can check d(u)≤(|V(Pm)|-|{x1,xm}|)/3+1=n/3, which contradicts d(u)=(n-3)/2), 
then by d(u)=(n-3)/2, |{xi+1,xi+2,…xj-1}≤2 for any two consecutive neighbor vertices 
each pairs xi,xj∈NPm(u), so clearly xi+1 is not adjacent to every vertex of V(Pm)\NPm(u) 
(Otherwise, we easily obtain a path longer than Pm, a contradiction), so d(xi+1)≤|NPm(u)|. 
Hence we have d(u)+d(xi+1)≤(n-3)/2+(n-3)/2=n-3, a contradiction. (ii). If d(u)=2. Since 
d(u)=(n-3)/2, so n=7. When N(u)={xi,xi+2}, then clearly N(xi+1)={xi,xi+2}, hence 
d(u)+d(xi+1)=4≤n-3, a contradiction. When N(u)={x2,x5}, then x1x3,x4x6∉E(G) 
(Otherwise, x1x3x2ux5x4x6 is Hamiltonian path, a contradiction). Without loss of 
generality, assume x1x3∉E(G), then clearly d(x1)≤2, hence d(u)+d(x1)≤n-3, a 
contradiction.. 

Therefore, d(u)≥(n-2)/2 holds for all even and odd n in Case 2. 

Then, since Pm is a longest path of G, so u is not adjacent to x1,xm and u is at most 

adjacent to a vertex of {xi,xi+1} for each pair of consecutive vertices xi,xi+1 on Pm. By 

d(u)≥(n-2)/2, clearly we have N(u)={x2,x4,…xm-1}. Then, also since Pm is a longest path 

of G, so clearly, vertex set {x1,x3,…xm,u} is a independent set. By the assumption of 

theorem that d(u)+d(v)≥n-2 for any two u,v∈{x1,x3,…xm,u}, this implies d(u)=(n-2)/2 

for each u∈{x1,x3,…xm,u}. Thus, we easily obtain G∈G(n-2)/2∨K−
(n+2)/2, where 

V(G(n-2)/2)=G[{x2,x4,…xm-1}], K−
(n+2)/2=G[{x1,x3,…xm,u}], and “∨” is the join operator. 

Therefore, this completes the proof of Theorem 1.3.              

The Proof of Theorem 1.2. Clearly, if graph G satisfies the condition of Theorem 1.2, 

then G also satisfies the condition of Theorem 1.3. And clearly G(n-2)/2∨K−
(n+2)/2 

satisfies the condition of Theorem 1.2, so Theorem 1.2 can be obtained from Theorem 

1.3 immediately. 

Similarly, Theorem 1.5 can be obtained easily from Theorem 1.6, so in this 

following, we only need to prove Theorem 1.6. 

Proof of Theorem 1.6. Assume that G is not Hamiltonian-connected with satisfying 

the condition of Theorem. Then, there exist two distinct vertices x,y such that the 

longest path Pm(x,y) is not Hamiltonian path. Let H be a component of G-Pm. Since G is 
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3-connected so there exist two vertices u,v∈V(H) satisfying xi+1∈N+
Pm(u) and 

xj+1∈N+
Pm(v). Then we claim d(xi+1,xj+1)=2. Otherwise, if d(xi+1,xj+1)≠2, by Pm(x,y) is a 

longest (x,y)-path, so xi+1xj+1∉E(G), this implies d(xi+1,xj+1)≥3. Then also since Pm(x,y) 

is a longest (x,y)-path, so both u and xi+1 do not have any common neighbor in G-Pm. 

Hence we have  

|NG-Pm(u)|+|NG-Pm(xi+1)|≤|V(G–Pm–u)|. (2)

Let Pm-1=Pm-xm, so |NPm(u)|≤|N+
Pm-1(u)|+1. Clearly xi+1 is not adjacent to any of 

N+
Pm-1(u) and since d(xi+1,xj+1)≥3 then xi+1 is not adjacent to xj,xj+2 and xj,xj+2∉N+

Pm(u). 

Thus, when xj+1≠xm, we can check |NPm(xi+1)|≤|V(Pm)|-(|N+
Pm-1(u)|+|{xj,xj+2}|), so we 

have 

|NPm(u)|+|NPm(xi+1)|≤|NPm(u)|+(|V(Pm)|-|N+
Pm-1(u)|-|{xj,xj+2}|)≤|V(Pm)|-1 (2) *

When xj+1=xm. By Pm is a longest (x,y)-path so u is not adjacent to xm-1, and d(xi+1,xj+1)≥3 

so xi+1 is not adjacent to xm. So similarly, we can check 

|NPm(xi+1)|≤|V(Pm)|-(|N+
Pm-1(u)|+|{xj,xm}|), so we have 

|NPm(u)|+|NPm(xi+1)|≤|NPm(u)|+(|V(Pm)|-|N+
Pm(u)|-|{xj,xm}|)≤|V(Pm)|-1 (2)** 

Combining inequality (1) and one of (2)*, (2)**, we have 

d(u)+d(xi+1)≤|V(G–Pm–u)|+|V(Pm)|-1=n-2, a contradiction.Thus, d(xi+1,xj+1)=2 holds. 

Then, we let path x1x2…xi=P1, path xi+1xi+2…xj\{xj}=P2 and xj+1xj+2…xm= P3. Since 

Pm(x,y) is a longest (x,y)-path, so clearly none of N−
P1(xj+1) are adjacent to xi+1, none of 

N+
P2(xj+1) are adjacent to xi+1, and none of N−

P3(xj+1) are adjacent to xi+1, and xi+1 is not 

adjacent to itself, with |N−
P1(xj+1)|+|N+

P2(xj+1)|+|N−
P3(xj+1)|≥ |NPm(xj+1)|−|{xj}|−|{x1}|, 

hence we have  

|NPm(i+1)|≤|(m−(|N−
P1(xj+1)|−|N+

P2(xj+1)|−|N−
P3(xj+1)|)−|{xi+1}|)≤m−(|NPm(xj+1)|−|{xj}|−|

{x1}|)−|{xi+1}|= m−|NPm(xj+1)|+1, then, by plus |NPm(xj+1)| in two side of the inequality, 

we have 

|NPm(i+1)|+|NPm(xj+1)|≤ (m−|NPm(xj+1)|)+|NPm(xj+1)|=m+1 (3)

Also, by Pm(x,y) is a longest (x,y)-path, so both xi+1, xj+1 do not have any common 

neighbor vertex in G-Pm-H, and xi+1, xj+1 are not adjacent to any vertex of H. Hence we 

can check 

|NG-Pm(i+1)|+|NG-Pm(xj+1)|≤ |V(G−Pm−H)| (4)
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Combining (3) and (4), we have 

d(xi+1)+d(xj+1)≤n−|V(H)|+1 (5)

Since d(xi+1)+d(xj+1)≥n, this implies |V(H)|≤1. Then we consider the following cases. 

In this case, we claim d(u)>(n-1)/2 ( Otherwise, if d(u)≤(n-1)/2, by condition of 
Theorem that d(u)+d(xi+1)≥n, we have d(xi+1)≥(n+1)/2 and d(xj+1)≥(n+1)/2, then we 
have d(xi+1)+d(xj+1)≥n+1, this contradicts the inequality (5) that 
d(xi+1)+d(xj+1)≤n-|V(H)|+1).   

We also claim that there exist at most two components H={u} and R={v} in G-Pm. 
Otherwise, if there at least exist three components in G-Pm and let H, R, T are three 
components of G-Pm, by Case 2, we let H={u}, R={v} and T={w}, since G is 
3-connected, we may let xi+1,xj+1∈N+

Pm(H). Since Pm(x,y) is a longest (x,y)-path, then 
xi+1 or xj+1 is not adjacent to vertex V(R)(Otherwise, if xi+1 and xj+1 are all adjacent to 
vertex V(R), then we obtain a (x,y)-path x1x2…xiuxjxj-1…xi+1vxj+1xj+2…xm is a longer 
(x,y) path, a contradiction). Without loss of generality, assume xi+1 is not adjacent to 
vertex V(R). Since |V(H)|=1 for each component H of G-Pm, we claim that vertex 
V(H)={u} and V(R)={v} must be adjacent to x1 and xm(Otherwise, for example, if u is 
not adjacent to xm, then we have |N+

Pm(u)|=|NPm(u)|, d(u)=|NPm(u)| and clearly 
d(xi+1)≤|V(Pm)|-|N+

Pm(u)|+|V(G-Pm-H-T)|. Hence we have d(u)+d(xi+1)≤|NPm 

(u)|+(|V(Pm)|-|N+
Pm(u)|+|V(G-Pm-H-T)|)=n-2, a contradiction. Similarly, we can prove 

that u is adjacent to x1, and V(R)={v} is adjacent to x1 and xm). Thus, d(u,v)=2, then 
clearly d(u)≤(m+1)/2 and d(v)≤(m+1)/2, so we have d(u)+d(v)≤m+1≤n-2, a 
contradiction. The contradiction shows that there at most exist two components in 
G-Pm. By d(u)≥(n-1)/2 then we consider the following two cases. 

In this case there only exist a components H={u} in G-Pm( Otherwise, if there exist 
two components H={u} and R={v} in G-Pm, then m ≤n-2, so there must exist two xi and 
xi+1 that are adjacent u, so we obtain a (x,y)-path longer than Pm(x,y), a contradiction ) 

  By d(u)>(n-1)/2 and Pm(x,y) is a longest (x,y)-path, we have d(u)=n/2 and 
N(u)={x1,x3,…,x2r-1,x2r+1,…xm}, and clearly {x2,x4,…,x2r, x2r+2,…xm-1}∪{u} is an 
independent set. Thus, we have G∈Gn/2∨K−

n/2. 

3 Conclusion 

Recently, Hasan, Kaykobad, Lee et al.[2] presented a detailed analysis of the recent 
works on Hamiltonian graphs under Rahman-Kaykobad conditions. They showed each 
classes of exceptional graphs under each distances of graphs, Rahman-Kaykobad 
condition (d(u)+d(v)+δ(u,v)≥n+1) is sufficient to make a graph Hamiltonian. In this 
present paper, we study further condition (d(u)+d(v)+δ(u,v)≥n) for the existence of 
Hamiltonian paths. Naturally, it is interesting that there are what classes of 
non-Hamiltonian graphs under the condition d(u)+d(v)+δ(u,v)≥n.  

Acknowledgements. The authors are very grateful to the anonymous reviewer for his 
very helpful remarks and comments.The work of the first author was supported by the 
NSF of Hainan Province (no. 10501). 
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Note on the Minimal Energy Ordering  
of Conjugated Trees*
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Abstract. For a simple graph , the energy  is defined as the sum of 

the absolute values of all eigenvalues of its adjacency matrix . Gutman 

proposed two conjectures on the minimal energy of the class of conjugated trees 
(trees having a perfect matching). Zhang and Li determined the trees in the 
class with the minimal and second-minimal energies, which confirms the con-
jectures. Zhang and Li also found that the conjugated tree with the third-
minimal energy is one of the two graphs which are quasi-order incomparable. 
Recently, Huo, Li and Shi found there exists a fixed positive integer , such 

that for all , the energy of the graphs with the third-minimal through the 

sixth-minimal are determined. In this paper, the  is fixed by a recursive me-

thod, and the problem is solved completely. 

Keywords. extremal graph, minimal energy, quasi-order incomparable, conju-
gated tree. 

1 Introduction 

For a given simple graph  of order , denote by the adjacency matrix  

of . The characteristic polynomial of is usually called the characteristic 

polynomial of . It is well-known [3] that the characteristic polynomial of a tree 
can be expressed as  

    

where denotes the number of the -matchings of  .  

The energy is one graph parameter stemming from the Hückel molecular orbital 
(HMO) approximation for the total -electron energy, see [9]. If  de-

note the eigenvalues of adjacency matrix , the energy of  is defined as 

                                                           
*  Supported by NSFC and Youth Innovation foundation of Qinghai Normal University. 

G )(GE

)(GA

0N

0Nn >

0N

G n )(GA

G )(GA

G T

 








=

−−= 2

0

21
n

k

knk xkTmxT ),()(),(φ

),( kTm k T

π nλλλ ,,, 21

)(GA G



 Note on the Minimal Energy Ordering of Conjugated Trees
 

207 

 

  

Coulson [2] obtained 

. (1)

In particular the energy of a tree  [6] is 

 , 

where is the number of the -matchings of . Now we show one well-

known result due to Gutman [9]. 

Lemma 1. If  and  are two graphs with the same number of vertices, then  

 . 

If  and  are two trees with the same number of vertices, it is clear that 

 if  for all . So there exists a quasi-

order  in the set of trees with the same order. For two trees  and  with 

vertices, if  holds for all , then we define . Thus 

 implies  [5, 7, 18]. Similarly, a quasi-order can be defined in 

bipartite graphs [16] and unicyclic graphs[11], these relations have been established 
for numerous pairs of graphs [4, 5, 8, 11, 12, 14–19]. We will compare the energy of 
trees of order having a perfect matching, and determine the third- , forth-, fifth- 
and sixth-minimal energy in this class. For more results on graph energy, we refer to 
[9, 10], and for terminology and notation not defined here, we refer to Bondy and 
Murty [1]. 

2 Preliminaries 

Denote by the star ,  the tree obtained by attaching a pendent edge to a 

pendent vertex of the star ,  by attaching two pendent edges to a pendent 

vertex of   and  by attaching a  to a pendent vertex of . In [5], 

Gutman gave the following  

Lemma 2. For any tree of order , if , then  

. 

Denoted by the class of trees with  vertices which have a perfect matching. For 

the minimal energy tree in , Gutman proposed two conjectures in [8]. Zhang and Li 

[17] confirmed that both conjectures are true by using quasi-ordering relation .  
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Lemma 3. [17]   In the class ,  is minimal for the graph , and 

 if and only if  , where  is obtained by attaching a pendent 

edge to each vertex of the star . 

For the trees of the second-, third-, and forth-minimal energies in , they obtained 

the following  
Lemma 4. [17] In the class , the graph attained the second-minimal energy is , 

where is the graph obtained from  by attaching a  to the 2-degree vertex 

of a pendent edge, and  if and only if . 

Lemma 5. [17] In the class , the graphs attained the third- and forth-minimal ener-

gy are in { }, where  is the graph obtained from by attaching two ’s 

to the 2-degree vertex of a pendent edge, and  is obtained from  by attaching 

a  to a 1-degree vertex to form a path of length 6. Furthermore, and are 

quasi-order incomparable. Denote by  the graph obtained by attaching a  to a 

1-degree vertex of and attaching a pendent edge to each other 1-degree vertex of  

;  the graph obtained by attaching a pendent edge to each vertex of . 

 Li and Li [15] proved the following results. 

Lemma 6.  In the class , the graph of the third-, forth-, fifth- and sixth-minimal 

energy are in { }. Furthermore, and  , but  and  

are quasi-order incomparable.  

 

3 Main Results 

In [13], Huo et al. gave the following consequence. 
 
Theorem 7.  There exists a fixed positive integer , for all , . 
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Corollary 8.  There exists a fixed positive integer , for all ,  

. 

In the following theorem, by a recursive method, we will give the accurate value of 
 in Theorem 7 and Corollary 8. 

Theorem 9. For all even integers , .  

Proof. By using Lemma 1, it is easy to get 

 . 

In the proof of Theorem 7, the uniformly convergence of the sequence 
 has been proved. Denote by  the integrand. Since for 

all ,  

,   (2)

we can express  as .  

For all real number and all positive integer , 

 , 

  . 

It follows that 

 , 

 . 

Notice that is a pointwise convergent sequence, since exists, and 

is a piecewise continuous function  

 .   

Theorem 7 has proved that converge uniformly to  in a interval 

 and d  will be introduced later. For , 
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If , 

 

if  , 

It is not hard to verify that ,  
, where  is the only positive root of polynomial 

 and . For , we have
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. (4)

Naturally, it follows that for , is monotonically increasing on  

while for ,  is monotonically decreasing on  

Notice that  for  and  for  . 

Moreover,  and  for . Let , 

, we deduce that for any , ,  and  are 

all positive. According to the geometrical interpretation on the integral of real-value 
function, the following inequalities are plain. 

 (5)

Similarly, since  for and  for , according to 

the geometrical interpretation on the integral of real-value function, we have 

 (6)

Let  be a positive integer, by inequalities from (3) to (6), the following in-
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By running a computer with Maple program, we get 

 (9)

According to inequalities (8) and (9), we deduce  for . 

It implies  for . For , we give Table 1 which 

is also attained by employing Maple program. From the table one can see that 
 for the even integers  from  to , while  

for even integers  from  to . The theorem is a summary of the discus-
sion above, in which the conjugated trees with the third-minimal through the sixth-
minimal energies for are determined.  

Table 1. Values of  for even integers n with  
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Abstract. Multi-domain sentiment classification methods based on ensemble 
decision attracts more and more attention. These methods avoid collecting a large 
amount of new training data in target domain and expand aspect of deploying 
source domain systems. However, these methods face some important issues: the 
quantity of incorrect pre-labeled data remains high and the fixed weights limit 
accuracy of the ensemble classifier. Thus, we propose a novel method, named 
CEC, which integrates the ideas of self-training and co-training into mul-
ti-domain sentiment classification. Classification confidence is used to pre-label 
the data in the target domain. Meanwhile, CEC combines the base classifiers 
according to classification confidence probabilities when taking a vote for pre-
diction. The experiments show the accuracy of the proposed algorithm has highly 
improved compared with the baseline algorithms. 

Keywords: ensemble, multi-domain sentiment classification, co-training. 

1 Introduction 

Nowadays, expressing ones’ ideas and feelings on the Web has become a trend. 
Product reviews, blogs and forum posts are everywhere. How to identify ones’ emotion 
expressed in these texts is of growing importance for practical applications (e.g. 
e-commerce, business intelligence, information monitoring, et al). Thus, there are 
increasingly interests in the study of sentiment classification. 

However, with the differences among domains, the ways to show affection are rich 
and varied. This affects and limits sentimental classification. For example, “durable 
and delicate” is often used to express positive sentiment for electronics review, but, 
hardly used for movie remark. When a traditional classification scenario is carried over 
into a new sentimental domain, a mass of labeled training data in the new domain are 
needed. Obviously, it is costly and time-consuming. Thus, multi-domain sentiment 
classification is proposed. Matthew Whitehead et al. [1] and Li [2] proposed mul-
ti-domain sentiment classification methods based on the ensemble classification, using 
the labeled data in source domains. Nevertheless, there are some issues needing to be 
promoted: The quantity of incorrect pre-labeled data remains high and the fixed 
weights limit accuracy of the ensemble classifier. 
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To address these issues, we introduce the classification confidence into the ensemble 
strategy, and propose CEC (Confident Ensemble Classifier), in which, classification 
confidence is used to pre-label data in the target domain and to weight the voting of 
ensemble classification. It successfully decreases the differences between the source 
domains and the target domain and gets a more accurate classifier for the target domain. 

The rest of this paper is organized as follows: Section 2 describes the proposed al-
gorithm. Section 3 presents experimental results. Finally, section 4 concludes this 
paper. 

2 An Ensemble Method Based on Confidence Probability 

This paper attempts to address the problem of sentiment classification from multiple 
sources. Assume that there are k source domains, in which data are labeled and each 
domain is denoted as Si. Let T be the target domain and Li be the data pre-labeled from 
Si. Labels are denoted as {1, 1}y ∈ − , where “1” represents a positive review and “-1” 
represents a negative review. Our objective is to maximize the accuracy of assigning a 
label in y to the data in T utilizing the training data Si. 

2.1 The CEC Description 

The formal description of the proposed algorithm is as follows: 

Input: source domains S1,S2,…Sk, target domain T, confidence 
proportion r, Maximum number of loop m 

Output: TL={(x1,y1),(x2,y2),…,(xn,…,yn)} 

1) Set the initial number of iteration t=1, Ti={}, where 
i∈{1,2,…,k}. 

2) Train MaxEnt classifier on Si∪Ti  and predict T to get pi(y︱x) 
respectively.  
3) If t=1 

 Sort all the pi(y︱x) by descending order and choose the α-th ones 
as the threshold, where α=|r*n|. 
4) Add instance x to Ti, if it satisfies 
 Pj(y|x)≥threshlod, where j=1,…,i-1,i+1,…,k and i∈{1,2,…,k}. 
5) If avg(pi(y|x)) decreases or t==m 
 go to 6); 
   else go to 2); 

6) Predict each instance in the target domain T  according to the 

Formula as follows: 
1

1
( | ) ( | )

k

i
i

p y x p y x
k =

=   

1) The first step is initialization, where t is the initial number of loop. 2) Get base 
classifiers with Maxent model. 3) Confidence probability threshold is determined 
according to the parameter r. 4) Pick out the pre-labeled data whose confidence 
probability is higher than threshold and add them to the training sets of other base 
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classifiers. 5) Judge whether the average of )( xyp i  declines. If the average falls 
down, turn to 6). Otherwise, go to 2) and enter the next loop. 6) Predict each data in the 
target domain T, through combining the base classifiers. 

2.2 The Pre-labeling Method Based on Confidence Probability 

Avrim[3], Cardie [4] et al. tended to set the number of pre-labeled data in advance for 
each base classifier. However, because of the different data distributions, most base 
classifiers can not achieve good classification performance [1]. Setting the number of 
pre-labeled data blindly can not guarantee pre-labeled data with high confidence 
probabilities. Meanwhile, as the similarities between source and target domains are 
different, setting uniform number is bad for the more similar sources and setting spe-
cific number for each source domain is difficult. 

To solve these problems, unlike traditional methods, we combine and sort the clas-
sification results of base classifiers and get the threshold of classification confidence 
probability utilizing r and n, where r is a parameter and n is the number of data in the 
target domain. The threshold is calculated as follows: 

*r nα =  

Only the data, of which classification confidence probability is above the α-th top con-
fidence probability, can be pre-labeled and added into the training data sets of other 
base classifiers. This strategy ensures the accuracy of pre-labeling data and allows the 
source domain which is more similar to the target domain to pre-label more data. Thus, 
it can reduce the interferences caused by less similar source domains. 

2.3 The Number of Iteration 

Avrim[3], Stephen[5] et al. utilized a simple method, setting the maximum number of 
iteration, to end their algorithms. Hence, their methods can not exit the loop in a flex-
ible way. 

The confidence probability is also used to define the number of iteration. When the 
average confidence probability of the pre-labeled data declines, the loop is ended. It can 
be understood intuitively. Through the experiments, this criterion of ending the loop 
not only ensures pre-labeling data adequately and efficiently, but voids a mount of 
incorrect pre-labeled data by exiting the loop timely. 

2.4 The Ensemble Method 

The ensemble classifiers can be arranged into two categories: majority voting and 
weighted voting. Majority voting methods predict the labels of data simply, utilizing 
the principle of that the minority is subordinate to the majority. They can achieve great 
performance when the accuracy of base classifiers are roughly equal[6]. However, 
because the base classifiers in this paper come from different source domains and the 
similarities between these source domains and the target domain are different, the 
accuracies of base classifiers are different and majority voting methods are ineffective.  
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Weighted voting methods[7] adjust the weights of training data with the error of each 
base classifier on T. They are not applicable too. As data distributions of target domain 
and source domain are different, it is useless to calculate errors on source domains. 
Furthermore, because of the lack of labels in the target domain, it is an impossible 
mission to calculate the error on target domain in advance. Thus, the CEC demonstrates 
it in a different path: Summarize the classification confidence probabilities from all 
base classifiers to label the instances in target domain T. The formula is shown as 
follows: 

1

1
( | ) ( | )

k

i
i

p y x p y x
k =

=   

Here, y corresponds to the label of instance x, k is the number of base classifiers, 
( | )ip y x denotes the confidence probability of base classifier ci labeling y to instance x. 
The classification results are influenced by the probability distribution of labels 

through each base classifier. This method predicts the data according to ensemble 
probability distribution rather than labels predicted by base classifier directly. 

3 Experimental Evaluation 

In order to determine how well the proposed algorithm performs, we investigate per-
formance over a variety of review-plus-rating English data sets1 and Chinese data sets2. 
The English data sets include 11 domains, such as camera, camp and so on. The Chi-
nese data sets come from three domains including hotel, electronics and stock.  

The proposed framework is compared with two algorithms: one combines the base 
classifiers directly and uses a simple majority vote of its component models for each 
new classification, recorded as SEC(Simple Ensemble Classifier)[2]; the other is the 
weighted ensemble method mentioned above, recorded as CWEC[1]. For all of our 
experiments involving MaxEnt model we used the NLTK library, which could be 
download at www.sourceforge.net. 

Parameter r represents the share of classification results accounted for by the con-
vinced correct results. Because of different data distributions, base classifiers could not 
get high accuracy and it is not appropriate to set a high value for r. Fig. 1 illustrates the 
accuracy results as a function of r on the tv and stock data sets. It suggests that we can 
get the best accuracy when r falls in [0.05, 0.2]. 

In order to evaluate how the proposed ensemble algorithm performs on different 
feature spaces, we utilized four feature selection criteria – OR[1], MI[8], DB2[9] and 
LLRTF. Table 1 shows experimental results of the proposed CEC and the baselines 
CWEC[1], SEC[2] on 11 English datasets. In the experiments, we set r=0.2 and 
maximum number of loop m=10. Furthermore, we also added some constraints to the 
classifiers to avoid the case of pre-labeling data be unbalanced. 

                                                           
1  The English data sets are available online: http://www.cs.indiana.edu/˜mewhiteh/ 

html/opinion_mining.html.  
2  The Chinese data sets download address: http://www.searchforum.org.cn/tansongbo/senti_cor 

pus.jsp. 
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Fig. 1. Accuracy curves of CEC for different parameter r 

Table 1. Accuracy comparison of different methods on English data sets (%) 

Dataset 
OR MI DB2 LLRTF 

SEC CWEC CEC SEC CWEC CEC SEC CWEC CEC SEC CWEC CEC 

camp 51 52 55 55 55 56 55 55 56 80 81 87 

camera 53 59 63 63 63 64 63 63 64 75 76 81 

doctor 54 58 50 50 54 50 50 54 50 82 82 86 

drug 51 51 51 51 50 52 51 50 52 60 59 66 

lawyer 52 52 57 57 58 57 57 58 57 80 81 86 

radio 50 50 50 50 50 54 50 50 54 70 72 76 

restaurant 51 57 58 55 58 60 63 66 66 84 83 88 

music 53 56 58 55 56 59 61 65 65 69 69 72 

laptop 53 52 55 55 55 60 52 51 54 70 68 79 

tv 52 53 63 63 63 57 61 61 58 76 77 82 

movie 50 50 50 50 50 50 50 50 50 57 56 74 

 
Tab. 1 reveals several observations: 1) the proposed algorithm outperforms base-

lines in all different feature spaces. 2) Especially in LLRTF, the classification accuracy 
of camera data set can achieve to 80%. Compared to baselines, the accuracy can be 
improved as much as 17%. Meanwhile, on all of data sets, CEC can improve the ac-
curacy by almost 7% and achieve to 80% on average. 3) It is noticed that the method 
and the baselines give low performance on the drug data set. The accuracy is low, 
which is due to the similarities between drug domain and other domains are low.  
4) Meanwhile, we note that the proposed algorithm and baselines can not get pretty 
high accuracies in other three feature spaces including OR, MI and DB2. This suggests 
that the method of feature selection is an important factor in influencing cross-domain 
classification accuracy. 
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Table 1. Accuracy comparison of different methods on Chinese data sets (%) 

Dataset 
OR MI DB2 LLRTF 

SEC CWEC CEC SEC CWEC CEC SEC CWEC CEC SEC CWEC CEC 

hotel 50 50 57 51 51 54 50 51 54 73 73 75 

electronics 54 46 54 50 50 50 52 50 52 67 67 77 

stock 50 60 50 57 57 55 50 54 55 68 69 82 

 
Tab.2 presents the comparison results of different methods on three Chinese data-

sets. It is illustrated that CEC can get better performance than the baselines, even 
though the source domain datasets is scarce. 

4 Conclusions and Future Work 

In this paper, a novel ensemble method is proposed for transferring knowledge from 
multiple sources to the target domain in sentiment classification. The basic idea is 
providing believable label for unlabeled data in the target domain and combining the 
base classifiers by the confidence probability to solve the problem of domain adapta-
tion. However, the method trains base classifiers on all source domains, without au-
tomatically choosing the useful ones. It makes the method space-time consuming and 
lacking efficiency. In the future, we will extend relational theory to measure the simi-
larity between domains to address this issue. 
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Abstract. ISOMAP is one of classical manifold learning methods that can 
discover the low-dimensional nonlinear structure automatically in a high-
dimensional data space. However, it is very sensitive to the outlier, which is a 
great disadvantage to its applications. To solve the noisy manifold learning 
problem, this paper proposes a robust ISOMAP based on neighbor ranking 
metric (NRM). Firstly, NRM is applied to remove outliers partially, then a two-
step strategy is adopted to select suitable neighbors for each point to construct 
neighborhood graph. The experimental results indicate that the method can 
effectively improve robustness in noisy manifold learning both on synthetic and 
real-world data.  

Keywords: ISOMAP, noisy manifold learning, neighbor  ranking metric. 

1 Introduction 

Recently, there has been growing concern about manifold learning, which is effective 
for nonlinear dimensionality reduction. Some manifold learning algorithms such as 
isometric mapping (ISOMAP) [1], locally linear embedding (LLE) [2] and local 
tangent space alignment (LTSA) [3] have been successfully used in pattern 
recognition and data visualization. Most existing manifold learning algorithms try to 
explore the low-dimensional nonlinear manifold structure of high-dimensional data. 
However, they are not usually robust in presence of noisy data. The noisy data lie 
outside the manifold (outliers) and can easily change the local linear structure of the 
manifold.  

In order to resolve the noisy manifold learning problem, several extended 
algorithms have been proposed. For example, Choi, et al [4] presented robust kernel 
ISOMAP, which could handling with critical outliers (which result in short-circuit 
edges) to improve the topological stability. But it may be not effective when the noise 
is uniform or gaussian distribution. Chang and Yeung [5] proposed Robust locally 
linear embedding (RLLE) based on the robust PCA. RLLE can reduce the undesirable 
effect of outliers largely. Nevertheless, the computational requirement of this method 
is significantly higher than LLE. Moreover, the difficulty of parameter selection is 
another impediment for its wide application. 

In this paper, we address the noisy manifold learning problem in the context of 
ISOMAP. First of all, a new and intuitive neighborhood similarity measure called 
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neighbor ranking metric (NRM) is presented. Secondly, NRM is respectively used for 
removing outliers and selecting suitable neighbors of each point to construct 
neighborhood graph. Lastly, we apply above techniques to make ISOMAP robust.  

2 A Brief Review of ISOMAP 

ISOMAP works by assuming isometry of geodesic distances in the manifold. It  can 
be considered as a special case of the classical multidimensional scaling(MDS)[6], 
where dissimilarities is measured by geodesic distance instead of Euclidean distance.               
Given a m -dimensional data set 1 2{ , ,..., } m N

NX x x x R ×= ∈ , sampled from a d -

dimensional manifold M ( d m< ), the signal model relevant to noisy manifold 
learning is given as follows: 

( )i i ix f τ ε= +  (1)

where f  is mapping function, : d mf R RΩ ⊂ → ,  Ω  is an open subset, and iε  

denotes noise. ISOMAP assumes that intrinsic dimension d  is known and proceeds 
in the following steps: 

1. Set Neighborhood. Two simple methods are commonly used: one is to select the 
k nearest neighbors( k − NN), the other is to choose all neighbors within a fixed 
radius( ε − hypersphere).  

2. Estimate the geodesic distances. Supposed ix  and jx  are a pair of samples, the 

geodesic distances ( , )G i jd x x  can be approximated by the shortest path 

distances between node ix ′  and jx ′  (corresponding to data point  ix  and jx ) 

in the graph G. 
3. Compute the low-dimensional coordinates. One can use the classical MDS 

algorithm with the matrix of graph distances { ( , )}G G i jD d x x=  to map the data 

set into a low-dimensional embedded space. 
 

Unlike the linear dimensionality reduction techniques such as Principal Component 
Analysis (PCA), ISOMAP can discover the nonlinear degrees of freedom that 
underlie complex natural observations. However, it still has some shortcomings: (1) 
ISOMAP is not robust in presence of outliers, (2) the resulting output is extremely 
sensitive to parameters that affect the selection of neighbors.  

3 Robust ISOMAP Method 

3.1 Neighbor Ranking Metric 

At the first step of the classical ISOMAP algorithms, we often select the 
neighborhood of each point using k − NN method. But in some cases, the k  nearest 
neighbors based on Euclidean may not be that in the sense of manifold. For example, 
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as Figure 1 depicts, the 4 nearest neighbors of data ‘H’ according to the ranking by 
Euclidean distance is {G, I, F, J} and that of data ‘A’ is {H, I, G, J}. Obviously, ‘A’ is 
an outlier near to dataset based on Euclidean distance but far from the manifold based 
on geodesic distance. If ‘A’ is inserted into graph G as a node while ‘A-H’ as an edge, 
the structure of manifold will be changed. So it is necessary to find a measure on how 
likely a data is a neighbor of another data. 
 

A

G I JB C D E F H L N OK M  

Fig. 1. Schematic plot of suitable neighborhood selection 

The core idea of our method is inspired from the practical experiences that 
neighbors should be admitted each other. Similar to the relationship between two 
individuals in real world, person A considers B as his best friend, but B may not think 
so. Only if A and B all regard each other as his best friend, they are real best friends. 

Motivated by the ideas mentioned above, we present a new neighborhood 

similarity measure called neighbor ranking metric(NRM). For each sample ix , let 

1 2
{ , ,..., }

i Nx i i iU x x x=
 be the neighborhood set of ix  sorted by Euclidean distance in 

ascending order. Then NRM is defined as follows: 

( , )i j ij jiNRM x x O O= −  (2)

where | . | is the absolute value operator, ijO  denotes the order  where jx lies 

in
ixU , jiO  denotes the order  where ix lies in

jxU . It can be clearly seen from 

equation (2) that if ix  and jx  have small NRM value, the possibility of jx to be a 

neighbor of ix  is very high. So, let η be the threshold to judge the value of NRM. 

( , )i jNRM x x η<  indicates that jx  belongs to the neighborhood of ix  and  

vice versa. 

3.2 Outlier Removing 

NRM can be easily applied to outlier removing, which is important to noisy manifold 
learning. Supposed ix  belongs to the k nearest neighborhood of some other samples, 

whether ix is an outlier or not largely depends on the number of samples who 

consider ix as their k nearest neighbor. Specifically, we can detect outliers by the 

criterion 
ix

S T< , where
ixS is the number of neighbors belongs to ix and T is the 

threshold.  In this paper, we set 3T =  by experience and remove the samples whose 
neighborhood size is less than 3. 
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3.3 Neighborhood Selection 

After removing outliers, neighborhood selection is needed. The -k NN method is 
widely used because it can guarantee the sparseness of resulting structures[7]. 
However, this method is not without its shortcomings. To begin with, the choice of an 
appropriate k is difficult. If k is too small, the local neighborhoods may estimate the 
correlation between the points and their neighbors falsely, even divided the manifold 
into several disconnected sub-manifolds. In contrast, too large k will make the local 
neighborhoods include points in different patches of data manifold and result in short 
circuits. Furthermore, the -k NN method sets parameter the same value for all points. 
This strategy is not reasonable because local structures of each point are usually 
different. In general, the selection of neighborhood size should be data-driven and 
depend on such factors as density, curvature and noise. 

As indicated in some previous works[8-9], there are several requisitions for 
neighborhood selection: (1) the selected neighbors for each sample should reflect the 
local geometric structure of the manifold, (2) the number of sample in each 
neighborhood should be large enough to make sure the neighborhood graph is 
connected. 

In this paper, we mainly focus on neighborhood selection in presence of noisy data 

and further extend the k − NN method based on NRM. The basic idea of our method 
is to expand each neighborhood while removing its non-neighbor elements. The detail 
of our method is described as follows: 

 
 Input: data set X , the initial parameter k , the tolerable thresholdη . 

 Output: the neighborhood size 
ixk , the neighborhood 

ixN . 

Step1: compute Euclidean distance matrix XD between any pair wise points, then 

determine the initial k − NN neighborhood 1 2{ , ,..., }
i

k
x i i iN x x x= .  

Step2: expand neighborhood
ixN . For each element of

ixN , obtain its k nearest 

neighborhood l
ix

N , 1, 2,...l k= , then  expand li i i
x x x

N N N= ∪  and delete the 

repetitive elements. At last, sort the updated 
ixN  by Euclidean distance to ix in 

ascending order and set ( )
i ix xk S N= , where ( )

ixS N denotes the number of the 

elements in
ixN . 

Step3: remove non-neighbor elements of
ixN . For each element l

ix , 1, 2,...
ixl k= , 

compute the ( , )l
i iNRM x x  using Equation (2), then judge whether l

ix is a suitable 

neighbor or not. If ( , )l
i iNRM x x η< and min( , )il liO O k< , retain l

ix in
ixN , otherwise, 

consider it as a non-neighbor and remove it from
ixN , then let = -1

i ix xk k . 

Step4: For each ix X∈ that has not been processed, repeat step2 to step3.  

Obviously, the method described above is a two-step strategy. In order to construct 
a connected neighborhood graph, the method firstly expands initial k − NN 
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neighborhood by merging the set of 
ixN and l

ix
N . The expansion process is easy to 

implement and can make 
ixN comprise candidate neighbors as large as possible. 

However, not all elements in expanding
ixN are suitable neighbors in the sense of 

manifold. So, in the second step of our method, NRM is applied to detect and delete 
these non-neighbor elements. The remaining elements would be considered as the 
suitable neighbors of ix  in neighborhood graph G . 

3.4 Robust ISOMAP Algorithms 

Based on the discussion mentioned above, the outline of the proposed algorithm can 
be concluded as follows: 
 
Input: data set X , the initial parameter k , the tolerable thresholdη   

Output: the low-dimensional embedding result Y  
Step1: Identify and remove the outliers from the original data X  by performing our 
outlier removing method in section 3.2. 
Step2: Construct the neighborhood graph G based on our neighborhood selection 
method in section 3.3. 
Step3: Carry out the classical ISOMAP algorithm to G and build the low-
dimensional embedding Y that best preserves the manifold’s intrinsic structure. 

4 Experiment 

Two examples are presented to illustrate the performance of the robust ISOMAP 
method. The test data sets include Swiss roll and USC-SIPI dataset. In order to 
evaluate the embedding result, we use the residual variance which is defined as 
below: 

2_ 1 ( , )X YResidual variance D Dρ= −  (3)

where XD  and YD  are two vectors which express the geodesic distances in the high-

dimensional data space and Euclidean distances in the low-dimensional embedded 
space respectively, ρ is the standard linear correlation coefficient. The lower residual 
variance is, the better the performance of the manifold learning method is. 

4.1 Experiments on Swiss Roll Data 

At first, the robust ISOMAP method and classical ISOMAP method are applied to Swiss 
roll data without noises. 2000 clean points are randomly sampled from the Swiss roll 
manifold. The classical ISOMAP method uses k − NN method to select neighborhood 
and k is assigned within the range from 4 to 30. For the robust ISOMAP method, we set 
the parameter kη =  by experience. The embedding results with 10k = are shown in 

Fig. 2(a) and Fig. 2(b).  The change of the residual variances with different k  is shown 
in Fig.3. From Fig. 2 and Fig. 3, we can see that both methods achieve almost the same 
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embedding results with [7,15]k ∈ . More importantly, the robust ISOMAP method can 

attain lower residual variances than classical ISOMAP method with the increase of k . 
That is to say, the resulting output of the robust ISOMAP is not sensitive to parameter k  
and the robust ISOMAP method seems superior to classical ISOMAP method when the 
original Swiss roll data is clean. 

 

(a) (b) 

Fig. 2. Embedding results on 2000 clean Swiss roll data (a) by applying the classical ISOMAP 
algorithm, (b) by applying the robust ISOMAP 
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Fig. 3. The change of the residual variances with different k  

Furthermore, we test robust ISOMAP and classical ISOMAP on the noisy Swiss 
roll data. As shown in Fig. 4(a), 2000 clean points are randomly sampled from the 
Swiss roll manifold and 200 uniform distributed outliers are added as noises (marked 
as ‘*’). Shown in Fig.4(c) is the outlier removing results. We can find that the vast 
majority of clean points are preserved while almost half of the labeled outliers are 
removed. The embedding result of classical ISOMAP is shown in Fig. 4(b). As can be 
seen, there is a strong distortion between the embedding result in presence of outliers 
and that in absence of outliers (see Fig. 2(a)). The embedding result of robust 
ISOMAP is shown in Fig. 4(d). Comparing Fig. 4(b) with Fig. 4(d), we find that the 
robust ISOMAP method is more topologically stable than the classical ISOMAP,  
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(a) (b) (c) (d) 

Fig. 4. (a) Noisy Swiss roll data (200 outliers). (b)  Embedding results by classical ISOMAP. 
(c) The result of outlier removing. (d) Embedding results by robust ISOMAP. 

 

 

Fig. 5. The change of the residual variances with different k  

 

 
(a) (b)

Fig. 6. Embedding results on wood texture data (a) by applying the classical ISOMAP 
algorithm, (b) by applying the robust ISOMAP 
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since it adopt an effective strategy to suppress the effect of noises and select suitable 
neighborhood for each point.  Fig.5 shown the change of the residual variances with 
different k .Obviously, the residual variances of robust ISOMAP method are far less 
than that of classical ISOMAP for every [4,30]k ∈ . Thus it can be concluded that the 

robust ISOMAP can perform better than classical ISOMAP in presence of outliers. 

4.2 Experiments on USC-SIPI Dataset 

To illustrate the effectiveness of robust ISOMAP on real data, we perform 
experiments on wood texture data from the USC-SIPI image database1. The wood 
texture data consists of rotated texture images of seven different rotation angles.  The 
size of each image is 512 512× . We select three rotated texture images 

( o0 , o60  , o90 ) and divide each original images into 400 partially overlapping blocks 
of size 32 32× . Thus, our wood experimental dataset consists of 1200 images each of 
1024 dimensions. Then, we randomly select 120 images (40 images for each rotated 
angle) and add ‘salt and pepper’ noise to each image, where the noise density is 0.05. 
Lastly, the classical ISOMAP and robust ISOMAP are applied to the wood texture 
data set with noisy images added. The embedding results are shown in Fig. 6. It is 
obviously that the robust ISOMAP can improve the performance of classical 
ISOMAP on noisy data set. With removing outliers partially and selecting suitable 
neighborhood for each data point, the robust ISOMAP can restrain noise effect and 
preserve the separation between clusters well. 

5 Conclusion 

This paper investigates the noisy manifold learning problem and proposes a robust 
version of ISOMAP method. The proposed method presents a new neighborhood 
similarity measure called NRM and makes ISOMAP more robust from two aspects: 
(1) removing outliers to suppress the effect of noises, (2) selecting suitable 
neighborhood for each point to preserve topological stability. Experiments on several 
data sets such as Swiss roll data and wood texture data, verified the robustness of our 
proposed method. However, our method still has its shortcomings. For example, how 
to determinate parameters of the method is still a complicated work. In the future 
work, we will improve our method and extend it to other manifold learning methods. 
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Abstract. Dimension reduction techniques are widely used in high dimensional 
modeling. The two stage approach, first making dimension reduction and then 
applying existing regression or classification method, is commonly used in 
practice. However, an important issue is that when two stage approach can lead 
to consistent estimate. In this paper, we focus on L2boosting and discuss the 
consistency of the two stage method-dimension reduction based L2boosting 
(briey DRL2B). We establish the conditions under which DRL2B method 
results in consistent estimate. This theoretical finding provides some useful 
guideline for practical application. In addition, we propose an iterative DRL2B 
approach and make some simulation study. Simulation results shows that 
iterative DRL2B method has good performance 

Keywords: dimension reduction, L2boosting, consistency. 

1 Introduction 

Dimension reduction methods have been widely used in high dimensional modeling 
to extract the main information and to reduce the noise in the data. Suppose that 

1×∈ pRX  is p-dimensional vector. The aim of the many dimension reduction methods 
is to find the low dimension linear combination XBT  where kpRB ×∈  with pk < . 

There are many dimension reduction methods have been developed. For example, 
the Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and 
Independent Component Analysis (ICA) are the most widely used methods(Jolliffe, 
2002). In regression setting, the well-known methods include the MAVE (Xia et al, 
2002), SIR (Li, 1991), SAVE (Cook and Weisberg, 1991), KDR(Fukumizu, et al,  
2009) etc. 

The two stage approach applies dimension reduction first and then builds the 
model  by the existing regression or classification methods developed in low 
dimensional setting. Two stage method is widely used in the different fields, such as, 
image processing and face recognition(Zhao et al, 2003). However, for two stage 
method, the error generated in estimating B will inevitably has impact on the 
following regression or classification procedure. Therefore, an important issue is that 
whether such impact is negligible, or equivalently, wether two stage method can lead 
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to consistent estimate. L2Boosting (Bühlmann and Yu, 2003) is an effective method 
for regression and classification and has been widely used in different settings. Many 
authors had studied the theoretical and numerical property of L2Boosting (Zhang and 
Yu, 2005; Bühlmann and Horthorn, 2007; Chang et al 2010). In this paper, we focus 
on two stage method dimension reduction based L2Boosting method (briefly DRL2B) 
and obtain the conditions that guarantee the consistency of the DRL2B approach. This 
condition suggests that, CART as the most widely used base learner in boosting 
approach may lead to inconsistent estimate in DRL2B method. This provides some 
useful guideline in the application. 

The main contents of this paper are arranged as follows. The DRL2B algorithm is 
reviewed in section 2.1 and its consistency is established in section 2.2 and the 
iterative DRL2B algorithm is proposed in section 2.3. Simulation results in section 3 
show that iterative DRL2B and DRL2B method have good performance. 

2 Dimension Reduction Based L2Boosting and Its Extension 

2.1 Algorithm of Dimension Reduction Based L2Boosting 

Let S denote the set of the real value functions and define span(S) ={ =
m
k

kk f1 ω  

,Rk ∈ω +∈∈ ZmSf k  , }being the linear function space spanned by S, where +Z  is the 

set of positive integer. For any )span(Sf ∈ , define the 1-norm as 1|||| f = inf{ 1|||| ω : 

 =
= m

i

kk ff
1
ω +∈∈ ZmSf k , }. In high dimensional setting, dimension reduction methods 

usually assume the true model has the low dimensional structure ),( εXBfY T=  (Li, 

1991), where kpRB ×∈  and k

T IBB = and k is usually much small.  Many dimension 

reduction method has been developed to estimate the subspace span(B), such as, 
LDA, OLS, SIR (Li, 1991), MAVE (Xia, et al., 2002) etc. 

Let A(f) = 2)( 2fYE − , the 2L  loss of the function f. Define the base function 

space BS  = {g( xBT ) : g being some kinds of base learner}. Throughout the paper, we 

further require that SB satisfies that, for any k ×  k orthogonal matrix H,  

SB = SBH (1)

that is, for any B

T SxBg ∈)( , we have B

T SxHBg ∈))(( . Therefore, it suffices to find 

one of the orthonormal base of span(B). Suppose that { niYX ii ,,1),,( =  } are i.i.d. 

observations of (X, Y ). Let nB  be the estimate of B with kn

T

n IBB = . 

Define 2/))((:2/))(()( 2

1

2 XfYEXfYfA n

n

i iin −=−=  =
 and )({ xBgS T

nBn
=   

being some kinds of base learner}. Similar to greed boosting algorithm (Zhang and 
Yu,2005), the major steps of DRL2B algorithm is as follows.  

1.  Obtain the estimate Bn of some orthnormal basis B by dimension reduction 
methods. 

2.  Select 
nBSf ∈0   
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3.  For 2 ,1 ,0=k  select a closed subset Rk ⊂Λ , such that kΛ∈0  and kk Λ−=Λ   

4. Find kk Λ∈α̂  and 
nB

T

nk SxBg ∈)(ˆ  which approximately minimize the loss function 

kkkknSgkkkn gfAgfA
nBkkk

εαα α ++≤+ ∈Λ∈ )ˆ(inf)ˆˆˆ( , where kε is a series of nonnegative real 

number towards 0. 

5.  Let kkkk gff ˆˆˆˆ
1 α+=+   

2.2 Consistency of DRL2B 

Our goal is to show the statistical asymptotic convergence, that is, as ,∞→n )ˆ( kn fA

),(inf{ fA→ BSf ∈ } in probability, where , )( ∞→= n kk  as .∞→n  Many 

dimension reduction, such as SIR, SAVE, MAVE etc, can obtain BBn → in 

probability, as .∞→n  Without loss of generality, we assume that 

.1)]([sup 2 ≤XgEg  Let kh  and ks  satisfy  −

=
+=Λ∈≤ 1

010 ||||,|ˆ|
k

i ikkkk hfshα and 

suppose that (1) holds. Furhtermore, we make the following assumptions. 

(C1) Lipschiz condition. There exists positive constant ,0>L  such that, 

FxxLxgxg |||||)()(| 2121 −≤− ,   for any Sg ∈  and any 21, xx . 

(C2)   There exists a basis B of )(span B  and ,0>s  such that ).( s

pn nOBB −=−  

(C3)  ),()]1)([( 1)(

s

nk nosnk =+ + as .)( ∞→= nkk  

(C4)  The covering numbers ),( εBSΝ  of the space )(span BS  is finite. 

(C5) 0|)(| MYXf <−  for all BSf ∈ , for some 0M  almost surely. 

(C6)  Assumption 3.1 of Zhang and Yu(2005) holds. 
 
Assumption ∞<Ν ),( εBS  holds in many situations, for example, )(span BS  is finite 

dimensional function space, Sobolev spaces or spaces associated to a kernel(Cucker 
and Smale, 2001). Condition (C5) holds as  Y  and  }∈{ )(spansup BS f : f  are finite 

almost surely. The following theorem  presents the statistical asymptotic convergence 
of the BDR 2L  algorithm. 

Theorem 1. Under (C1)--(C6), as ,∞→n we have )(inf)ˆ(
)(pan)( fAfA

BSsf

p
nkn ∈

⎯→⎯ . 

2.3 Further Refinement: Itrative DRL2B 

Borrowing the idea of iteration method, such as the PLS, which iteratively apply the 
dimension reduction and the linear regression, we propose the following corrected 
algorithm, called iterative DRL2B. Taking the case of fixing step length as an 
example( that is rk =α  for some r), we describe the iterative DRL2B  algorithm as 

follows. 

1. Initialize  0f̂ , denoted as Yf =0
ˆ . Let k = 0. 

2. Increase k by 1, and compute the residuals .,,2,1),(1

][ niXfYU iki

k

i =−= −  
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3. Apply dimension reduction method to )X,U( [k]   to obtain the estimate ][k

nB . Let         
][][ XV k

n

k B= . 

4. Fit [k]U  by [k]V  using the base learner to obtain the estimate )(ĝk ⋅ . 

5. Update k1-k
ˆˆˆ grffk += , where 10 ≤< r  is the step length. 

6. Repeat step 2–5, until stopmk = . 

3 Simulations and Real Data Analysis 

3.1 Simulations 

In this section, we conduct simulations to compare DRL2B, iterative DRL2B, and the 
component-wise L2Boosting (Bülhmann and Yu, 2003), briefly denoted as CL2B. 

Define the testing error as ||/)ˆ( 2 testsetYYerror −= . Take at random 80% data as 

training set and the rest as testing set. We select optimal stopping number mopt by 
five-fold CV method based on the training data and compute the corresponding 
prediction error on the test data. Repeat the procedure for 100 times and compute the 
mean and standard deviation of prediction error under the corresponding mopt, 
denoted respectively as MEAN and STD in the following table 1 of this section. Let 
Mopt  denote the mean of mopt over 100 replicas.  We consider three setting of the 
values of n and p: Case I: n = 200, p = 10; Case II:  n = 100, p = 50; Case III: n = 100, 
p = 100. As generally suggested in the literature, the small value of r, generally 
leading to better results (Friedman, 2001), is preferred, especially for large p. So, we 
take take r = 0.1 for three cases.   

For Case II and III, in both DRL2B and iterative DRL2B, partial SIR method (Li, 
et al 2007), which is computationally simple, is used to estimate the index in Case II 
and III. For case I of small p but large n, we take MAVE to infer the index for DRL2B 
and SIR for iterative DRL2B. In the following models, we always assume that ε ~ 
N(0,1) . Let pT Rpb ∈= − )1,...,1(2/1

1 , Tpb )...,2,1(2 = , pT Rb ∈= )1,...,1,1(3
. Consider 

the following non-linear models. 
 

• Model 1 2
1 2 2( 1) 2sin( / || ||)T TY b X b X b ε= + + + , where X ∼ N(0, Ip). 

• Model 2  ε++= 2
3322 ||)||/1||)(||/(sign2 bXbbXbY TT   where, X~N(0, Ip/4)Σ, where Σ is 

the matrix with the (i, j) elements ||3.0 ji

ij

−=σ .  

Here ),( 21 bbB =  and ),( 32 bbB= , for model 2 and 3, respectively. And the dim(B)=2. 

We compare simulation results of four methods. CL2B with spline base learner, 
denoted as SplL2; DRL2B with dim(B)=2 (that is, we use the true dimension of B) and 
thin-plate spline base learner, denoted as Ts-tpDR; iterative DRL2B method with  

dim( [ ]kB )=1 and spline base learner, denoted as It-splDR; iterative DRL2B with  

dim( [ ]kB )=2 and thin-plate spline base learner, denoted as It-tpDR.  
Comparison of CL2B with DRL2B and iterative DRL2B. From Table 1, it follows 

that Ts-tpDR, It-splDR and It-tpDR are much much better than splL2 in all three cases. 
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Comparison between DRL2B with iterative DRL2B. From Table 1, three methods Ts-
tpDR, It-splDR and It-tpDR have the nearly the same prediction performance for Case 
I, where p is small but n is large; and they also have the similar performance for Case 
II, where p is moderate (p = n/2). The performances of Ts-tpDR in case I and II 
coincide with our theoretical finding in section 2. And for Case III, where p is large (p 
= n), the performance It-splDR and It-tpDR are better than Ts-tpDR. Therefore for 
large p but small or moderate n, iterative DRL2B is a good choice. 

3.2 Real Data Analysis 

We also compare these methods on two real data sets: Ozone data and Boston 
Housing data. Simulation results confirm  the better performance  of DRL2B and 
iterative DRL2B than SplL2.  Simulations are presented in table 1. 

Table 1. Simulation results for model 1 and 2 and real data 

                SplL2 It-splDR   Ts-tpDR  It-pDR 
 

 

 

 

CASE  I 

MEAN 3.542 1.617 1.739 1.541 

STD 1.195 0.428 0.492 0.431 

Mopt 202.600 76.800 22.650 38.700 

 

model 1 

 

CASE II 

 

MEAN 12.034 9.359 9.450 8.901 

STD 5.175 5.886 6.450 5.966 

Mopt 241.550 86.300 42.600 28.350 

 

 

 

 

CASE III 

 

MEAN 15.564 11.748 11.871 10.542 

STD 5.206 4.595 5.519 4.131 

Mopt 134.600 148.100 40.650 18.650 

 

 

 

 

 

CASE  I 

 

MEAN 10.612 3.685 2.959 3.077 

STD 3.175 1.061 1.092 0.805 

Mopt 179.200 115.800 36.600 45.500 

 

model 2 

 

CASE II 

MEAN 18.867 13.973 14.327 13.129 

STD 6.165 5.358 5.395 5.512 

Mopt 22.700 124.200 18.800 47.100 

  

CASE III 

MEAN 19.044 12.615 12.436 10.735 

STD 5.536 4.411 4.474 3.597 

Mopt 220.300 130 57.900 72.600 

Ozone data  MEAN 20.134 18.837 17.077 16.864 

 STD 2.521 3.326 2.252 2.433 

 Mopt 103.450 19.700 18.450 43.100 

Boston 

Housing 

data 

 MEAN 19.889 17.798 17.355 14.478 

 STD 4.093 4.398 4.160 3.573 

 Mopt 133.600 119.250 23.100 149.700 
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Ozone data (Breiman and Friedman, 1985).  This data contains n = 330 
observations, and the number of the covariates p = 8.  In each simulation, 220 
observations are selected at random as training data and rest observations as testing 
data. 

Boston Housing data.  This data is about the price of the house of the suburb of 
Boston (Cook and Weisberg, 1994), including n = 506 observations, each observation 
has p = 13 covariates. Select at random  [3n/5] (the integer part of 3n/5) observations 
as training data and rest as testing data. 

4 Conclusions 

In this paper, we prove the consistency of the dimension reduction based L2Boosting, 
a simple  two stage method. Moreover,  we propose a refined algorithm--Iterative 
DRL2B. Simulation results and real data analysis confirm the effective ness of 
DRL2B.  
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Abstract. When a linear regression model is constructed by statistical calcula-
tion, all the data are treated without order, even if they are order data. We  
propose the Geometric regression and geometric relation method (GR2) to util-
ize the relation information inside the order of data. The GR2 transforms the 
order data of each variable to a curve (or geometric relation), and uses the 
curves to establish a geometric regression model. The prediction method using 
this geometric regression model is developed to give predictions. Experimental 
results on simulated and real datasets show that the GR2 method is effective 
and has lower prediction errors than traditional linear regression. 

Keywords: relations between data, geometric regression, geometric relation. 

1 Introduction 

The regression analysis technique [1-4] is widely used to analyze dependency rela-
tionship between a dependent (or response) variable and a set of independent (or pre-
dictor) variables in multivariate data analysis, and the regression model learned from 
training data may be used for a prediction task. Let there be one dependent variable Y 
and q independent variables X1, X2, …, Xq, the linear regression model about these 
variables is written as [4]: 

0 1 1 ... q qY b b X b X ε= + + + + , where bj (j=0,1,…,q) are 

regression coefficients, random error ε is assumed to be normal distribution 
2(0, )N σ , and

0 1 1( ) ... q qf X b b X b X= + + +  is the regression function. Usually, the 

coefficients bj can be found by the least squares estimates from given data [4]. 
When a regression model is constructed with data, all the data are treated without 

order by statistical calculation, even if the data are time series. However, there might 
be relation information inside the order of data, and this information may be helpful to 
establish a regression model with better predictive ability for some applications. 

To utilize the relation information inside data order, we propose Geometric regres-
sion and geometric relation method (GR2). GR2 transforms the order data of each 
variable to a curve, and then GR2 uses the curves instead of original data to establish 
a geometric regression model. For a prediction task, when some new order data of 
each independent variable are available, GR2 makes a curve with the new data for 
each independent variable, and these curves are sent to the geometric regression mod-
el to produce (batch) prediction values of dependent variable Y. 
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The GR2 method is proposed in Section 2, and the experimental results are in Sec-
tion 3. Finally, Section 4 is the discussion and Section 5 gives the conclusion. 

2 Geometric Regression and Geometric Relation 

We first discuss the projection of the data of each variable to a 2-dimensional curve 
manifold according to relation T. The geometric regression is designed to solve a 
regression model F that fits curves. Finally, the prediction by model F is discussed. 

2.1 Making a Curve with Order Data 

Let 1-dimensional continuous dependent variable Y have n data {yi} in order {y1, y2, 
y3,…, yn}. Typically, order relation T is the time order (e.g., T={t1, t2, …, tn} where 
the time t1<t2<…<tn) when the n data are time series. The order relation is trans-
formed to geometric relation when T is represented by a geometric curve.  

It is ideal to make a curve manifold, one 2-dimensional smooth curve, to represent 
the n data and their order relations. Here we approximate the ideal curve manifold via 
piecewise curves that fit local data. This work includes the data division, the making 
of a piecewise curve fitting a data group, and the connection of piecewise curves. The 
following is a simple introduction (more detail refers to [5]): 

The work will be discussed within the framework of manifold theory [6]. Let n da-
ta be divided equally into k groups along T, then there is m=n/k data for each data 
group (called local data), e.g., the first data group is {y1, y2, …, ym} and the second 
{ym+1, ym+2, …, ym+m}. Let there be a curve manifold M in Cartesian coordinate system 
tOy, and local region Uj of M correspond to the jth data group. The quadratic poly-
nomial is selected on account of easy computation, and then the fitting curve 

2y at bt c= + +  may be found by least-squares fit [7]. 

Every piecewise curve is made under local Cartesian coordinate system uOy, 
where coordinates u represents local T. In detail, a piece of quadratic polynomial 
curve Cj: y=ƒj(u) (u∈[1,m]) is made under uOy with the jth group of data --- m pairs 
of {ui,yi}, i.e., the jth data group is projected to a 2-dimensional local curve: 

( 1) 1~( 1)P : { } : ( )j j ji i j m j m my C y f u= − + − + → = . (1)

Then, geometric properties of Ci are taken as geometric properties of corresponding 
local region Ui of M. Thus, all the k local regions corresponding to k data groups are 
ready. A 2-dimensional curve manifold is constructed when k local regions are joined 
along T, i.e., the n data are projected to M in plane tOy: 

1~P : { } : ji i ny M M U= → = . (2)

For a better approximation to a smooth curve manifold, we take the central 1/3 part of 
each local curve to form local region Ui, and use a same length for all local regions. It 
is similar to construct a curve manifold for each variable Xi by using above method. 
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2.2 Geometric Regression Method 

A geometric regression method using integral calculation will be designed to fit a 
regression model to curve manifolds. Without losing generality, let there be linear 
regression equation 0y xφ φ= + between variables X and Y, and let the same local 

coordinate system uOx be used for local regions of curve manifold XM and the same 
uOy for YM . Then, any point on XM is (u,x) and any point on YM is (u,y). The least-
squares-fit method [7] added with the integral computation of curves for establishing 
a regression equation between curve manifolds is called geometric regression method.  

Theorem 1 (Geometric regression). Let 0y xφ φ= + be the linear regression equation 

between variables X and Y (their curve manifolds are XM and YM respectively). Let 
every curve manifold comprise k local regions, and the local region of XM  be 

( )lgx u= and the one of YM be ( )ly f u= , where 1 2[ , ]u u u∈ and l=1~k. The means of x 

values of XM and the means of y values of YM are set as follows: 

  
2

12 1 1

1 1 ( )l

k

l

u

u
g ug u uk

du
=−=  ,  

2

12 1 1

1 1 ( )l

k

l

u

u
uff u uk

du
=−=  . 

The coefficients are found by the least-squares fit method with XM and YM : 

fg ggL Lφ = , (3)

0 f gφ φ= − , (4)

where 

2

1
2 1

1

( ) ( ) ( )l l

k

fg
l

u

u
gu uf f gduL k u u

=
= − − , (5)

2

1

2 2
2 1

1

( ) ( )l

k

gg
l

u

u
g u gduL k u u

=
= − − , (6)

2

1

22
2 1

1

( ) ( )l

k

ff
l

u

u
f u fduL k u u

=
= − − . (7)

2.3 Prediction by Geometric Regression Model 

Regression model F is first constructed with the geometric regression method from a 
training dataset, and then model F is used for predictions. The prediction performance 
of F is usually tested with a test dataset. The GR2 procedure is in the following: 

(1) Geometric treatment of training data 
Sort training data by order relation T, and make one curve manifold with training 

data under relation T for each variable (e.g. Y and X) by the method in subsection 2.1. 
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(2) Constructing geometric regression model F with curve manifolds 
Construct geometric regression model F (e.g. 0y xφ φ= + ) with curve manifolds 

by the method in subsection 2.2. 
(3) Geometric treatment of new observed data for independent variables 
When some new data (in order T) of each independent variable (e.g. X) are availa-

ble (e.g., {x1, x2, …, xp}), make a curve manifold with these new data under order 
relation T for each independent variable. 

If there are fewer new data, the new data and training data are combined under or-
der relation T, and then the combined data of each independent variable are trans-
formed to a curve manifold (e.g. XM ) under T. 

Cut every curve manifold into parts (each part with a unit length of T) along coor-
dinates t, and then take the starting points of each unit part as projection points (e.g., 
point (u,x') on XM ), and the projection points corresponding to the new data are kept 
(e.g., {x'1, x'2, …, x'p}, but ui is useless and discarded). 

(4) Prediction by geometric regression model F 
The kept data (e.g., {x'1, x'2, …, x'p}) from step (3) are as input of model F to pro-

duce prediction values (in batch) of dependent variable Y (e.g., {y'1, y'2, …, y'p}). 

Note: when the geometric regression process is regarded as a projection (u,x') → 
(u,y'), the projection u → u is an invariable projection, so the u is meaningless and 
discarded for a prediction task. 

2.4 Parameters of Curve Manifolds 

Different parameter m will lead to different curve manifolds and different regression 
models.  The optimal m (or mo) may be obtained while we find the geometric regres-
sion model 0y xφ φ= +  by minimizing residual sums of squares ( , )RSS mφ : 

2( , ) 2f f fg ggRSS m L L Lφ φ φ= − + . (8)

Generally, m=5 to 12 for n ≥42 is the proper searching scope of om according to our 
experiences; m=m1 to m2 for n <42 and n ≥15, where m1 and m2 are the rounding 
down of n -1 and n/3 respectively; and m=2 to m2 for n <15. 

3 Experimental Results 

This section illustrates the prediction performance of GR2, which is compared with 
traditional linear regression (LR) [1,4]. Here the prediction performance is evaluated 
by prediction error (PE), the mean squared error between prediction values of a re-
gression model on test data and true values of test data. For artificial data, the training 
and test data sets are randomly generated from same functions. For real data, 10-fold 
cross validation is used, i.e., the data are first divided into 10 non-overlapping subsets, 
and each subset is used as a test set in turn and the remainder as a training set. This 
procedure is repeated 20 times for artificial data and 10 times for real data, resulting 
in an average PE as the final performance. 



240 K. Wang and L. Yang 

The artificial dataset is generated from the linear function Z(t)=2X(t)+Y(t)+2, 
where X(t)= 4sin(0.08t) +10, and Y(t)= 4cos(0.04t+4)+10. 300 noisy data of every 
variable are generated at t=1,2,3,…,300, and then random white Gaussian noise is 
added to the data. In the experiments, the order relation T={1,2,3, …,300}, the linear 
regression model is F: z=ax+by+c, and the optimal parameter mo is searched from 
m=5,6,…,12. The test process is: under mo the 300 test data {xi} of X are transformed 
to curve manifold 'XM and the 300 test data {yi} of Y to 'YM ; for xi and yi, their corres-
ponding points on 'XM and 'YM are (ui,xi') and (ui,yi') respectively; the xi' and yi' are 
taken as inputs of model F, and output zi' of model F is the prediction; finally, predic-
tion errors are calculated for performance evaluation. 

The real data sets (the servo, auto-price, cpu and auto-mpg) are from the UCI data-
base [8]. These data are scaled to zero mean and unit variance to prevent possible 
numeric problems, and the nominate attributes in these data sets are replaced by in-
tegers (e.g. 1,2,3,…) [9]. The linear regression model is F: 

0 1 1 ... q qY b b X b X= + + + , 

and the optimal parameter mo is searched from m=5,6,…,12 in the experiments. 
As the data relation information of the four real datasets is not given, we mine po-

tential small-to-big order as order relation T from data. The mining method is: find a 
regression model Ftrain with training data by LR method, use Ftrain to yield predictions 
of Y with training data of X (prediction set Sptrain based on the training set), and use 
Ftrain to yield predictions of Y with test data of X (prediction set Sptest based on the test 
set), and then sort the combination of Sptrain and Sptest by values to give small-to-big 
order relation T. (Note: it is reasonable to use test data of X here, since independent 
variable X is observed in real prediction tasks, while unobserved dependent variable Y 
needs to be predicted.) 

The results versus different noise levels for artificial data are shown in Table 1. It 
can be seen that GR2 reduces much the prediction errors (about 44% - 69% PE reduc-
tion) compared with LR. The results for real data are shown in Table 2. One can find 
that GR2 reduces the prediction errors by about 11% - 21% compared with LR. 

Table 1. Prediction errors (PE) in mean squared errors of LR and GR2 for artificial data sets. 
PR denotes proportional reduction of PE by GR2 compared with LR. 

Noise va-
riance 

LR GR2 PR(%) 

0.2 1.19 0.66 44.8 

0.6 3.47 1.23 64.7 

1.0 5.55 1.78 68.0 

1.4 7.42 2.38 68.0 

1.8 9.08 2.80 69.2 

2.2 10.88 3.46 68.2 
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Table 2. Prediction errors (PE) in mean squared errors of LR and GR2 for real data sets. PR 
denotes proportional reduction of PE by GR2 compared with LR. 

Data sets LR GR2 PR(%) 

servo 1.32 1.03 21.6 

autoprice 1.188×107 1.056×107 11.1 

cpu 6297 5402 14.2 

autompg 12.48 10.66 14.6 

4 Discussion 

When order relations of data hold latent varying information of data (called profitable 
case), it would be helpful to mine and utilize this information for a regression-
prediction task by GR2. Stronger the relations among data, more benefit the GR2 can 
obtain from data relations (e.g., the artificial data have strong relations of data in the 
experiments). In contrast, the traditional linear regression does not utilize this infor-
mation. Therefore, when GR2 gains additional information about relations of data, it 
would have better prediction performance on regression models than the traditional 
regression technique (more analyses refer to [10]). This also implies that GR2 method 
usually needs prior knowledge about data relations. 

The differences between GR2 and traditional linear regression method (LR) in-
clude: sum of n data (e.g., 2

1
n
i iy= ) is performed in LR, while the integral technique 

(e.g., 2 2
1 ( )l

u
u f u du ) is used in GR2; LR uses data in regression directly, while GR2 

uses curves transformed from data of each variable. It is the geometric curves that 
reflect additional information about data varying, so GR2 prefers more training data 
and more new data of independent variables to uncover the law of data varying. 

The experimental results suggest that the data relation information is helpful for 
improving the predictive ability of linear regression models. 

5 Conclusion 

The relations between data are helpful for the regression analysis and predictions. We 
propose the GR2 method to mine and utilize the relations of data for the linear regres-
sion. GR2 will improve the prediction ability of linear regression methods when rela-
tively strong relations of data are obtained and the predictions by traditional linear 
regression methods are bad.  
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Appendices 

Proof of Theorem 1 
 

Proof. The coefficients a linear regression equation may be found by the least-
squares-fit method that minimizes the sum of squared residuals. A curve is regarded 
as infinite data, and then the integral technique is used to deal with infinite data. 

These are known: every curve manifold has k local regions, any point of a local re-
gion of XM is (u,x) ( 1 2[ , ]u u u∈ ) under local coordinate system uOx, and any point of 

a local region of YM is (u,y) under uOy. 
For regression equation 0y xφ φ= + , we sum and average its two sides for all the 

infinite points of curve manifolds, where ( )l ilix g u= and ( )l iliy f u= are used: 

 0
1 1 1 1

1 1 1 1
lim limi iN Nl l

l i l i

k N k N

y x
k N k N

φ φ
→∞ →∞= = = =

   
= + ×   

   
    . 

This work is done through the integral to local regions ( )lgx u= and ( )ly f u= : 

 
2 2

1 102 1 2 11 1

1 1 1 1( ) ( )l l

k k

l l

u u

u u
u g ufu u u uk k

du duφ φ
= =− −= + ×   . 
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When 
2

12 1 1

1 1 ( )l

k

l

u

u
g ug u uk

du
=−=   and 

2

12 1 1

1 1 ( )l

k

l

u

u
uff u uk

du
=−=  are set, and 

0f gφ φ= + , we can find out 0φ : 0 f gφ φ= − .  

The sum of squared residuals ( )E φ of 0y xφ φ= + fitting XM and YM is the sum of 

errors between ( )l iliy f u= and 0ˆ li liy xφ φ= +  (i=1~∞) in k local regions, so ( )E φ is: 

( ) ( )0

22

1 1 1 1

( ) lim limi i i iN Nl l l l
l i l i

k N k N

f gE y x y xφ φ φ φ φ
→∞ →∞= = = =

   
= − − = − − +   

   
     

( ) ( )( ) ( )2 22

1 1

lim 2i i i iN l l l l
l i

k N

f f g gy y x xφ φ
→∞= =

  = − − − − + −   
  . 

When the integral is applied to local regions ( )lgx u= and ( )ly f u= (l=1~k) under 

local coordinate system uOx and uOy, we have 
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For minimal fitting error, set ( ) 0/E φ φ∂ ∂ = , and then the φ  is: 

 fg ggL Lφ = .  
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Abstract. For the tuberculosis (TB) model with exogenous reinfection, we 
study the impact of two control strategies: chemoprophylaxis and treatment. We 
focus primarily on controlling the disease using an objective function based on 
a combination of minimizing the number of TB infections and minimizing the 
cost of control strategies. By using Pontryagin’s Maximum Principle, we derive 
the optimal levels of the two controls. Numerical simulations of the optimal 
system indicate that the strategies should be improved as the exogenous reinfec-
tion transmission coefficient increasing. 

Keywords: tuberculosis model, exogenous reinfection, optimal control, pon-
tryagin’s Maximum Principle. 

1 Introduction 

Tuberculosis (TB) is an infectious disease caused by the bacillus Mycobacterium tu-
berculosis (Mtb), which is spread in the air when people who are sick with pulmonary 
TB expel bacteria, for example by coughing [1]. Two billion peoples, about one-third 
of the world’s population are infected by it [2]. Fortunately, the vast majority (90%) of 
people infected with Mtb do not develop TB disease, 5% of people infected progress 
rapidly to active infection and die without treatment, while 5% progress slowly over 
their lifetime [3]. It is shown that infected individuals may remain in this latent stage 
for long and variable periods of time (in fact, many die without ever developing active 
TB), and latent individuals progression towards active TB may accelerate with re-
exposure to TB bacilli through repeated contacts with individuals with active TB [4]. 
Hence, in our TB model, we must not only look at TB infection as the progression 
from primary infection but also include the possibility of exogenous reinfection. 
Treatment for the infectious TB is the basis control strategy [5], moreover, it has been 
reported that TB latent who with chemoprophylaxis are only 1/30 to 1/40 fraction less 
likely to develop active TB than those without chemoprophylaxis[6]. Therefore, in this 
paper, for the TB model with exogenous reinfection, we consider two optimal control 
strategies: chemoprophylaxis for the latent infections and treatment for the infectious. 
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Our objective function balances the effect of minimizing the cases of infected TB and 
minimizing the cost of implementing the control strategies.  

This paper is organized as follows. In Section 2, a TB model with exogenous rein-
fection and two control strategies is formulated, and our objective function is intro-
duced. In Section 3, we derive the optimality system by using Pontryagin's Maximum 
Principle. At last, we use the Runge-Kutta fourth order scheme to numerically simu-
late the optimal control model. 

2 ATB Model with Exogenous Reinfection 

The total population is divided into five epidemiological compartments: susceptible 
individuals, S ; latent individuals, infected with Mtb but not infectious, L ; infectious 
with Mtb (that is, TB active cases), I ; being treated for infectious with Mtb, T ; 
chemoprophylaxis for latent with Mtb, V . Then N S L I T V= + + + + . 

We assume that an individual may be infected only through contacting with infec-
tious individuals. Furthermore, we formulate an SLIT V-  epidemic model with 
exogenous reinfection, seeking to reduce the latent and infectious TB groups, we use 
chemoprophylaxis for the latent infection and treatment for the infectious, respective-
ly. Furthmore, system (1) parameters’ definitions are tabulated in Table 1. 

Then the model is given by the following system of differential equations: 
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In system (1), )1)(0()( 11 ≤≤ tutu is the fraction which an individual leaves the la-

tent compartment and enters the chemoprophylaxis compartment; 
)1)(0()( 22 ≤≤ tutu  is the fraction which an individual leaves the infectious com-

partment and enters the treatment compartment during the treatment is strengthened. 
The control functions ( )( 1, 2)iu t i =  are bounded, Lebesgue Integrable functions. The 

“chemoprophylaxis for latent infection” control 1( )u t , represents the fraction of TB 

latent individuals that is identified and will be put under chemoprophylaxis (to reduce 
the number of individuals that may be infectious). When the rate 1( )u t  is higher, 

there is less latent and higher implementation costs. Correspondingly, the “treatment 
for infectious infection” control 2 ( )u t , represents the strengthened fraction of TB 

infectious individuals that is identified and will be treated. When the rate 2 ( )u t  is 

higher, there is less infectious and higher implementation costs. 
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Table 1. Definitions of used symbols 

Parameter Explanation 
m  Natural death rate 

Am  Recruitment rate of individuals 

1b  Transmission coefficient of the infectious cases for the susceptible individuals 

2b  Transmission coefficient of the infectious cases for the latent individuals 

1e  Rate of a latent individual becoming infectious 

2e  Rate of an individual from chemoprophylaxis to infectious compartment 

g  Rate of  an infective individual be treated before the treatment policy is streng-
thened 

0g  The maximal added rate of  an infective individual be treated for during the 
treatment policy is strengthened 

d  Rate of  an individual complete the treatment 

k  Fraction of  disease-relapsed 

1a  Disease-induced death rate of infectious individuals 

2a  Disease-induced death rate of treatment individuals 

3a  Disease-induced death rate of chemoprophylaxis individuals 

 
Our objective functional to be minimized is 

)2()]()()()()()([)(
0

2
22

2
114321 +++++= ft

dttuCtuCtVBtTBtIBtLBuJ         

subject to the state system given by (1). The control goal is to minimize the infected 
populations, include the being treated populations, and the cost of implementing the 
control measures. The cost result from a variety of sources, we assume that the cost of 
chemoprophylaxis is nonlinear, we take quadratic form here[7]. The coefficients, 

1 2 3 4, , ,B B B B  and 1 2,C C  represent the corresponding weight constant, respectively, 

and these weights are balancing cost factors due to size and importance of the parts of 
the objective functional. 

We seek to find an optimal control function * *
1 2( ( ), ( ))u t u t  such that 

)3(}),(),(min{),( 2121
*

2
*

1 Ω∈= uuuuJuuJ ：  

where  

}2,1,],0[),({ 1
21 =≤≤∈=Ω iutLuuu iiifi： α β              (4) 

and , ( 1,2)i i i =α β  are fixed positive constants. 

3 Analysis of Optimal Controls 

The necessary conditions that an optimal pair must satisfy come from Pontryagin’s 
Maximum Principle[8]. This principle converts (1), (2) and (3) into a problem of mi-
nimizing pointwise a Hamiltonian, H , with respect to 1 2( ( ), ( ))u t u t : 
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where ( 1, ,5)i il =  are the adjoint variables. By applying Pontryagin’s Maximum 

Principle and the existence result for the optimal control pairs from[9], we obtain the 
following result. 
Theorem. There exists an optimal control * *

1 2( , )u u and corresponding solution, 
* * * *, , ,S L I T and *V that minimizes 1 2( , )J u u over Ω . Furthermore, there exists 

adjoint functions, ),(),...,( 51 tltl  such that 
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with transversality conditions 
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The following characterization holds 
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Proof. Corollary 4.1[9] gives the existence of an optimal control due to the convexity 
of integrand of J  with respect to 1 2( ( ), ( ))u t u t , a priori boundedness of the state 

solutions, and the Lipschitz property of the state system with respect to the state va-
riables. 

Applying Pontryagin’s Maximum Principle [8], we obtain 

V

H
l

L

H
l

S

H
l

∂
∂−=′

∂
∂−=′

∂
∂−=′ 521 ,...,, and )5,...1(0)( == itl fi  evaluated at the optimal 

control and corresponding states, which results in the stated adjoint system (6) with 
transversality conditions (7). 

By considering the optimality conditions, 0=
∂
∂

iu

H and solving for ( )( 1, 2)iu t i = , 

subject to the constraints, the characterizations (8) can be derived.  
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To illustrate the characterization of ( )( 1, 2)iu t i =  , we have 
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Taking into account the bounds on ( )( 1, 2)iu t i = , we obtain the characterization of 
* *
1 2( ( ), ( ))u t u t in (8). 

The optimality system consists of the state system (1) with the initial conditions, 
the adjoint system with the terminal transversality conditions (6), (7) and the control 
characterization (8). The uniqueness of solutions to the optimality system can be ob-
tained by standard results. Thus, the uniqueness of the optimal control follows from 
the uniqueness of the optimality system. 

4 Numerical Simulation 

In this section, we discuss the numerical solutions of the optimality system and the 
interpretations from various cases. 

we study numerically two optimal control strategies of the TB model. The optimal 
control strategies are obtained by solving the optimality system, consisting of 10 ordinary 
differential equations from the state and adjoint equations, coupled with the control cha-
racterization. An iterative method is used for solving the optimality system. Given initial 
guess for the controls and initial conditions for the states, then, the state differential equa-
tions are solved forward in time using a fourth-order Runge-Kutta scheme. Using the 
current iteration solution of the state equations and the given transversality conditions (7), 
the adjoint system is solved backward in time, again employing a fourth-order Runge-
Kutta scheme. Both state and adjoint values are used to update the control using the cha-
racterizations given by (8), and then the iterative process is repeated. This iterative 
process terminates when current state, adjoint, and control values converge sufficiently, 
in other words, the iteration is stopped if the values of unknowns at the previous iteration 
are very close to the ones at the present iteration. 

In our simulation, we assume 100000A = , thus 10000070/1 ×== mAL . 
The bound on the control coming from estimating about the effectiveness of the inter-
vention strategy. In choosing lower and upper bounds for the controls, for the control 

1( )u t , it is reasonable to assume that upper bound is 0.5, a reasonable lower bound is 
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0; for the control 2 ( )u t , it is reasonable to assume that upper bound is 0.9, a reasona-

ble lower bound is 0. The initial values for the states are given by 
(0) 95000, (0) 2000, (0) 2000, (0) 1000, (0) 0S L I T V= = = = = , respectively.  

Table 2. Parameter  values used in the Fig. 1 

Parameter Value Source Parameter Value Source 
m 1/70.0 [10] 1b  30/100000 Assumed 

1e   0.00368 [11] 2e  0.001 [6] 

g 0.50 [12] d 1.5 [13] 

k  0.01 [1] 1a  0.3 [14] 

2a   0.05 [15] 3a  0.03 Assumed 

0g   0.50 Assumed 2 1*sb b=  0.3s =  Assumed 

 
In Fig. 1, parameter values as the Table 2 list. Due to lack of data, some parameter 

values are assumed within realistic ranges for the purpose of simulation. The units 
where applicable are per year. The weights in the objective function are 

1 2 3 41, 100, 10, 0.5B B B B= = = =  which mean that minimization of the number of 

latent, infectious, treated, and Chemoprophylaxis has different importance. Fig. 1 
shows the optimal treatment strategy for the case of 1 2400, 2000C C= = . The popu-

lations with optimal control actions are shown in dashed lines, to compare with the 
populations without control actions. Obviously, we can know that, from Fig. 1, the 
infected individuals are decreased sharply, when to use the optimal control strategies, 
comparing with the case without control actions. Then, the infected will be eliminated 
if we adopt the optimal control measures. 

 

Fig. 1. Simulations of the model (1). Dashed line: Populations with control; Solid line: without 
control 
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In Fig. 2, we show how the control strategy 2 ( )u t  depends on the exogenous rein-

fection transmission coefficient 2b , which is the exogenous reinfection transmission 

coefficient of the infectious cases for the latent individuals. We suppose 2 1*sb b= , 

then let s  choose 0,0.5,1,1.5, 2  respectively. s is shown that there doesn’t exist 
exogenous reinfection for the TB; 0.5s =  is shown that the exogenous reinfection 
transmission coefficient 2b  is smaller than 1b ; 1.5s =  is shown that the exogenous 

reinfection transmission coefficient 2b  is bigger than 1b ; and so on. From Fig. 2, we 

find that the control strategy 2 ( )u t  should be increased as 2b  increasing. 

 

Fig. 2. The control strategies 2 ( )u t  for different values of 2b  

We have identified optimal control strategies for several scenarios. Numerical si-
mulations of the control model indicate that the chemoprophylaxis and treatment 
strategies are effective in reducing TB disease transmission. And our optimal control 
results also show that the cost-effective combination of control may depend on the 
exogenous reinfection transmission coefficient. In conclusion, control programs that 
follow the chemoprophylaxis and treatment controls can effectively reduce the num-
ber of infected for TB. But when 2b  increasing, disease control should be increased, 

even when 22 ≥b , the disease seems can’t be control. The studies show that we 

shouldn’t ignore the exogenous reinfection for TB disease control. 
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Abstract. For the users’ information of the Smartphone disclosure issues, a 
method of users’ information secure for the Smartphone has been researched. 
Based on hidden Markov model and fuzzy pattern recognition model, the paper 
proposes a compound monitoring approach which use the heuristic scanning-
behavior block monitoring, to discriminate the behavior of the program whether 
is malicious. Finally, the paper introduces a method for testing Smartphone 
users’ information protection. The results show that this method is able to well 
implement to monitor and block the malicious behavior of the program. 

Keywords: heuristic scanning, behavior blocking, malicious behavior, 
Smartphones Information Protection. 

1 Introduction 

Today, according to market research agency IDC recently released [1], at the end of 
the fourth quarter of 2011, every sold three mobile phones in the global, there is a 
smartphone. It is becoming the people second data processing center. However, the 
Smartphone users’ information data is more and more unsafe. 

On the Smartphone, the users’ information disclosure is particularly dangerous. 
The literature [2] indicates  that malicious program will collect the Smartphone 
users’ privacy information after these implant in the Smartphone. Then the 
Smartphone users’ privacy information will be sent out. As these programs have 
hidden, cell firewall is also difficult to intercept. Therefore, for Smartphone users’ 
information security, we need to find a suitable method of protection for the 
Smartphone characteristics. 

Combining the characteristics of Smartphone in this paper, based on hidden 
Markov model and fuzzy pattern recognition model, we put forward the heuristic 
scan-behavior blocker composite monitoring methods, to achieve real-time security 
protection on mobile users’ information. 

2 Related Research 

Today, Smartphone monitoring method is on mature, there is: feature code detection 
method, heuristic analysis method and behavioral blocking method [3, 4]. 
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2.1 Feature Code Detection Method 

This detection technology is single which is not affective for the unknown malicious 
program. The literature [5] indicates that as the security threatened on Smartphones 
will become diverse, the malicious programs will render polymorphism, for the 
detection capability of a single feature code technology will gradually be replaced by 
other ways. 

2.2 Heuristic Analysis Method 

The literature [6, 7] indicates that the heuristic analysis is a priori program behavior 
prediction methods, through knowledge and experience, it analysis the intent of the 
program and determine the behavior of the program. By differences from the features 
of the traditional detection methods for detection of program code, it detects 
suspicious logic of the program so that detecting unknown malicious programs is 
functional. In the specific implementation, the heuristic analysis method exists to 
identify suspicious code instruction sequence requires time-consuming, and false 
negatives and false positives problem.  

2.3 Behavior Blocking Method 

The literature [8] indicates that the behavior blocking methods will define security 
policy initially. While the program is running, real-time monitor the program 
behavior. When the program is illegally, the security policy blocks it. There are two 
types of security policy: one is a smart approach, according to certain algorithm, set 
the factors and analyzes and judges the behavior of the program; another one is user 
direct involvement, determine whether the program is malicious behavior by the user. 
The literature [4] indicates, “The behavior of the different types of viruses can widely 
vary, and may cause the system behavior patterns have many kinds of infection”, this 
will lead to the monitoring and analysis of the behavior of the program will take a lot 
of time and resources. 

Today, Smartphone computing power and storage capacity increase substantially, 
the calculation time and resource consumption on heuristic analysis and behavior 
blocking constraints of the both of these two methods are no longer obvious. In this 
paper, we combine the heuristic analysis method and behavior blocking method, and 
propose a Smartphone users' information protection method based on heuristic 
scanning - behavior blocking composite monitoring. 

3 Method of Composite Monitoring 

3.1 Malicious Behavior Feature 

According to feature analysis of the program of the malicious behavior for users’ 
information, we mine the malicious behavior factors, as shown in Table 1. 
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Table 1. The program of malicious behavior feature 

Number   Behavior Feature Threat Degree 
1 program self-delete high  
2 service auto start high 
3 copying in the system directory high 
4 process hidden high 
5 SMS interception high 
6 auto start of the memory card high 
7 reading address book middle 
8 reading SMS middle 
9 reading call records middle 
10 voice recording high 
11 mobile locating high 
12 abnormally calling high 
13 sending SMS low 
14 sending E-mail middle 
15 sending by network high 

3.2 Heuristic Scanning 

We construct a model for the procedure focused using the double stochastic process 
of hidden Markov model. λ as a 5-tuple (S,V,A,B,Π). 

Monitoring the behavior of procedures can be considered as a binary classification 
problem. S as a group of state set, define the set of procedure state S = {0, 1}, 0 is  
none-malice, 1 is  malice, the state number N = 2. s as a behavior detected, has s∈S. 

V is the set of procedures for malicious behavior, as shown in Table 1, 
V={V1,V2,V3,…,VM}, VM is the malicious behavior of M, M is the total number of 
currently known malicious behavior. 

A is the state transition matrix, 00 01

10 11
ij N N

a a
A a

a a×

 
 = =   

 
,aij = P(qt+1=j | qt=i),1≤i , 

j≤N, where qt is the current program state, and qt+1is the next program state. 
B is the malicious programs probability distribution, B = {bj(k)}, bj(k) is the prob-

ability distribution for procedure state j, bj (k) = P ( Vk | j) ,1≤k≤M,1≤j≤N. 
Π is the initial state probability distribution. The state of the system is normal or 

abnormal, so Π = {π1, π2}, πi = P(q1=i),is  the probability of choosing i when time 1. 
B is the probability distribution of malicious programs, B = {bj(k)}, bj(k) express 

the probability of malicious behavior while the program is in state j, bj (k) = P ( Vk | j) 
,1≤k≤M,1≤j≤N。 

Π is the initial state probability distribution. System state in a normal state or mali-
cious state, so Π = {π1, π2} , πi = P(q1=i), πi is the probability of selecting state i in 
initial time. 

HMM model as the malicious behavior of the generating device, according to a 
certain step, generate malicious behavior series: O (t) = (O1,O2, O3,..., OT) ∈V, T is 
the number of malicious behavior monitoring to program. 
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Use the forward - backward algorithm: 
Forward variable αt (i) = P(O1O2O3…Ot , qt=i | λ), αt(i) refers to the probability of 
malicious behavior of the program sequence O1O2O3…Ot at the given model λ in time 
t under state i. 

(1) Initialization: α1 (i) = πi bi (o1) (1≤i≤N) 
(2) Iterative calculation:

1 11
( ) ( ) ( )

N

t t ij j ti
j i a b Oα α+ +=

 =    ,1≤t≤T–1, 1≤i, j≤N 

(3) Distinguishing malicious behavior: { }
1

| ( )
N

Ti
P O iλ α

=
=  

Backward variable βt(i) = P(OtOt+1Ot+2…OT | qt = i , λ), βt(i) refers to the probability 
of malicious behavior of the program sequence OtOt+1Ot+2…OT at the given model λ 
in time t under state i.  

(1) Initialization: βT(i) = 1 (1≤i≤N) 
(2) Iterative calculation: 

1 11
( ) ( ) ( )

N

t ij j t ti
i a b O jβ β+ +=

=    1≤t≤T – 1, 1≤j≤N 

(3) Distinguishing malicious behavior: { } 1 11
| ( ) ( )

N

i ii
P O b O iλ π β

=
=  

We derive the value P{O | λ}by forward and backward algorithm, and set the value by 
weighted average to arrive at a final predictive value P{O | λ}. Where weight is sim-
plified, we subject to the average. 

We calculate the malicious behavior programs probability value P{O | λ} and set 
the threshold ε. When calculating the probability value is greater than the threshold ε, 
we can be submitted to user determine whether the program is malicious behavior. 

3.3 Behavior Blocking Monitor 

Behavior blocking monitors focus on suspicious malicious behavior, such as listed in 
Table 1 a series of malicious behavior, and monitor the type of malicious behavior of 
the corresponding system API functions. We construct a model for the method of 
fuzzy pattern recognition. First, we use fuzzy sets to the program behavior is divided 
into the normal behavior and malicious behavior [9], then use the Optional Near prin-
ciple for the classification monitoring program. 

Fuzzy Pattern Recognition: Definitions of sets, the behavior of the program is di-
vided into two categories, normal and malicious. Select a sample program from the 
sample space, and extract the sample programs in a set of feature set A, which related 
to user information security. Each program has a corresponding feature, that can be 
defined a fuzzy set on the feature class to describe an object or object class. Based on 
the domain Q={q1,q2,…,qn}, it composed by n feature. An executable program or 
class can be used to define a fuzzy set on the domain of Q to describe, that is M . The 

program has the feature qi membership is defined as the real number iμ , iμ ∈[0,1]. 

Training:  
(1) According to Table 1 corresponds to the access to the system API function, 

select t feature set of API functions to form a fuzzy feature set. t=15, feature set can 
increase with the increase of malicious behavior in the future.  
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(2) According to the feature set, we establish the membership function of fuzzy 

set V  of malicious behavior: 
2 2( ( ))

0 , ( ) 0
( ( ))

, ( ) 01
V
i

V
V i

V i VE A
i

E A
E A

E Ae σ
μ

−

 ≤=  ≥−
 

In the Formula, the ( )V
iE A  is the frequency average of the system API functions 

used in malicious behavior. { }1 2( ), ( ),..., ( ) 3V V V
tMax E A E A E Aσ = , t is number of feature 

quantities. With membership function ( ( ))V
V iE Aμ , evaluate the fuzzy set 

{ }1 1 2 2, ,...,V V V
t tV A A Aμ μ μ= . 

(3) Establishment membership functions of the fuzzy set N in the API function 

of the normal behavior: 
2 2( ( ))
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In the Formula, the ( )N
iE A  is the frequency average of the system API functions 

used in normal behavior. With membership function ( ( ))N
V iE Aμ , evaluate the fuzzy 

set { }1 1 2 2, ,...,N N N
t tN A A Aμ μ μ= . 

Classification:  
(1) When the program calls a system API functions related to Smartphone users’ 

information , get the API function information , statistics on its frequency of feature, 
obtain the set {A1, A2,…,At}.t is feature space dimension; 

(2) Membership function of the program is: 
2 2( )

0 , 0
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With membership function ( )M iAμ , evaluate the program fuzzy set 

{ }1 1, 2 2, ,..., t tM A A Aμ μ μ= ; 

(3) Get the fuzzy set V and N from the training, separately calculate the Euclid 
close degree ( ),M VΨ   and ( ),M NΨ   . 

The formula of the Euclid close degree: ( ) ( )( )
1

2 2

1

1
, 1

t A B
i ii

A B
t

μ μ
=

Ψ = − −  ; 

(4) Use the" optional near principles" to categorize detected program. The prin-
ciple is: for the fuzzy sets ,iA B  (i= 1, 2,…,n),if i∃ has ( ) ( )

1
, ,i j

j n
A B A B

≤ ≤
Ψ = Ψ∨   ,that 

consider the 
iA and B closest, classify the both as one class. 

Based on the above two methods, we propose the composite model. The model for the 
Smartphone users’ information protection system: Use heuristic scanning methods, 
scan the program, determine whether the program behavior threat users’ information; 
Use behavior blocking method, monitor these system API functions related to users’ 
information in real-time, when the program use these system API functions, 
determine whether the program behavior threat users’ information. The entire 
interception program is processed by user. Then we construct the confidence list of 
this complementary measure; store the users’ selection in the list. 
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4 A Protection Model of Users’ Information Based on 
Composite Monitoring 

Based on composite monitor method, this paper design users’ information protection 
model, which of architecture as shown in Figure 1. 

Heuristic analyzer

Heuristic scanning

User interface

Real-time behavior 
monitoring

Behavior analyzer

Trust 
list Update

State 

Lib

Feature 

Lib 

 

Fig. 1. The architecture of users’ information protection model 

Heuristic scanning module: it’s initiated by user, scans the Smartphone system 
program which not in the trust list, detects the program behavior whether threat the 
users’ information. For malicious behavior program, it submits user to select blocking 
or releasing the program, and adds the program into the trust list.  

Heuristic analyzer: it uses hidden Markov rule, analyzes the program behavior 
which is submitted by the scanning module, determines the program whether has the 
malicious behavior and backs the result to the scanning module. 

Real-time behavior monitoring module: it monitors system API functions which is 
related to users’ information. If the program which is not in the trust list uses these 
system API functions, it determines the program behavior whether threat the users’ 
information. For the malicious behavior of program, it submits user to select blocking 
or releasing the program, and adds the program into the trust list. 

Behavior analyzer: it uses fuzzy pattern recognition module, classifies the program 
behavior which is submitted by real-time behavior monitoring module and backs the 
classified results to monitoring module. 

User interface: the interface of user and module. It submits the malicious behavior 
of program which monitor from scanning module and real-time monitoring module, 
prompts the user to select block or release. Finally, it returns the result to their se-
lected module and records into the trust list. 

Trust list: it establishes the black and white list, stores separately the behavior pro-
gram of normal and malicious. 

5 Experimental Analyses 

The experiment uses Windows Mobile Smartphone platform, for the spy software 
WinCE.Flexispy.A sample[10], writes a malicious behavior program named  
Alfred.exe. The malicious program enters a latent state after implantation. When the 



258 H. Zha and C. Peng 

 

malicious program receives command, turn on the running state. It’ll steal contacts, 
SMS messages, call records and phone physical geographic information, via text mes-
saging, e-mail and networking send out. It’s also as detectaphone, monitors user talk. 

After the malicious behavior program Alfred.exe implanted in the phone, start the 
information program model. We run the heuristic scanning to detect the phone in the 
program. When it detects the program Alfred.exe which is not in the trust list, analyz-
es the behavior of program, draws a conclusion which Alfred.exe is a malicious pro-
gram, and submits user to handle. 

Open real-time behavior monitoring, and run the malicious behavior program Al-
fred.exe. When the program get the contacts to access to the relevant API function, 
the real-time monitoring block and analyze its behavior. While the program behavior 
classifies monitoring behavior, it submits user to handle. As shown in Figure 2. 

 

Fig. 2. A tip from real-time monitoring of the behavior blocking 

Table 2. User information monitor list 

 Heuristic scanning  Real-time behavior monitoring 

Contacts  √ √ 
SMS √ √ 
Call records √ √ 
Calling √ √ 
Voice recording √ √ 
geographic locating √ √ 
SMS sending  √ 
E-mail sending  √ 
networking  √ 

 
In this experiment, we select Allow, and continue to test. Then the program will 

continue to get SMS messages, call records, geographic information and calling to 
access to the relevant system API function, the real-time monitoring module can be 
blocked, and  submit user to handle. 

As the program Alfred.exe covers most of current malicious behavior which is re-
lated to Smartphone users’ information disclosure, from this experiment can be seen 
that the heuristic scanning and real-time behavior monitoring can be good find the 
malicious behavior, thereby demonstrated the method of Smartphone users’ informa-
tion protection based on composite behavior monitor is effective. 

Table 2 shows the model can protect the Smartphone users’ information. 
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6 Conclusion 

This paper analyzes the malicious behavior feature of the program which threatens the 
security of Smartphone users’ information, and studies the method of the information 
protection. Based on Hidden Markov Models and fuzzy pattern recognition model, the 
paper proposes a compound monitoring approach which uses the heuristic scanning-
behavior block monitoring. It designs the Smartphone users’ information protection 
model based on the method mentioned above. Experiments show that, the model can 
be good to monitor the program which threatens the user's information security, and 
verify the correctness of the compound monitoring approach which uses the heuristic 
scanning-behavior block monitoring, achieved the expected goals. In the furniture, we 
need to further improve the malicious behavior library, reduce omissions and false, 
and increase the accuracy of the blocking of malicious behavior program. 
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Abstract. Chaos has good statistical characteristics and is sensitive with initial 
value which is appropriate for encryption system. Since digital chaos is 
conducted under the condition of finite precision, which will lead to the 
degradation of the system and the output sequence will appear periodicity. This 
paper proposed an improvement for the short period of digital chaotic sequence 
and designs a new type of digital chaotic sequence generator based on FPGA. 
Experimental data show that this new cycle of the system output sequence can be 
set according to the encryption necessary which remedies the short-period 
phenomenon of digital chaos, so that digital chaotic sequence generator is safe to 
be applied to the encryption system. 

Keywords: correlative peak interval, finite precision, correlation, chaotic 
pseudo-random sequence. 

1 Introduction 

In recent years, chaotic encryption is widely used in many research fields for its good 
characteristics that chaos is sensitive with initial value and is similar to random 
sequence [1]. Since random sequence can be used in many situations, the replacement 
of random sequence with chaos has become a hotpot and conducted by many 
researchers [2, 3]. However, using digital system to realize chaos has many difficulties 
that chaos is restrained by the finite precision of the system and even small errors 
introduced in each iteration will have a big effect on the implement of chaos [4]. 
Consequently, the accumulation of the error will result in the deviation of the orbit and 
greatly affect the characteristic of the system [5]. Using analog circuits to realize 
chaotic sequence had been used for a long time [6]. However, due to the sensitivity of 
chaos to initial values and parameters, chaotic key stream is easily affected by 
environment conditions [7]. Moreover, it is hard to set up the cooperation between the 
sending and receiving terminal [8]. And most research just focus on the simulation 
experiment, which can not discover the problems happened in the actual hardware [9, 
10]. Theoretically, chaotic sequence in non-period, but it will turn to be a period 
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sequence in the situation of finite precision. In addition, chaos will have strong 
correlation after discretization, which will greatly affect its performance [11, 12]. So 
this paper did some research on the correlative peak interval and presents a new type of 
digital chaotic sequence generator. 

2 Chaos Theory 

Bifurcation chart is the description of state variant based on parameter space. General 
mapping form is: 

1 ( , ),n n nx f x x Rμ+ = ∈    (1)

Where ( , )f ⋅ ⋅  is the differentiable function，μ  is a parameter. If initial value is fixed, 

the value of nx  repeats infinite cycle among ( 1)p p ≥  states which is a periodic orbit. 

According to the method of linear stability, the conditions for stable periodic orbits is 

1

( , ) 1
p

t
t

f xμ
=

′ ′ ≤∏  (2)

where the periodic orbit p  is called super-stable. In this paper, the logistic map is 

defined as: 

[ ] [ ]1 (1 ), 0,4 0,1n nx x x xμ μ+ = − ∈ ∈  (3)

We get the fixed point : 0; : 1 1/O x A x μ= = − .The stability of fixed point is 

determined by ( )f x′ , which is: 

( ) 2f x xμ μ′ = −  (4)

Consequently, the stability of fixed points depends on the parameter μ . From the 

behavior of iterative equation (3), it could obtained that when the parameter μ  

becomes larger from zero, the iterative process has different dynamic behavior. 
Nonlinear equations change the topology structure of system trajectory, which will 
cause the overall shape of the system changes suddenly and produce the phenomenon of 
bifurcation. However, it is the necessary process of the generation of chaos. 

3 Logistic Sequence Generator and Key Selection 

Logistic mapping mathematical expression is shown as equation (3), when μ  is in the 

interval of [3.5699456, 4], logistic map enters into chaotic state and presents complex 
dynamics. We design logistic chaotic mapping digital circuit model according to the 
equation shown in Fig. 1, where Input is the initial value, Shift and Sampler are two 
binary output sequence, and the other module is the logistic chaotic mapping operations 
unit. Output is the output of the key sequence generator. 
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Fig. 1. Logistic chaotic map circuit based on FPGA 

Initial value is the first consideration in the analysis of chaos. It can be seen that the 
statistical characteristics of the output sequence are affected by the computing 
accuracy, equation parameters and initial values. As the computing precision in the 
system is limited, so it is not suitable if we use the key input in chaotic encryption 
algorithm. According to the research of chaotic dynamics, when parameter μ  is in the 

interval of [3.5699456, 4], logistic map is in the chaotic state and the output sequence is 
non-periodic and non-convergent. However, it can be seen from Lapunov index curve 
that the interval is not always in chaos state, and when μ =4, the map is a full shot in 

the unit interval [0, l] that the chaotic sequence has the characteristic of periodicity. 
Therefore μ  can not be the initial key input of chaotic encryption when the initial 

value has a tiny deviation, the orbit will separate with exponential speed. So it is 
impossible to have a long-term prediction on the behavior of the system. Just as the 
chaotic system is sensitive with the initial value, when the chaotic system is assigned 
with different initial value, we can get a series different and not related chaotic 
sequence. Therefore, we choose the initial value of chaotic systems as the chaotic key 
input.We select μ =4, precision is 38, and initial value X (0) as the initial key conditions 

in logistic equation under the condition of Matlab simulation environment. With 
different selected initial keys, auto-correlation tests were shown in Fig. 2. 

It can be seen that with the same accuracy and parameters, when the initial value is 
different, the output sequences are not the same. 610  groups of data were selected to 
test relevance in this paper. When the initial value is 0.216, it does not have any 
relevant peak interval in the whole operation region, and when the initial value is 
0.1378, there are a few of relevant peak intervals. After repeated test, any initial value 
will produce an unpredictable relevant peak interval. That is using initial value as the 
input key could not make the encryption system security when digital chaotic system is 
used for plaintext encryption. 

Consequently, if the ciphertext sequence has cyclical relevant peak interval, it will 
directly threaten the safety of the key sequences. But the discretization of the chaotic 
relevant peak interval is inevitable, so how to get the ideal interval between the peak 
values becomes a key issue in the digital chaotic sequence encryption system. After a 
lot of relevant test we can see that relevant peak interval is equal or approximately 
equal, so in this paper, we do the analysis on relevant interval which is equal to the peak 
period. 
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(a) initial value is 0.118 

 
 (b)initial value is 0.1378 

 
(c) initial value is 0.216 

Fig. 2. The relation between related periodic interval and the initial value 
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4 Digital Logistic Hardware Realization and Its Output Sequence 
Test 

4.1 Digital Logistic Hardware Realization 

Both the design and development process are completed in the chip of Altera 
development board EP2C8Q208C8N. The digital chaotic key stream generator was 
designed with the operating platform of Quartus Ⅱ 8.1 based on logistic equation. Fig. 
3 is the logistic hardware circuit diagram which includes obtaining the initial value, 
floating point unit, the implementation of the standard double-precision addition and 
multiplication, iteration, fixed point, floating-point conversion, and changing 
quantitative modules into binary sequences. 

In order to generate binary chaotic sequence, original chaotic sequence { ( )}x n  was 

changed to binary sequence { ( )}s n  which subjects to ( ) [ ( )]s n T x n= ， ,1,0=n
，where [ ( )]T x n is an irreversible function defined as 
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As chaotic signal { ( )}x n  has good random statistic characteristics, so { ( )}s n  has 

balanced 0-1 ratio. 

 

Fig. 3. Logistic chaotic map hardware circuit connection diagram 
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According to the equation (3), when { ( )| 0,1, 2, , ( ) [0,1]}X x n n x n= = ∈ , the 

binary sequence after conversion is { ( ) | 0,1,2, , ( ) {0,1}}S s n n s n= = ∈ . In order to 

make the design simple and the easy to be realized, equation (3) is done with the linear 
transformation. 

0 , 2 ( ) [ 2 ( 2 1 ) )
[ ( ) ]

1 2 ( ) [ ( 2 1 ) ( 2 2 ) ]

m

m

x n k k
T x n

x n k k

 ∈ += 
∈ + + ，

 (6)

Where m is the arbitrary positive integer and 0,1, 2, , 2 1mk = − . Whether the 
output of sequence is 0 or 1 will be determined by the parity of bit. Bit extractor will 
complete the judgment of the bit parity that barrel shift register and the bit selector can 
complete the function of equation (3). In order to improve the period of chaotic 
sequence, digital chaotic key stream generator we designed consists of two parts. The 
first part is the output of the uncertain chaotic sequence where μ =4, the precision is 

38, and the initial value could be any value. The simulation results were shown in Fig. 
4. The default system clock period is 10ns, rising edge trigger, sclrp is the circuit reset 
signal. When sclrp is high, the whole circuit is valid to reset initialization. Sel is the 
initial key loading start signal. When sclrp is low and sel is high, the circuit will sends 
the initial key into the circuit, however, when sel changes from high to low, the circuit 
uses the input key as the initial value for the iteration logistic equation. This paper 
chooses 48 bits binary number as the initial key input, and output is the sequence output 
of Logistic iteration equation. 
 

 

Fig. 4. Uncertain chaotic system output with arbitrary chaotic key 

The second part is used for fixing initial value, μ =4, the reliable system simulation 

waveform under the precision of 38 (Fig. 5). 

 

Fig. 5. Reliable system output sequence with fixed initial values, parameters and accuracy 
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The XOR output between the reliable systems with initial key chaotic sequence 
system is shown in Fig. 6. The reset signal is sclrp and the high value is effective. 
When sclrp is low and sel is high, the system will load initial key 
AAAAAAAAAAAA. N1 is the output sequence of arbitrary system. When the third 
rising edge of the clock signal is triggered, the system will do the iteration with initial 
key. N is a reliable system, and the output is the result after the operation with N1. 

 

 

Fig. 6. Simulation results of the digital chaotic sequence generator key 

4.2 Digital Logistic Output Sequence Test and Analysis 

The length of the binary sequence is N, then the correlation coefficient of the binary 
sequence is defined as following, where m is the parameters for the step. 

1

1
( )

N m

i i m
i

R m x x
N

−

+
=

= ⋅ ⋅  (7)

As a result, the period of operation is 402114 (Fig. 7 (a)) and it has no period in Fig. 7 
(b), which proved that the practical digital chaotic key generator has good 
cryptographic properties. It is inevitable to have correlation peaks in the output 
sequence which directly threaten the safety of the key sequences. After the processing 
of operator XOR, it has better performance (Fig. 7(c)). So with the method proposed in 
this paper, the output sequence used in digital communication encryption will ensure 
better autocorrelation. 
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(a)Limited period(the period is 402114) 

 
  (b)there is no period in 610  

 
(c) there is no period after XOR operation 

Fig. 7. the relevance of the digital chaotic sequence key generator 
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5 Conclusion 

Discrete chaotic sequence will generate chaos degradation, which will make the 
periodic and pseudo-random sequence worse, and result in the encryption system 
insecurity. This paper proposes a digital chaotic key sequence generator based on the 
short-period phenomena and digital chaotic practical applications. It consists of fixed 
initial value, equation parameters and accuracy, and the chaotic sequences after good 
statistical properties test are called reliable system. The initial values of the system 
were used as the key input of the uncertain chaotic system. The new sequence after 
XOR operation of the two systems was used for encryption. 
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Abstract. Flight quality of flapping-wing micro aerial vehicle (FMAV) de-
pends much upon efficient control of flight attitude. So, an accurate model of 
flight attitude is of utmost importance. The fly mechanism of birds and big in-
sects, especially the motion rule of wings were investigated to establish a com-
plete dynamic model and mathematical model for flight attitude of FMAV. The 
design of attitude controller is challenging due to the complexity of the flight 
process, and the difficulty is system uncertainty, nonlinearity, multi-coupled pa-
rameters, and all kinds of disturbances. To control the attitude movement effec-
tively, a global adaptive H∞ control strategy was constructed that the controller 
synthesis was based on Lyapunov function instead of solving the Hamilton-
Jacobi-Isaacs (HJI) partial differential equation. The method overcomes the  
impact of time-varying parameters and unknown disturbances to the system. 
Simulation results support the effectiveness of the dynamic model and the  
control strategy. 

Keywords: flapping-wing micro aerial vehicle, dynamic model, nonlinearity, 
adaptive H∞ control, attitude control. 

1 Introduction 

Flapping-wing Micro Aerial Vehicle (FMAV) has a great technological potential in 
remote surveillance missions, inspection of infrastructures like dam walls and investi-
gation of hazardous or dangerous environment [1-2]. Safe autonomous flight is essen-
tial for widespread acceptance of aircraft that must fly close to the ground and such 
capability is widely sought. For example, search and rescue operations in the setting 
of a natural disaster allow different vantage points at low altitude. Likewise, FMAV 
performing reconnaissance for the police, news or the military must fly low enough 
that the environment presents obstacles. Flying close to and among obstacles is diffi-
cult because of the challenges in sensing small obstacles, in three dimensions. Some 
aspects of collision avoidance are easier for air vehicles than ground vehicles. Any 
object close to the intended path of an air vehicle must be avoided as opposed to 
ground vehicles where deviations from the nominal ground plane indicate obstacles 
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and are often not visible until they are close. The use of helicopters, rather than fixed 
wing aircraft also helps because in the worst case it is possible to come to a hover in 
front of an obstacle [3]. Significant research interest and energy has been directed 
towards the development of autonomous helicopters due to their high payload to 
power ratio. Helicopters, however, are extremely dangerous in practice due to the 
exposed rotor blades, and are only suitable for autonomous applications where there is 
no chance of unintended human-robot interaction. The small size, highly coupled 
dynamics and low cost implementation of indoor aerial robotic devices poses a num-
ber of significant challenges in both construction and control [4-5].  

The flight circumstances of FMAV are similar to that of birds or big insects: fluid 
dynamics under low Reynolds numbers and unsteady aerodynamics. Flapping flight is 
possible with only two degrees of freedom: flapping (“up and down” motion) and 
feathering (angular movement about the wing longitudinal axis) [6]. In flight process, 
the propulsion of FMAV is aerodynamic force which is represented as the sum of 
instantaneous translational force and rotational force [7]. The flight control is accom-
plished by controlling the aerodynamic forces and moments generated by the airfoils 
during flapping. However, aerodynamic forces on airfoils are highly nonlinear and 
time-variable during a stroke cycle. As a result, the system dynamics cannot be ap-
proximated by a linear time-invariant model [9]. Paper [10] describes the model iden-
tification and attitude control system for a Micromechanical Flying Insect (MFI). In 
nonlinear optimal control theory, nonlinear H∞ control method is robust and potential 
approach to the attitude control problem. However, the practical applications of the 
nonlinear H∞ control method still remain open due to the difficulty in solving the 
associated Hamilton-Jacobi-Isaacs (HJI) partial differential equation. There have been 
some replaceable attempts for it [12-17]. In this paper, a global H∞ control strategy 
for nonlinear time-varying system is introduced where Lyapunov function is used to 
solve the H∞ problem instead of solving the HJI partial differential equation. This 
method is applied to H∞ attitude control for FMAV. The design process consists of 
two steps. First, without regard to the disturbances, a global asymptotically stable 
adaptive controller is contrived. Then a nonlinear H∞ controller synthesis is devel-
oped to overcome the external disturbances. 

2 Dynamic Modeling of FMAV 

In flight process, aerodynamic force, gravity, and propulsion from airfoils act normal 
to airframe. According to the transform of inertia coordinate system and airframe 
coordinate frame, we get 

sin cos

( cos sin ) / cos

tan ( cos sin )

q r

q r

p q r

ϑ ψ ψ
θ ψ ψ ϑ
ψ ϑ ψ ψ

 = +


= −
 = − −





 (1)

whereϑ ,θ  , ψ  are pitch, yaw, roll angles respectively; p , q , r are angular ve-

locities respectively. In inertia coordinate system, the dynamic equations of FMAV 
rotating around its centroid are as follows 



 Modeling and Adaptive Control for Flapping-Wing Micro Aerial Vehicle 271 

(( ) ) /

(( ) ) /

(( ) ) /

y z bx wx x

z x by wy y

x y bz wz z

p J J rq M M J

q J J pr M M J

r J J qp M M J

 = − + +


= − + +
 = − + +





 (2)

where bxM , byM , bzM  are roll, yaw, pitch moments of airframe respectively; 

wxM , wyM , wzM  are roll, yaw, pitch moments of airfoils respectively; xJ , yJ , 

zJ  are the inertia moments of airframe. We can simulate airfoils motion by 

( ) sin(2 )

( ) sin(2 )

( ) cos 2

( ) cos 2

l L

r R

l L l

r R r

t ft

t ft

t ft

t ft

ϕ ϕ π λ
ϕ ϕ π λ
φ φ π φ
φ φ π φ

= −
 = − −
 = − − Δ
 = + Δ

 (3)

where ( )l tϕ , ( )r tϕ , ( )l tφ , ( )r tφ are the real-time values of feathering angles and 

flapping angles, respectively; Lϕ , Rϕ , Lφ , Rφ are the maximum of feathering an-

gles and flapping angles, respectively; lφΔ , rφΔ are the emendation values of flap-

ping angles; f is the wingbeat frequency; λ is the phase shifting between feathering 

and flapping; the subscripts l and L mean “left”, r and R mean “right”. The flight 

attitude control is accomplished by adjusting the angles ( )l tϕ , ( )r tϕ , ( )l tφ , ( )r tφ  

real-timely to change airfoil aerodynamic moments wzM , wyM , wxM . So the fol-

lowing mathematical model can be elicited. 

( ) ( , )+ = + m x x f x x u w  (4)

where x is the state vector; u is the input vector; w is the unknown disturbance vec-

tor; ( )m x is the positive definite coefficient matrix; ( , )f x x is the system vector 

function, and 

ϑ
θ
ψ

 
 =  
  

x ,

1

2

3

f

f

f

 
 =  
  

f ,

/

/

/

wz z

wy y

wx x

M J

M J

M J

 
 =  
  

u ,

cos cos sin 0

( ) sin cos cos 0

0 sin 1

ψ ϑ ψ
ψ ϑ ψ

ψ

− 
 =  
  

m x , 

2
1 sin (1 sin ) cos cosf ϑψ ψ ϑ ψ ϑ ψ= − +   

{( )( sin ( sin cos cos )x yJ J θ ϑ ϑ ψ θ ϑ ψ+ − +  

( sin cos cos )) }/bz zM Jψ ϑ ψ θ ϑ ψ+ + +  , 
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2 cos ( sin ) sin cosf ψ ϑ ϑ θ ψ ϑθ ϑ ψ= − + −   
{( )( cos sin ( sin )z xJ J ψ ϑ ψ θ ϑ ψ+ − − + 

cos ( sin )) }/by yM Jϑ ψ θ ϑ ψ+ + +   , 

3 cos {( )( cos ( siny zf J Jϑθ ϑ ϑ ψ ϑ ψ= − + −   

cos ) cos sin (sin 1)) }/bz zM Jθ ϑ ϑψ ϑ ψ ψ+ − + +   . 

3 Adaptive H∞ Control and Performance 

The design process of nonlinear H∞ control law consists of two steps. 
Step1, the following adaptive controller is proposed 

( ) ( , )r D P= + + + +  u m x x f x x k e k e v  (5)

where, rx is the desired value of x , r= −e x x ; Dk , Pk are symmetric positive 

definite matrices; v is the new control input vector that will be designed. 

When = 0w , the closed loop system (4) is global asymptotically stable 

with = 0v . When ≠ 0w , we will design a controller v that still makes the system be 
global asymptotically stable. 
Step2, an extended error vector is defined by 

:= s e  (6)

Substitute (5)~(6) into (4), the following closed loop system can be obtained 

( , ) ( , ) ( ) ( , ) ( )v wt t t t t= + +s g s g s v g s w  (7)

where 1( , ) ( ) ( )D Pt −= − +g s m x k s k e , 1( , ) ( , ) ( )v wt t −= = −g s g s m x . 

Define the output vector to be controlled as follows 

1 2( , ) ( , )t t= +z h s h s v  (8)

where T
1( , ) [ , , ]t = 0h s e s , T

2 ( , ) [ , , ]t = 0 0h s I . 

Define the following positive definite function 

T1
( , ) : ( )

2
V t =s s m x s  (9)

Theorem 1: Given the attitude control system (4), if the controller parameters matrix 

Dk and Pk are selected properly, that the following conditions are satisfied 

T ( / 2 ) 0D+ −s m I k s≤  (10)
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T T T 0P− +s ms s k e e e≤  (11)

Under the given control law (5), with 

/ 2=v s  (12)

The closed loop system is globally asymptotic stable. Moreover, given any positive 
scalar γ >1 , 

2 2

0 0
( ) d ( ) d

t t
t t t t2γ z w≤  (13)

is satisfied for all 0t > and all piecewise continuous functions ( )tw . 

Proof: Take the time derivative of ( , )V s t  

d / d ( / )( )v wV V t V= + ∂ ∂ + + s g g v g w  (14)

Define 

2 22( , , , ) : ( ) ( )H s v w t V t t= + − γ z w  (15)

Substitute (14) and (8) into (15), the following result can be obtained 

d / d ( / )( )v wH V t V= + ∂ ∂ + +s g g v g w T T 2 T
1 1+ + − γh h v v w w  (16)

Solve equations /H∂ ∂ = 0w and /H∂ ∂ = 0v , the results can be obtained as fol-
lows 

 

T
T

1 2 2

1
( , )

2 2w

V
t

∂ = = − γ ∂ γ 
s

w g s
s

,

T
T

1

1
( , )

2 2v

V
t

∂ = − = ∂ 
s

v g s
s

. 

( , , , )H v w ts takes the maximum when 1=v v  , 1=w w .
 

( , , , )H ts v w ≤ 1 1( , , , )H ts v w T T T T ( / 2 )P D= − + + + − s ms s k e e e e m I k s
T 2((1/ 4 ) 1/ 4)+ γ −s s  

(17) 

Substitute (10)~(12) and γ >1 into (17), we have 

( , , , ) 0H ts v w ≤  (18)

It follows from (15) that 
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2 22( ) ( ) 0V t t+ − γ z w ≤  (19)

When the system has an undisturbed motion, i.e. = 0w , the following result can be 
gotten 

2
( )V t− z≤  (20)

It indicates that the closed loop system is globally asymptotically stable 

when = 0w and 1=v v . Integrate on both sides of the inequality (19) that 

2 22
0 0 0

( ) ( ) ( ) d ( ) d
t t

V s V s t t t t− − + γ z w≤  (21)

The initial condition of the closed loop system (4) is 0 = 0s , so 0( ) 0V =s . Moreo-

ver, it follows from (9) that ( ) 0V s ≥ . The result of (13) can be obtained, and the 

proof is end. 

4 Simulation Study 

The dynamic model parameters of FMAV are: 10cmR = ; 5cmc = ; 
31.20kg / mρ = ; 120gm = ; 5m / sV = ; 12.5Hzf = ; 60L Rφ φ= =  ; 

30L Rϕ ϕ= =  ; 20l rφ φΔ = Δ =  ; 10λ =  ; 5α =  ; 0β =  . The initial control 

conditions are: 0ϑ θ ψ= = =  , (0) diag{1,1,1}=m , diag{0.5,0.4,0.2}Δ =m , 

[ ]T
(0) 5.5, 4.5,2.0=f , [ ]T

1.5,1.5,0.5Δ =f ,
T

1.0 sin 1.5 sin 0.5 sint, t, t =  
  w . 

The controller parameters are: 2γ = , diag{2.55,2.25,1.65}D =k , 

diag{5.5,5, 4}P =k . The desired attitude angles of are given with step shapes. 

The simulation results are in Fig.1~Fig.3. The real lines denote the tracking results 
of nominal system, and the attitude angles are with subscript “1”; the broken lines 
denote the tracking results of actual system with uncertainty and disturbance, and the 
attitude angles are with subscript “2”. From the simulation results, we get to know 
that the desired attitude angles are tracked stably. 
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Fig. 1. The step response of pitch angle   Fig. 2. The step response of yaw angle 
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Fig. 3. The step response of roll angle 

5 Conclusion 

Through observing the wings motion of birds or insects in flight, we investigated the 
airframe dynamics, airfoil aerodynamic forces and moments of FMAV, then its dy-
namic model and mathematical model of flight attitude were developed. The attitude 
control system of FMAV embodies nonlinearity, parameter coupling, uncertainty, and 
all kinds of disturbances. A novel control scheme — global adaptive H∞ control 
scheme was proposed. Lyapunov function was used to solve the H∞ problem instead 
of solving the HJI partial differential equation. Simulation results indicate that the 
tracking errors of attitude angles reach into an acceptant bound in finite time. 

References 

1. Wzorek, M., Conte, G., Rudol, P., Merz, T., Duranti, S., Doherty, P.: From Motion Plan-
ning to Control – A Navigation Framework for an Autonomous Unmanned Aerial Vehicle. 
In: Proc. of the 21st Bristol International UAV Systems Conference (2006) 

2. Le, B.F., Mahony, R., Hamel, T., Binetti, P.: Adaptive Filtering and Image Based Visual 
Servo Control of a Ducted Fan Flying Robot. In: Proc. of the 45th IEEE Conference on 
Decision & Control, San Diego, CA, USA, December 13-15, pp. 1751–1757 (2006) 



276 Q. Li and H. Duan 

3. Scherer, S., Singh, S., Chamberlain, L.J., Saripalli, S.: Flying Fast and Low Among Ob-
stacles. In: Proc. of the International Conference on Robotics & Automation, Roma, Italy, 
April 10-14, pp. 2023–2029 (2007) 

4. La, C.M., Papageorgiou, G., William, C.M., Kanade, T.: Integrated Modeling and Robust 
Control for Full-envelope Flight of Robotic Helicopters. In: Proc. of the 2003 IEEE Inter-
national Conference on Robotics & Automation, Taipei, Taiwan, September 14-19, pp. 
552–557 (2003) 

5. Pounds, P., Mahony, R., Hynes, P., Roberts, J.: Design of a Four Rotor Aerial Robot. In: 
Australian Conference on Robotics & Automation, Auckland, November 27-29, pp. 145–
150 (2002) 

6. Lasek, M., Pietrucha, J., Zlocka, M., Sibilski, K.: Analogies Between Rotary and Flapping 
Wings From Control Theory Point of View. AIAA-2001–4002 (2001) 

7. Sanjay, P.S., Michael, H.D.: The Aerodynamic Effects of Wing Rotation and A Revised 
Quasi-steady Model of Flapping Flight. Journal of Experimental Biology 205, 1087–1096 
(2002) 

8. Yan, J., Wood, R.J., Avadhanula, S., Sitti, M., Fearing, R.S.: Towards Flapping Wing 
Control for a Micromechanical Flying Insect. In: Proceedings of the 2001 IEEE Interna-
tional Conference on Robotics & Automation, Seoul, Korea, May 21-26, pp. 3901–3908 
(2001) 

9. Schenato, L., Campolo, D., Sastry, S.: Controllability Issues in Flapping Flight for Biomi-
metic Micro Aerial Vehicles (MAVs). In: Proceedings of the 42nd IEEE International 
Conference on Decision & Control, Maui, Hawaii, USA, pp. 6441–6447 (December 2003) 

10. Deng, X.Y., Schenato, L., Sastry, S.S.: Model Identification and Attitude Control for a Mi-
cromechanical Flying Insect Including Thorax and Sensor Models. In: Proc. of IEEE In-
ternational Conference on Robotics & Automation, Teipei, Taiwan, September 14-19, pp. 
1152–1157 (2003) 

11. Liu, Z.L., Svobode, J.: A New Control Scheme for Nonlinear Systems with Disturbances. 
IEEE Transactions on Control Systems Technology 14(1), 176–181 (2006) 

12. Magni, L., Nijmeijer, H., van der Schaft, A.J.: A Receding-horizon Approach to the Non-
linear H∞ control problem. Automatica 37, 429–435 (2001) 

13. Aliyu, M.D.S.: A Transformation Approach for Solving the Hamilton-Jacobi-Bellman eq-
uation in H2 deterministic and stochastic optimal control of affine nonlinear systems. Au-
tomatica 39, 1243–1249 (2003) 

14. Aliyu, M.D.S.: An Approach for Solving the Hamilton-Jacobi-Isaacs Equation (HJIE) in 
Nonlinear H∞ control. Automatica 39, 877–884 (2003) 

15. Aguilar, L.T., Orlov, Y., Acho, L.: Nonlinear H∞-control of Nonsmooth Time-varying 
Systems with Application to Friction Mechanical Manipulators. Automatica 39, 1532–
1542 (2003) 

16. Chang, Y.C.: An Adaptive H∞ Tracking Control for a Class of Nonlinear Multiple-Input -
Multiple-Output (MIMO) systems. IEEE Transactions on Automatic Control 46(9), 1432–
1437 (2001) 

17. Su, W., Souza, C., Xie, L.: H∞ Control for Asymptotically Stable Nonlinear Systems. 
IEEE Transactions on Automatic Control 44(5), 989–993 (1999) 



 

D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 277–283, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Distributed Staff's Integral Systems Design  
and Implementation 

Qing Xie, Guo-Dong Liu, Zheng-Hua Shu, Bing-Xin Wang, and Deng-Ji Zhao 

Key Laboratory for Optoelectronics & Communication of Jiangxi Province  
Jiangxi Science & Technology Normal University, Jiangxi, Nanchang, P.R. China 

xqwyy163@163.com 

Abstract. This article is based on the practical application of the communications 
industry, to make fully use of the characteristic of distributed systems such as it can 
solve the dispersed organization and the data that needs to be communicated, 
expand the organization with minimal impact, balance the load to find the right 
system architecture. So as to achieve the distribution application, centralized 
management, in the building characteristics of the management mechanism to 
achieve the different system needs of different parts. 

Keywords: communications industry, distributed systems, minimal impact, 
distribution application, centralized management. 

1 Introduction  

With the rapid development of information technology, the enterprise will improve 
the timeliness requirements of the network system reliability and the cost in the 
future. But for a large telecommunications company, the principle of Centralized 
system is accounted for part of ratio, the problem of centralized system is also a very 
significant and outstanding issue. For example the host is leaded to an excessive 
burden on running the process. There is often appearing the speed so slowly or the 
phenomenon of the collapse. Although the centralized system was revaluating in the 
last century, some enterprises is still using the centralized system. Because they are 
using the original software and the software are often very expensive. Therefore, the 
principle of centralized systems has not been suited to the modern fast and efficient 
development of the communication. 

So we bring up the distributed system, applying the principle of a distributed sys-
tem to create an economic benefit, faster and stronger, any extension of the processing 
system. Data operations are scripting by Linux, and interface browser is achieving 
through the web. 

2 The Concept 

The distributed system made up of more independent calculating devices and they can 
be able to communicate with each other. Right users, the systems like a computer. 
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This sentence contains two meaning: Firstly, the computer is autonomous in 
hardware. Secondly, users will make the entire system as a computer in software.  
Generally speaking, the goal of parallel processing uses all processors to perform a 
large task. But each processor of the distributed systems usually executes the quasi-
sovereign program sequence. Due to resource sharing, availability and fault tolerance 
for various reasons, the processor needs to coordinate action with each other. 

Distributed programming language is used to write the distributed program that is 
running on distributed computer. The distributed program made up of a number of 
programs which can perform independently. They are distributed in a distributed 
processing system and simultaneously executed on several computers. With compared 
to the centralized programming language, there are three characteristics: Distribution, 
Communication and Stability. 

The integral system of distributed is the information management system ,which 
draw on the principles of distributed systems, use cities as a unit, design the clerk 
management subsystem integration individually for its own, in order to meet the dif-
ferent needs for various cities. Using distributed systems, realize distributed applica-
tions and centralized management. To establish the efficient and special management 
mechanism, as the same time convenient for the system expansion without interven-
tion with each other, and coordinate each other.  

3 Design and Realization 

3.1 The General Framework 

Supposing each city (that is A, B, C, D, E, F .etc) sees a separate computer, and the 
province company is user. All cities are combined to form a high operation without  
 

 
 
 

 
 
 
 

 

 

 
 

Fig. 1. The general framework 
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intervention each other. So users (that is the provinces) through the system platform, 
can directly observed the operation of each city. Therefore we make a simple 
distributed system which is simple and general. 

3.2 The System Topology Schematic 

Distributed system structures are divided into two parts: the surrounding system and 
the shop assistant integral system. At the same time two parts share different function. 
As is shown in the chart below. 

 

Fig. 2. The system topology schematic 

The hardware of Clerk integral system including: double workstation, database 
server, business library server and Web server hardware performance (according to 
the hardware performance,several severs can be merged into a computer). Server 
shelves is seted in the support center.Server different user can use this system by the 
web, different users can use the system by the web. 
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3.3 System Integration Rules 

 

Fig. 3. System integration rules 
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3.4 The Core Algorithm  

Integral template-based operation is to make the rules and main points program 
separated, No longer binding the complex points to the rules of the main program. 
Instead, it was singled out and formed some multiple templates. This has the 
advantage of flexible, fast, actuating operation of integral rules and management of 
dictionary, which reduces system maintenance costs and maintenance requirements, 
reflects the user-level data and the effective separation of system-level data. 

 
The Integral Process Is as Follows. First, according to the local city market, carry on 
the personalized modification of the template rules for the province's uniform integral, 
and submitted to the management system. Second, the integral management system 
process the submission of points around the city, generate different Integral template, 
Store in the system database. Third, processing the main points program regularly, 
transferring to the relevant Integral template, generating a temporary integral pro-
gram, processing the data from the boss by the program.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The integral process 

The Template Operation of Integration Disposal Has the Following Advantages. 
First, simplify the integration rule modification process, business directors only need 
to submit by themselves, then take effect, no longer will need the intervention of  
system Maintenance personnel, modify the main program code. Second, reduce 
maintenance costs, Because of the integration rules modification, there is no need to 
modify the main program's code, thus significantly reducing the pressure of the 
system maintenance personnel, while also reducing systemic risk. Third, make the 
integration rule configuration flexible, because of the dictionary management of the 
integration rules, business directors of every city can carry on all kinds of 
optimization configuration conveniently, greatly enhance the market response speed. 

The integral rule table 

Integral model  Integral main program 

Integral subprogram  
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The Total System Function Charts 
 
 
 

 
 
 
 
 
 
 
 

 
 

Fig. 5. The total system function charts 

4 Summary 

This system is using distributed systems under the direction of the principle, it not 
only can achieve the independently in various prefectures and cities, but also modify 
their template, create its own characteristics, conducive to head office, update policy 
adjustments more nearly and timely for the different market conditions, while 
significantly reducing the investment of resources and equipment. At present 
distributed systems is everywhere (commercial, academic, government and family). 
These systems usually provide to share resources (such as color printers or scanners, 
and other special equipment) means of sharing data. It is extremely important for our 
information-based economy. It is an example of the distributed system to calculation, 
at the same time it is more and more popular in providing computing resources and 
services. Distributed systems is more challenging to solve sub-problems through 
parallel computing to provide higher performance, and they also provide greater 
availability of certain components to prevent failure. 
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Abstract. Existing context-aware middleware are designed to automatically 
adapt its behavior to changing environment such as effectively selecting 
services for adaptation according to the user’s current context. However, with 
the increase of pervasive services and the kinds of sensors, the importance of 
information quality becomes more urgent. We should continuously 
monitor/capture and interpret the environment related information efficiently to 
assure efficient context awareness. Many attentions have been paid to the 
research of the context-aware pervasive applications and context-aware service 
adaptation. However, little of them pay attention to the quality based service 
adaptation. Therefore, we propose a quality management middleware to support 
QoC management for service adaptation. By using this framework, we can 
configure different strategies to refinery raw context, discard duplicate and 
inconsistent context so as to protect and provide QoS-enriched context 
information of users to support context-aware service adaptation. 

Keywords: QoC, middleware, context-aware, pervasive, service adaptation. 

1 Introduction 

In recent years, context-awareness has become one of the core technologies in 
pervasive computing environment gradually and been considered as the indispensable 
function for pervasive applications[1].Many research efforts have been done for 
gathering, processing, providing, and using context information [2].  

At the same time, with the help of context-ware middleware, we can efficiently 
select services for adaptation according to the user’s current context. And one service can 
dynamic reconfigure the software components of it or request the help of other 
services can be a efficient approach for addressing context-awareness of applications. 
The service can add, replace, or remove the component of it, and also change the 
value of its variables. However, with the increase of the scale of applications, we can not 
make sure all the contexts from different sources are valid and certain. So Buchholz et al. 
[3] defined QoC “as any information describing the quality of information that is used as 
context” firstly. Then following researchers have characterized context information by 
certain well-defined QoC aspects, such as precision, accuracy, completeness, up-to-
dateness, security and so on [4~8]. But these studies evaluate quality only on some 
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aspects, i.e. they do not consider complex and comprehensive applications which need pay 
attention to different context configuration and adapt to the user as wells as to the 
environment, the devices and the complex relationships between them adaptively and 
efficiently.  

In our previous works, we have put forward a middleware for the context-aware 
service-based applications so as to make these applications can be adapted more easily 
than traditional applications by simply adding and deleting services[9,10,11]. Based on 
this middleware, we use the agents to support the configuration of different quality factors. 
Furthermore the strategies used by these agents can help us evaluate raw context, discard 
duplicate and inconsistent context so as to protect and provide QoS-enriched context 
information of users to support quality based service adaptation. 

2 Quality Based Service Adaptation 

2.1 Agent Based Quality Management of Context 

As depicted info figure 2, we divide the entire context –aware process into five layers 
including sensor layer, retriever layer, deal layer, distribution layer and application 
layer. Different from existing methods, we pay attention to the quality management of 
context through all these layers. 

Firstly, in the sensor layer, we set agents supporting different threshold to 
implement auto context discarding. The agents can be configured with one or more 
threshold, by this way we can reduce the number of the raw contexts. Secondly, in the 
retriever layer, we use the context quality index to describe the quality of the contexts. 
All these factors are decided by user’s demand and they may be different at all in 
various applications. Furthermore, we use the agents to complete the computation of 
these factors.  

 

 

Fig. 1. Agent based Quality Management of Context 

Then in the deal layer, we expand existing context dealing process with the 
duplicate context discarding and inconsistent context discarding to provide more 
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accurate and more efficient contexts for the applications. All the algorithms are 
configured in the duplicate and inconsistent dealing agent. 

At last, in the distribution layer and application layer, we expand traditional 
context-aware component/service adaptation/deployment algorithms with the help of 
the incoming contexts. This process is also helped by the distribution agent. 

2.2 QoC-aware Context Processing Procedure  

The detailed quality-aware context processing procedure is shown in Figure 2.The 
first step is the raw context gathering, in which raw contexts from various sensor 
sources are collected during a fixed short period. In this step we will use one or 
multiple thresholds to refinery the raw context. 

The second step is the duplicate and inconsistency resolution during context 
interpretation and aggregation. If there are some contexts having the same identifier 
or the same name/value pairs, we will check the sources of context. If they have 
different sources then some errors may occur and we should check the gathering of 
the contexts. If these two context objects are from the same source then we check the 
time when these context objects are generated. If they have the same timestamp then 
it means that they are the exact duplicate of each other and anyone of them can be 
discarded as well as keeping the other one. If they have the different timestamps it 
means that these are the duplicate contexts and will be discarded.  

Then, we apply rule-based reasoning to generate high-level contexts. The user-
defined rules are in the form of Jena generic rules without negation and “or” 
operation. The two reasoners are configured as “traceable” in order to facilitate 
updating dependency graphs in context repository, though more memory is required. 
After that, we use inferred high-level contexts to update the context repository and 
notify applications which register context triggers. 

 

 

Fig. 2. Quality-aware Context Processing Procedure 



 Research of QoC-aware Service Adaptation in Pervasive Environment 287 

 

2.3 Typical Quality Factors Used for Adaptation 

In pervasive environment, there may be lots of factors affecting the adaptation. For 
example, we can use precision to reflect the granularity how the context can describes 
the real world. For numeric context information, the value described with three 
significant figures (e.g. 32.2) is more precise than with two significant figures (i.e. 
32). There are many other factors like this and they can help us improve the efficiency 
of the middleware as well as make the applications be adaptive to the environment 
more accuracy. As follows are several typical quality factors: 

 Precision. It is used to reflect the granularity how the context can describes the 
real world. For numeric context information, the value described with three 
significant figures (e.g. 32.2) is more precise than with two significant figures 
(i.e. 32). 

 Completeness. It is used to describe the relative ration of the available context 
versus the entire collected context. 

 Freshness. It is a tempo definition and it is used to define the time that elapses 
between the determination of context information and its delivery to a requester 

 Certainty. It is described as the certainty of the context. When we have similar 
contexts from different sensors, we should choose the right context with the help 
of certainty. 

 Relativity. It is used to describe the frequency of the context. Usually, the 
context will be reused in a short period. So we think the context being reused is 
relative. 

 Usability. Usability of context information will be measured by comparing the 
granularity of context information presented by the context object and the 
granularity of context object that is required by a context consumer. 

 Accuracy. It is used to describe the degree of the realness that the context can 
reflect the real environment. The lower accuracy may affected by many reasons 
such as sensors and wrong dealing of context. 
 

Up-to-dateness. This quality measure indicates the degree to use a context object for 
a specific application at a given time. 

The services including in different applications may pay attention to different 
factor, one or their combination. For example: Healthcare patient monitoring service: 
This service is an important part of HIS and it pays more attention to the time and the 
accuracy. Supposing the service get an input context that a patient having heart 
disease may be in trouble, then the doctors and the nurses may come to help him 
soon. If the context is wrong, the dealing is useless. But if the context is delayed then 
the life of the patient may be lost. So we can use the combination of delay and 
accuracy to help the service complete the adaptation. The percent of these two factors 
can be adjusted by the users according to their demand. 

2.4   QoC-aware Adaptation 

To different service, we use the configuration file of different factors to help the 
adaptation firstly. For example, we can configure the file as follows: 
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These rules are used in the case the service is used to open the device automatically 

when it finds the user is walking near. In this equation 1W , 2W  and 3W  represent 

the weight of these three factors and we can configure them as we need. We choose 
the value as 0.3 , 0.4, 0.4 for accuracy and certainty are more important. 

( )Up CxtObj  represents age of the context object CxtObj  by taking the difference 
between the current time and the measurement time of that context object. 
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The value of up-to-dateness and hence the validity of context object CxtObj  
decrease as the age of that context object increases. 

 ( )A CxtObj  represents accuracy as follows: ( )
CorrectnessProbability

A CxtObj
MinimumCorrectnessProbability

=  

We use CorrectnessProbability  to represent current correctness probability of 

context and use MinimumCorrectnessProbability to represent the minimum 
correctness probability defined by user. If the ratio is larger than 1, the freshness may 
be good. According to the difference of user’s demand, we can use different 

( )A CxtObj  to select sensor source. 
 ( )C CxtObj  represents certainty as follows: 

1
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We use NumberofAnsweredRequest  to represent the number of the reply requests and 
use NumberofRequest to represent the sending requests. Furthermore, we use the ratio 
to represent the certainty with the help of completeness ( )CO CxtObj and freshness 

( )F CxtObj . If the ratio is more close to 1, the resolution may be better. According to 
the difference of user’s demand, we can use different ( )C CxtObj  to select sensor 
source. 

By using the configuration like this, the service will compute the adaptation value 
and decide to react to the circumstance by itself. 
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Algorithm 1. Algorithm for QoC Adaptation 
INPUT: New arrived context  

1. Configure the service demanding for the quality factors 
2. Configure the distribution Agent 
3. Set the inconsistent context discarding algorithm 
4. While true 
5. get the identifier of contexts 
6. if   There exists contexts with same ID  
7. then 
8.        if sourceID of both context objects match 
9.       then 
10.             if timestamp of both context objects match 
11.            then 
12.              Find duplicate contexts and discard anyone 
13.         end if 
14.       else 
15.           Check the context gathering 
16.      end if 
17. else if There exists contexts with same name/value pairs 
18.               Discard one according to the quality tuple 
19.         end if 
20. end if 
21. get the new instance of context in the queue of matching patterns _pat que  

22. To all the patterns 
1 2, ,... npat pat pat  

23. In the pat’s trigger tgr   

24.   if exists 1ins   in 
1_pat que  ,  2ins  in 

2_pat que  , ..., and  
nins  in  

_ npat que  and  tgr satisfy the constraint of 1ins ， 2ins  ，…， nins   

25.       then 
26.             if  the constraint of tgr is satisfied 
27.            then 
28.              We get inconsistency 
29.             delete all the inconsistent context instances 
30.              add the  remaining  instances to the repository 
31.            end if 
32. end if 
33. reasoning the low-level context and get the high-level context 
34. if the context asks  the service to adapt the changing of the environment and act 

to user’s activities 
35.           Computing the 

1( )ADA S  of the service 

36.          if the 
1( )ADA S  satisfy out configuration 

37.                 Adaptation 
38.         end if 
39. end if 
40. goto 4 
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3 Performance Results 

In fact, the adaptation may be more costly for using the QoC management. They offer 
a quality measure (i.e. ‘probability of correctness’) which aids in increasing the utility 
of the decision to change/adapt context source. So we should balance the effect and 
the cost of the QoC based adaptation.  

Firstly, we compare the overhead of the common context processing procedure as 
well as the procedure with QoC-aware dealing. As depicted in figure 3, the curve with 
minimum time represents traditional context dealing. This time is composed of the 
time of sensing, transferring, reasoning and distribution. The second curve above the 
bottom represents the dealing with replicate context discarding and the process may 
exhaust more time. And the third curve above the bottom represents the dealing with 
replicate context discarding and inconsistent context dealing. We use all inconsistent 
contexts discarding algorithm and we can find it may exhaust more time. The fourth 
curve above the bottom represents the dealing with replicate context discarding, 
inconsistent context dealing and quality factors computing. 

 

  

Fig. 3. The Overhead  and true probability of the QoC-aware Context Dealing 

From the figure above we can see the QoC dealing may exhaust more time and the 
time is lower than 30 percent of the normal dealing time of the context. In fact, 
comparing to the effect of the QoC, this degree of extra time may be accepted. 
Secondly, we will discuss the effect of the using of QoC. As the discussion above, we 
set several duplicate and wrong contexts in the context stream which may lead to 
wrong adaptation decisions. In fact, in our testing example the inconsistent context is 
more important for duplicate contexts may just lead to more time be used to get the 
high level context but the inconsistent context may lead to wrong results. We record 
the number of right or wrong adaptation and compute the true probability of them. We 
use the all inconsistent contexts discarding algorithm for ease. 

We set different bad contexts for testing: 

 A random percent between 10 and 30 wrong contexts; 
 A random percent between 10 and 30 inconsistent contexts at the same time by 

the sensor pair; 
 A random percent between 10 and 30 duplicate contexts at the same time by the 

sensor pair. 
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From the above figure we can see in all the procession the service adaptation with the 
help of QoC may have higher true probability. Most of the wrong adaptation for the 
reason of inconsistent contexts or duplicate contexts may be eliminated by the quality 
management framework. At the same time, though we can use the QoC mechanism to 
improve the true probability of adaptation, the effect of the wrong contexts can not be 
avoided. To resolve this problem, we need more complex algorithms. In fact, in most 
of the applications, the wrong contexts may come from the failure of the sensors and 
they may be inconsistent with the value of the sensors nearby.  Therefore our 
framework can support the efficient adaptation in most circumstances. 

4 Conclusions 

The diversity of the sources of context information, the characteristics of pervasive 
environments, and the nature of collaborative tasks pose a stern challenge to the 
efficient management of context information by sensing a lot of redundant and 
conflicting information. Most of existing research just use the raw context directly or 
take just some aspects of the Quality of Context (QoC) into account. In this paper, we 
have proposed a middleware based context-aware framework that support QoC based 
service adaptation. By this framework we can evaluate raw context, discard duplicate 
and inconsistent context so as to protect and provide QoS-enriched context 
information of users for efficient service adaptation. In future work, we will complete 
more experiments to discuss more aspects of the framework. 
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Abstract. Wireless Sensor Network (WSN) can enable context-aware services 
through sensing, processing, and reporting event information. Due to limited 
resources WSNs are vulnerable to various malicious attacks. In one of these 
attacks false event reports are generated to compromise the integrity of the 
sensor data. In most filtering schemes every sensor node on a path from an 
event source to a sink node operates as a filtering node which verifies received 
reports and determine whether they are valid or false. Hence, even the valid 
reports are verified multiple times as they are forwarded toward the sink node, 
causing unnecessary energy consumption. In this paper we propose a filtering 
nodes assignment method to reduce the energy consumption while verifying the 
event reports. The proposed method partitions the network into several areas 
and assigns filtering nodes for each area according to a fuzzy output value 
derived from the three inputs - the number of valid event reports received from 
the area, the elapsed time since the last valid event report received from the 
area, and the average hop count from the nodes in the area to the sink node. The 
experimental results show that the proposed method conserves sensor nodes' 
energy and increases the network lifetime with similar security level. 

Keywords: false report injection attacks, filtering scheme, SEF, fuzzy logic. 

1 Introduction 

A wireless sensor network (WSN) is composed of sensor nodes, which are equipped 
with sensing, computation, and communication capabilities, and one or more sink 
node(s) that connects the WSN to another network [1, 2]. Sensor nodes detect 
interesting events and report them to the sink node. A sink node refines the data and 
provides it to users. WSNs are prone to many security attacks due to their resource 
constraints and wireless communication [3, 4]. In false report injection attacks [5], an 
attacker can capture a few sensor nodes in the field and inject forged event reports 
through them. The false reports are forwarded from the compromised nodes to the 
sink node using multi hop routing, causing the energy depletion at the intermediate 
nodes and unnecessary response for fake events. 

                                                           
*  This research was supported by Basic Science Research Program through the National 

Research Foundation of Korea (NRF) funded by the Ministry of Education, Science and 
Technology (No. 2012-0002475). 
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Filtering schemes [5-7] have been proposed to defend against false report injection 
attacks. Statistical en route filtering scheme (SEF) [5] was proposed by Ye et al. and 
its goal is to detect and drop false reports early in their phase. Multiple sensing nodes 
generate and authenticate event reports collaboratively using their authentication 
keys. Although SEF can detect and remove false reports early in their phase, energy 
inefficiency can occur, since a valid report is verified en-route many times. We 
propose an event report verification limiting method for energy efficiency in WSN 
using fuzzy logic. In the proposed method, a sensor network is divided into several 
areas. The sink node determines the reliability level of each area based on 1) the 
number of valid reports received from the area, 2) the elapsed time since the last valid 
report received from the area, and 3) the average hop count from the nodes in the area 
to itself. The sink node also controls the number of filtering nodes for event reports 
from each area based on its reliability level. 

The remaining sections of this paper are as follows. In section 2, we summarize the 
operation of SEF. In section 3, we explain our method in detail. Section 4 shows the 
simulation results. Section 5 concludes the paper and plans future work. 

2 Statistical En-route Filtering (SEF) 

Statistical En-route Filtering (SEF) [5] defends against false report injection attacks, 
especially for large sensor networks. SEF achieves early detection and dropping of 
false reports by performing collective generation of reports and en-route filtering 
using globally-shared authentication keys. There are four phases in the operation of 
SEF: key assignment phase, report generation phase, en-route filtering phase, and sink 
verification phase. The key assignment phase is executed only once, but the other 
three phases are performed repeatedly. In the key assignment phase, every sensor 
node is associated with a key partition of the global key pool and loaded with some 
portion of keys in the partition. After the phase, the nodes are deployed in the sensor 
field randomly or manually. In the report generation phase, multiple nodes sense an 
event, elect the center of stimulus (CoS) node among themselves, and collaboratively 
generate and authenticate the final event report. The CoS collects message 
authentication codes (MACs) created by other sensing nodes, of distinct partitions, 
and attaches them to the event report. In the en-route filtering phase, a receiving node 
checks if one of its keys has been used to generate a MAC in the report. If so, the 
node verifies the corresponding MAC in the report using its own key, and forwards or 
drops it, depending on the verification result. In the sink verification phase, the sink 
node validates all the MACs in the received report, since it knows all the keys in the 
global key pool. It detects and removes the report if at least one MAC was forged. 
SEF can detect and drop false reports if the number of compromised nodes is smaller 
than the security parameter value [5]. Fig.1 shows the operation of SEF. 

Each node (except the sink node) in fig. 1 is assigned two authentication keys from 
one of three key partitions in the global key pool. Kij means jth key in ith key partition. 
An event report includes three MACs created by using K12, K23, and K31, respectively. 
Every node on the forwarding path tries to verify a MAC in the received event report. 
However, it can verify one of the MACs only when it stores the corresponding key in 
its memory. For example, N1 does not know any of the three keys and therefore it just  
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Fig. 1. SEF Operation 

passes the received report to the next node N2. On the other hand, each of N2 and N3 
knows K23 and K31, respectively, and verifies the corresponding MAC and 
conditionally forwards the event report to the next node based on the verification 
result.  The sink node knows all the authentication keys in the global key pool and 
hence, it verifies every MAC in the received report and detects a false report.  

In SEF, every node is assigned as a filtering node and performs verification of 
received reports without considering how reliable the source nodes are. The one hop 
verification probability (OVP) at each node is the same regardless of the event 
sources. As a result, valid reports are verified en-route repeatedly, and unnecessary 
energy consumption for verifying legitimate reports occurs. 

3 Proposed Method 

3.1 System Model and Assumptions 

We target sensor networks for monitoring applications in which selected nodes 
periodically generate and send event reports to the sink node. We assume that sensor 
nodes are distributed randomly and their locations do not change. Sensor nodes are 
equipped with limited memory [8] and communicate via wireless links. Node 
compromise attack can occur, although the sink node is safe from the attack. The sink 
node can also authenticate its message to the sensor nodes [9]. 

3.2 Motivation 

In SEF, every node on a forwarding path is a filtering node that verifies a MAC in a 
received report. Therefore, a valid report is verified many times as it travels from 
source to the sink node, especially when the path is long. The repetitive verification 
operations result in unnecessary energy consumption and shorten the lifetime of 
sensor networks. The proposed method controls the number of filtering nodes for each 
area based on its reliability, to limit the number of verification operations. If an area is 
more reliable than the others, then smaller numbers of filtering nodes are assigned to 
the event reports originating from the area. 

3.3 System Operation 

After key assignment and node deployment, the sink node partitions the sensor field 
into several areas based on geographic region. The sink node then manages a 
reliability level table for the areas. Figure 2 illustrates the partitioned field and the 
reliability level table. 
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Fig. 2. Field partitioning and R-level initialization 

There are nine areas in the sensor field. Each entry of the table contains the area 
ID, the number of valid event reports received from the area (# events), the elapsed 
time since the last valid report from the area, the average hop count (Hop) from the 
sink node to the nodes in the area and the reliability level (R-level) of the area. The R-
level ranges from one (initial value) to five. 

After field partitioning and R-level initialization, sensor nodes report events. 
Periodically, sensor nodes elect one of them as the CoS node which gathers MACs 
from other sensing nodes, creates event report, and sends the report to the next node. 
Every event report should include the information of event location. 

When a node on the forwarding path receives an event report, it check whether it is 
a filtering node for the area of event source and whether it knows a key for generating 
one of MACs in the report. Only when both conditions are true, the node verifies the 
corresponding MAC and drops it if the verification fails. Each node manages the list 
of areas for which it is a filtering node. At first, every node is the filtering node for all 
the areas in the network. The list at each node can change independently as the 
network operates.  

The sink node verifies all the MACs in the event reports received from areas in the 
field. If one of the MACs is incorrect, the sink node detects a false report, drops it and 
resets the reliability level of the corresponding area to the level one. In addition, the 
sink node periodically (e.g., every 10 reports received) computes the reliability levels 
of areas and updates the reliability level table. Whenever the sink node receives an 
event report, it records the factors to compute the reliability levels of areas. The 
relationship between the three factors – the number of valid event reports from an 
area, the elapsed time since the last valid report received from the area and the 
average hop count from the nodes in the area to the sink node - and the reliability 
level - is as follows. If the sink node receives many valid reports from an area and the 
elapsed time since the last valid report is short, it judges the area as reliable. 
Conversely, it considers an area unreliable if few valid reports have been received 
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from the area and (or) the elapsed time is long. In addition, an area close to the sink 
node is assumed to be more reliable than another far from the sink node. When the 
reliability level of an area is changed, the sink node re-assigns filtering nodes for 
event reports from the area by determining the number of filtering nodes on the path 
from itself to the area. Figure 3 shows the reliability level update operation. 

 

 

Fig. 3. R-level update 

In figure 3, the reliability levels of three areas change. The sink node does not 
receive a valid event report from area #2 for 20 time-units. Hence, the reliability level 
(R-level) for area #2 decreases from 4 to 1. In area #5, 20 event reports occur and they 
are all valid. As a result, its R-level increases from 1 to 4. Area #9 sends 30 false 
reports and one of them is detected by the sink node. Then the sink node resets the 
reliability level of area #9 to 1. In addition, the number of valid event reports from the 
area becomes zero. In the proposed method, the sink node controls the number of 
filtering nodes for each area based on its reliability level. An area with a high 
reliability level does not require many filtering nodes, and vice versa. In the proposed 
method, the sink node sends a control message to adjust the number of filtering nodes 
for an area when its reliability level changes. A control message includes an area ID, 
remaining hop count and the number of filtering nodes for event reports originating 
from the area. When a node on the path receives a control message, it reduces the 
remaining hop count by one. Then, it checks if the remaining hop count is no more 
than the number of filtering nodes for the area. If so, it inserts the area ID to its list of 
areas for which it is a filtering node.  

3.4 Fuzzy Logic Design 

The sink node generates the reliability level of the area based on fuzzy logic [10] from 
the three factors. The three factors may contain errors due to node and link failure or 
topology change of the WSN. Further, the same value for a factor may be considered 
high or low depending on the application. It is efficient to use fuzzy logic due to these 
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uncertainties and ambiguity to reduce error and generate sub-optimal output without 
complex equations. All the fuzzy input factors are normalized. Event_Num is the 
number of valid event reports that the sink node received from an area. If all event 
reports originating from an area are valid, Event_Num becomes 100%. Event_Num is 
defined by three overlapping fuzzy sets - ‘Few’ (0~50%), ‘Normal’ (0~100%), and 
‘Many’ (50~100%). A given value of Event_Num can be included in multiple fuzzy 
sets at the same time, and all the corresponding fuzzy sets are used to calculate the 
output value. For example, if the value of Event_Num is between 0 and 50%, both 
‘Few’ and ‘Normal’ are used. Event_Num represents the probability of an event 
report, originating from an area, being valid. Elapsed_Time is the elapsed time since 
the sink node receives the last valid event report from an area. If all the event reports 
which occur at an area are false, then the value becomes 100%. Three overlapping 
fuzzy sets - ‘Small’ (1~2%), ‘Medium’ (2~3%), and ‘Large’ (3~100%) – define 
Elapsed_Time. There can be multiple fuzzy sets corresponding to a given value of 
Elapsed_Time, and all the matching fuzzy sets are used. Elapsed_Time is used for 
detecting false event report in an area. Hop_Count is the average hop count from 
nodes in an area to the sink node. Hop_Count of the farthest area from the sink node 
is defined as 100%. Two overlapping fuzzy sets - ‘Near’ (1~60%) and ‘Far’ 
(30~100%) – exist for the input factor. If Hop_Count is between 30 and 60%, both 
fuzzy sets are used to compute the output value. R-level is the reliability level of an 
area for given three input factors. Its value is between 1 (lowest level) and 5 (highest 
level). There are five fuzzy sets for R-level - ‘Very Low’, ‘Low’, ‘Medium’, ‘High’, 
and ‘Very High’. Fig. 4 shows the fuzzy membership functions for the input and 
output variables. 

 

 

Fig. 4. Fuzzy Membership Functions 

Given input values to the system, the sink node derives the output value R-Level 
using fuzzy if-then rules. Table 1 represents a portion of the if-then rules of the 
proposed method [10]. 

Table 1. Fuzzy if-then rules 

Rule # Event_Num Elapsed_Time Hop_Count R-Level 
1 F S N H 
4 F M F L 
8 N S F M 
13 M S N VH 
18 M L F L 
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The strategy of the rules can be summarized as follows. If Event_Num is high, 
Elapsed_Time and Hop_Count are low, the sink node sets the R-level of the area 
high. On the other hand, if Event_Num is low, Elapsed_Time and Hop_Count are 
high, it sets the R-level of the area low. For example, in rule 13, if Event_Num is 
many, Elapsed_Time is small, and Hop_Count is near, then the R_Level is very high. 

4 Simulation Results 

Simulation parameters for the proposed method are as follows. The sensor field of 
1200 m × 240 m is divided into 80 areas of 60 m × 60 m size. Both the sensing and 
transmission range of each sensor node are 30 m, and there are 1920 nodes in the field.  

The global key pool comprises 100 keys organized with 10 partitions of 10 keys 
each. Each node is loaded with five keys from one of 10 partitions. Every event report 
contains 5 MACs. 16.25/12.5 μJ is consumed to transmit / receive a byte, and 75 μJ 
for one filtering operation [5]. We generated 300 event reports in one simulation run. 
Shortest path-based routing [11] was assumed and free fuzzy logic library [12] was 
used to calculate reliability values. Figure 5 shows the energy consumption and 
detection probabilities of SEF and the proposed method. 

 

 
(a) Energy consumption (b) Detection probability 

Fig. 5. Simulation results (FTR = 5%, hop count �50) 

OVP is the probability of verifying a MAC at each filtering node and determines 
security strength. It can be shown that the proposed method consumes less energy 
than SEF when OVP is > 0.1. The amount of energy saved increases as the OVP 
increases. The detection probability of false event reports of the proposed method is 
lower than SEF. However, the difference is very small when OVP > 0.1. 

5 Conclusion 

In this paper, we proposed the energy-efficient filtering nodes assignment method for 
sensor networks using fuzzy logic. Existing filtering schemes do not consider 
different reliability levels of areas in the sensor field and consume much energy to 
repeatedly verify valid reports. In the proposed method, the sink node manages the 
reliability levels of areas in the sensor field and adjusts the number of filtering nodes 
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for the areas, based on their reliability levels. Simulation results show that our method 
reduces energy consumption for en-route filtering of existing schemes, without losing 
false report detection capability. Future work will enable each sensor node to manage 
the reliability levels of its neighbor nodes. This will control the filtering probabilities 
at each node for event reports from different nodes, based on their reliability levels. 
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Abstract. More and more product reviews emerge on E-commerce sites and 
microblog systems nowadays. This information is useful for consumers to know 
the others' opinion on the products before purchasing, or companies who want 
to learn the public sentiment of their products. In order to effectively utilize this 
information, this paper has done some sentiment analysis on these multi-source 
reviews. For one thing, a binary classification framework based on the aspects 
of product is proposed. Both explicit and implicit aspect is considered and 
multiple kinds of feature weighing and classifiers are compared in our 
framework. For another, we use several machine learning algorithms to classify 
the product reviews in microblog systems into positive, negative and neutral 
classes, and find OVA-SVMs perform best. Part of our work in this paper has 
been applied in a Chinese Product Review Mining System. 

Keywords: product review, sentiment analysis, microblog, SVM. 

1 Introduction 

With the development of Internet, more and more customers get used to purchasing 
products on E-commerce sites such as 360buy1 and Newegg2. They also write reviews 
on the products after using them, which produce a large number of reviews on the 
Internet. In addition, microblog, a system that allows users to post messages of no 
more than 140 words, and share information instantaneously based on the relationship 
between users, is under rapid development, such as Twitter3, Sina microblog4 and 
Tencent microblog5. A lot of microblogs contain latest product reviews. 

Reviews from the above two large data sources contain much useful information 
for users and companies. Users can make better purchasing decisions based on these 
reviews, while companies can also analyze customers' satisfaction according to these 
reviews, and further improve the quality of their products. Since there is a mass of 
                                                           
1  http://www.360buy.com 
2  http://www.newegg.com.cn 
3  http://www.twitter.com 
4  http://weibo.com 
5  http://t.qq.cn 
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product reviews and a single user cannot read all of them, automatically mining the 
reviews from multiple sources is particularly important. 

Most reviews in Chinese E-commerce sites are labeled with advantage or 
disadvantage, which is naturally suitable for binary classification. The state-of-art 
research in Chinese sentiment analysis mainly focuses on the whole review 
classification, while customers often desire a more detailed understanding of 
products. For example, they want to know others' opinion on the battery of a cell 
phone. Therefore, we propose a framework of sentiment classification at aspect level 
to solve this problem. In our framework, not only explicit but also implicit aspects are 
taken into account. To our knowledge, no implicit aspect discovery work of product 
review in Chinese language has been reported before. For the reviews of each aspect, 
the unigram features of words are used as text features. We also compare the 
performance of three feature weighing strategies, three reduction dimension, and three 
classification approaches.  

The sentiment analysis for reviews of products on microblogs is in its infancy. 
Besides the microblogs that express opinion on the products, some microblogs only 
give some statements relative to the products, which contain no sentiment polarity, or 
are neutral. Therefore, in this paper, we exploit linear regression, multi-class 
classification, two-stage classification and Mincut model optimization to classify the 
product related microblogs into three classes, and compare the performance of these 
methods. 

2 Related Work 

Sentiment classification mainly includes two methods: supervised learning and 
unsupervised learning. Turney[1] proposed a simple unsupervised method to classify 
reviews into positive and negative categories. Pang[2] used Naive Bayes (NB), Max 
entropy (ME) and SVM separately as supervised learning algorithms for binary 
classification of reviews. Besides these, Pang[3] exploited regression and One-Vs-All 
SVMs to predict the score for classification, namely the multi-classification, which 
can also be realized by combining binary classifiers in a two-stage manner. Pang[4] 
and Su[5] both optimized their multi-classification results using the Mincut model. 

For sentiment classification in microblogs, Go[6] was the first to classify Twitter 
data into two classes (positive and negative). Barbosa[7] classified Twitter data into 
three classes in a two-stage manner. Jiang[8] analyzed topic related sentiment for 
Twitter text. Based on the two-stage binary classification result, and the forwarding 
relationship between users, the performance was promoted using the method of graph. 
But for Chinese microblogs systems, only text can be obtained instead of the 
relationship between users and microblogs. 

3 Binary Sentiment Classification Based on Product Aspect 

The overall flow chart about polarity classification (positive and negative) based on 
product aspect is shown in Fig.1. 
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Fig. 1. The polarity classification (positive and negative) based on product aspect framework 

Aspect, Aspect Word. Product aspect refers to some attribute, component, or 
function of the product. The word or phrase used to represent the aspect of product is 
called the aspect word. Aspect is actually the concept at semantic level, and the aspect 
word is the external presentation form of the aspect. Different categories of products 
generally have a different set of aspects. Product aspect can be divided into explicit 
aspect and implicit aspect. Explicit aspect refers to the aspect word which describes 
the product performance or function can be directly found in the product reviews. 
Implicit aspect may be found after the sentence semantic understanding because there 
are no aspect words in review sentence.  

3.1 Preprocessing 

In order to get relatively clean text about product reviews, messy code will be 
removed in the preprocessing stage according to a user-defined messy code list. Next 
we use the word segmentation software tools to make the sentence processed. There 
are some words that appear in almost all of the text which are called stop words. The 
text content is represented more accurately after deleting stop words. Some words in 
the traditional stop words list is retained because they have sentiment polarity which 
is useful information for sentiment classification. 

3.2 Build Aspect Words List 

We use a statistics-based algorithm to automatically build the vocabulary about the 
product aspects. Here is the algorithm: 

1. Count occurrences number of all the nominal words. 
We count the occurrences number of all the unigram whose part of speech(POS) 
tagging is noun in the reviews of same product category. 
2. Filter high-frequency words 
The final aspect words list is filtered by threshold of high frequency and product 
specifications. 
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3.3 Review Sentences Breakup 

First of all, we break a review into sentences according to various sentence end 
punctuations, each of which is further cut into short sentences (SS) with comma. Then 
each SS is assigned to different sentiment categories of different aspects according to 
the aspect vocabulary made in advance. Finally, if an SS has implicit aspect, its words 
should also be correctly distributed. 

3.4 Implicit Aspect Discovery 

For example, if there is a word "beautiful" in the sentence and without any explicit 
aspect word appeared, we also need to know "beautiful" is likely in the description of 
the product's appearance which is just the implicit aspect of product. 

The discovery of implicit aspects needs to balance the following factors: 
1. Calculate mutual information (MI) scores between adjectives in the current SS 

and each aspect. Adjectives with most relevant aspects will be calculated and the 
aspect of the entire SS is determined by voting. 

2. If the above rule doesn't work, the SS is just assigned to the previous SS's aspect. 

3.5 Text Feature Representation 

After the processing mentioned above, we get all the review sentences in each aspect 
in each category, and vector space model is employed to represent them.  

Features of the review text using word-based unigram, but different word have the 
different ability and importance to represent the text which is called weight. In this 
paper, BOOL, TF, and TF-IDF are used as feature weights. BOOL weight means that 
if the count of the term appears in the current document greater than zero, the weight 
is 1, otherwise 0. TF (term frequency) refers to the frequency of the words occurrence 
in the file. IDF (inverse document frequency) measure the common importance of the 
word. In addition, we use chi-square statistics to reduce feature dimension. 

3.6 Classifier 

Naive Bayes. Navie Bayes is a simple model which calculates posterior probability of 
each class based on the priori probability and the likelihood. Class with the largest 
posterior probability is assigned as the class of the document. 

KNN. The basic idea of the KNN algorithm is considering the K nearest (the most K 
similar) texts in the training set of the new given text. The label of the new text is 
determined by these K texts. 

SVM. SVM is a popular classification algorithm which compresses the raw data set to 
support vector set and learn a decision hyperplane in the vector space. This 
hyperplane best splits the data points into the two classes.  

In this paper, NB, KNN and SVM are implemented using data mining tool Weka6. 

                                                           
6  http://www.cs.waikato.ac.nz/ml/weka/ 
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4 Sentiment Analysis on Product Reviews in Microblog System 

4.1 Text Feature Extraction 

Like mentioned in Section 3.1, stop words and messy code in the microblog will be 
removed, and then the Chinese word segmentation and POS tagging will be done. The 
vector space model is still employed to represent each microblog. The features are 
unigrams and the weight is BOOL value. However, we can take the advantage of 
characteristic of microblog to portray it better and reduce the feature dimension. 

Emoticons. For example, the text form of emoticon  in microblog text is "[ha ha]". 
All the positive emoticons will be converted into token "POS", and all negative into 
token "NEG" according to the manual defined emotions list. 

Usernames. Forwarding mechanism of microblog systems makes microblog amazing 
transmitted. It is in the form of @ + username (such as @ryanking1219). So we use 
string "USERNAME" to instead all words beginning with @.  

Links. Users like to include the URL which usually begins with "http" when they 
share videos or news, such as http://t.cn/aCKddG. All website links are normalized to 
the token "URL". 

Topics. In microblog systems, topic starts with "#" and also ends with "#". We will 
replace all the string in this form with an equivalence class string "TOPIC". 

4.2 Two-Stage SVM 

Step 1: Subjectivity Classifier 
Neutral samples in the training data is considered as positive examples, while positive 
and negative samples as negative cases to train the classifier. Do binary classification 
on the test data for subjective and objective detection. 
 
Step 2: Polarity Classifier 
Positive samples in the training data is considered as positive examples, while 
negative samples as negative cases to train the classifier. Do binary classification on 
the test data which is correctly divided into subject class in Step 1 for positive and 
negative detection. 

4.3 Minimum Cut Model Optimization 

Inspired by work of Pang[4] and Su[5], we also use Minimum cut (Mincut) model to 
optimize the Two-stage SVM result. Binary classification with Mincut in graph is 
based on the idea that similar items should be split in the same cut. We build an 
undirected graph G with vertices {s, t, v1, v2, …, vn}; s is the source and t is the sink, 
and all items in the test data are seen as vertices vi. Each vertex v is connected to s and 
t via a weighted edge. The weight is the estimation of the probability converted from 
SVM classifier output. Each edges (vi, vk) with weight assoc(vi, vk) expresses the 
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similarity between vi and vk and how important they should be in the same class. Then 
we remove a set of edges to divide graph into two disconnected sub-graphs. The 
vertices via s are positive instances and the vertices via t are negative instances. We 
penalize when putting highly similar items into different classes, so the best split is 
one which removes edges with lowest weights. This is exactly the Mincut of graph. 
Because the capacity of the Mincut equals the max flow value, we can employ 
Edmonds-Karp algorithm to compute the Mincut. 

In experiment, we set 

( ) ( ) ( )*cos , , *cos ,
,

0 ,

i j i j
i j

v v if v v t
assoc v v

otherwise

α α >= 


 
(1)

where cos(vi, vj) is the text similarity between vi and vj. Constant α  is the scale factor 
of association scores. Only scores higher than threshold t will be taken into 
consideration. 

4.4 Regression 

Text classification is also a problem that utilizes text features to predict a category 
label, and similar entries should have similar category labels. The most classic model 
is the linear regression function which is actually a linear weighted sum of all the 
features. The final score is rounded as a category label. 

4.5 OVA-SVMs 

Although the original SVM is used to solve binary classification problem, we can 
combine several SVM classifiers to achieve multi-class classification, such as one-
versus-all method (for short of OVA-SVMs). When Training each classifier we mark 
one category samples as positive examples, and all the rest samples as negative 
examples. So that k categories of samples can construct k SVM classifiers in turn. 
Class label of the test sample assigned to the class which has the largest classification 
function value. 

5 Experiments 

5.1 Sentiment Classification Based on Product Aspect 

We downloaded 821 cell phone products data from the 360buy and Newegg, and 
finally get 663,537 advantages reviews and 314,529 disadvantage reviews. 

CHI dimension reduction selects 5%, 20% and 100% words most relevant to each 
aspect of each product category, represented as CHI-5, CHI-20, and CHI-100. Of 
course, from the whole view of each product category, the most relevant words of 
each aspect will be overlapped with each other. 

Performance evaluation methods commonly apply PRECISION, RECALL, and F-
values, but these only represent local significance (i.e., the performance of each 
aspect in each product category). If you want to evaluate the overall classification 
performance, all the aspects of product category need to be taken into account to 
calculate the F-value of the MICRO AVERAGING and MACRO AVERAGING. 
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Micro-average gives the same weight to each document in each product category 
while Macro-average gives the same weight to each aspect in each product category. 
Results are illustrated in Fig.2. 

 

Fig. 2. Cell phone experiment result (17 aspects) 

The following conclusions could be drawn from the experimental result: 
First, the best combination is BOOL-SVM. Second, the consequent of TF is very 

close to the TF-IDF, but is slightly lower than BOOL. In addition, the SVM 
classification performance is better than NB and KNN. Last but not least, CHI-5 
result is similar with CHI-20 and CHI-100, even sometimes CHI-5 perform best, so 
dimension reduction is proved effective. 

5.2 Sentiment Analysis on Product Reviews in Microblog System 

We select 5 popular items including "Nokia", "iphone 4s", "E72i", "Lenovo" and 
"Canon". For all of these items, we downloaded 2,100 microblogs through the API 
provided by Sina microblog and Tencent microblog from October 2011 to November 
2011. We manually labeled all the microblogs and finally obtain 729 positive, 345 
negative, and 1,026 neutral microblogs respectively. The results are listed in Table 1. 

Table 1. Result for microblog classification 

 Regression OVA-SVMs Two-stage SVM Two-stage SVM + MinCut 
Accuracy 51.6% 64.5% 62.6% 64.0%

 
As shown in Table 1, the OVA-SVMs classifier is best. Two-stage SVM classifier 

after optimization with the minimum cut model (when parameter α  = 0.2, t = 0.5) has 
1.4% increase in performance, and reach almost the same effect of OVA-SVMs. 
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6 Conclusion 

This paper makes sentiment analysis on product reviews from multiple data sources. 
Firstly, a binary sentiment classification framework based on the aspects of the 
product is proposed. On the granularity of aspect, we use unigram as review feature, 
and adopt BOOL weight and SVM classifier to get the best results. Secondly, we 
classify our product review in microblog systems into three classes. OVA-SVMs 
method offers the optimal result. Finally, Work in Section 3 has been partially applied 
in a Chinese Product Review Mining System7, and Section 4 will be applied soon. 
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Abstract. This paper presents a novel method for CpG islands location identifi-
cation based on conditional random fields (CRF) model. The method transforms 
CpG islands location identification into the problem of sequential data labeling. 
Based on the nature of CpG islands location, we design the methods of model 
constructing, training and decoding in CRF accordingly. Experimental results 
on benchmark data sets show that our algorithm is more practicable and effi-
cient than the traditional methods. 

Keywords: conditional random fields model, CpG islands, sequential data  
labeling. 

1 Introduction 

During the large scale genome sequencing project, we probably can discover a new 
gene by detecting a CpG island [1-2]. In genetics, CpG islands [3]are genomic regions 
that contain a high frequency of CpG sites but to date objective definitions for CpG 
islands are limited. Therefore, the prediction of CpG islands [4]is theoretically and 
practically important in the mining and identifying new gene and early diagnosis of 
tumor. 

In the past twenty years, extensive efforts have been devoted to developing algo-
rithms and criterias for identifying CpG islands. Gardiner-Garden and Frommer first 
presented a technical standard for CpG islands detecting in 1987. Later Takai et al. [5] 
made some amendments and proposed a new technical standard of CpG islands which 
is helpful to remove Alu repeats. In 2006, Hachenberg et al. presented a new CpG 
islands recognition method named CpGCluster [6] based on objective physical dis-
tance. But since the criterias of CpG islands mentioned above are all artificially de-
fined, the CpG islands identified have diminutive biological meaning, and they  
require tremendous computational time to get the results. Many biologists are actively 
searching for more perfect criteria of CpG islands [7] which are helpful to identify 
true CpG islands of biological significance. Wang Jin-long et al. [8]advanced a method 
to predict CpG islands based on fuzzy theory. Shi Ou-yan et al. [9]and Jiang Hong-
jing et al. [10]respectively used HMM which has strict independence assumption to 
identify the location of CpG islands.  
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In this paper, we present a new method for identifying CpG islands based on the 
model of conditional random fields [11]. The method transforms the problem of CpG 
islands location identifying into the problem of sequential data labeling. Based on the 
nature of CpG islands location, we design the methods of model constructing, training 
and decoding in CRF accordingly. Experimental results on benchmark data sets show 
that our algorithm is more practicable, precision and efficient than some traditional 
methods. 

2 Conditional Random Fields 

Definition1. Let ( )1 2, ,..., nX X X X=  and ( )1 2, ,..., nY Y Y Y=  be the observation 

and labeling sequences respectively. Suppose the graph G = (V, E) of Y is a tree or, in 

the simplest case，a chain, where every edge is a cut of the graph. By the fundamen-

tal theorem of random fields [12](Hammersley & Clifford, 1971) , the joint distribu-

tion over the label sequence Y given X has the form: 
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where V and E are the sets of vertexes and edges in G respectfully, f is a transi
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In the CRFs model, the parameters ,k kf g  in (1) can be unified as the form 

of ( )1, , ,k i if y y x i- , and the joint distribution of chain-structured CRFs is written as: 

( ) ( ) ( )






 −= 
i j

jjjj
ixyyf

XZ
xyp ,,,1exp

1
| λλ

 (2)

Here, Z(x) is an instance-specific normalization function as follows 

( ) ( )  






 −=
y i j

iiijj
ixyyfXZ ,,,1exp λ  (3)

In (2) ( )1, , ,j i if y y x i- is a feature function with value 1 or 0. And the parameter jl in 

(2), which is obtained during the training procedure, is used to index the weight cor-

responding to each feature function [18]. A CRF model is specified by a group of 

feature functions if and the corresponding weights il . 
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3 Identifying CpG Islands Using CRFs       

3.1 Feature Selection 

3.1.1  Defining the States of Each Position  

We can see that there are eight states in the whole CRFs model illustrated in fig.1. We 

define that the state “X+” indicates “the character X is in the CpG island”; otherwise 

the state “X-” indicates “the character X is out of the CpG island”, 

where { }, , ,X AC G TÎ .We can use the CRFs model mentioned above to give the 

most suitable labels for an observation sequence. 

state: A+ C+ G+ T+ A- C- G- T- 

The Released character: A C G T A C G T 

Fig. 1. A CRFs Model for CpG Island Detecting 

3.1.2   Feature Functions 

Based on the above defined eight states and the nature of CpG islands, we set eight 

feature functions as follows: 

( ) ( ) ( ) ( )11 1 ' ' ' ' ' C ', ,
i i ii i i y y xf y y x
-- = + =- == I I I  

( ) ( ) ( ) ( )12 1 ' ' ' ' ' C ', ,
i i ii i i y y xf y y x
-- = + = + == I I I  

( ) ( ) ( ) ( )13 1 ' ' ' ' ' A ', ,
i i ii i i y y xf y y x
-- =- = + == I I I  

( ) ( ) ( ) ( )14 1 ' ' ' ' ' A ', ,
i i ii i i y y xf y y x
-- =- =- == I I I  

( ) ( ) ( ) ( )15 1 ' ' ' ' ' G ', ,
i i ii i i y y xf y y x
-- = + =- == I I I  

( ) ( ) ( ) ( )16 1 ' ' ' ' ' G ', ,
i i ii i i y y xf y y x
-- = + = + == I I I  

( ) ( ) ( ) ( )17 1 ' ' ' ' ' T ', ,
i i ii i i y y xf y y x
-- =- = + == I I I  

( ) ( ) ( ) ( )18 1 ' ' ' ' ' T ', ,
i i ii i i y y xf y y x
-- =- =- == I I I  

3.2 Parameter Training  

In the CRFs model, the parameter jl in (2) indexes the weight corresponding to each 

feature function, and its value can be obtained by training from the known samples of 

CpG. In the CRFs model, we use maximum likelihood to train the samples for para-

meter estimation. 

Given a DNA sequence set ( ){ }ix , the corresponding label sequence 

set ( ){ } ( ) 1, ,iy i N=   and eight feature functions defined above, firstly we need to  
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get the parameters ( ) 1,2, , 8j jl =   of CRFs model so as to maximize the condi-

tional probability of the log likelihood ( )
( ) ( )( )

1

log
N

i i

i

L P y xll
=

= å , 

where ( ) ( )( )i iP y xl is defined by (2). 

Since Newton’s Method costs large amount of time to compute the inverse of Hes-
sian matrix and requires the Hessian matrix always being positive definite, we use 
Quasi-Newton method in the parameter optimization for CRFs model. 

3.2.1   Quasi-Newton Method 

Supposed the optimization problem is: ( )max     s.t.  nf x x RÎ .Assuming that f(x) 

has continuous second partial derivatives on
( )kx , we would use 

( )
( ) ( )12

1
1

k k
k

k k

f x f x
f x

x x
+

+
+

 -
 =

-
as the iterative formula instead of Hessian matrix.  

Let the iterative formula be 

( )1k k k kx x H f x+ = - 
 

 (4)

supposed that the iterative formula is 

1k k k kH H A B-= + +  (5)

Then we can get the values of kA and kB . Moreover kA and kB satisfy 

1

1

n

k
k

A H -

=

=å , 0
1

n

k
k

B H I
=

= - = -å  

After substituting kA and kB  into (5), we can get the expression of kH . And the itera-

tive formula can be obtained after substituting kH  into (4). 

3.2.2   Parameter Estimate 

For the CRFs model mentioned above, the object function ( )f x of Quasi-Newton 

Method is  

( ) ( ) ( ) ( )( ) ( )
== = =

− −=
N

i

i

N

i

T

t

K

k

i

t

i

t

i

tkk
XZxyyfL

11 1 1

1
log,,λλ  

Its first derivative is written as: 
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The k-dimensional vector ( ) 







∂
∂Ι

∂
∂

∂
∂=∇

K

LLL
L

λλλ
λ ,,

21

consists of elements 
k

Ld
dl
，

（ 1,2,k K=  ）, which is just the ( )f x in the iterative formula (4) of Quasi-

Newton Method. 

To calculate ( )( , ' | )ip y y x  in (6), we can use a dynamic programming method 

which is similar to the forward-backward algorithm for Hidden Markov Model.  

3.3 Decoding Problem 

The decoding problem is described as follows:  Given DNA se-
quences ( ) ( )1, ,ix i N=  , feature functions 1 8f f the corresponding 

weights ( ) 1,2, , 8j jl =  , and input sequence 1 2" "nx x x x=  , our goal is to label 

each position of x, namely, finding out label se-
quence { }

1 2" ... ",   ,
iny y yy y= Î + - . " "iy = - indicates this character is out of the 

CPG island otherwise iy  is in the island. 

Because the label sequence to be solved satisfies the condition of the optimal sub-
structure, Viterbi algorithm, which is based on the dynamic programming technique, 
can be applied to solve the decoding problem of CPG islands. In the Viterbi algo-
rithm, a Viterbi variable ( ),i yF is defined to denote the possibility of optimal label 

sequence y’ on the processed subsequence x’= 1 2" , ,..., "ix x x  of the observation se-

quence x= 1 2" , ,..., "lx x x . Accordingly, ( ),i yY is defined to denote the label se-

quence with the maximal possibility. The formal definitions of ( ),i yF  and 
( ),i yY are described as follows: 

( ) ( )
1 2

1 2 1 2, ,...,
, max , ,..., , ,...,

i
i iy y y

i y P y y y x x xlF =  

and 

( ) ( )
1 2

1 2 1 2
, ,...,

, argmax , ,..., , ,...,
i

i i
y y y

i y P y y y x x xlY =  

The algorithm gradually gets the optimal label in each position based on ( ),i yF until 

the whole label sequence is obtained. The framework of the algorithm is depicted as 
follows: 
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Algorithm.  CpG-Viterbi

Input: ( )1, ,k i i if y y x- :  feature functions; 

       kl 1,.., 8k = :   the corresponding weights; 

X= 1 2" , ,..., "lx x x :  Sequence to be labeled; 

Output:Y= 1 2" , ,..., "ly y y : The label sequence over x; 
Begin  
1、Initialization 
   For all labels y, set ( )1, 1yF = ； 

2、For i=2 to l do 
For all labels y, calculate 

     ( ) ( ) ( )













∗−= 

k

kky
ixyyfyiyi ,,,exp,1max, ',

'
λφφ  

     ( ) ( ) ( )













∗−= 

k

kk
y

ixyyfyiyi ,,,'exp',1maxarg,
'

λφψ
 

Endfor 
Endfor 

3、Termination:  
( ),ly l y= Y ; 

4、Computing label sequence 1,..., ly y ： 
   For i=l-1 downto 1 do    

( )11,i iy i y += Y +     

Endfor 
End  

4 Experimental Results and Analysis 

4.1 Experimental Environment  

From the database of human genome CPG islands [13],we select 72 sequences in-
cluded 80 islands as the training data set , and the remainders are used to test the pre-
cision of our method.  We use CRF++0.54 [14] as the tool to train CRFs model. All 
the experiments were conducted on a 3.0GHzPentium with 1GB memory, Windows 
XP operating system. All codes were complied using Microsoft Visual C++ 6.0. 

4.2 Data Files and Test File Formats  

The training procedure of CRF++ needs several data files such as training files, model 
files, label files and a feature template file. These structures and formats of the data 
files on CPG islands database are illustrated as follows. 

4.2.1   Training Files, Model Files and Label Files 
The model file, which describes the CRFs model, is a binary file built by the training 
process and is used in the decoding. Based on model files, we use the algorithm  
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CpG-Viterbi to obtain the global optimal labeling sequences which is presented by the 
label files.  

A training file is used to record the information of the training sample. It comprises 
multiple tokens. The data of the first column shown in Table 1 denotes the observa-
tion characters to be labeled. The data of the second column represents the basic 
attribute feature of the sequence. For characters A and T, the attribute feature values 
are 0 indicating that the two characters are out of CPG islands. Similarly, we assign 1 
to the attribute feature value of characters C and G indicating that they are in CPG 
islands. The states (in or out of the CPG islands) corresponding to observation charac-
ters are listed in the third column. Table 1 is a part of a training file used in the expe-
riment, where the observation sequence is “ATCGGACGAT”. It can be seen from the 
third column, “CGGACG” is a CPG island.  

Table 1. An example of training file 

Observation character Attribute feature Label 
A 0 A- 
T 0 T- 
C 1 C+ 

G(current focusing token) 1 G+ 
G 1 G+ 
A 0 A+ 
C 1 C+ 
G 1 G+ 
A 0 A- 
T 0 T- 

4.2.2   Feature Template Files 
A feature template file is used to describe feature function which can define unary 
features, dualistic features, n-dimensional features and even compound features based 
on character level. As shown in table 2, a group of feature template is practically used 
in our experiments  

Table 2. A feature template example 

#Unigram 

U00:%x[-2,0] 

U01:%x[-1,0] 

U02:%x[0,0] 

U03:%x[1,0] 

U04:%x[2,0] 

U05:%x[0,1] 

U06:%x[-1,0]/%x[0,0] 

U07:%x[0,0]/%x[1,0] 

#Bigram 

B1 
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Each line in the template file denotes one template. Note also that there are two 
types of templates, that is, “Unigram” and “Bigram”. The types are specified with the 
first character of templates. In the above feature template file, the first character of 
parameter Uxx is “U”, which denotes a unigram template. “xx” means the number of 
feature templates. In each template, special macro %x[row,col] will be used to speci-
fy a token in the input data, where %x represents taking strings from the database, row 
specifies the relative position from the current focusing token, and col specifies the 
absolute position of the column. To test our algorithm, we use four groups of tem-
plates as shown in Table 3. 

Table 3. The feature templates 

#Unigram #Unigram #Unigram #Unigram 

U00:%x[-2,0] U00:%x[-2,0] U00:%x[-2,0] U00:%x[-2,0] 

U01:%x[-1,0] U01:%x[-1,0] U01:%x[-1,0] U01:%x[-1,0] 

U02:%x[0,0] U02:%x[0,0] U02:%x[0,0] U02:%x[0,0] 

U03:%x[1,0] U03:%x[1,0] U03:%x[1,0] U03:%x[2,0] 

U04:%x[2,0] U04: %x[-2,0]/%x[-1,0] U04:%x[2,0] U04: %x[0,0]/%x[2,0] 

U05:%x[0,1] U05: %x[-l,0]/%x[0,0] U05: %x[0,0]/%x[1,0] U05: %x[-2,0]/%x[-1,0] 

U06:%x[-1,0]/%x[0,0] U06: %x[0,0]/%x[l,0] U06:%x[1,0]/%x[2,0] U06: %x[-1,0]/%x[0,0] 

U07:%x[0,0]/%x[1,0] U07: %x[-1,0]/%x[1,0] 
U07:%x[0,0]/%x[1,0] 

/%x[2,0] 
U07:%x[-2,0]/%x[-1,0] 

/%x[0,0] 

#Bigram #Bigram #Bigram #Bigram 

B1 B2 B3 B4 

4.3 Experimental Results and Analysis  

We test our algorithm and compare its performance with other methods in terms of 

recall and precision, which are defined as follows: 

The number  of  CpG i sl ands ext r act ed cor r ect l y
The t ot al  number  of  t r ue CpG i sl ands i n t he t est  set

Recall=  

and 

The number  of   C G i sl ands ext r act ed cor r ect l y
The t ot al  number  of  C G i sl ands ext r act ed

p
Precision=

p
 

To comprehensively evaluate the system performance, we used the F-score which is 
the weighted geometrical average of precision and recall.  F-score is defined as: 

( )2

2

* * +1
=

R+ *

P R
F

P

b

b
 

Here we set β=1 in our experiments which indicates recall and precision have the 
same importance. 
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We also conduct experiments of CpG islands identification using our algorithm 
and other three methods. We compare their performance in terms of recall and preci-
sion, and F-score. In our experiments, four feature templates shown in Table3 are 
used and the results are listed in Table4. 

Table 4. Comparison of the results among CRFs, MEMM and HMM 

Model Feature template Precision(P)（%） Recall®（%） F-score(F)（%） 

CRFs 

Template1 93.14 91.21 92.16 

Template 2 90.20 89.95 90.07 
Template 3 87.33 88.20 87.76 
Template 4 86.36 87.96 86.80 

MEMM 

Template 1 90.10 89.70 89.90 

Template 2 87.79 87.40 87.70 
Template 3 84.27 85.40 84.83 
Template 4 82.62 84.51 83.47 

HMM 

Template 1 91.50 89.60 90.59 

Template 2 89.36 88.13 88.98 
Template 3 83.72 84.37 84.04 
Template 4 78.26 80.20 79.22 

 
From Table4, we can see that our algorithm using CRFs outperforms the other  

methods in the aspects of both recall, precision and F-score for CpG islands identifi-
cation. Our experimental results have fully highlighted the merit of CRFs in CpG 
islands identification.  

5 Conclusions 

In this paper, we present a novel method for CpG islands location identification based 
on the model of conditional random fields. In order to overcome the shortcomings 
such as the strong independence assumptions and the label-bias problem exhibited by 
other models, our method transforms the problem of CpG islands location identifica-
tion into sequential data labeling. Based on the nature of CpG islands location, we 
define the corresponding feature functions and design the methods of model  
constructing, training and decoding in CRF accordingly. Experimental results on 
benchmark data sets show that our algorithm is more practicable and efficient than the 
methods based on hidden Markov model (HMM) or the maximum entropy Markov 
model (MEMM). 
 
Acknowledgements. This research was supported in part by the Chinese National 
Natural Science Foundation under grant Nos. 61070047、61070133 and 61003180, 
Natural Science Foundation of Jiangsu Province under contracts BK2010318, 
BK21010134, and Natural Science Foundation of Education Department of Jiangsu 
Province under contract 09KJB20013.   
 



318 W. Liu, H. Chen, and L. Chen  

 

References 

1. Li, W.J., Li, M., Xin, R.H., Wei, L.H.: Promoter Recognition in Human Genome Based on 
KL Divergence and BP Neural Network. Journal of Liaoning Normal University (Natural 
Science Edition) 3(33), 42–45 (2010) 

2. Huang, Y.K.: Promoter Recognition System Research from Gene Sequence Data. The 
Master’s Thesis of Harbin Engineering University (2009) 

3. Zhang, C.T.: The Current Status and The Prospect of Bioinformatics. The Journal of 
Liaoning Science and Technology 08, 25–26 (2001) 

4. Tong, Q., Zhen, H.R., Ning, Y.: A Gene-prediction Algorithm Based on the Statistical 
Combination and the Classification in Terms of CpG Content. Journal of Beijing Biomedi-
cal Engineering 4(26), 178–181 (2007) 

5. Takai, D., Jones, P.A.: Comprehensive Analysis of CpG Islands in Hhuman ChromoSomes 
21 and 22. Proc. Natl. Acad. Sci. USA 99(6), 3740–3745 (2002) 

6. Hackenberg, M., Previtil, C., Luis, L.E., et al.: CpG Cluster: a Distance-based Algorithm 
for CpG-island Detection. BMC Bioinformatics 7, 446 (2006) 

7. Wang, Y., Leung, F.C.: An Evaluation of New Criteria for CpG Islands in the Human Ge-
nome as Gene Markers. Bioinformatics 20(7), 1170–1177 (2004) 

8. Wang, J.L., Su, J.Z., Wang, F.C., Ying, Z.Y.: A New Method to Predict CpG-islands 
Based on Fuzzy Theory. China Journal of Bioinformatics 6(7), 91–94 (2009) 

9. Shi, O.Y., Yang, J., Tian, X.: Hidden Markov Model for CpG Islands Prediction Based on 
Matlab. Computer Applications and Software 11(25), 214–215 (2008) 

10. Jiang, H.J., Zhang, Z.L.: Discrimination of CpG Islands Location Based on HMM. Ma-
thematical Theory and Applications 6(29), 113–116 (2009) 

11. John, L., Andrew, M.C., Fernando, P.: Conditional Random Fields: Probabilistic Models 
for Segmenting and Labeling Sequence Data. In: Proc. of the 18th ICML, pp. 282–289. 
Morgan Kaufmann, San Francisco (2001) 

12. Hammersley, J.M., Clifford, P.: Markov Field on Finite Graphs and Lattices (1971) (un-
published) 

13. ftp://ftp.ebi.ac.uk/pub/databases/cpgisle 
14. http://sourceforge.net/projects/crfpp/files/ 



 

D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 319–326, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A Novel Gene Selection Method  
for Multi-catalog Cancer Data Classification 

Xuejiao Lei1, Yuehui Chen2, and Yaou Zhao3 

1 School of Information science and Engineering, University of Jinan, PR China 
aduosi@126.com 

2 School of Information science and Engineering, University of Jinan, PR China 
yhchen@ujn.edu.cn 

3 School of Information science and Engineering, University of Jinan, PR China 
ise_zhaoyo@ujn.edu.cn 

Abstract. In this paper, a novel gene selection method which was merging the 
relevance score (BW ratio) and the Flexible Neural Tree (FNT) together was 
proposed for the multi-class cancer data classification. Firstly, the BW ratio me-
thod was adopted to select some informative genes, and then the FNT method 
was used to extract more characteristic genes from the gene subsets. FNT is a 
tree-structured neural network with input variables selection, over-layer connec-
tions and different activation functions for different nodes.  Based on the pre-
defined instruction/operator sets, a flexible neural tree model can be created and 
evolved. The FNT structure is developed by using probabilistic incremental 
program evolution (PIPE) algorithm, and the free parameters embedded in 
neural trees are optimized by particle swarm optimization (PSO) algorithm. Ex-
periment on two well-known cancer datasets shows that the proposed method 
achieved better results compared with other methods.  

Keywords: gene selection, BW ratio, Flexible Neural Tree, Probabilistic 
Incremental Program Evolution, Particle Swarm Optimization. 

1 Introduction  

In addition, reducing the number of genes can help to cut down the inputs for compu-
tation, so the classifiers are much more efficient for classification and run much  
faster. For this so-called “high-dimensional small sample” problem, a suitable gene 
selection method is very important.   

Feature selection techniques can be divided into three categories, depending on 
how they interact with the classifiers [1]. Filter methods directly operate on the data-
set, that is, they are independent for classification models. The output of these me-
thods are also score–ranking values, according to these ranking values the informative 
genes are selected. There are many filter methods which are proposed by predeces-
sors, such as BW ratio [2], Bscatter[3], MinMax[3] and so on. The advantage of these 
methods is fast, but has inferior results. Wrapper methods run a search in the space of 
feature subsets, guided by the outcome of the model (e.g. classification performance 
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on a cross-validation of the training set). There are many researchers using these me-
thods to select feature subsets, such as Particle Swarm Optimization (PSO) [4], genet-
ic algorithm (GA) [5] and so on. They often obtain better results than filter methods, 
but have an increased computational cost [6]. Finally, embedded methods with inter-
nal information of the classification model was used to perform feature selection, for 
instance Genetic programming (GP) [7] and Flexible Neural Tree (FNT)[8]. They 
often provide a good trade-off between performance and computational cost [9]. 

In this paper, we proposed a novel gene selection method which was mixing the 
BW ratio and the flexible neural tree. Firstly, the BW ratio method was used to select 
feature subsets, and then the FNT was utilized to extract more informative gene sub-
sets from the selected feature subsets which got from the first step. The FNT structure 
is developed by probabilistic incremental program evolution (PIPE) algorithm and the 
free parameters embedded in neural trees are optimized by particle swarm optimiza-
tion (PSO) algorithm.  

2 Gene Selection Methods 

Generally, the micro-array data has very high dimensionality (in thousands) and small 
size of samples (in dozens). However, only small parts of genes have great impact on 
classification and most of them are useless. These irrelevant genes not only confuse 
learning algorithms, but also degrade their performance and efficiency. Moreover, the 
prediction model induced from irrelevant genes may prone to over-fitting. So in this 
paper we applied mixing BW ratio method and FNT to select some informative genes.  

2.1 BW Ratio Gene Selection Method and Flexible Neural Tree 

The BW ratio [2] gene selection method is firstly introduced by Sandrine Dudoit et al. 
It is a preliminary genes selection method based on the ratio of their between-group to 
within-group sums of squares. The highest BW ratio value is most informative. 

The FNT[8] is a tree-structured neural network with input variables selection, over-
layer connections and different activation functions for different nodes.  Based on the 
pre-defined instruction and operator sets, a flexible neural tree model can be created 
and evolved 

2.2 Mix Gene Selection Method 

Depending on the advantage of filter methods and the embedded methods, we pro-
posed a novel gene method with mixing the BW ratio method and the FNT. 

In our paper, the FNT was used for the multi-class cancer data to select feature 
genes. Firstly, the BW ratio was applied to select some informative genes. And then, 
according to the pair-wise comparison classification strategy, the selected subsets 
which were got from the first step were divided into two-label subsets. Finally, the 
FNT was utilized for the two-label subsets to choose more characteristic genes (see 
Fig.2). 



 A Novel Gene Selection Method for Multi-Catalog Cancer Data Classification 321 

 

 

Fig. 1. BW indicates the feature sets which are generated by BW ratio method respectively. C1, 
C1, …, Cn denote n FNT-base classifiers. Each FNT selects the more informative genes. 

3 Classification Method 

In this paper, the flexible neural tree (FNT) was also applied as the base classifier and 
the pair-wise comparison classification strategy. Depending on the extracted datasets, 
the FNT model can be created and evolved. The structure of FNT is developed by the 
Probabilistic Incremental Program Evolution (PIPE) [10] and the parameters are op-
timized by the Particle Swarm Optimization (PSO). The PIPE programs are encoded 
in n-array trees that are parsed depth first from left to right, with n being the maximal 
number of function arguments. 

3.1 Procedure of the General Learning Algorithm 

The general learning procedure for constructing the FNT model can be described as 
follows. 

1. Create an initial population randomly (FNT trees and its corresponding parame-
ters); 

2. Structure optimization is achieved by using the PIPE algorithm; 
3.  If a better structure is found, then go to step 4, otherwise go to step 2; 
4. Parameter optimization is achieved by the PSO algorithm as described in subsec-

tion chapter 3.2. In this stage, the architecture of FNT model is fixed, and it is the 
best tree developed during the end of run of the structure search. The parameters 
(weights and flexible activation function parameters) encoded in the best tree for-
mulate a particle. 

5. If the maximum number of local search is reached, or no better parameter vector is 
found for a significantly long time then go to step 6; otherwise go to step 4; 

6. If the satisfactory solution is found, the algorithm is stopped; otherwise go to  
step 2. 

4 Cancer Classification Using FNT 

4.1 Data Sets 

We performed extensive experiments on two benchmark cancer datasets, namely the 
MLL and Brain tumor (GLIOMA), which were downloaded from the website given in 
[11]. 
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The MLL dataset [12] contains total 72 samples in three classes, acute lymphoblas-
tic leukemia (ALL), acute myeloid leukemia (AML), and mixed-lineage leukemia 
gene (MLL), which have 24, 28, 20 samples, respectively.  

The Brain tumor (GLIOMA) dataset [13] contains in total 50 samples in four 
classes, cancer glioblastomas (CG), non-cancer glioblastomas (NG), cancer oligoden-
drogliomas (CO) and non-cancer oligodendrogliomas (NO), which have 14, 14, 7, 15 
samples, respectively. Each sample has 12625 genes.  

4.2 Experiment Result and Analysis 

In our experiment, firstly the BW ratio method was used to select 35 informative 
genes, and then the FNT method was employed for the selected gene subsets to 
choose more characteristic genes. Meanwhile, we utilized the pair-wise comparison 
strategy for multiclass classification. The FNT was employed to be the base classifier. 
The parameter of each FNT was adjusted by the PSO and the structure of each FNT 
was optimized by the PIPE.  

For comparing with the other peoples’ work, the classification performance was 
measured by 5-fold cross validation technique. The 5-fold cross validation technique: 
the samples were randomly divided into 5 equally sized subsets; each subset was used 
as a test set for a classifier, and the remaining 4 subsets were for training. The training 
data was used to select informative features. This process was repeated for 10 times to 
obtain the average results. 

• MLL cancer 
Firstly the BW ratio method was used to select 35 informative genes (see Fig.3 left). 
It was shown that the curve dot of ALL was close to the curve dot of MLL in the left 
picture of Figure 3. This was disadvantageous for the classification. But our method 
supplied the shortage of the BW ratio method. The selected subset was divided into a 
training set with 58 samples and a testing set with 14 samples by 5-fold cross valida-
tion technique. The MLL had three classes: 0(AML), 1(ALL), 2(MLL). According to 
the pair-wise comparison classification strategy, there were three classifiers. And then 
utilize the FNT to select genes and classify. The best FNT trees obtained by the pro-
posed method were shown from Figure 4 to Figure 5 (left). It should be noted that the 
informative features for constructing the FNT model are formulated in the light of the 
procedure mentioned in the previous section. These final informative genes selected 
by FNT are shown in Table 2. 

For comparison purpose, the classification performances of a KPCSR [14], 
SVM+F-test[14], SVM+Cho’s[14], KNN+F-test[14], KNN+Cho’s[14] and our me-
thod are shown in Table 1. For MLL dataset, our method, which has 2.6–4.5% incre-
ments, gives the best classification accuracy. It is observed that our method has and 
the FNT classification models with the proposed mix gene selection method are better 
than other models for classification of microarray dataset. 
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Fig. 2. In the two figures, the X axis indicates the number of selected genes and the Y axis is 
the mean value of the samples of each feature gene which is selected by the BW ratio method. 
The left picture is shown the feature gene description of the MLL and the Brain’s is left. 

 

Fig. 3. An evolved best FNT for the 0 class and 1 class of MLL data classification (left), the 0 
class and 2 class of MLL data (middle), the 2 class and 1 class of MLL data (right) 

• Brain cancer 
Firstly the BW ratio method was applied to select 35 informative genes (see Fig.3 
right). The selected subset was divided into a training set of 40 samples and testing set 
of 10 by 5-fold cross validation technique. The Brain cancer had four classes: 0(CG), 
1(CO), 2(NG), 3(NO). According to the pair-wise comparison classification strategy, 
there were six classifiers. And then utilize the FNT to select genes and classify. The 
best FNT trees obtained by the proposed method are shown from Fig. 5 to Fig. 6. It 
should be noted that the informative features for constructing the FNT model are for-
mulated in the light of the procedure mentioned in the previous section. These final 
informative genes selected by FNT algorithm is shown in Table 4. 

For comparison purpose, the classification performances of a KNN+EGSIEE[15], 
KNN+EGSEE[15], KNN+GS1[15], KNN+GS2[15] and our method are shown in 
Table 3. For Brain cancer, our method which has 4.2–10.2% increments gives the best 
classification accuracy. Also in our experiments the maximal number of selected 
genes is 19, it is smaller than others’. It is observed that the FNT classification models 
with the proposed mix gene selection method are better than other models for classifi-
cation of micro-array dataset. 

Table 1. Relative works on MLL dataset 

method Test accuracy (%) 
Our method 99.3 
KPCSR[14] 96.7 
SVM+F-test[14] 94.8 
SVM+Cho’s[14] 95.5 
KNN+F-test[14] 95.4 
KNN+Cho’s[14] 96.0 
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Table 2. The extracted informative genes in case of MLL dataset 

0_1 class1 x0,x32,x14,x27,x6,x5,x2,x10 
0_2 class x8,x14,x5,x23,x19,x4,x9,x26,x29,x1 
2_1 class x4,x15,x32,x1,x22,x23,x2,x19,x3,x8,x6 

 

 

Fig. 4. An evolved best FNT for the 0 class and 1 class of Brain data classification (left), the 0 
class and 2 class of Brain data (middle), the 0 class and 3 class of Brain data (right) 

 

  

Fig. 5. an evolved best FNT for the 2 class and 1 class of Brain data classification (left), an the 
3 class and 1 class of Brain data (middle), the 2 class and 3 class of Brain data (right) 

 

Table 3. Relative works on Lymphoma dataset 

method Test accuracy (%) 
Our method2 90.0(19) 
KNN+EGSIEE[15] 84.0(19) 
KNN+EGSEE[15] 78.0(10) 
KNN+GS1[15] 84.0(95) 
KNN+GS2[15] 80.0(92) 
The number in the bracket indicates the genes which are selected 

                                                           
1  The MLL has three classes: 0(AML), 1(ALL), 2(MLL). 0_1 class indicates the classifier 

which is trained by the samples with label 0 and label 1, similarly, 0_2 class is label 0 and 
label 2, and 2_1 class label 2 and label 1. 

2  The number in the bracket indicates the number of the final selected genes. 
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Table 4. The extracted informative genes in case of MLL dataset 

0 _ 1 class3 x4,x14,x5,x10,x3,x1 
0 _ 2 class x18,x8,x3,x1,x20,x9,x17,x11,x12,x25,x3,x5,x6, x31,x12,x30 
0 _ 3 class x7,x13, x16,x4,x18,x6 
2 _ 1 class x12,x1,x14,x29,x21,x33,x0,x13,x17,x29,x34,x11, x7,x31,x24 
3 _ 1 class x16,x7,x5,x6,x25,x11,x4,x10,x14,x29,x15,x34,x2, x31,x9,x0,x8,x24,x20 
2 _ 3 class x6,x29,x1,x5,x10,x28,x22,x11,x25,x0,x4,x23 

5 Conclusion 

In this paper, we proposed the mix gene selection method, which was merging the 
BW ratio and FNT method together. The MLL and Brain cancer datasets were used 
for conducting all the experiments. Feature genes were first extracted by the defined 
relevance score technique (BW ratio method) which greatly reduces dimensionality as 
well as maintains the informative features. Then the FNTs were employed to classify 
and select more characteristic genes. Compare the results with some advanced gene 
selection technology; the proposed method produces the best recognition rates. In the 
future, we will choose more critical features to characterize the gene expression data. 
We also believe that FNT can have a great contribution to this study. 
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Abstract. In this paper, we propose a gene expression diversity-based method 
for gene expression discretization. By counting the numbers of samples of 
different classes in an open expression intervals，the method calculates class 
distribution diversity and then expression diversity for genes. Based on the gene 
expression diversity, three discretization criteria are established for discretizing 
gene expression levels. We evaluate the proposed method on the publicly 
available leukemia dataset and compare it with several previous methods.  

Keywords: gene expression, gene expression diversity, gene regulation, 
discretization.  

1 Introduction 

Advent of high-throughput technology makes it possible to simultaneously measure 
expression levels of ten of thousands of genes in cells [1]. These data are often used 
to build models to predict the phenotype of cells. An increasing number of 
computational approaches have been developed for gene expression data analysis [2]. 
In such analysis, the discretization of continuous gene expression data is an important 
step for efficient cancer classification. 

At present, a number of methods have been applied to convert continuous data to 
discrete ones for pattern recognition [3-9]. For example, Fayyad et al. proposed the 
mdlp method which is a typical non-parameter supervision discretization method [7]. 
Another commonly used method is the chiM method, which discretizes data based on 
the χ2 distribution [10]. These methods work well in most cases, but they can not 
relate gene expression with gene regulation for the biological significance of gene 
expression discretization. In this paper, we propose a new method for gene expression 
discretization based on the putative 3-state regulation viewpoint [11]. 

The rest of the paper is organized as follows. In section Methods, we first 
formulate three core rules of discretization based on gene expression diversity, and 
describe the proposed discretization procedure in detail. In section Experimental 
                                                           
* Corresponding author. 
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results, we first discuss the choices of the two parameters of the proposed method in 
practice, and then evaluate the proposed method on a real-world microarray data and 
compare with two previous methods, chiM and mdlp. Finally, the paper is concluded. 

2 Methods 

Gene expression levels are continuous values. However, gene regulation levels are 
generally assumed to be in a regulation space of 3 discrete states, i.e., down- 
regulatory, non-regulatory and up- regulatory states [11]. We argue that a reasonable 
discretization of gene expression values should consider relating gene regulation 
states to separated intervals of expression levels. The proposed gene expression 
discretization method is based on the 3-state regulation assumption, and aims at 
accurate cancer classification. For the convenience of presentation, we only consider 
binary cancer classification in this study. Assuming that the expression values of a 
gene in a cancer type or subtype are normally distributed in a particular expression 
interval, relationships between the distributions of the two cancer classes and gene 
regulation states could be one of the following three types: i) the two distributions are 
completely overlapped within a regulation state, as shown in Fig.1A; ii) the two 
distributions fall in two different regulation states and are clearly separated, as shown 
in Fig.1B; iii) the two distributions are partially overlapped in a regulation state, as 
shown in Fig.1C.  

It can be found that only genes with the two types of expression distributions in 
Figs. 1B and C are useful for cancer classification. For them, the expression values 
can be divided into two and three discretization states, respectively. However, the 
genes expressed like in Fig.1A can be thought of being disabled for classification, and 
their expression values all should be assigned into one discretization state as noise. 
Based on the idea, we develop a new discretization method in the following sections. 

In order to clearly depict the proposed disretizitation criteria, we first define two 
concepts associated with gene expression distribution. Consider binary classification 
problem with class 1 and class 2. For a left half-open area of gene expression, we 
define the diversity of class distribution within it, denoted by D, as  

D=n1/N1- n2/N2        (1)

where the N1 and N2 represent the total numbers of samples of class 1 and class2, 
respectively, and n1 and n2 represent the numbers of samples of class 1 and class 2 
having expression values in the area. Assume a gene whose expressions are divided 
into have n left half-open areas. Let Di, i=1,2,…,n, represents the corresponding n 
class distribution diversities, we define the diversity of expression for the gene, 
denoted by ∆ as  

∆ =Dmax-Dmin  (2)

where Dmax and Dmin represent the maximum and minimum of the n class distribution 
diversity respectively. For Dmax and Dmin, we denote the right endpoints of their left 
half-open areas by Lmin and Lmax, respectively. 
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Fig. 1. The relationship between gene regulatory states and the distribution of sample category 

Given two constants, 0<α, λ<1, three criteria for discretizing gene expression 
values can be made based on gene expression diversity as follows: 

Criterion 1: if ∆ =Dmax-Dmin<α, all the expression values of the gene will be grouped 
into one discretization state. 

Criterion 2: if ∆ =Dmax-Dmin>= α and min(|Dmax|,|Dmin|)<λ where min and |.| represent 
the minimum and absolute functions respectively, the expression values of the gene 
will be discretized into two states. 

Criterion 3: if ∆ =Dmax-Dmin>= α and min(|Dmax|,|Dmin|)>=λ, the expression values of 
the gene will be discretized into three states. 

The three criteria are associated with the three cases shown in Fig.1. Generally, it 
is assumed that a gene has three regulation states changeable to the response to 
external stimulus. So, for a binary classification problem, it is reasonable to divide the 
expression of a gene into at most three discretization states. The parameters, α and λ, 
are referred to as gene expression diversity threshold and class distribution diversity, 
respectively. The choices of the two parameters will be discussed in section Results.  

Based on the three discrete criteria, a gene expression discretization procedure, 
especially for a binary problem can be described as follows: 

Step. 1 Setting α and λ; 
Step. 2 Dividing the whole range of expression values into n (n = 50) intervals 

uniformly and defining n (n = 50 or above) left half-open areas based on the n 
intervals;   
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Step. 3 Calcualting the class distribution diversities by Eq.(1) for each area to 
obtain Dmax, Dmin, Lmax and Lmin; 

Step. 4 Calcualting the expression diversity ∆ across the n class distribution 
diversities by Eq.(2);  

Step. 5 If Criterion 1 holds, taking the whole expression range as the only one 
discretiation state and ending the procedure;  

Step. 6 If Criterion 2 holds, dividing the whole expression range into two intervals: 
(-∞，L) and (L, +∞), where L=Lmax if |Dmax|>|Dmin| and Lmin otherwise, and ending the 
procedure; 

Step. 7 If Criterion 3 holds, dividing the whole expression range into there 
intervals: (-∞，L1], (L1, L2) and [L2, +∞), where L1=min(Lmax , Lmin ) and L2=max(Lmin 
, Lmax ) [max represents the maximum function], and ending the procedure. 

3 Experimental Results 

We evaluated the proposed discretization procedure on the publicly available 
leukemia data [12]. The dataset contains 72 samples, of which 47 are acute 
lymphoblastic leukemia (ALL) and 25 are acute myelogenous leukemia (AML). Each 
sample consists of the expression levels of 7129 genes. 

3.1 The Choice of α 

The proposed method uses the variable ∆ to measure the diversity of gene expression. 
The threshold α is used to find genes whose diversities are large enough to distinguish 
the two classes. A too small α will bring noise to cancer classification while a too 
large α will run a risk of missing the genes whose expressions actually differ between 
the two classes. In essential, ∆ means the proportion difference of the two classes, and 
may vary from zero to 1. So, a difference level of proportions larger than 0.4 should 
be statistically significant to class distinction. In this study, we prefer to use α=0.4 for 
implementing the dicertizion procedure. For the justification, we have observed the 
random distribution of ∆ on the leukemia data. We randomly shuffled the labels of the 
72 samples ten times, and calculated the ∆s of all the 7129 genes for each time. As a 
result, 71290 ∆s were obtained, whose distribution is drawn in Fig.2. From Fig.2, it 
can be found that a random ∆ seems to follow a normal distribution centered at 0.23. 
Further, the distribution takes on the 95% percentile of 0.37. These observations 
suggest that the value of α=0.4 is acceptable for gene expression discretization. 

3.2 The Choice of λ 

The parameter λ is used to remove the discretization intervals in which two classes 
are distinguishable. This means that the magnitude of the corresponding Dmax or Dmin 
is not significantly large to specify a discretization interval. So, the value of λ should 
be chosen to guarantee to ignore the intervals where different classes behave the same 
but retain those making different classes separated. Recalling that α reflect a 
minimum acceptable expression diversity of a gene, we suggest setting  λ = α/2 =0.2 
as default in practice.  
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Fig. 2. Histogram (A) and cumulative probability distribution (B) of ∆ 

3.3 Application to the Leukemia Data  

We next applied our method to the leukemia data for cancer classification. In the 
application, two well-known classification methods, support vector machines (SVM) 
and K-nearest neighborhood (KNN), were used to build classifier on the discretization 
results for all genes. For reliable validation, we randomly selected 50 samples (32 
ALL and 18AML) from the total 72 samples as a training set  for data discretization 
and learning classifier and the rest as a test set (15 ALL and 7 AML) for independent 
validation , and the random split was repeated 100 times. The following measures 
were used for classification evaluation: the minimum, maximum and average of 
classification accuracies, the average false positive rates (FPR) and the average false 
negative rates (FNR). For comparison, we also used two previous methods, chiM and 
mdlp, to analyze the data in the same setting. Table 1 compared the classification 
results by the three methods. From Table 1, it can be found that our method obtained 
the highest average classification accuracy, irrespective of the classifiers used. 

Table 1. Comparison of the classification results by the three discretization methods on the 
leukemia data 

Methods 

SVM KNN 

ACC 
max 

ACC 

min 

ACC 
FPR FNR ACC 

max 

ACC 

min  

ACC 
FPR FNR 

Our 
method 90.05 100 77.27 12.74 0 99.00 100 95.45 1.06 0.87 

chiM 77.27 86.22 68.18 24.92 0 87.86 100 72.73 9.04 18.85 

Mdlp 80.14 90.91 68.18 22.56 0 98.95 100 95.45 0.80 1.59 

Note: ACC-mean accuracy, minACC-min accuracy, maxACC-max accuracy, FPR- false positive rate, 
FNP- false negative rate 
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To demonstrate the robustness of our method, we randomly selected 100 genes 
from 7129 genes, and for each gene, applied each of the three methods to discretize its 
expression levels using 38 of the total 72 samples 100 times. Fig. 3 shows the 
boxplots of the standard deviations (sd) of the discretization results for each of the 
three methods. From Fig. 3, it can be found that our method outperforms the previous 
two methods with the least mean of sd. The mdlp chooses minimum description 
length criterion (MDL) as the judgment basis of the discrete-stoping, which obtained 
a sd mean slightly higher than our method’s. Altogether, the comparison of sds 
confirms the best stability of our method. 

.  

Fig. 3. Boxplots of standard deviations of the discretization results for the three methods 

4 Conclusion 

We have proposed a new method based on gene expression diversity for discretizing 
gene expression data. We evaluated it on a real-world data set, i.e., the publicly 
available leukemia data set, and compared with two previous methods, chiM and 
mdlp. The experimental results showed that our method is more stable and more 
robust than the previous ones for the discretization of gene expression, and can result 
in a better classification performance for the leukemia data. Future work will focus on 
applications to more real-world data sets. 
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Abstract. Protein-protein interactions play important roles in the course of cell 
functions such as metabolic pathways and genetic information processing. 
There are many shortcomings of traditional experiments such as tediousness 
and laboriousness. The machine learning methods have been developed to 
predict PPIs, and preliminary results have demonstrated their feasibility. Here, 
we introduce a sequence-based random tree and GA to infer PPI. Experimental 
results on S.cerevisiae dataset from DIP show that our novel method performs 
well than rotation forest, with higher accuracy, sensitivity and precision. Most 
importantly, our method runs faster than rotation forest.   

Keywords: Protein-protein interactions, protein sequence, autocorrelation 
descriptor, random tree, GA. 

1 Introduction 

Proteins are the physical base of the biological processes. The research of protein 
attributes is a hot area in biological field. Protein-protein interactions contain multi-
information about life, helping reveal the exact function of intrinsic biological 
phenomenon. With the development of experiments conditions, many PPIs have been 
discovered over the years and several databases have been created to store the 
information of these interactions. In particular, more PPIs are available from high-
throughput interaction detection methods. It is a well-known fact that using high-
throughput methods is expensive and time-consuming. False positives and false 
negatives also exist in the process of experiments. A novel method is demanded to 
help in the process of identifying real protein-protein interactions. Therefore, a 
number of computational approaches have been explored recently. 

These methods [1,2], which are based on different attributes such as protein 
sequence, protein domain, subcellular localization, and genetic codon, can be divided 
into four sub-types based on: a) genome information; b) amino acids sequences; c) 
protein domains; d) other protein property. 
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It is based on multiple data types, including the gene fusion [3], the proteins 
coevolution method [4], and phylogenetic profile method [5]. Sequence-based 
inference methods and structures-based prediction approaches have been proposed in 
previous research findings. As a matter of fact, the latter is more difficult than the 
former under later studies. The reason is that the feature means from protein 
structures, which are complex, diversity, and mutative, are difficult to exploit. Here 
we provide the details of sequence-based inference methods. The primary structure of 
protein, which is arrangements of amino acids, contains much useful information for 
basic research and application in biotechnology. The machine learning algorithms are  
universal method now. Support vector machine developed by Bock and Gough [6] 
was trained to recognize PPI based on the primary structure and the associated 
physicochemical properties of the proteins. Ben-Hur and Noble [7] proposed various 
kernel methods such as motif kernel and Pfam kernel using different data sources to 
predict interactions problems. Shen et al. [8] developed a novel method that combines 
triplet assembled information encoding with SVM to infer PPI. Xia et al. [9] used 
rotation forest that is an ensemble learning approach and autocorrelation descriptor to 
predict yeast PPIs.  

Many methods of domain-based prediction PPIs are also developed over the years. 
Deng et al. [10] used maximum likelihood estimation(MLE) plus domains to infer 
protein interaction. Random decision forest framework was used by Chen et al. [11] 
in predicting PPIs. Lqbal et al. [12] used message-passing algorithms for the 
prediction of protein domain interactions from protein-protein interaction data. 

In this study, we propose a novel sequence-based approach to the prediction of 
protein-protein interaction. As a powerful optimization tools, WEKA and GA are 
applied to random tree, which is a sensitive decision tree. 

2 Materials and Methods 

2.1 Data Sets 

Database of Interacting Proteins(DIP) combines information from a variety of sources 
to create a single, consistent set of protein-protein interactions. Xia et al. [9] obtained 
the S.cerevisiae interaction dataset from DIP. The final data set consists of 5594 
protein pairs that comprise positive set and 5594 protein pairs that comprise negative 
interaction set. 

2.2 Extracting Sequence Features 

The first priority is to extract computational information from existing bio-
information. In our experiments, the universal method that each amino acid of protein 
sequence is converted into numerical value was used to encode protein sequence. 
Each residue in sequence was represented by six sequence-derived physicochemical 
properties, which include hydrophobicity, volumes of side chains of amino acid, 
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polarity, polarizability, solvent-accessible surface area and net charge index of side 
chains of amino acid. 

We formulated the problem of PPI prediction as a binary classification task, where 
the "interaction" class was represented by "1", and "non-interaction" class was 
expressed as "0". The key to the machine learning algorithm depends on that how to 
extract features from hidden protein sequence or structure information. There are 
many methods of extracting sequence features developed by in previous work such as 
auto covariance descriptor [13], conjoint triad [8], local descriptor [14], and 
autocorrelation descriptor [15, 16]. Then unequal-length vector of numerical values 
were obtained. It is crucial stage that how to transform unequal-length vector of 
protein vector into equal-length vector. In order to perform empirical studies for the 
PPI, the amino acid sequence information of heterogeneous length needs to be 
transformed into the feature vector information of homogeneous length. In previous 
application, Moran autocorrelation descriptor [15] was proved to be a better method 
for encoding features of protein sequence. It was defined as by Xia et al. [9]: 
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where p is the average of the property of the 20 amino acids, and N  is the length of 

the sequence, d , which ranges from 1 to 30, is the distance between one amino acid 
residue and its neighbors, 

jp  and 
djp +

 are the properties of the amino acid at 

positions j  and dj + , respectively. 

Thus, each protein pair is represented by a vector of 360 features. We adopted the 
same feature method with Xia et al. [9] to make the assessment effect more 
equitableness. Here, sixty percent of instances were chose as the training set. The 
remaining instances comprised the test set. 

2.3 Random Tree and GA 

Ensemble learning is a hot research topic in the field of machine learning. Integration 
of multiple weak classifiers should have higher classification accuracy than a single 
classifier. But there are still some weak points in it, i.e. the use of more basic 
classifier will lead to increase computational cost and storage cost. It is becoming 
more and more difficult to obtain divergence from a base classifier and others, with 
the increase of the number of individual classifier. Many empirical studies show that 
it can yield better performance, when we select a part of the base classifier from all. 
Zhou et al. [17] proposed GASEN, which is an approach that neural networks chosen 
as the base classifiers are effectively selected by GA, to apply to regression or 
classification task. The algorithm is as follows: 
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Input:training set S, learner L, trials ,threshold λ  
Procedure: 

for 1=t  to{ 
=tS bootstrap sample from S 
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As far as we know, there is no report discussing the application of select ensemble to 
predict PPIs. We presented an approach that the base classifiers of random tree were 
selected by GA. Trees are mathematical objects that play an important role in several 
areas of learning community. Decision tree uses tree model and builds training model 
from top and bottom according to the feature values. Because of the different root 
nodes, discrepant tree structures are generated, it is quite unstable. For the ensemble 
learning, decision tree can be chose as the base classifiers. There are many types of 
trees, such as C4.5, J48. In these tree structures, leaves represent class labels and 
branches represent conjunctions of features that lead to class labels. 

Random tree on itself tends to be too weak. Thus, we want to integrate it into our 
method. Class for constructing a tree considers K random features at each node. 
Random tree does not prune. Similar to the standard random decision forest algorithm 
[19], training data will build a training model. The random tree randomly selects a 
subspace of features to focus on at each splitting node. 

WEKA written in java is the popular software in machine learning community. 
There are many machine learning algorithms provided by WEKA. We used the 
random tree as the base classifier from library. Except the number of base classifier, 
the remaining parameters were set to the default. We used the training data to build all 
the basic classifiers. Here, bootstrap sampling was used to construct every random 
tree. Thus, all the classifiers had different with each other. In order to achieve good 
experimental results, a classifier, which had better performance and was discrepant 
compared with others, was chosen. How to select a good classifier from ensemble 
system can be seen as optimized problem. There are many algorithms developed in 
this research area, such as PSO(Particle Swarm Optimization), GA(Genetic 
Algorithm). GA is a search heuristic algorithm premised on the evolutionary ideas of 
natural selection and genetic. GA is widely applied to optimized community. There 
are several GA tool boxes developed by different investigators.  
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Here we used GAOT toolbox provided by Houck et al. [18]. The genetic operators, 
including select, crossover, and mutation, and the system parameters, including the 
crossover probability, the mutation probability and the stopping criterion, are all set to 
the default values of GAOT. The threshold used by GA was set to 0.01. A typical GA 
needs to evaluate the solution domain. In our experiment, the predictive value of each 
base classifier was chosen as one initial individual of population. So the number of 
classifiers was the size of initial population. The true labels of the training instances 
were used to assess evolutionary individual. Thus, every base classifier would be set a 
weight through their predictive outputs. The sum of weights was one. The weights 
that ranged from 0.01 to -0.01 would set to zero. Thus, the remaining weights, which 
were we wanted, were set to one. The base classifiers, which weights were set to one, 
would be used to predict test instances.  

2.4 Evaluation Methods 

Accuracy, sensitivity, precision are extensively used in classification problem. It can 
be used to evaluate results of inferring PPIs. For the reasonable comparison of the 
results, we used the same training set and test set in different algorithms.  Sensitivity 
measures the proportion of actual PPIs which are correctly identified. Precision 
represents the proportion of positive inferences which are correct. Accuracy is defined 
as the percentage of all inferences which are correct.   

3 Results and Discussion 

We compared our experimental results with the rotation forest of Xia et al. [9] in 
Table1. The graph shows that our method has the better performance than ensemble 
method. Xia et al. [9] selected J48 as the base classifier and PCA as transformation 
method form WEKA software. Only two parameters, K and L (the number of feature 
subsets and the ensemble size, respectively) need to be set in previous experiments. 
So the remaining parameters would be set default values implemented in WEKA. 
Here, K was set to 12, which required the least computational cost. According the 
earlier reports, K, which is not too big and too small, has no great impact on our 
experimental results. L ranges from 1 to 100. The results show that the accuracy is 
changed with the different values of L: .it is a steady increase from 1 to 43, and it 
remains unchanged above the values.  

Table 1. Chosen the best accuracy, sensitivity, precision comparison 

 Our method Rotation forest 
Accuracy 94.69% 93.52% 
Precision 96.82% 95.1% 
Sensitivity 92.31% 91.5% 
times 394.48 s 4853.53s 
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Fig. 1. The performance of our method changed with L 

Our method belongs to the selective ensemble, which reveals that ensemble of the 
available random tree may be better than ensemble of all learners. It's also a hot 
research topic. In our application, the selective essence was that the base learners of 
high accuracy and difference with others would be chose. The results clearly show 
that our method has the better performance than previous studies. The accuracy is 
improved from 93.52% to 94.69%. In addition, the precision is 96.82% while the 
rotation forest has a lower value of 95.1%. The sensitivity is improved from 91.5% to 
92.31%. 

In Figure1, we can conclude that the predictive performance is not stable with the 
increase of L. Although it is implemented in the same conditions, the results have 
difference with others according to the number of base classifiers selected. When the 
L is 280, base classifiers chosen have the best performance than others. We can also 
find that predictive power is not more powerful with increase of base classifiers 
chosen. It results from the diverse difficult obtained with the increase of L. On this 
point the selective ensemble and traditional ensemble methods are entirely at one. 

Our method has an obvious advantage that the program runs more quickly than 
rotation forest implemented in WEKA software. Here, we chose the random tree as 
our base classifiers. It's faster than J48 when building the training model. In Table1, 
we gave the comparison of results of time needed to generate best performance. If we 
used the random tree as the base classifiers of rotation forest, the bad performance 
was generated. So J48 is a good choice for rotation forest.    

4 Conclusion 

The computational methods are used to solve the biological problems. Various 
machine learning algorithms have been developed to resolve the difficult problems. 
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The crucial is that the represented and useful information must be exacted from the 
biological model. Here, the values of physicochemical properties of the amino acids 
were used to extract useful information from protein sequence. Moran autocorrelation 
descriptor [15], which takes into account the effect of the neighboring residues, was 
adopted to encode the sequence. Random tree from WEKA utilized the feature 
vectors to predict PPIs. It's a weak classifier that a component classifier has a lower 
accuracy of 81.34%. So it's a suitable base classifier in our experiment. The GA is 
also the powerful optimization tool. The experimental results show that our method 
can be applied to infer PPIs with higher accuracy, precision and sensitivity than 
rotation forest. In addition, our method is faster than it. Furthermore, this method can 
be used to study protein networks and determine protein complexes. 
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Abstract. The performance of dimensionality reduction on multiple, relevant, 
and uncertain data is not satisfied by a single method. Therefore, in this paper, we 
proposed a two-stage reduction method based on rough set and factor analysis 
(RSFA). This method integrates the advantages of feature selection on treating 
relevant and the advantages of rough set (RS) reduction on maintaining classi-
fication power. At first, a RS reduction is used to remove superfluous and  
interferential attributes. Next, a factor analysis is utilized to extract common 
factors to replace multi-dimension attributes. Finally, the RSFA is verified by 
using traditional Chinese medical clinical data to predict patients’ syndrome. The 
result shows that less attributes and more accuracy can be expected with RSFA, 
which is an appropriate reduction method for such problems. 

Keywords: reduction, reduction, factor analysis, classification. 

1 Introduction 

The multiple, correlative and uncertain data is ordinary in daily life. Dimensionality 
reduction to this kind of data is a necessary pretreatment in the classification without 
enough samples [1]. 

Feature selection and feature extraction are two methods of dimensionality reduc-
tion. The principle component analysis (PCA), as a classical method of feature selec-
tion, can deal with the relevance of condition attributes [2-3]. However, classification 
power is decreased by losing information. Rough set (RS) [4] reduction is one of fea-
ture extraction methods [5], which can be used for reduction without scarifying the 
performance of classification especially for the uncertain data [6]. Nevertheless, the 
further discussion on RS reduction for relevant attributes is still in the stage of explo-
ration as far as I know. It is concluded that, in a degree, a single method is limited to 
solve reduction problem. Winarski [7] integrated PCA and RS by using RS reduction to 
select the best principle component for PCA. However, the dependency between con-
dition attributes and decision attributes is damaged by the linear transformation. In 
order to overcome the shortcomings of existing methods, a comprehensive dimensio-
nality reduction method which integrates the advantages of feature selection and RS 
reduction is proposed in this paper. 
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Section 2, the introduction of basic concepts and a frame of the method and algo-
rithm are discussed. Experiments based on the Traditional Chinese Medical (TCM) 
clinical symptoms and results analysis are presented in section 3. Section 4 contains 
some conclusions and some ideas for further work. 

2 Framework and Algorithms of RSFA  

RS reduction can improve the clarity of knowledge system and give a better support to 
classification when there are uncertain data such as noisy, inaccuracy, and incomplete 
data. 

2.1 Basic Concepts 

A set , , ,S U A V f=< > is defined to represent an information system, where U is object 

sets, :f U A V× → is the information function. If A C D= ∪ and C D φ∩ = , the S is 

a decision table, where C is conditions sets, D decision sets.  
Given a subset of attributes B A⊆ and a subset X U⊆ , the B-lower approxima-

tion ( )B X− of the set X is defined as follow: 

{ }( ) : ( ) ( )B X x U x IND B x X− = ∈ ∈ ∧ ∈  (1)

Where ( )IND B is an indiscernibility relation on subset B. For S with A C D= ∪ , and a 

subset P C⊆ , a positive region ( )PPOS D is defined as: 

( )

( ) _( )P
X IND D

POS D P X
∈

= ∪  (2)

( )PPOS D contains all objects in U that can be classified without an error into distinct 

classes defined by ( )IND D . RS theory determines a degree of attributes’ dependency 

based on ( )PPOS D : 

[ ] [ ]( , ) ( )PP D card POS D card Uγ =  (3)

where ()card is a cardinality of a set. The ( , )P Dγ is one of the most important index 

for rough sets. It presents a ratio of the number of objects that can be classified by 
attributes P absolutely to the number of all objects. It can be considered as a measure of 
dependency of condition subsets P to decision attributes. 

2.2 Framework of RSFA  

For the multiple, correlative and uncertainly data, one single method is limited to solve 
the complicated problem. A two-stage dimensionality reduction method based on RS 
attributes reduction and FA (RSFA) is proposed to obtain the reducts for the attributes 
sets with these characteristics in this paper. At first, RS attribute reduction is used to 
remove superfluous and interferential attributes without losing the power of  



344 Z. Liu et al. 

 

classification. After that, FA is used to extract common factors (CF) for the correlative 
attributes to get the further reduction and stronger power of classification. Figure 1 
shows the framework of the RSFA system. 

 

 

Fig. 1. Framework and process of the RSFA 

In the RSFA method, a RS reduction based on genetic algorithms (GA) is chosen to 
implement the first stage reduction. The solutions are represented in binary as strings of 
0s and 1s. After generating a population, the fitness of each individual is evaluated. The 
better individuals are selected from the current population based on their fitness. Then, 
genetic operators, crossover, mutation and inversion are used to modify the individuals 
to form a new population. The algorithm will be ended if the maximum amount of 
generations is produced, or the average fitness is not improved over the predefined 
amount of generations. The fitness function is defined in Eq. (4), which is proposed by 
Dr. Aleksander [8], use ( , )P Dγ  conception in RS. 

( ) (1 ) ( ( ), )sN L
F s C s D

N
ρ ρ γ−

= − + ×  (4)

The larger the ( )F s of an individual is, the stronger its adaptive capacity of the indi-

vidual has. Where s is the string encode candidate reduct. The ( )C s is a condition sets 

corresponding s. N is the cardinality of C. sL is the cardinality of the selected condition 

subsets. In Eq. (4), the first term rewards less attributes and the second tried to ensure 
the classification capacity of attributes set, and the ρ is a parameter used to revise the 

weighing. Because the number of attributes and the classification quality are both 
considered in this fitness, it not only removes superfluous and interferential attributes 
but also can avoid losing classification capacity due to overmuch reduction. 
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With the acceptable classification capability, the number of attributes of the subset is 
various in the same generation of individuals. The subset that contains the maximum 
attributes is chosen to the second stage reduction because it has stronger capacity and 
less relevant information. 

After calculating the similarity coefficient, a FA model is established by the relevant 
attributes subset { }1 2, , , kX X X （ k m∈ ） 

1 11 1 12 2 1 1

2 21 1 22 2 2 2

1 1 2 2
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…
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 (5)

In Eq. (5), ( )1 2, , ,
T

pF F F F= … is a CF vector, ( )ij k p
A a

×
= is a factor loading matrix 

that can be used to measure the properties of the X by a linear combination of the 
underlying factor F.  

2.3 Algorithms of RSFA  

There are two algorithms used to implement the RSFA method. (a) RS reduction al-
gorithm which consider the function in Eq. (4) as the fitness function. (b) Mining of 
relevant attributes algorithm based on the model represent in Eq. (5).  
 
Algorithm 1. RS reduction algorithm based on GA 
Input: An original data of , , ,S U C D V f=< ∪ > , predefine the iteration N 

Output: Reduction subset s  that has stronger ability and most attributes. 
Step1: Set iteration t=0 and s φ=  

Step2: Generate an initial population ( )P t and set an individual solution gs s= . 

Step3: Find all adaptable solutions 
 Step3.1: Evaluate the fitness ( )F s of every individual in the population ( )P t . 

 Step3.2: Select the individual that has the maximal ( )F s  value. 

  If ( ') ( )F s F s>  then select this individual 's s=  

  If ( ') ( )F s F s<  then discard this individual s s=  

  If ( ') ( )F s F s=  then add this individual 's s s= ∪  

 Step3.3: Generate ( 1)P t + through crossover and mutation operators. 

 Step3.4: Judge the stop criteria. If the maximum number of generations is pro-
duced, or the average fitness is not improved over the predefined number of generations 
then stop; otherwise go back to step3. 

Step4: Count the number of the attributes in each selected reduction subset, and 
consider the subset which contains the most attributes as the reduction subset s. 
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Algorithm 2. Mining of relevant attributes algorithm based on FA 
Input: The reduction subset s which is the output of Algorithm 1.. 
Output: The finally result of the dimensionality reduction. 

Step1: Calculate the proportion of missing values for each attribute. If the proportion 
more than 5% then deletes this attribute, that contain less information. 

Step2: Standardize the remain attributes, and calculate the similarity coefficient 
Step3: KMO test, select relevant attributes{ }1 2, , , kX X X  

Step4: Extract the CF by PCA, and estimate the factor loading matrix 
Step5: Varimax orthogonal rotation is used on the loading matrix 
Step6: Calculated the scores on every CF by regression 
Step7: Use factor scores instead of relevant multi-variables. The finally subset result 

of the dimensionality reduction is consist of these factor scores and other irrelevant 
attributes..  

3 Results and Analysis 

3.1 Experiments Data 

Symptom, which is mainly obtained through observation and interrogation by doctors, 
is relevant information to a disease. Symptom is multiple, correlative and uncertain 
data. A decision system , , ,S U C D V f=< ∪ > is established in Table 1. 

In this experiment, 610 samples collected from a hospital were contained in the S. 
Each instance has 35 condition attributes. The attribute set 1C  contains 17 clinical 

symptoms and each symptom is divided into four grades marked as 0,1,2, and 3 ac-
cording to the severity. The attribute set 2C contains 18 tongue and pulse attributes 

which are represented in binary (0 or 1) whether or not the attribute is appeared. The 
syndrome is a decision attribute. Ⅰ, Ⅱ and Ⅲ are accordingly defined as the vacu-
ity, repletion and vacuity-repletion complication. 

Table 1. Decision system S of TCM symptom and syndrome 

sam
ple 

Attributes 1 2C C C= ∪  
syn-
drom
e 

C11 C12 C1i C117 C21 C22 C2j C218 
brea-

thehard 
weari-
ness 

… 
asthenic 

fever 
red 

tongue 
Thin 
fur 

… 
slow  
pulse 

1x  1 1 … 0 1 0 … 1 Ⅰ 

2x  2 3 … 0 1 0 … 1 Ⅱ 

nx  … … … … … … … … … 

610x 2 1 … 0 0 0 … 0 Ⅲ 
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3.2 Experiments and Results 

The RSFA is used to reduce the dimensions. At first, the superfluous and inter- ferential 
attributes are removed using the algorithm 1 mentioned in section 2.3, and the sub-

set ( ) ( ){ }' ' ' ' '
1 2 1 1 2 2:C C C C C C C= ∪ ⊆ ∧ ⊆ can be obtained. Set popsize=70, Pc=0.3 and 

Pm=0.05. Next, a correlation test is performed for the '
1C . The result, kmo=0.76 (kmo > 

0.6), indicated that it is necessary to treat the relativity to '
1C set using the algorithm 2. 

The finally subset result is ', , ,result indS U C M D V f=< ∪ ∪ >  where the '
indC is the union 

of the '
2C and the irrelevant attributes in '

1C , the M is the scores of the CF extracted from 

the relevant attributes.  
In this experiment, three methods are used to implement the reduction for the system 

S, which include PCA, RS reduction, and the RSFA proposed by this paper. Based on 
these reduction methods, classification accuracy is calculated by LS-SVM, with the 
RBF kernel function, sig2=3 and gam=40. To estimate how accurately a predictive 
model will perform in practice, the 10-cross-validated is used in LS-SVM and repeats 
the experiment 5 times. It can be seen from these experiments, the accuracy results of 
classification based on RSFA reduction are better than based on other reduction me-
thods. The dimension of the reduction subset and the average accuracy of classification 
based on different reduction methods are shown in Table 2. 

Table 2. Dimension and average accuracy of classification based on different reduction 

 un-reduction PCA RS RSFA 
Dimension 35 28 21 21 

Accuracy rate 80.03% 78.53% 79.28% 83.27% 

 
Compared with the performance of the PCA, higher accuracy and fewer dimensions 

can be got through the classification based on RS and RSFA reduction. For the latter 
ones, evaporative rate of the attributes [9] are 40%, more than 30% which illustrate the 
reduction is satisfied according to the experience [10]. Especially, for the TCM 
symptoms data, the accuracy of classification based on RSFA reduction is increased by 
5% compared with RS reduction in the case of getting same number of attributes. 
Compared with the performance of PCA, the evaporative rate of attributes of RSFA is 
increased by 20% and the accuracy of classification based on RSFA is increased by 6%. 
RSFA reduction improved the classification ability, even higher than the original, not 
only because it removed interferential attributes but also because it held information by 
using CFs. 

To validate the RSFA on different LS-SVM parameters, another experiment com-
pared RSFA-SVM with RS-SVM is taken. The 10-cross-validated is used on each 
group, and the experiment is repeated 5 times. Figure 2 shows the average accuracy. 

From the Figure 2, it can be seen that RSFA has a better performance than RS on 
different parameters. It illustrate that RSFA is more suitable to deal with the dimen-
sionality reduction for relevant attributes data set. 
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Fig. 2. Result of the comparison between RSFA and RS 

Next, we tried to use some UCI datasets to verify the performance of RSFA reduc-
tion. However, the relevance between attributes (tested by KMO, P<0.4) are not sta-
tistically significant, namely, factor analysis is not appropriate for dealing with them, 
so the extra results have not shown here. 

4 Conclusion 

This paper discusses the advantages and shortcomings of single approach to dimen-
sionality reduction. Therefore, we propose a two-stage synthetic method, named 
RSFA, to reduce the dimension for multiple, relevant, and uncertain data. The RSFA 
integrates the different advantages of RS reduction and FA. RSFA complete reduction 
by removing superfluous, interferential attributes and extracting common factors to 
replace the multi-attributes. Experiments based on the data of TCM clinical symptoms 
are made to verify the effectiveness. Results demonstrate better performance on di-
mensions and accuracy of classification based on RSFA reduction than other methods. 

This paper only focused on solving the numeric variable, a correlation analysis 
method based on RS reduction for multi-type of data could be explored in the next 
researching. 
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Abstract. Eyebrow is one of the most salient face features. It has a lot of poten-
tial applications in face recognition, nonverbal communication, and so on. In this 
paper, a novel eyebrow segmentation method based on binary edge image (BEI) 
is proposed. Our method firstly extracts BEI from a grayscale face image, and 
then connections between different face components in a BEI are removed using 
a specially designed algorithm. After that, some eyebrow-analogue segments are 
extracted from a BEI based on the geometrical property of eyebrows. The fourth 
step is to locate eyebrows using integral projection approach. Finally the peri-
meter of an eyebrow block is extracted to finish the segmentation of an eyebrow. 
Experimental results on a set of 517 AR images with different facial expression 
and illumination show that a correct eyebrow segmentation rate of 93.4% is 
achieved, indicating that the proposed method is robust to facial expression and 
illumination changes. 

Keywords: Eyebrow segmentation, Binary Edge Image (BEI), connection re-
moval, illumination change, expression change. 

1 Introduction  

Eyebrow is the most salient and stable feature in a human face. Studies show that 
eyebrows play important roles in emotional expression and nonverbal communication, 
as well as in facial aesthetics and sexual dimorphism [1]. Sadr’s research [1] suggests 
that for face recognition the eyebrows may be at least as influential as the eyes. They 
found that the absence of eyebrows in familiar faces leads to a very large and signifi-
cant disruption in recognition performance. Sinha [2] also pointed out that of the dif-
ferent facial features, eyebrows are among the most important for recognition. Besides 
for face recognition, eyebrows are also used for gender classification [3].  

In order to extract eyebrow feature, eyebrows should be firstly segmented from a 
face image. Ref. [4] locates eyebrows by means of PCA based template matching, 
while Ref. [5] finds a rectangular region enclosing the eyebrow based on clustering in 
HIS domain. Chen, et al. [6] proposed a spatial constrained sub-area K-means  
clustering method for eyebrow segmentation. Recently, Ding, et al. [7] proposed an 
eyebrow segmentation method by using color and gradient information. But their 
method requires eyes to be firstly located.  

Although some progress has been made, the problem of automatic eyebrow seg-
mentation is still far from being fully solved owing to its complexity. Particularly, 
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when there is facial expression or illumination change in a face image, the performance 
of the existing methods will decrease greatly. The work described in this paper focuses 
on the study of eyebrow segmentation from human face images with different facial 
expression and lighting conditions. A novel eyebrow segmentation method based on 
the binary edge image (BEI) [8] is presented.  

The rest of this paper is organized as follows. In section 2, the method for the ex-
traction of BEI is described briefly. Section 3 presents our eyebrow segmentation 
approach. Experimental results are given in section 4. Section 5 concludes our work.  

2 Extraction of Binary Edge Image (BEI) 

In order to precisely locate eyes from a human face image, Song, et al. [8] proposed an 
approach for the extraction of BEI from a grayscale face image. Their method is based 
on the multi-scale analysis of wavelet transform (WT). Some BEIs are shown in Fig. 1. 
From this figure, we can see that for different facial expression and illumination, face 
components, especially eyes and eyebrows, are clearly extracted in BEIs. The shape 
and contour of these components are very clear. This is very helpful for the segmenta-
tion of face components. 

One problem with BEIs is that sometimes pixels corresponding to different face 
components, such as eyebrows, eyes and nose are connected. This hampers the seg-
mentation of face components. Thus in our work, an algorithm for the removal of 
connection of pixels belonging to different face components is proposed in section 3.2.  

 

  
(a) Smile (b) Anger (c) Scream (d) Left light (e) Right light (f) Both side lights 

Fig. 1. Examples of BEIs with different facial expression and illumination 

3 The Proposed Method  

3.1 Overview of the Proposed Eyebrow Segmentation Method 

Fig. 2 shows the diagram of our proposed method. The first step is to remove some very 
large foreground segments from a BEI, for these segments often correspond to hair and 
are unlikely to be eyebrow segments. The second step is to fill some holes in the seg-
ments of BEI. After that, an algorithm is designed to decrease the connection of dif-
ferent face components. The next step is to extract some eyebrow-analogue segments 
from a BEI according to some geometric properties of eyebrows. The fifth step is to 
detect the eyebrow segments using integral projection method and finally the contour 
of an eyebrow segments is extracted to finish the segmentation of eyebrows. 
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Fig. 2. Diagram of the proposed eyebrow segmentation method 

 

 

Fig. 3. BEIs after large segments and connection between different face components being 
removed (upper row) and BEIs after eyebrow-analogue segments being extracted (lower row) 

3.2 Removal of Connections between Different Face Components 

From Fig. 1 we can observe that the foreground pixels (black pixels) in BEIs may 
correspond to two kinds of pixels in grayscale images. The first kind is the pixels in 
eyebrows and iris, which often have low intensities. The second kind is the pixels on 
image edges, which reflect the contour of face components and have relatively larger 
intensities. If we remove the second kind of foreground pixels from BEIs, the connec-
tion between different face components can be decreased greatly.  

Let I denote a BEI, J denote the corresponding grayscale image. The steps for 
connection removing include: (1) filling holes in I ; (2) marking all the 8-connected 
components in I  and extracting the perimeter pixels of each component. (3) calculating 
the mean intensity of the perimeter pixels of each component in J ,  and using it as 
threshold value to binarize all the pixels in this component in J . Pixels with larger 
intensities are segmented as background pixels.  

BEIs after above operations are shown in the upper row of Fig. 3. Obviously, the 
connection between different face components especially that between eyebrow and nose 
and that between eyebrow and eye, decreases greatly.  

Remove large area 

segments 
Remove connection between 

different face components  

Fill holes in 

BEI

Detect eyebrow 

segments 

Extract the contour of 

eyebrow segments 

Extract eyebrow- 

analogue segments  



 Eyebrow Segmentation Based on Binary Edge Image 353 

 

3.3 Extraction of Eyebrow-Analogue Segments 

Statistical analysis shows that the aspect ratio of the bounding rectangle of an eyebrow 
normally ranges from 1.5 to 7.5 when the rotation-in-plane of a face is less than 15 
degrees. Thus in our method, segments in BEIs with aspect ratios of bounding rectangle 
outside of this range are classified as non-eyebrow blocks. Besides, segments with too 
small areas are viewed as noise. By removing these two kinds of segments directly 
from BEIs, BEIs with only eyebrow-analogue segments, such as eyebrows, eyes and 
mouth retained are achieved, just as shown in the lower row of Fig. 3. This greatly 
simplifies the segmentation of eyebrows. 

3.4 Detection of Eyebrow Segments 

In our method, the integral projection method and the prior knowledge about the con-
figuration of face components on a face are employed for the detection of eyebrow 
segments. The prior knowledge used includes: (1) there are two eyebrows on a face; (2) 
eyebrows are above eyes. (3) distance between eyes and eyebrows is larger than that 
between eyes and mouth.  
 

 

Fig. 4. Horizontal (b) and vertical (c) integral projection curves of a BEI (a) 

Fig. 4 (b) and Fig. 4 (c) shows a typical horizontal and vertical integral projection curve 
of a BEI with only eyebrow-analogue segments remained, respectively. In the horizontal 
projection curve, there always exist some strong local peaks at the positions of eyebrow, 
eye and mouth. Based on this, some candidate horizontal eyebrows strips can be obtained. 
Then by projecting this strips vertically and utilizing the prior knowledge discussed 
above, eyebrow segments can be detected. . 

After an eyebrow block is segmented, its perimeter is extracted as the contour of an 
eyebrow, which means the finish of eyebrow segmentation. 

(a) (b) 

(c) 
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Fig. 5. Eyebrow segmentation results of AR images with different expression and illumination 
( (a)-(g): Neutral, smile, anger, scream, left light on, right light on and both side lights on) 

4 Experimental Results and Discussion  

517 AR images [9] with different facial expressions and illuminations are used for 
eyebrow segmentation experiments. The four different facial expressions include 
neutral, smile, anger and scream, and the three illumination conditions are left light on, 
right light on and both side lights on. Images with eyebrows being correctly segmented 
are shown in Fig. 5. The white contour represents the segmented shape of an eyebrow, 
which coincides well with the actual perimeter of an eyebrow. Further analysis shows 

(a) (b) (c) (d)

(e) (f) (g) 
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that of all the 517 images used, our method achieves a correctly eyebrow segmentation 
rate of 93.4%, indicating that our eyebrow segmentation approach is robust to expres-
sion and illumination changes. 

The success of the proposed eyebrow segmentation method can be contributed to 
two factors. One is the high quality of BEIs. Eyebrows in BEIs with different expres-
sion and lighting are wholly extracted and noise is little, which makes eyebrows seg-
mentation possible. The other factor is the connection removal algorithm proposed in 
this paper, which greatly simplifies the segmentation of eyebrows.  

5 Conclusions 

Eyebrow is important for face recognition, facial expression analysis, nonverbal 
communication, and so on. Its segmentation is the key step for eyebrow-based face 
image analysis system. In order to address the problem of eyebrow segmentation under 
varying expression and illumination conditions, a novel eyebrow segmentation method 
is proposed in this paper. Our method is based on the binary edge image (BEI), and 
includes a specially designed algorithm for the removal of connection between dif-
ferent face components from a BEI. Experimental results on 517 AR images with 
different expression and illumination show that our method achieves a successful 
eyebrow segmentation rate of 93.4%, indicating that the proposed method is robust to 
facial expression and illumination changes. Based on the extracted eyebrows, we will 
construct a high performance face recognition system in the future. 
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Abstract. In this paper, a novel X-ray image contrast enhancement method 
using the second generation curvelet transform is proposed in order to better 
enhance contrast and edges while remove noise. First, source images are 
decomposed in the curvelet transform domain. A nonlinear  enhancement 
operator is applied to low frequency subbands to enhance global contrast. 
Combining with threshold denoising, the nonlinear  enhancement operator is 
also applied to high frequency subbands to enhance edges and reduce noise. 
Finally, the processed coefficients are reconstructed to obtain enhanced images. 
Experimental results on X-ray images show that compared with histogram 
equalization and wavelet based contrast enhancement, the proposed method can 
effectively enhance contrast and edges of X-ray images while better reducing 
noise, thus has better visual effect. 

Keywords: X-ray image, contrast enhancement, curvelet transform, nonlinear 
enhancement operator, denoising. 

1 Introduction 

X-ray is used to capture the internal body structure images which help a lot to the 
radiologists in recognizing the internal problems. It is the most useful imaging 
modality to check for the bone fractures and other related anomalies. Though there 
are numerous advantages of X-ray technology, but it generates low contrast images 
[1]. In addition to the X-ray penetration characteristics, X-ray image contrast is 
significantly affected by scattered radiation and the contrast characteristics of the 
receptor and display system. One can increase the power of X-rays for capturing 
images but it may harm human body. Moreover, the contrast of small objects within 
the body and anatomical detail is reduced by image blurring. As the X-ray images are 
being used for diagnostic purposes, some contrast enhancement techniques should be 
implemented in manual or auto-diagnose system to make the X-ray images more 
visual and explanatory. Image enhancement is a significant part for X-ray inspection 
systems. 

As the reasons stated above, contrast enhancement is commonly required for the 
captured X-ray images. Various spatial and frequency-based techniques have been 
developed for image enhancement. Commonly used spatial techniques are linear 
stretch, histogram equalization [2], convolution mask enhancement [3], adaptive 
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histogram equalization [4], etc. These conventional spatial techniques are usually 
simple, fast and useful for noiseless images, but they may cause noise amplification 
when the images have more noise. Noise not only lowers visual quality, but can cause 
feature extraction, analysis, and recognition algorithms to be unreliable.  

Wavelet based contrast enhancement is a representative of frequency-based 
enhancement methods. In [5], denoising and feature enhancement are achieved by 
simultaneously lowering noise energy and raising feature energy in the wavelet 
transform domain. Compared with spatial enhancement techniques, wavelet based 
contrast enhancement can better remove noise while effectively enhancing contrast 
and edges. Despite the fact that wavelets have had a wide impact in image processing, 
they fail to efficiently represent objects with highly anisotropic elements such as lines 
or curvilinear structures (e.g. edges). The reason is that wavelets are non-geometrical 
and do not exploit the regularity of the edge curve [6]. In addition, separable wavelets 
can capture only limited directional information. For these reasons, wavelet based 
contrast enhancement often cause distortion at edges.  

The curvelet [6] transform was developed as an answer to the weakness of the 
separable wavelet transform in sparsely representing lines, curves and edges. 
Curvelets take the form of basis elements which exhibit high directional sensitivity 
and are highly anisotropic. The curvelet transform has had an important success in a 
wide range of image processing applications including denoising, deconvolution, etc. 
It is expected that directionality capability of the curvelet transform results in better 
edge representation and enhancement in 2-D images. Therefore in this paper, the 
second generation curvelet transform [7] which is conceptually simpler, faster and far 
less redundant than the first generation is used for enhance X-ray images. A new 
nonlinear enhancement operator is proposed and applied to coefficients in the curvelet 
transform domain. Experimental results show that the proposed method is superior to 
both histogram equalization and wavelet based contrast enhancement in both visual 
effect and quantitative measurement. 

2 Second Generation Curvelet Transform 

The curvelet transform has gone through two major revisions. The first generation 
curvelet transform [6] uses a complex series of steps involving the ridgelet analysis of 
the radon transform of an image. The first generation curvelet transform was 
exceedingly slow. In order to overcome this, the second generation curvelet transform 
based on fast Fourier transform was proposed by [7]. 

2.1 Continuous-Time Curvelet Transforms 

We work in two dimensions, i.e., R2, with spatial variable x, with ω  a frequency-
domain variable, and with r  and θ  polar coordinates in the frequency-domain. 

We start with a pair of windows W(r) and V(t), which we will call the “radial 
window” and “angular window”, respectively. These are smooth, nonnegative and 
real-valued, with W taking positive real arguments and supported on ∈r (1/2, 2) and 
V taking real arguments and supported on ∈t [−1, 1]. 
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For each j≥j0, we introduce the frequency window Uj defined in the Fourier domain 
by [6] 
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where θR  is the rotation by θ  radians. 

A curvelet coefficient is then simply the inner product between an element 

)( 22 RLf ∈  and a curvelet klj ,,ϕ  

dxxxffkljc R kljklj == 2 )()(,:),,( ,,,, ϕϕ  (3)

2.2 Digital Curvelet Transforms 

In the definition (1), the window Uj smoothly extracts frequencies near the dyadic 
corona and near the angle. Coronae and rotations are not especially adapted to 
Cartesian arrays. Instead, it is convenient to replace these concepts by Cartesian 
equivalents; here, “Cartesian coronae” based on concentric squares and shears. 

Define the “Cartesian” window 
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)(
~ ωjW  is a window of the form 
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where Φ  is defined as the product of low-pass one dimensional windows 
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The function φ  obeys 10 ≤≤ φ , might be equal to 1 on [−1/2, 1/2], and vanishes 

outside of [−2, 2]. 
Finally, the digital curvelet transform coefficient [7] is obtained by 
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3 Contrast Enhancement Method 

First source X-ray images are decomposed in the curvelet transform domain to obtain 
low frequency subband and different scales of high-frequency subbands. Then in the 
curvelet transform domain, low frequency subband coefficients and high-frequency 
subbands coefficients are processed using nonlinear enhancement operator separately. 
Finally the processed coefficients are reconstructed to obtain the enhanced images. 
The nonlinear enhancement operator, low frequency subband coefficients 
enhancement and high-frequency subbands coefficients enhancement are the keys of 
the proposed method, therefore they will be described in detail as follows. 

3.1 Nonlinear Enhancement Operator 

Inspired by GAG enhancement operator which is used in [5], we first define a 
normalized nonlinear enhancement operator to enhance the second generation 
curvelet coefficients in each subband 

)))(())(((*)( bxcsigmbxcsigmaxG +−−−=  (8)

where )))1(())1((/(1 bcsigmbcsigma +−−−= , )1/(1)( xexsigm −+= , b is the enhancement 

and attenuation split point, and c is the enhancement or attenuation rate. 

3.2 Low Frequency Subband Coefficients Enhancement 

Low frequency subband contains the basic information and the overall contrast of the 
image. Therefore, the processing of low-frequency coefficients is particularly critical, 
and can not be ignored. In order to overcome the inflexibility of a single operator, a 
piecewise nonlinear operator for low frequency subband coefficients enhancement is 
proposed based on the nonlinear enhancement operator defined above. The piecewise 
nonlinear operator is defined by 
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where c1,1(i, j) are low frequency subband coefficients with i and j are row index and 
column index, Max is the maximum absolute value of low frequency subband 
coefficients, S1 and S2 are gain factors, G1 and G2 are nonlinear enhancement operators 
with the same parameter b but different parameter c. In order to guarantee the 
continuity of piecewise operator, we have S2 = S1*G1(b)/G2(b). b is calculated by b = 
Mean/Max, where Mean is mean absolute value of low frequency subband 
coefficients. In our experiments, c1 and c2 are always set to 10 and 20. 
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3.3 High-Frequency Subbands Coefficients Enhancement 

High-frequency subbands contain not only edges and details of the image, but also 
noise. In order to enhance edges while suppressing noise, the noise varianceσ  should 
be estimated and the threshold T for denoising should be determined. σ  is estimated 
at the finest sub-band using MAD method [8] proposed by Donoho, and the threshold 
T is calculated by σλ ⋅ , where λ  is a constant between 3 and 4. In our experiments, λ  
is set to 3.5. Taking into account noise, high-frequency subbands enhancement 
operator is a bit different from that of low frequency subband, and is defined by 
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where cm,n(i, j) are high-frequency subbands coefficients with m and n are scale index 
and angel index, S is gain factor, and G is nonlinear enhancement operator. Since we 
need to enhance all the edges preserved after denosing and b equals 0.5 when 

|),(| , jiC nm  equals T, b of operator G is set to 0.5 here. Parameter c of G is set to 10 

in all our experiments. 

3.4 Contrast Evaluation Criterion for Image 

The contrast of enhanced images is evaluated employing the measure function, which 
was proposed in [9]: 
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where M and N are width and height of the original image, ),( yxf ′  is the enhanced 

image. Larger the value of equation (11) is, better the contrast of the image is. 
Information entropy can be used to measure richness of the information in an 

image, which is defined as follows: 
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ii

pp
i
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where i is the gray value index, and pi is the corresponding probability. Larger E is, 
richer the image information is. 

4 Experiment Results 

To demonstrate the effectiveness of our method, we test it on real X-ray images and 
compare it with the existing popular methods of histogram equalization (HE) and 
wavelet based contrast enhancement. The first test image i.e. Fig.1(a) is a low contrast 
X-ray of human chest to resolve the related medical issues. S1 is set to 3 and S is set to 
3.5 for enhancing Fig.1(a). Enhancement results of Fig.1(a) by different methods are  
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image contrast and protect image information. Both visual effect and quantitative 
measurement have shown that the proposed method is superior to the existing  
ones. 

5 Conclusions 

The proposed method makes use of curvelet transform, which is superior in denoising 
and providing a compact representation of line-singularities, and also takes advantage 
of effectiveness of nonlinear enhancement operator. The method was tested on real X-
ray images, and compared with the existing popular approaches of histogram 
equalization and wavelet based contrast enhancement. Experimental results show that 
the proposed technique is superior to the existing ones in both visual effect and 
quantitative measurement. 
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Abstract. Sparse independent component analysis (SPICA) algorithm is 
effective in blind separation of superimposed images, without having any priory 
knowledge about the image’s structure and statistics. While a millimeter wave 
(MMW) image contains the refective information of imaging object and   
much unknown noise of imaging scene, so the MMW image is too high blur to 
be discerned. To obtain preferable MMW image, combined the advantages of 
contourlet sparse transform and SPICA, a new blind restoration method 
proposed by us of MMW images operating in the contourlet sparse transform  
domain is discussed in this paper. Contourlet transform can retain the better 
contour of an image and make this image sparser in local subspace. Here, using 
the low frequency band and the high frequency bands of the first layer obtained 
by contourlet transform as the mixed input data of SPICA, the task of MMW 
image restoration can be implemented. In test, the blind restoration of mixed 
natural images is also operated by using our method, simultaneity, using the 
single noise ratio (SNR) to measure the restored natural images, experimental 
results testify the validity of our method in doing blind separation and it is 
feasible to restore the MMW image using this proposed method. Further, 
compared with methods of contourlet transform and fast ICA, simulations again 
show that this MMW image restoration method proposed is indeed efficient in  
application.   

Keywords: Millimeter wave (MMW), Independent component analysis (ICA), 
Sparse ICA, Contourlet sparse transform; Image restoration. 

1 Introduction 

Millimeter wave (MMW) imaging technology has been widely applied in different 
fields because of its advantages [1-2]. However, because of the lower sensitivity of 
the hardware imaging system, the MMW image obtained is of lower resolution, at the 
same time, much unknown noise is also added in the MMW image and makes the 
MMW image is difficult to be discerned [2-3]. In fact, the MMW image can be regard 



366 L. Shang, P.–g. Su, and W.-j. Huai 

 

as a mixed image obtained by the unknown imaging object and background noise. 
Therefore, the blind image separation method can be explored in MMW image  
restoration. Independent component analysis (ICA) has been successfully used for 
blind source separation in many fields, especially in image processing [4]. A number 
of approaches such as natural gradient algorithm (NGA) [5] and FastICA [6] have 
been proposed. However, these iterative approaches process the sources directly, so 
its separation quality depends heavily on the statistical properties of the sources.  To 
avoid the inherent defects of ICA, the assumption of separation of sparseness is 
developed, which is called sparse ICA (SPICA) [7-9]. This method can significantly 
improve accuracy and computational efficiency of the existing ICA algorithms [7-8]. 
The early SPICA use wavelet transform or wavelet packet transform to sparse the 
sources and behave preferable blind separation effect. Although this sparse 
decomposition can represent discontinuities at edge points, it will not see the 
smoothness along the contours existing in the natural images [8-9]. In recent years, 
the contourlet sparse transform has been used widely in image processing field [7, 
10]. This method can deal with singularity in higher dimensions, especially in natural 
images having smooth contours. Therefore, here, the ICA operated in the contourlet 
sparse transform domain is discussed in separating blind images. Using the low 
frequency band and the high frequency bands of the first layer obtained by contourlet 
sparse transform as the mixed input of SPICA, the task of MMW image restoration 
can be implemented.  

2 Sparse ICA  

2.1 The Blind Source Separation Problem 

In a typical blind source separation (BSS) task, M mixtures are observed, which is 
denoted by matrix X . Each of available signals is assumed to be generated by a linear 
mixture of unknown sources denoted by matrix S  , where the number of sources is 
usually assumed to be equal to that of the mixed signals. Thus, a M dimensional 
vector of observed signals is generated by the product of an unknown M N× mixing 
matrix A  and N dimensional vector of unknown source signals [7]. The task of 
blind separation is to estimate the mixing matrix and then recover the source signals 
successfully.  
A typical embodiment of this problem in the context of superimposed reflections is 
depicted in Fig.1. The real object (a) is situated on the optical axis behind a semi-
reflecting planar lens (d), inclined with respect to the optical axis. Another object (b) 
is partially reflected by the lens, creating a virtual image (c). The camera (f) records a 
superposition of the two images. Thus, the intensity of the observed mixed image is 
give by the following formula: 

1 11 121 2

2 21 221 2

s sx a a

s sx a a

= +
 = +

. (1)
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where 1s  and 2s  are the images of two source objects (a) and (b), 11a  and 12a are 

constants and their specific values depend on the optical geometry and properties of 
the reflective medium. It is assumed here that the problem is spatial invariant. This 
reasonably good approximation of the physical conditions can be relaxed [7]. Consi-
dered the generality, the Eqn.(1) is extended to the form in matrix notation:  

where 1 2, , , mx x x  are the M  mixed images and 1s  and 2s are the source images 

represented as row vectors. The mixing matrix is usually unknown, unless side infor-
mation regarding the physics of the mixing medium is available [7-8]. Under the as-
sumption that the source is statistically independent, it is possible to recover sources 

1s  and  2s  up to a permutation and multiplicative constant, by estimating the mix-

ing matrix A A≈ , and estimating the sources by its inversion: 

This problem can be well solved using the sparse ICA method to be described in the 
following subsection. 

 

Fig. 1. The schematic diagram of the context of superimposed reflections 

2.2 Sparse ICA 

Supposing that the source images are sparse, the majority of pixels have a near-zero 
magnitude and under the assumption of statistical independence of the locations of 
non-zero pixels in the sources, there is a high probability that only on signal source 
will contribute to a given pixel in each mixture [8]. However, in reality, the source 
images in a separation problem are mostly non-sparse natural images, so, a sparse 
linear transform matrix T  is needed. By applying the following transform to the 
mixed signals, the following formula can be obtained: 

Thus, the problem at hand is equivalent to separation of linearly mixed sparse sources. 
This blind separation in such situation can be handled by the common ICA approach-
es. At the same time, it is noted that the more sparse the source images are, the higher  
 

X AS= . (2)

1S XA
−=  . (3)

( ) ( )
1 1

1,2, ,
N N

i i ij j ij j
j j

T T T i Md x a s a s
= =

= = = =  
 

 . (4)
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separation accuracy is [7]. Therefore, it is necessary to develop optimal sparse repre-
sentation methods to improve the blind image separation quality. 

3 Contourlet Sparse Decomposition 

Contourlet transform is based on an efficient two dimensional non-separable filter 
banks and provides a flexible multi-resolution, local and directional approach for 
image processing [7]. It is better than wavelet or wavelet packet transform in dealing 
with singularity in two or higher dimensions, especially representing images with 
smooth contours. There are two stages in the contourlet transform [8, 10]: multi-scale 
analysis stage and directional analysis stage. The first stage is used to capture the 
point discontinuities. A Laplacian pyramid (LP) decomposes the input image into a 
detail sub-image and band-pass image that is difference between the input image and 
the prediction image. In the second stage, the band-pass image is decomposed into 

2k
 ( 1,2, ,k L=  ) wedge shape sub-image by the directional filter banks (DFB), and 

the detail sub-image is then decomposed by the LP for the next loop, this stage to link 
point discontinuities into linear structures. The whole loop can be done pL  

iteratively, and the number of direction decomposition at each level can be different, 
which is much more flexible than the three directions in wavelet. The overall result is 
an image expansion by using basic elements like contour segments. Assumed that the 
number of the transform layer is 2, and the number of the orientation of each layer is 
4. Then the low frequency sub-band and high frequency sub-bands of each layer, 
respectively corresponding to the natural image named Lena and the MMW image, 
were shown in Fig. 2.  It is clear to see that the low-pass image contains the majority 
of energy of the original objection, and the contour of the original image is retained 
well.  

Using the contourlet transform, the mixing set X AS=  and separating system 
1S X WXA−= = can be rewritten into: 

where TC  denotes the contourlet transform and [ ]T T WW C= . Considering the TC  

is a linear transform, then T WW = . Thus, TS  and TX  are regarded as the new 
source signals and mixed signals. The mixing matrix A and separating matrix W  can 
be obtained in the contourlet domain. Now, a general ICA algorithm, such as natural 
gradient (NA) algorithm and FastICA algorithm, can be used to train the separating 
matrix TW . Here, the learning rule used is described as [7] 

where ( )kη  is the learning rate, ( )TSϕ  is the activation function and is closely re-

lated to the distribution of the output signal. 
 

[ ] [ ] [ ] TT T T T TS WX X WS C C W C X= = == . (5)

( ) ( ) ( ) ( )( )( ) ( )1
T

T T T TTk k k I kW W S WS + + η − ϕ=   . (6)
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(a)  (b)  (c) 

  

(d) (e) (f) 

Fig. 2. The original images and the results of contourlet transform corresponding to Lena image 
and MMW image. (a) and (d): The low frequency sub-band. (b) and (e): The 4-orientation sub-
band of the first layer. (c) and (f): The 4-orientation sub-band of the second layer.  

  
(a) Barbara image (b)  Cameraman image  (c) Mixed image 1 (d)  Mixed mage 2 

Fig. 3. The original images and the corresponding mixed images 

4 The Experimental Results and Analysis 

4.1 Input Data 

In test, two natural images with the same size of 512×512 pixels, called Barbara and 
Cameraman, were first used to test SPICA algorithm used in contourlet transform 
domain. Two original images and their mixed images were shown in Fig.3 (a) and (d), 
and the mixed matrix used was [-0.5444, 0.5080; -2.0102, -0.4214]. At the same time, 
the original toy gun image and its MMW image with the size of 41 ×41 pixels were 
shown in Fig.4 (a) and Fig.4 (b). In fact, in MMW imaging scene, the original object 
is usually unknown. The MMW image can be regarded as a mixed image being com-
posed of the background noise and the original object. The MMW image was gener-
ated by the State Key Lab. of Millimeter Waves of Southeast University, which is our 
cooperation group in the research of MMW image processing.  

4.2 Results of Image Restoration  

The blind separation (or restoration) of mixed natural images, shown in Fig.3 (c) and 
Fig.3 (d), was first operated by SPICA. The corresponding separation results were 
shown in Fig.5 (a) ~ (b). In order to illustrate the separation validity of SPICA,  
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(a) Original toy gun image (b) MMW image 

Fig. 4. The original toy gun image and the MMW image 

compared separation images obtained by ICA were shown in Fig.5 (c) ~ (d). Clearly, 
according to the visual effect, the separation effect of SPICA is better than that of 
ICA. Further, the single noise ratio (SNR) criterion was used to measure the quality of 
restored images, and calculated SNR values were listed in Table 1. The experimental 
data prove again that SPICA truly outperforms ICA. For the MMW image, it  
can be seen as a mixed image by much unknown noise and the imaging object. So, it 
is feasible to explore the blind separation process of the MMW image by using 
SPICA.  

 

  
(a) Source 1 (b) Source 2 (c) Source 1 (d) Source 2 

(A) Separated results of SPICA (B) Separated results of common ICA  

Fig. 5. The separated sources of natural images corresponding to ICA and SPICA 

(a) Restoration result of SPICA (b) Restoration result of ICA 

Fig. 6. The separated sources of MMW image corresponding to ICA and SPICA 
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Table 1. SNR values of restored nature images using different algorithms 

                 Images 
  Methods 

Barbara Cameraman Mixed image 1 Mixed image 2 

ICA 29.281 18.974 
19.031 11.957 

SPICA 34.934 29.522 

 
Using SPICA to restore the MMW image, the MMW image was first transformed 

by contourlet. The number of decomposition layers and directions of each layer was 
supposed to be 2 and 4 respectively. After contourlet transform, the low frequency 
image and four high frequency sub-bands of each layer were obtained, as shown in 
Fig.2. It is well known that the low frequency image retained well the contour of the 
original object, and the high frequency sub-bands contained much unknown noise 
[10]. We used the low frequency image and the four high frequency sub-bands of the 
first layer as the mixed images of SPICA, the separation results, which were shown in 
Fig.6 (a), could be seen as the restoration of the MMW image. Meanwhile, the separa-
tion result of ICA was also shown in Fig. 6(b). Generally, in application, the original 
object is unknown, so it is not suitable to use SNR criterion to measure the quality of 
this restored MMW image. But, compared the restored MMW image (shown in Fig.6) 
with the MMW image (shown in Fig.4 (b)), it is distinct to see that the contour of the 
original imaging object can be restored, and with naked eyes, the original imaging 
object can be discerned without doubting. So, it can testify that the SPICA algorithm 
is efficient to blindly restore the original object of MMW imaging system. 

5 Conclusions 

In this paper, a novel MMW image restoration method using SPICA operated in the 
contourlet sparse transform domain is explored. In application, the MMW image is a 
mixed image composed of much unknown background noise and the original 
unknown imaging object. So, it is feasible to use blind separation method to restore 
the imaging object. Firstly, the mixed natural images are used to testify the validity of 
this SPICA. Further, the restoration task of the MMW image is discussed. Compared 
with general ICA algorithm, the experimental result proved that SPICA operated in 
the contourlet sparse transform domain is efficient and applied truly. 
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Abstract. Fuzzy c-means clustering algorithm (FCM) is one of the most widely 
used methods for image segmentation. In order to overcome the sensitivity of 
FCM to noise in images, we introduce a novel non local adaptive spatial con-
straint term, which is defined by using the non local spatial information of  
pixels, into the objective function of FCM and propose an adaptive non local 
spatial fuzzy image segmentation algorithm (ANLS_FIS). In this method, the  
non-local spatial information of each pixel plays a different role in image seg-
mentation. ANLS_FIS can effectively deal with noise while preserving the 
geometrical edges in the image. Experiments on synthetic and real images, es-
pecially magnetic resonance (MR) images, show that ANLS_FIS is more robust 
than the modified FCM algorithms with local spatial constraint. 

Keywords:  FCM, Image segmentation, Non-local spatial information, adap-
tive spatial constraint term, noisy image, Magnetic resonance (MR) image. 

1 Introduction 

Image segmentation [1,2] is one of the most crucial research topics in computer vision 
and image understanding. Fuzzy c-means clustering algorithm (FCM) [3] is one of the 
most widely used clustering methods for image segmentation and many new modified 
versions of this algorithm have been proposed [4-8].  

In order to make the standard FCM more robust to noise, the local spatial informa-
tion which is obtained from the neighbor window around each pixel in the image is 
introduced into the standard FCM. Ahmed et al. [8] modified the objective function of 
FCM by incorporating a spatial neighborhood term and applied the proposed algo-
rithm named FCM_S to the segmentation of MR images. Subsequently, to reduce the 
computational complexity of FCM_S, Chen and Zhang [4] proposed two variants of 
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FCM_S: FCM_S1 and FCM_S2. These two algorithms used the mean-filtered image 
and median-filtered image, respectively, to substitute the neighborhood term of the 
objective function of FCM_S. It is known that the number of gray levels in an image 
is generally much smaller than the number of pixels. Based on this fact, Szilágyi et al. 
[9] presented an enhanced fuzzy c-means clustering algorithm (EnFCM) to accelerate 
the image segmentation process. In this method, a linearly-weighted sum image is 
first formed from both the original image and its mean-filtered image, and then clus-
tering is performed on the linearly-weighted sum image by using the gray level histo-
gram instead of the pixels in the summed image. Moreover, Cai et al. [10] proposed a 
fast generalized fuzzy c-means clustering algorithm (FGFCM). Similar to EnFCM, 
FGFCM utilizes the gray level histogram of a novel non-linearly-weighted sum image 
to perform the image segmentation. The non-linearly-weighted sum image is formed 
from both the original image and the spatial coordinates and the gray level values 
within the neighbor window around each pixel. Recently, Krinidis and Chatzis [11] 
presented a fuzzy local information c-means algorithm (FLICM). This algorithm 
adopts a fuzzy local (both spatial and gray level) similarity measure to guarantee 
noise robustness and image detail preservation. FLICM is relatively independent of 
noise types. Furthermore, this algorithm is free of any parameter determination. 

When the noise level in the image is high, the adjacent pixels of a given pixel may 
also have been degraded. In this case, the modified FCM algorithms with local spatial 
constraint can not obtain satisfactory segmentation. In this paper, we introduce a non-
local spatial constraint term into the objective function of FCM and propose an  
adaptive non local spatial fuzzy image segmentation algorithm (ANLS_FIS). Image 
segmentation experiments show that ANLS_FIS is more robust than the modified 
FCM algorithms with local spatial constraint in noise suppression and edge  
preservation. 

2 Adaptive Non Local Spatial Fuzzy Image Segmentation 
Algorithm 

For images heavily contaminated by noise, the adjacent pixels of a given pixel may 
also have been degraded, so the modified FCM algorithms with local spatial con-
straint can not obtain satisfactory segmentation performances. In this paper, we first 
utilize the non-local mean-filtered image [12] to define a novel non local spatial con-
straint term. Then we introduce the spatial constraint term into the objective function 
of FCM and propose an adaptive non local spatial fuzzy image segmentation algo-
rithm (ANLS_FIS). The objective function of ANLS_FIS is presented as follows 

22

1 1 1 1
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J u x v u x vβ
= = = =

′= − + −   (1)

where ix′  is the gray value of the ith pixel of the non-local mean-filtered image and 

βi is the spatial parameter controlling the penalty effect of the spatial constraint of the 
ith pixel. For every pixel in an image, there are a set of pixels with a similar neigh-
borhood configuration of it. Compared with the adjacent pixels of the pixel, it is 
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worthwhile to use these similar pixels to obtain the spatial information of a given 

pixel. In detail, for the ith pixel, its spatial information ix′  is computed by the follow-

ing formula 

r
i

i ij jj W
x w x

∈
′ =  (2)

where r
iW  denotes a r×r search window centered at the ith pixel in the noisy image. 

That means that the pixels in the search window are utilized to compute the spatial 

information of the ith pixel. The weights wij (
r

ij W∈ ) depend on the similarity be-

tween ith and jth pixels, and satisfy 0≤wij≤1 and 1
r

i

ij
j W

w
∈

= . 

The similarity between the ith and jth pixels depends on the similarity of the gray 
level vectors x(Ni) and x(Nj), where Ni denotes a s×s square neighborhood centered at 
the ith pixel. This similarity is measured as a decreasing function of the weighted 

Euclidean distance 
2

2,
( ) ( )i jx N x N

α
− . Therefore, the pixels with a similar gray level 

neighborhood to x(Ni) have larger weights. These weights are defined as 

( )21
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Z
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where h is called the filtering degree parameter which controls the decay of the expo-
nential function in Eq. (3). Zi is the normalizing constant defined as 

( )2
exp ( ) ( )

r
i

i i j
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Z x N x N h
∈

= − −  (4)

Intuitively, it would be better if we can adjust the spatial constraint separately for each 
pixel, so each pixel has its own β value. In this paper, we utilize the weights wij 

( r
ij W∈ ) to determine the spatial parameter iβ  for the ith pixel (1≤i≤n). It is defined 

as  

min max min
1 11

( )( min{ }) (max{ } min{ })i i l l l
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β β β β γ γ γ γ
≤ ≤ ≤ ≤≤ ≤

= + − − −  (5)

where min max[ , ]β β  denotes the value range of iβ , and max( )
r

i

i ij
j W

wγ
∈

=  is the maxi-

mum weight among the pixels in the window r
iW . The value of iγ  (1≤i≤n) can re-

flect the accuracy of ix′  estimating for the ith pixel value of the original image (non 

noisy image). Therefore, the larger γi is, the bigger the guiding effect of ix′  on the 

clustering of xi is. Thus iβ  obtained in Eq. (5) can make the non-local spatial con-

straint of each pixel able to play a different part in the pixel clustering. 
When utilizing the non local spatial information of pixels, ANLS_FIS can achieve 

better segmentation performances, especially for the geometrical edges in the image. 
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By minimizing Eq. (1) using the Lagrange multiplier method, the update equations of 
membership function uki and cluster center vk are given in Eqs. (6) and (7). 

1 ( 1)22

22
1

m

c i k i i k

ki
l

i l i i l

x v x v
u

x v x v

β

β

− −

=

 ′− + − =  
 ′− + − 

  (6)

1 1

( ) (1 )
n n

m m
k ki i i i i ki

i i

v u x x uβ β
= =

′= + +   (7)

3 Experimental Results and Analysis 

In order to demonstrate the performance of ANLS_FIS, we perform segmentation 
experiments on real images. For all the comparation methods, the fuzziness index m, 
the maximal iteration num T and the threshold ε are set to 2, 500 and 10-5, respective-
ly. The neighbor window size q×q of FCM_S1, FCM_S2, EnFCM FGFCM and 
FLICM is set to 3×3. Furthermore, we set β=6 for FCM_S1, FCM_S2 and EnFCM. 
According to the results and the parameter analysis presented in Ref. [10], the para-
meters λs and λg in FGFCM are set to 3 and 6, respectively. 

Figure 1(a) presents the House image with 256×256 pixels. We artificially add the 
Gaussian noise of mean M=0 and variance Var=0.006 to this image, and show the 
noisy image in Fig. 1(b). In this section, we use this noisy image to verify the perfor-
mance of FCM_S1, FCM_S2, EnFCM, FGFCM, FLICM and ANLS_FIS. The seg-
mentation results of these six methods are shown in Fig. 1(c)-(h). In order to quantita-
tively assess these six methods, we adopt partition coefficient Vpc [13] and partition 
entropy Vpe [14] to evaluate the segmentation results. They are defined as follows: 

2
pc

1 1

V
c n

ij
i j

u n
= =

=    (8)

pe
1 1

V ( log )
c n

ij ij
i j

u u n
= =

= −  (9)

The idea of these two validity functions is that the partition with less fuzziness means 
better performance. So the best clustering is achieved when the value Vpc is maximal 
and Vpe is minimal. It is found from Fig. 1 that ANLS_FIS is the best among these six 
methods for the Gaussian noisy image. 

Moreover, we perform segmentation experiments on a MR image which is with 
256×170 pixels and shown in Fig. 2(a). We add the Rician noise (l=20) to this MR 
image, and show the noisy image in Fig. 2(b). We adopt this noisy image to test the 
performance of FCM_S1, FCM_S2, EnFCM, FGFCM, FLICM and ANLS_FIS on 
MR images. The segmentation results on the noisy images are presented in Fig. 2(c)-
(h). The segmentation result reveals that ANLS_FIS can effectively remove the noise 
and retain the edges in the MR image and obtains the maximum Vpc and minimum Vpe 
values among these six methods. 
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Fig. 1. Segmentation results on the “House” image corrupted by the Gaussian noise: (a) origi-
nal image; (b) noisy image; (c) FCM_S1 result (Vpc=0.8165, Vpe=0.3754); (d) FCM_S2 re-
sult(Vpc=0.8071, Vpe=0.3906); (e) EnFCM result(Vpc=0.7410, Vpe=0.5018); (f) FGFCM 
result(Vpc=0.7398, Vpe=0.5037); (g) FLICM result (Vpc=0.8234, Vpe=0.3609); (h) 
ANLS_FIS result (Vpc=0.8782, Vpe=0.2609) 

 

Fig. 2. Segmentation results on the MR image corrupted by the Rician noise: (a) original im-
age; (b) noisy image; (c) FCM_S1 result (Vpc=0.8552, Vpe=0.2748); (d) FCM_S2 result 
(Vpc=0.8548, Vpe=0.2758); (e) EnFCM result (Vpc=0.7553, Vpe=0.4422); (f) FGFCM result 
(Vpc=0.7548, Vpe=0.4432); (g) FLICM result (Vpc=0.8500, Vpe=0.2793); (h) ANLS_FIS result 
(Vpc=0.8731, Vpe=0.2373) 
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4 Conclusion 

In this paper, we propose an adaptive non local spatial fuzzy image segmentation 
algorithm (ANLS_FIS). In order to overcome the noise sensitivity of standard FCM, 
ANLS_FIS introduces a non local adaptive spatial constraint term, which is defined 
by using the non local spatial information of pixels, into the objective function of 
FCM. The experimental results on real images show that ANLS_FIS outperforms the 
modified FCM algorithms with local spatial constraint. In ANLS_FIS, the algorithm 
parameters are preliminarily discussed and analysized in the experiment section. How 
to theoretically choose these parameters deserves to be studied further. Moreover, the 
number of clusters in ANLS_FIS is set manually. Thus our further works also include 
adaptive determination for the clustering number in our method. 
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Abstract. In order to improve the intensity and contrast qualities of Millimeter 
Wave (MMW) images and reduce the image noise for concealed weapons 
Detection, a method is proposed through combining the gray stretch technique 
and Retinex theory. Gray stretch is first used to preprocess the MMW image, 
and then Retinex theory based on Single-Scale Retinex (SSR) is used to 
suppress background clutters. As a result, both the image contrast and Peak 
Signal to Noise Ratio (PSNR) are improved efficiently. The simulation and 
experimental results have proved that the algorithm is not only effective in 
detecting MMW targets, but also has advantages of high speed and is easy for 
engineering applications. 

Keywords: gray stretch technique, MMW image, Retinex theory, illumination 
image, reflectance image, image enhancement. 

1 Introduction 

Millimeter Wave (MMW) imaging technique is an application technology which was 
combined and extended from electromagnetic wave theory and optical imaging 
theory. It was proposed firstly in the late 1930s [1]. To the 1990s, MMW imaging 
technology which is applied to detect concealed weapon in the field of security in-
spection is becoming a hot international research spot [2]. MMW have good penetra-
tion for the clothing, buildings and other insulation materials. However, due to the 
wavelength of millimeter is longer than visible light and infrared light, and limited by 
the diffraction of optical system, there are some shortcomings such as the imaging 
vague, resolution of the image is low and the gray range is narrow. That is very ne-
cessary to precede the image for identify the target of MMW imaging [1, 3]. Some 
algorithms of classical edge detection are not very good effects such as Sober, Prewitt 
and Robert etc, because those are sensitive to noise. There are still some problems 
about threshold selection in noisy image edge detection, such as Canny algorithm and 
mathematical morphology algorithm. Nonlinear transform can remove image noise 
while preserving image detail well. Retinex algorithm is a nonlinear method which is 
mainly applied to reduce the non-uniform illumination caused by degraded image and 
focus on the interest target. It is used in the field of digital image processing [4-6]. In 
this paper, aiming at the characteristics of MMW imaging and the lack of general 
enhancement methods, extract the illumination component based on SSR method after 
the gray pretreated.  
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2 Theory of SSR 

Retinex is a mode of how the human visual system to perceive colors and brightness. 
It was proposed by the American physicist Edwin H Land’s [7]. As is show in Reti-
nex theory, visual imaging of an image was understood to the result of both incident 
components and reflected components. Incident components determine dynamic 
range of the image can be achieved. Reflection property, reflected intrinsic nature of 
the image, determined by the reflection intensity of different light waves.  

SSR algorithm is improved and achieved to a center/surround Retinex [8]. It can be 
specific descript by the formula as follow: 

),(log),(log),( yxLyxSyxLogR −=  (1)

Where, ),( yxS  is visual imaging of an image. That is the brightness values which the 

human can see. ),( yxR  is the reflection component of the image. ),( yxL  is illumina-

tion component. Illumination component is usually around the original image with the 
convolution function. Show as type 2: 

),(*),(),( yxSyxGyxL =  (2)

In which, ),( yxS  is the image intensity, “*” is convolution operator. ( , )G x y  is sur-

rounding function. The physical meaning of convolution term can be calculated as the 
illumination component. It was eliminated that change on the target visual image for 
variation of the illumination component, though the intensity ratio of a pixel value 
and a weighted average of the surrounding area of point.The form of the surrounding 
function as follow:  

222 )(exp[),( cyxKyxG +−=  (3)

Where, K is the normalization factor which value is the total of visual image pixels. 
c  is the scale constant of the Gaussian-shaped surrounding space.  

3 SSR Algorithm Based on Gray-Scale Transformation 

Combined with the shortcoming of classic SSR algorithm, a MMW image enhance-
ment algorithm was proposed based on gray-scale transformation in this paper. Figure 
1 shows the basic flow of the algorithm. 
 

 

Fig. 1. The SSR algorithm based on gray-scale transformation 

The steps of the algorithm as follow. 
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(1) The original image is contrasted stretching appropriate by piecewise linear 
transformation which is used to pretreated, to achieve rough estimates for the image 
brightness. The smallest error method was selected to calculate the sub-points [9]. 

First, statistics range is [g1, g2] in the dynamic range of gray value in the MMW 
images. The actual gray range is [min, max] before the image transformation. Then let 
a = min, b = max, c = T1, d = T2, a = g1, b = g2, the specific transformation formula 
can be get and shows as follows:  
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Where min)()'( 110 −−= Tgck is inhibition coefficient in the background area. 
)()''( 121 TTcdk −−=  is the remaining coefficient in the transition zone, and 

)(max)'( 222 Tdgk −−=  is drawing coefficient in the target area [10]. The gray level of 
the target segment in image is stretched, the transition section is keep and the back-
ground section was compressed for enhance the contrast. The target gray level of 
MMW image used in this paper is in the high value part of the histogram, so that the 
image pixels which are above the threshold was regarded as target, others pixels be-
long to background. 

(2) The original image and convolution image was respectively transformed by lo-
garithm operation and applied convolution function. The impact of background was 
eliminated after subtraction both the original image and convolution image in loga-
rithm space, and the reflection property R of the object was obtained.  

(3) According to the ranks of the expandable layer to expand the image after obtain 
the length L of the original image date. During Gaussian pyramid compared between 
image pixels in McCann99 algorithm, the original image size (col * 2n ) * (row * 2n ) 
was compressed into a col * row rank matrix and placed on top of the pyramid to com-
pare firstly. Then the image after the comparison operation was extended twice, and 
placed in the next level for comparison operations. A way of the image edge expand was 
applied which selected the size of 3 x 3 kernel function. That can be largely reduced due 
to image distortion arising and maintain the original edge image features. 

(4) The low frequency components were filtered out in the Logarithmic domain. 
The enhanced images after filtering out low frequency components can be obtain 
though the original image subtract the one after Gaussian convolution. Finally a loga-
rithmic inverse transformation is used to the image data whose dimensions have been 
reduced, and output the enhanced image. 

4 Experimental Results 

4.1 Data Preprocessing 

Experimental data come from the active millimeter wave imaging system which is the 
State Key Laboratory of MMW in Southeast University [11-12]. The picture 2(a) is 
an optical photo of pistol. The picture 2(b) is a MMW imaging of real target in 
clothes.  
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(a) Optical photo (b) MMW image 

Fig. 2. Two images of the imaging target 

4.2 MMW Image Enhancement 

4.2.1   Experimental of MMW Image Enhancement 
As noted above, piecewise linear grayscale stretch for the image when our proposed 
image enhancement method was used firstly. Select the appropriate sub-point and 
obtained the result shows in Figure 3. As can be see, the target image and the actual 
shape of a pistol are some differences after stretching. But most of the background 
noise has been eliminated. 
 

 

Fig. 3. MMW image after piecewise linear gray stretch 

On the basis of the gray stretch, when different surround function of scale constant 
c  (e.g. c = 30, 70) and different number of iterations N (i.e. N = 10, 30, 70) are 
selected.  The corresponding results of enhancement image shows in Figure 4. The 
image quality has some improvement obviously as the number of iterations of the 
Frackle-McCann algorithm increasing. The overall tone of MMW image is tends to 
smooth sharply with c  increases, halo phenomenon is weakly and the edge of target 
image is more clearly. 

 

(a1) 10 (b1) 30 (c1) 70 
(A) c=30  

(a2) 10 (b2) 30 (c2) 70 
(B) c=70 

Fig. 4. The restore image on different scale constant c  and iterations N 
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4.2.2   Analysis of Experimental Results 
The PSNR is most commonly used as a measure of quality of reconstruction of loss 
compression codec. The signal is the original data, and the noise is the error intro-
duced by compression. When comparing compression codec is used as an approxima-
tion to human perception of reconstruction quality, one reconstruction may appear to 
be closer to the original than another, even though a higher PSNR would indicate that 
the reconstruction is of higher quality [13]. But a lot of noise has been included in the 
MMW image, and the processed image should contain less noise, closer to the real 
target, so PSNR can be used to evaluate the two images different. Practically, the 
target image is known, and a higher PSNR would indicate that the reconstruction 
imaging is not similar to the original one, and a lower PSNR would show that the 
processed image has fewer noise, and higher quality than original MMW imaging. 
The PSNR formula as follow: 

]255*255[10log10 MSEPSNR =  (5)
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Where, M and N is the image matrix of rows and columns. ( , )I i j  and 
ˆ( , )I i j  are 

gray value in the row i and the column j of original image and enhanced image re-
spectively. Change relation between the different scales constant c  increases with 
the number of iterations N shows in figure 5.  

 

 

Fig. 5. The PSNR curve of MMW imaging on different value of C 

It can be see from figure 5, the value of PSNR decreases rapidly with the c  in-
creasing according to the number of iterations increases. Since the original MMW 
image contains a large number of unknown noise, the PSNR of enhanced image is 
greater shows the gray scale is closer to the original MMW image, enhanced effect is 
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poorer. Conversely, if the PSNR is smaller, it shows the gray scale is different the 
original MMW image largely, the noise contained in enhance image is reduced, and 
the result image is more similar to real target.  

From figure 5, when N is between 20 and 30, the change trend of PSNR close to 
smooth and tends to constant 6.678db ultimately. But when c  is 90, The PSNR is 
decrease sharply when N is less than 20. Then it tends to constant value 6.683dB in a 
higher position. The reason is the dynamic compression of SSR is stronger when the 
value of c  is smaller. The gloom part detailed in image can be better enhancing. But 
SSR’s overall tonal fidelity is higher, and the detailed in shadow is vague when the 
value of c  is larger. By means of experimental comparison, we select the value of 
c  equals to 70. That would allow enhanced images have lower noise, also can reduce 
the number of iterations and improve the real-time computing. 

5 Conclusion and Future Work  

In view of the insufficiency of conventional method in dealing with MMW image 
enhancement. In this paper, a nonlinear image enhancement algorithm based on gray-
scale transformation and SSR theory is proposed. Experimental results show there are 
good enhancement effects to MMW image using this method. The overall contrast 
after processing is effectively improved. The detect target is more clearly. However, 
the algorithm can not completely eliminate halo phenomena. We will depth study how 
to integrate MMW images in the global and local characteristics in the future re-
search, and process adaptive smoothing has been rebuilt in the brightness of image 
which can correct the impact due to reflection and scattering of MMW. 
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Abstract. In this paper, applying fractional calculus Grümwald-Letnikov defi-
nition, a novel image denoising approach based on two improved fractional 
integral masks is proposed, Two structures of 3×3 fractional integral masks 
which center is the processed pixel are constructed and discussed. The denois-
ing performance of the proposed fractional integral marks (FIM1 and FIM2) is 
measured using experiments according to subjective and objective standards of 
visual perception and SNR values. The simulation results show that SNR of 
FIM1 and FIM2 is prior to the mean filter and the method in Ref. [8]. 

Keywords: image denoising, fractional integral, Grümwald-Letnikov  
definition. 

1 Introduction 

Image processing is an important filed of information science and engineering and 
image denoising is one of the most fundamental image processing problems in com-
puter vision and image processing [1, 2, 3]. The search for efficient image denosing 
methods still is a valid challenge, because most algorithms have not yet attained a 
desirable level of applicability. The most important of all is that though both edge and 
noise are high frequency information, the loss of edge is evident and inevitable in 
denoising process [3, 4]. On the other hand, fractional calculus has long history as 
same as integer calculus, in existing fractional calculus definition, the fractional diffe-
rential operation is performed if the order is positive; oppositely, the fractional 
integral operation is performed if the order is negative [5-8]. Many denoising algo-
rithms are substantially performing an integral calculation for the blocks consisting of 
image pixels and neighborhood pixels of image. In general, if the image is needed to 
process with filter, we should convolute the value of pixels of image with a mask. 
Accordingly, we can think of naturally that which sizes can be introduced into the 
mask? 

The remainder of this paper is structured as follows. In Section 2, we introduce the 
fractional integral theory and its amplitude-frequency character. In section 3, two 
structures of 3×3 fractional integral masks which center is the processed pixel are 
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described. In section 4, we analyze and discuss our algorithm by comparative results 
on noisy images. Finally, conclusions are drawn in Section 5. 

2 Fractional Integral Theory and Its Amplitude-Frequency 
Character 

Fractional calculus is essentially non-integer order calculus, and the order may be real 
or complex. Mathematicians have given different definitions from different perspec-
tives, but these definitions are all not easy to understand and can not be used directly 
in engineering and technology. Under the Euclidean measure, Grümwald-Letnikov 
fractional calculus definition should be widely applied and researched. This definition 
is derived from integer integral definition. For )1,0(∈v , the differential formula is 

directly extended from integer +∈ Zn  to real number v, and then fractional diffe-
rentiation is obtained: 
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where t is ),( ba  and Γ is the function of gamma. Similarly, to make fractional 

integral operator, doing definition of v-order integral of )(tf  as follows: 
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Let )()( 2 RLtf ∈ be a one-dimension signal, its Fourier transform is defined as 

dtetfF tj

R

ωω −= )()(  . (3)

The fractional integral is )(tfI v = )(tf v− , and its Fourier transform operator can be 

derived: 

vjI −= )()( ωω . (4)

Above )(ωI  represents the fractional integral operator. Its amplitude-frequency 

curve is shown in Fig. 1. According to fractional integral operator, as the frequen-
cy 0→ω , the amplitude frequency response of fractional integral opera-

tor ∞→−vω ; while as ∞→ω  , the amplitude frequency response 0→−vω . It 

can be illuminated from Fig.1 that fractional integral operation has the role of weaken 
high-frequency of signal, while keeping that of very high frequency in nonlinear 
manner. Meanwhile, the component with lower frequency is also strengthened, while 
reserving that of very low frequency in nonlinear manner. Thereby fractional integral 
operator can remove noise while reserving the textures and details. 
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Fig. 1. Amplitude-Frequency Curve of Fractional Integral Operator 

3 Construction of Fractional Integral Mask 

Through formula (2), the fractional integral operation is simplified as multiplying and 
adding. Set h =1, the anterior 3 approximate backward fractional partial integral of 
digital image on negative x-coordinate are expressed as follows: 
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The anterior 3 none-zero values of corresponding terms in formula (5) are 1, 

v ,
2

)1( +vv
, which are all fractional integral masks’ coefficients according to 

Grümwald-Letnikov fractional integral definition. To make the fractional integral 
mask with rotation invariant, Ref. [8] constructs eight fractional integral masks on 
direction 0 degrees, 45 degrees, 90 degrees, 135 degrees, 180 degrees, 225 degrees, 
270 degrees and 315 degrees respectively, then does convolution filter on the above 
eight directions by using eight marks respectively, finally takes linear weighting sum 
value as approximate value of fractional integral for pixel f(x, y).  The effect of cen-
ter pixel f(x, y) decreases with the increased mark’s size, so small mark has good 
denoising performance while reserving image details. Because the greatest distance 
between the center pixel f(x, y) and the pixels in eight marks in Ref. [8] is two pixels, 
so this method’ SNR can not be high. On the basis of above formula 5, we propose 
the anterior 3 approximate forward and backward fractional partial integral are ex-
pressed as follows: 
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Corresponding terms in formula (6), we propose two improved marks that is fraction-
al integral mask1(FIM1) and fractional integral mask2(FIM2) shown as following 
Fig.2. The sizes of Mark 1 and Mark 2 are 3×3 window which center is the processed 
pixel f(x, y), and the coefficients of center pixel in two marks are 8 and 6 respectively, 
while the coefficients of other pixels are fractional integral order v . Because the dis-
tance between the center pixel f(x, y) and every pixel in window is one pixel, FIM1 
and FIM2 can raise SNR. 

 
v  v  v   v  v  v  
v  8 v   v  6 v  
v  v  v   v  v  v  

(a) Mask1                                                 (b) Mask 2 

Fig. 2.   Proposed Fractional Integral Mask 

The steps of the improved fractional integral image denoising algorithm are: 
(1) Overlapping the center coordinates (x, y) of fractional integral mask, the mask 

center’s coefficient is 8(Mask1) or 6 (Mask2) with the coordinates (x, y) of the pixel 
f(x, y) to be filtered by fractional integral operation; 

(2) Multiplying coefficients of the fractional integral masks in 3×3 sizes with the 
gray value of corresponding pixel, and adding all product terms respectively to obtain 
weighting sum; 

(3) Taking the arithmetic mean of the weighting sum value in 3×3 sizes as approx-
imate value of fractional integral for pixel f(x, y); 

(4) For making every pixel in image can be filtered by fractional integral mask, 
translating masks one pixel by one pixel, and repeating the steps (1) to (3), thereby the 
approximate value of fractional integral for the whole digital image can be calculated. 

4 Experiments and Comparisons 

This section aims at demonstrating the denoising performance of FIM1 and FIM2 
respectively. At first, we show the experiment results with four methods of the mean 
filter, the method in Ref.[8], the proposed FIM1 and FIM2, and then obtain the qualit-
ative and quantitative analysis for denoising performance in various noise levels. All 
of the experiments were performed on images of LENA and CAMERA shown as in 
Fig.3 and Fig.4. Then, we also quantitatively discuss the relationship between SNR 
and noise level. The SNR value in this paper is defined as follows: 
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where f(x,y) is clear image, ),(ˆ jif  is the image after filtering. Firstly, we study the 

SNR performance of the mean filter and the method in Ref.[8] and FIM1 and FIM2 
using images corrupted with additive, independent Gaussian noise with mean 0 and 
variance 0.003,0.005,0.010 respectively, wherein the fractional integral mask has a 
3×3 window, the fractional integral order is 0.7. 
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Experiment results on Lena are shown as Fig.3 and Tab.1. Fig.3(a) is clear image of 
Lena; Fig.3 (b) shows Lena after being corrupted with white Gaussian noise with va-
riance  0.010; Fig.3 (c) shows Lena after filtering with the mean filter; Fig.3 (d) shows 
Lena after filtering with the method in Ref.[8]; Fig.3 (e) shows Lena after filtering with 
FIM1; Fig.3 (f) shows Lena after filtering with FIM2. From visual sense effect of human 
eyes, Fig.3 shows that two proposed approaches FIM1 and FIM2 have good denoising 
performance for Lena compared with the mean filter. Two proposed approaches not only 
remove the noise well but also reserve the edge and texture details information in the 
image, in particular for the weak edge. In addition, compared with the method in Ref.[8], 
FIM1 and FIM2 do not cause the blur effect because of the distance the center pixel f(x, 
y) and every pixel in window being one pixel. 
 

     
    (a) LENA         (b)with noise variance 0.01      (c) with mean filter 

     
    (d) with method in Ref.[8]            (e) FIM1                     (f) FIM2 

Fig. 3. Noisy image of Lena and results of denoising by four methods 

Table 1 shows the SNR values of four methods for the image of Lena. Data in the 
table 1 shows that the SNR values of the image denoised with FIM1 and FIM2 are 
higher than that with the mean filter and the method of Ref.[8] in different noise le-
vels, and shows that FIM1’s performance is prior to the FIM2 when noise level is less 
than 0.003. 

Table 1. Comparison of SNR for Lena with four methods 

Noise variance Noisy image Mean filter Ref.[8] FIM1 FIM2 
0.001 23.94 20.17 21.27 25.23 24.61 
0.003 19.17 20.01 20.91 23.58 23.45 
0.005 17.00 19.89 20.59 22.36 22.50 
0.010 14.01 19.52 19.85 20.36 20.86 
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Experiment results on Camera are shown as Fig.4 and Tab.2.  Fig.4(a) is clear im-
age of Camera; Fig.4 (b) shows Camera after being corrupted with white Gaussian 
noise with variance  0.010; Fig.4 (c) shows Camera after filtering with the mean 
filter; Fig.4 (d) shows Camera after filtering with the method in Ref.[8]; Fig.4 (e) 
shows Camera after filtering with FIM1; Fig.4 (f) shows Camera after filtering with 
FIM2. By eye’s qualitative analysis for Fig.4, we observe that that two proposed ap-
proaches of FIM1 and FIM2 have good denoising performance for Camera compared 
with the mean filter. FIM1 and FIM2  not only remove the noise well but also reserve 
the edge and texture details information in the image, in particular for the weak edge. 
In addition, compared with the method in Ref. [8], FIM1 and FIM2 do not cause the 
blur effect because of the distance the center pixel f(x, y) and every pixel in window 
being one pixel. 

 

       
(a) CAMERA          (b) with noise variance 0.01     (c) with mean filter 

       
(d) with method in Ref.[8]               (e) FIM1                  (f) FIM2 

Fig. 4. Noisy image of CAMERA and results of denoising by four methods 

Table 2 shows the SNR values of four methods for the image of Camera. Data in 
the table 2 shows that the SNR values of the image denoised with FIM1 and FIM2 are 
higher than that with the mean filter and the method of Ref.[8] in different noise le-
vels, and shows that FIM1’s performance is prior to the FIM2 when noise level is less 
than 0.010.  

Table 2. Comparison of SNR for Camera with four methods 

Noise variance Noisy image Mean filter Ref.[8] FIM1 FIM2 
0.003 19.76 16.10 16.65 20.67 20.08 
0.005 17.62 16.03 16.46 20.10 19.69 
0.010 14.64 15.85 16.10 18.81 18.71 
0.020 11.71 15.44 15.37 16.99 17.21 
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5 Conclusions 

In this paper, we devote to introduce factional calculus theory into the research field 
of digital image processing, propose a novel fractional integral image denoising algo-
rithms which is based on Grümwald-Letnikov fractional calculus definition, and con-
struct two fractional integral masks in 3×3 window. Simulation experiments show the 
availability of the improved method, that it is prior to the mean filter and the method 
of Ref. [8], especially when the noise deviation is less than 0.010. Furthermore, the 
subjective evaluations from the figure 3 and table 1, figure 4 and table 2 can be agreed 
upon with the objective evaluation of the above table. Certain aspects of improved 
method need to be studied more carefully. 
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Abstract. There are a number of leaf recognition methods, but most of them are 
based on Euclidean space. In this paper, we will introduce a new description of 
feature for the leaf image recognition, which represents the leaf contour with 
the ordered sequence. For a leaf image, points on the contour represent the most 
important information of the leaf. Thus, by extracting serial points of the leaf 
contour, the unique corresponding ordered sequence can be obtained for a 
contour. Then, we can compute the amplitude-frequency feature by performing 
the Discrete Fourier transform on the ordered sequence. Since the low-
frequency part of the Fourier transform represents the global information and 
the high-frequency part the local details, we can adopt the amplitude-frequency 
feature for leaf image recognition. Experimental results on the famous Swedish 
library and ICL library show that the proposed feature is effective for leaf 
image recognition. 

Keywords: leaf recognition, Fourier transform, ordered sequence, amplitude-
frequency. 

1 Introduction 

On the earth, there are a huge number of plant species. Plants are the primary food 
producers which sustain all other life forms including people. They are the only 
organisms that can convert light energy from the sun into food. Some recent work has 
been focused on plant image recognition [1-5]. Wang et al. [1] pointed out that plants 
can be basically identified by their leaves. Thus, the plant recognition methods 
usually depend on physical leaf features such as leaf shape [1-2] and the pattern of 
veins [3]. The morphological and genetic features were also employed to recognize 
different species of plant leaves [4-5]. Most common features are based on shape 
recognition. They include global and local information. Past techniques used in the 

                                                           
*  Corresponding author. 



394 L.-W.Yang and X.-F. Wang 

 

shape matching of objects are: chain code cross-correlation, Fourier descriptors and 
moments, statistical pattern recognition techniques, symbolic matching, syntactic and 
relaxation methods [6]. In order to obtain the scale, rotation and shift invariance for 
feature extraction based on the Euclidean distance, the time cost will be extremely 
large. But if the feature extraction can be performed in the frequency domain, these 
issues can be easily solved.  

In this paper, we propose using the features extracted from frequency domain to 
overcome scale, rotation and shift variance problems in Euclidean space. First of all, 
we should obtain the points on the leaf contour, and then compute the ordered 
sequence with the point set. We perform the discrete Fourier transform (DFT) on the 
ordered sequence which is a series ordered value computed by the distance between 
the ordered contour points and their center point. Here, we will mainly use the linear 
property and cycle shift property of DFT. We make use of the linear transformation of 
Fourier transform to normalize the ordered sequence. One ordered sequence 
corresponds to a leaf contour with the one-to-one relationship. If the leaf contour was 
rotated, cycle shift of ordered sequence will happen. Thus we can use the cycle shift 
nature of Fourier transform to solve the leaf rotation problem. Finally, the nearest 
neighbor (K-NN) was used for recognition. 

The rest of the paper is organized as follows: Section 2 introduces the Discrete 
Fourier Transform and its properties. In Section 3, we present our feature extraction 
method based on the ordered sequence. Section 4 gives the experimental results of 
proposed features on Swedish and ICL leaf library [14]. Finally, we will make a 
conclusion in Section 5. 

2 Discrete Fourier Transform 

In this section, we shall mainly introduce the Discrete Fourier transform and its 
properties.  

The discrete Fourier transform (DFT) is one of the most fundamental operations in 
digital signal processing [7]. In cycle sequence, as a matter of fact, only limited values 
are meaningful, so many of its features can be replaced by limited sequence. For a 
discrete time series signal X: 

{ (1), (2),... ( )}X x x x N=  (1)

N is the length of the effective value of the ordered sequence. Its Discrete Fourier 
Transform can be formulated as follows: 

21

0

1
( ) ( )         0 1

k nN i
N

k
x n x k e n N

N

π× × ×− − ×

=
= × ≤ ≤ −  (2)

Discrete Fourier Transform has many good properties and two of them are important 
for plant leaf recognition. 

I. The linear property: Since Fourier transform is a linear operation, which means 
that if discrete ordered sequences are multiplied by a constant c ∈ R, the 
corresponding frequency domain will have the same scale: 
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( ) ( )c g x c G w× ↔ ×  (3)

This property can play a very important role in data normalization especially in leaf 
feature normalization process. 

II. The cycle shift property: If the original sequence is processed with cycle shift 
by k bits: 

( ) { ( 1), ( 2),..., ( ), (1), (2),..., ( )}X K x k x k x N x x x k= + +  (4)

So the corresponding information of every frequency should be multiplied by a 

complex iwke−  based on w: 

( ) ( )iwkX k e G w−↔ •  (5)

Because iwke−  located on unit cycle, the result of Fourier transforms merely changes 
by phase position shifting. But the amplitude |G (w) | is stable. 

( ) ( )iwkG w e G w−= •  (6)

This property is useful for achieving the leaf contour rotation invariance. 

3 Leaf Feature Extraction 

Leaf recognition plays an important role in plant classification and its key issue lies in 
whether selected features are stable and have good ability to recognizing different 
species of leaves [8]. 

3.1 The Leaf Contour Extraction 

There are a couple of methods for leaf contour extraction, such as Canny operator [9], 
eight-direction chain code method [10], gradient based edge tracing [11]. In this 
paper, we shall extract the leaf contour based on gradient information. 

Before leaf contour extraction, the image should be pre-processed in advance. 
Firstly the colorful image should be transformed into gray image. Secondly the gray 
image should be transformed into binary image with the threshold obtained by OTSU 
[12]. Then, we can extract the leaf contour with eight-direction chain code. At last, we 
will keep only 100 points of the leaf contour by using linear interpolation on image 
which size is less than 128*128 pixels. You can change the number of points 
according to practical application. Fig.1 shows the process of our contour extraction. 

 

 

Fig. 1. The Process of Contour Extraction 

Fig. 2 demonstrates the extracted contours of leaves from Swedish leaf image 
library. It is clearly seen that 100 points can not only preserve the global information 
of leaf but also contain local information of leaf. 
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Fig. 2. Extracted contours of leaves from Swedish library 

3.2 The Generation of Ordered Sequence 

In our method, the computing of effective sequence is a key step since the sequence is 
the only representation for the leaf contour. Generally, leaf contours of same plant 
may have the similar sequence while contours of different plants usually have 
different sequences. In this way, we can distinguish the leaves by their corresponding 
sequence. 

Here, we use the Euclidean distance between contour point and center point which 
is simple to compute and also accurate to express the contour information. 

Firstly, the center point Pm (x m, y m) of the leaf contour should be computed with 
Eq. (7), and Fig.3 shows two leaf contours with their center point. 

1 1

1 1
,

n n

m i m i
i i

x x y y
n n= =

= =   (7)

 

Fig. 3. Leaf contours and center points 

Secondly, the Euclidean distance is computed by using Eq. (8). The sequence keeps 
the order of the points. So the sequence and the point set are accordant. 

2 2( ( , ), ( , )) ( ) ( )i i i j j j i j i jd p x y p x y x x y y= − + −  (8)

The illustration of ordered sequences corresponding to 15 leaf contours in Fig.2 is 
shown in Fig.4. Horizontal axis represent the order of sequence. Vertical axis 
represents the value of sequence. 

 

 

Fig. 4. The Illustration of Ordered sequences corresponding to 15 leaf contours in Fig.2 

It should be emphasized that the points on the leaf contour are ordered, and the 
computed sequence is also ordered. Thus the relationship between sequence and the 
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points of leaf contour is one-to-one correspondence. The normalized formula is 
defined by Eq. (9). 

min

max min

x x
y

x x

−=
−

 
(9)

Through Eq. (9), the value of sequence is restricted ranging from 0 to 1 to make sure 
that sequence is unified. So the problem of scale variance is solved, which also means 
that the ordered sequence ensure the scale invariance. 

The reason for why we keep the sequence ordered is that the problem of contour 
rotation can be solved with the cycle shift nature of DFT (as shown in Fig.5). When 
the leaf contour is rotated in Fig.5 (b), the corresponding sequence will circularly shift 
by n bits. Next, we transform it into frequency domain; the same amplitude-frequency 
feature can be obtained. Thus, the usage of DFT can achieve the leaf contour rotation 
invariance. If the sequence is disordered, the problem of contour rotation will be not 
solved by the nature of DFT. 

 
(a)         (b) 

Fig. 5. The leaf contour rotation and ordered sequences. (a) Original leaf contour and ordered 
sequence. (b) Rotated leaf contour and ordered sequence. 

3.3 Generation of Amplitude-Frequency Features 

After the ordered sequence is obtained and normalized, choosing a range of 
frequency, we can use Fourier transform in Eq. (2) to obtain the Amplitude-
Frequency Features. It can be seen from Fig.6 and Fig.7, the Amplitude-frequencies is 
an efficient discriminated feature for recognizing the leaves. 
 

 
(a)                 (b) 

Fig. 6. Amplitude-Frequency features for the same species of leaves 

The both leaf images in Fig.6 are scaled and rotated. From Fig.6, we can see that 
the amplitude-frequency feature is constant. That means amplitude-frequency feature 
can overcome the problem of scale and rotation. 
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(a)             (b) 

Fig. 7. Amplitude-Frequency features for the different species of leaves 

The both images in Fig.7 are from different classes. From Fig.7, we can see that the 
amplitude-frequency feature is quite different. That means amplitude-frequency 
feature can be regarded as feature for classification. 

4 Experimental Results  

In our experiments, nearest neighbor (K-NN) was used for recognition. The parameter 
K is set to 1. In this paper, experiments were performed on famous Swedish library 
and our ICL library [13]. In Swedish library, we selected 25 leaf images from each 
leaf species for training, and 50 leaf images from each species for test. There are 375 
leaf images in training set, and 750 leaf images in test set. In our ICL library, we 
select a subset which contains 50 species of plant leaves. We select 10 images from 
each leaf species for training, and 20 leaf images from each species for test. There are 
500 leaf images in training set, and 1000 leaf images in test set. 

The experimental result of Fourier descriptors and our amplitude-frequency feature 
by K-NN method on Swedish library and ICL library is shown in Table 1. It can be 
seen that the amplitude-frequency feature is more effective.  

Table 1. k-NN recognition results based on amplitude-frequency features 

Feature Accuracy on Swedish Library Accuracy on ICL Library 

Amplitude 
frequency 89.6% 91.6% 

Fourier 
descriptors 

85.333% 80.6% 

 
For leaves from the same plant classes, shift, scale and rotation variance may 

happen. In Fig.8, F1, F2, F3, F4 and F5 represent 5 leaf contours from the same class. 
It is obviously that shift, scale and rotation variance existed. 

 

 

Fig. 8. Leaves in same class 

F1 F2 F3 F4 F5 
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We select 5 images from each class, extract amplitude-frequency feature, and then 
calculate the inner-class variances and between-classes variances of above 5 leaf 
contours based on Fourier descriptors and amplitude-frequency feature. Fig.9 shows 
the inner-class variances based on Fourier descriptors and amplitude-frequency 
feature. Here, red squares represent the inner-class variance based on amplitude-
frequency, and blue rhombuses represent the between-classes variances. It is obvious 
that inner-class variances based on amplitude-frequency are better than that based on 
Fourier descriptor. That is to say the amplitude-frequency feature is more effective 
than Fourier descriptor for recognizing leaves in the same species. 

 

 

Fig. 9. Inner-class variances of Fourier descriptors and amplitude-frequency feature for each 
class  

Table 2. Inner-class variances and between-class variances for all classes with amplitude-
frequency feature and Fourier descriptors 

 BS  wS  /B WS S  

Amplitude-frequency 2675.0945 508.0388 5.2655 
Fourier Descriptors 14327485.7251 5763918.675 2.4857 

 
Here we compute the inner-class variances and Between-Class variances for all 

classes with amplitude-frequency feature and Fourier descriptors, as shown in Table 
2. Inner-class variance for all classes based on amplitude-frequency is 508.0388, and 
between-class variance is 2675.0945.Inner-class variance based on Fourier descriptors 
is 5763918.675, and between-class variance is 14327485.7251. If the features can 
make inner variance minimal, and make between-class variance maximal, it will be 
more effective. From Table 2, it is obvious that the rate /B WS S = 5.2655 of 

amplitude-frequency is larger than /B WS S = 2.4857 of Fourier descriptors. That 

means amplitude-frequency feature is more effective than Fourier descriptors feature 
in practical classification. 

5 Conclusion 

In this paper, we analysis Fourier transform and its property, and then we propose a 
new feature for leaf recognition based on it. Firstly, the leaf image should be pre-
processed into binary image, and then we extract point set to represent the contour. 



400 L.-W.Yang and X.-F. Wang 

 

Through computing the distance between point set and the center point of the set, we 
can obtain an ordered sequence. Next, we will transform the sequence by Fourier 
transform. The amplitude-frequency can be regarded as the feature. Finally, we can 
use this feature to do some experiments on Swedish library and our ICL library with 
K-NN classification. We also do some more experiments with Fourier descriptors for 
comparison. The experiment results show the amplitude-frequency feature is more 
effective than Fourier descriptors, so we can use the amplitude-frequency feature to 
recognize plant leaf. 
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Abstract. LLE is a nonlinear dimensionality reduction method, which has been 
successfully applied to data visualization. Based on the assumption of local 
linearity, LLE can compute the weights between the KNN nodes using the local 
least reconstruction errors, which increase the computational cost. In this paper, 
a method titled Discriminant Graph Based Linear Embedding (DGBLE) is 
proposed to set the weights between the nodes in the KNN graph directly to 
reduce the computational expense. Moreover, label information can also be 
taken into account to improve the discriminant power of the original LLE. 
Experiments on some benchmark data show that the proposed method is 
feasible and effective.    

Keywords: LLE, graph, linear embedding. 

1 Introduction 

Dimensionality reduction from the original data, which is often dictated by practical 
feasibility, is an important step in pattern recognition tasks. Dimensionality reduction 
is also an important process in exploratory data analysis, where the goal is to project 
the input data onto a feature space which can reflect the important inherent structure 
of the original data. Since there are large volumes of high dimensional data in 
numerous real world applications, some of which are perhaps superfluous, so 
extracting the most useful features from the real world data not only helps to probe 
into the essential structure of the data, but also contributes to accomplish the task of 
classification and visualization at low computational cost.   

Over the past several years, the study on dimensionality reduction methods has 
being conducted and many useful feature extraction techniques including linear and 
nonlinear methods, supervised or non-supervised ones have been well developed [1]. 
Among them, LLE [2] is a representative nonlinear manifold learning method. Based 
on the assumption of the local linearity, LLE first constitutes local coordinates with 
the least constructed cost and then maps them to a global one. Experiments have 
proven that LLE is an effective method for visualization. However, some limitations 
are exposed when LLE is applied to pattern recognition.  
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One limitation is the out-of-sample problem [3]. Because the weighted matrix of 
LLE is constructed on the training data, when a new data point is coming, how to 
generalize the results of training samples to the coming data is attracting many 
attentions. Another limitation lies in that the classical LLE neglects the class 
information, which will impair the recognition accuracy. So in this paper, we will 
present a discriminant graph based linear embedding method to overcome the above 
problems in the original LLE.  

The paper is organized as follows. Section 2 describes classical LLE algorithm. 
Section 3 presents the proposed Discriminant Graph Based Linear Embedding 
algorithm. Experimental results and simulations on YALE and Palm Print data [4] 
sets are offered in Section 4. Then the whole paper is finished with some conclusions 
in Section 5. 

2 Locally Linear Embedding 

Let 1 2[ , ,..., ] D n
nX X X X R ×= ∈ be n points in a high dimensional space. The data 

points are well sampled from a nonlinear manifold, of which the intrinsic 
dimensionality is d ( d D ). The goal of LLE is to map the high dimensional data 
into a low dimensional manifold space. Let us denote the corresponding set of 
n points in the embedding space as 1 2[ , ,..., ] d n

nY Y Y Y R ×= ∈ . The outline of LLE can 

be summarized as follows: 
Step1: For each data point iX , identify its k nearest neighbors by kNN criterion or 

ε − ball criterion; 
Step2: Compute the optimal reconstruction weights which can minimize the error 

of linearly reconstructing iX by its k nearest neighbors; 

Step3: Compute the low-dimensional embedding Y for X that best preserves the 
local geometry represented by the reconstruction weights 

Step1 is typically done by using Euclidean distance to define neighborhood, 
although more sophisticated criteria may also be used, such as Euclidean distance in 
kernel space or cosine distance. Step 2 seeks the best reconstruction weights. 
Optimality is achieved by minimizing the local reconstruction error of iX , 

( )
2

1

arg min
k

i i ij j
j

W X W Xε
=

= −  (1)

Step 3 computes the optimal low dimensional embedding Y  based on the weight 
matrix W obtained from Step 2.  

{ } { }( ) T T
ij i jij

Y tr M Y Y tr YMYε = =  (2)

 
 



 Discriminant Graph Based Linear Embedding 403 

So based on the weighted matrixW , a sparse, symmetric and positive semi-definite 
matrix M can be defined as follows. 

( ) ( )TM I W I W= − −  (3)

3 Discriminant Graph Based Linear Embedding  

In this section, we will propose a discriminant graph based linear embedding method 
to avoid the problems existed in the original LLE. Firstly, a linear transformation is 
introduced to solve the out-of-sample problem in traditional manifold learning. 
Second, the weights between nodes in a KNN graph are set directly by taking the 
label information into account, which will be described in the following. 

3.1 The Weight between Two Nodes 

In the original LE or LPP, the weight between two nodes is defined to be a heat kernel 
or simply either 1 or 0, which can not reflect their class information. In the proposed 
algorithm, the weight between two points is defined based on their local information 
and class information. The definition is stated below in details.  

Shown in Fig.1 is the typical plot of ijW  as a function of 2 ( , ) /i jd X X β . In Fig.1, 

S1 denotes the case that both iX  and jX  are k  nearest neighbors each other 

and iX , jX  have the same label; S2 denotes the case that both iX  and jX  are k  

nearest neighbors each other and iX , jX  have different labels and S3 denotes the 

other cases. The weight ijW  displays the discriminant similarity between iX  

and jX .The similarity integrates the local neighborhood structure and the class 

information. 

2

2 2

If   both  and  are  
( , )

exp( ) nearest neighbors each other 

with the same label;

If   both  and  are   
( , ) ( , )

exp( ) 1 exp( ) nearest neighbors each other 

with di

i j

i j

i j
ij i j i j

X X k
d X X

X X k
W d X X d X X

β

β β

−

=  
− − −  

  fferent labels;

0 otherwise















 (4)

3.2 Discriminant Graph Based Linear Embedding 

In order to overcome the out-of-sample problem, a linear transformation, 
i.e. TY A X= , is plug. Thus the objective function of the original LLE can be changed 
into the following form. 
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Fig. 1. Typical plot of jX  as a function of 2 ( , ) /i jd X X β  

( ) { } { }1 min minT T TJ A tr YMY tr A XMX A= =  (5)

Where M can be computed by Eqn.(4) and the weights between two nodes can also 
obtained by Eqn.(5).Thus the outline of the proposed LPLDE can be summarized as 
follows. 

Step1: Compute the weights between points iX and jX according to Eqn.(5); 

Step2: Construct matrix M based on Eqn. (4);   
Step3: Construct a matrix D defined to TD XMX= ; 
Step4: Compute the d bottom generalized eigenvalues and the corresponding 

eigenvectors matrixV of D and obtain d -dimensional embedding TY V X= ; 
Step5: Adopt a suitable classifier to classify the embedding results. 

4 Experiments 

4.1 Experiment on Yale Face Database 

The Yale face database has 165 images for 15 individuals, where each person has 11 
images. The images demonstrate variations in lighting condition (left-right, center-
light, right-light), facial expression (normal, happy, sad, sleepy, surprised and wink), 
and with or without glasses. Each image is cropped to be the size of 32 32× . Fig.2 
shows the cropped images of one person. 
 

 

Fig. 2. Sample images of one person in Yale database 

We randomly select six images as training set and the rest five images as test set for 
each class. The parameter k can be set to 5 when constructing the neighborhood 
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graph. LDA[5], LPP[6] and ONPP[7] are carried out to extract features. At last we 
use the nearest neighbor method for classification. Shown in Table.1 is the optimal 
accuracy. It is found that the proposed method outperforms the other techniques.  

Table 1. Performances comparison on Yale face data 

Approaches Recognition rate Dimensions

LDA 91.15% 16 
LPP 92.23% 12 

ONPP 93.42% 14 
DGBLE 94.16% 20 

4.2 Experiments on Palmprint Data 

In the PolyU palmprint database, there are 100 persons and each with 6 palmprint 
images. Fig.3 displays the cropped samples. The images were cropped with size of 
128 by 128.  

We selected the first session images as training samples and the second session 
images as test set. When constructing the neighborhood graph, k is set to 2. Then we 
use LDA, LPP and ONPP to extract the features. At last the nearest neighbor 
classifier is adopted to classify these features. Shown in Table.2 are performances on 
The PolyU palmprint database, where the proposed algorithm can gain the best 
results. 

 

Fig. 3. The cropped sample images from PolyU palmprint 

Table 2. Performances comparision on Palmprint database 

Approaches Recognition rate Dimensions 

LDA 90.33% 52 
LPP 95.67% 90 

ONPP 96.67% 60 
DGBLE 97.33% 94 

5 Conclusions 

In this paper, a discriminant manifold learning method, namely Discriminant Graph 
Based Linear Embedding, is proposed for classification. The proposed algorithm uses 
the label information to construct the weights between any two nodes in the original 
data. So the proposed algorithm becomes more suitable for the tasks of classification. 
This result is validated by experiments on real-world data set.   
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Abstract. This paper presents a performance analysis of omnidirectional vision 
based Simultaneous Localization and Mapping (SLAM). In omnidirectional 
vision based SLAM; robots perform vision based SLAM using only monocular 
omnidirectional cameras. In this paper, we mainly investigate the use of an 
omnidirectional camera for Extended Kalman Filter (EKF) based SLAM. To 
evaluate the success of omnidirectional vision based SLAM, we have also 
conducted the same simulations using a laser range finder (LRF). Main 
contributions of this paper are the use of an omnidirectional camera to perform 
SLAM in the Unified System for Automation and Robot Simulation 
(USARSim) environment, which is controlled by MATLAB in our study. The 
results of USARSim simulations show that depending on the environmental 
conditions omnidirectional cameras can be used as an alternative to other range 
bearing sensors and stereo cameras.  

Keywords: Omnidirectional camera, SLAM, USARSim, MATLAB. 

1 Introduction 

In robotic mapping, a robot explores an unknown environment and attempts to build a 
map of it [1]. Robots sense the landmarks in the environment via their proprioceptive 
and exteroceptive sensors, after calculating the range values; they create a map of the 
environment in a probabilistic way.  Laser range finders and sonar sensors are two 
examples of range and bearing sensors that can be used for SLAM [2]. Researchers 
prefer laser range finders since they provide very accurate measurements in most 
cases. In addition to these sensors, vision based sensors are drawing the attention of 
research community since they offer exiting opportunities over other type of sensors 
which provide only range and bearing. A major limitation in vision based SLAM is 
the narrowness of the camera’s field of view [3]. Another alternative is the use of 
omnidirectional cameras in SLAM due to their surround observation capabilities 
despite of their low resolutions [4], [5]. Omnidirectional camera systems are used in 
different type of applications such as autonomous robot navigation, surveillance and 
3D reconstruction [6].   
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There are different types of omnidirectional camera systems, but among these 
catadioptric camera systems are the most preferred ones due to their relatively low 
costs. A catadioptric vision system (CVS) is shown in Fig. 1. A CVS consists of a 
conventional camera positioned in front of a convex mirror. In a CVS, the center of 
the mirror is aligned with the optical axis of the camera. 

 

Fig. 1. Catadioptric omnidirectional camera [19] 

Researches show that sensor accuracy is one of the factors that directly affect the 
performance of SLAM [1], [2]. Omnidirectional cameras have some advantages and 
disadvantages that may affect SLAM performance [7]. This paper presents 
simulations to show the efficiency of an omnidirectional camera in SLAM.  

The paper is organized as follows. Robotic mapping and Omnidirectional vision 
based SLAM are explained in Section 2. The simulation studies with USARSim and 
MATLAB are given in Section 3. Conclusions of the paper and future work are given 
in Section 4.  

2 Omnidirectional Vision Based Simultaneous Localization and 
Mapping 

A true omnidirectional sensor views the world through an entire sphere of view as 
shown in Fig. 2. The image obtained from an omnidirectional sensor can provide 360 
degree information around the sensor and the direction angle information data with 
the principle point of camera obtained relatively accurate from the image [8]. The 
single viewpoint allows the construction of pure perspective images or panoramic 
images [9]. Panoramic sensors are different from omnidirectional sensors since they 
are omnidirectional only in one of the two angular dimensions [9]. 
 

 

Fig. 2. Omnidirectional vision vs panoramic vision [9] 

A catadioptric system uses a reflecting surface to enhance the field of view. The 
position, orientation, and shape of the reflecting surface are related to the viewpoint 
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and field of view [9]. For a catadioptric system, such as the one used in our 
simulations, to satisfy the single viewpoint constraint (SVC), all irradiance 
measurements must pass through an effective viewpoint [10], [11]. In this way, 
geometrically correct perspective images can be constructed and planar and 
cylindrical perspective images reconstructed [11]. In [10], a solution of the SVC 
equation for hyperbolic solutions is given.  

Let c denote the distance between the camera pinhole F and the effective viewpoint 

F´ as shown in Fig. 3, r is defined by 2 2r x y= +  and k is a constant. 
2 2

2 2
( ) ( 1) ( )

2 2 4

c k c k
z r

k

−− − − =     ( 2)k ≥  (1)

 
Fig. 3. Parabolic mirror and camera geometry of catadioptric cameras 

The solution comprising the parameters c and k has five types of solutions: planar, 
conical, spherical, ellipsoidal and hyperboloidal. The omnidirectional viewing system 
simulated for the USARSim environment belongs to the hyperboloidal solutions, 
defined by (1) with k>2 and c>0 [11]. 

3 Simulation Studies 

MATLAB and USARSim have been used in the simulation studies. USARSim is a 
simulation platform of robots and environments [12]. It is the basis for the RoboCup 
rescue virtual robot competition. USARSim consists of environmental models, many 
sensor models, and robot models of some experimental and commercial robots. It also 
includes drivers to interface with external control frameworks. We are planning to use 
Corobot mobile robots in our field tests but Corobot is not supported by USARsim. 
Hence, Pioneer P2AT robots have been used in the USARSim simulations since they 
support many sensor models. The USARSim MATLAB Toolbox is used to interface 
with USARSim and develop robot control programs in MATLAB [13]. With this 
toolbox, it has been possible to get sensor measurements from the USARSim 
environment and develop our SLAM and Foreign Object Detection algorithms in 
MATLAB. The toolbox also allows learning true robot position and orientation. In 
addition to the toolbox, USAR Screenshot Tool and FRAPS [14] have been used to 
get images from the Pioneer P2AT robot during the simulation.  USAR Screenshot 
Tool comes with USARSim MATLAB Toolbox.  
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Fig. 4. (a) A Simulated omnidirectional camera, (b) A simulated P2AT with an omnidirectional 
camera mounted on a pillar driving autonomously in the simulation environment 

A robot named “explorer” with a laser range finder and an omnidirectional camera 
as exteroceptive sensors has been created in USARSim. To set up the simulation of 
the catadioptric camera, USARBot.ini file has been edited. Though there are many 
map options available in USARSim, we have chosen a simple map to be able to 
evaluate the performances of laser range finder based SLAM and omnidirectional 
vision based SLAM effectively. Omnidirectional vision based SLAM requires 
omnidirectional cameras. An omnidirectional camera in USARSim looks upwards 
towards a parabolic convex mirror, and seems to capture the reflection in the mirror 
[12]. It depicts the complete 360° surroundings with the perspective distortion. Unreal 
engine used by USARSim supports only planar reflecting surfaces. The 'security 
camera trick' is used to simulate a non-planar mirroring surface [12]. Fig. 4 (a) shows 
a simulated omnidirectional camera, and Fig. 4 (b) shows a simulated P2AT robot 
with an omnidirectional camera mounted on a pillar in USARSim during SLAM 
operation.  

3.1 Performing Omnidirectional Vision Based SLAM 

While the robot wanders around, it needs to detect the features in the environment. 
The goal of omnidirectional vision based SLAM is to measure the relative distances 
from the robot to the features [15]. The main steps of our approach are as follows: 

1. Acquiring an image from USARSim by using the USARSim Matlab Toolbox. 
2. Calibrating the mirror system by detecting the center of the image and 

specifying external and internal boundaries of the omnidirectional image. 
3. Detecting the contours of features by using an image processing technique. 
4. By using the knowledge of the optics of the mirror system to calculate the 

distances to the features’ contours.  
5. Returning this information to the SLAM algorithm in MATLAB. 

Since the acquired image in step 1 is obtained from an omnidirectional camera, the 
image has to be flipped.  

image=imflipud(omnidirectional_image) 

This function automatically flips the acquired image from the camera up-down. 
In Step 2, the center of the omnidirectional image is found to calibrate the mirror 

system of the camera. To automatically calibrate the camera, we have developed a 



 A Performance Analysis of Omnidirectional Vision Based SLAM 411 

 

script but it is not functioning properly yet. But this is not a concern for this study 
since we control a P2AT robot in the simulation environment, and we do not have full 
control on the robot. Hence, we have set the center of the camera manually.  

In Step 3, the contours of features by using an image processing technique is 
detected. Radial lines departing from the image center are scanned and searched for 
the first intensity step between white and black [16]. Before doing this, the 
omnidirectional image is unwrapped into a rectangular image as shown in Fig. 5. 
[unwrappedimage, theta] = imunwrap(image, center, angstep, Radius_max, 
Radius_min). 
 

 

Fig. 5. Conversion of a spherical image to an unwrapped image 

Unwrapped image is segmented into black and white.  
Blackandwhiteimage = img2bw(unwrappedimage, BWthreshold) 
The distance in pixel corresponds to the number of pixels from left image border 

until first black point. 
distanceinpixel = getpixeldistance(blackwhiteimage , Radius_min) 
For conversion of the image distances in pixels to metric distances, the optics of 

the camera-mirror system shown in Fig. 6 is used. 
 

 

Fig. 6. The optics of the camera-mirror system 

The following equation is derived by using the rectangular triangle in Fig. 6: 
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( ) tan( )d hθ θ=  (2)

The relation between θ, which is the distance in pixels, and the angle ρ can be 
approximated by a first order Taylor expansion: 

1θ ρ
α

≈  (3)

Combining the equations 1 and 2 yields the equation 3. However, due to the 
hyperbolic shape of the mirror this formula is limited to small distances. 

( ) tand h
ρρ
α
 =  
 

( ) tand h
ρρ
α
 =  
 

 (4)

The basis of our method has been derived from the method in [15]. Instead of this 
method, an alternative method, color-based free-space detection, is proposed in [17]. 

3.2 Performance Comparison of Omnidirectional Vision Based SLAM and 
EKF Based SLAM Using a Laser Range Finder 

To evaluate the performance of omnidirectional vision for SLAM applications, we 
have compared the performance of omnidirectional vision based SLAM with EKF 
based SLAM using a LRF. The evaluation is based on calculating the differences of 
the estimated positions of a P2AT robot in USARSim environment with the real 
positions obtained from USARSim. Table 1 lists the averaged overall error bounds of 
the methods compared.  

Table 1. Comparison of overall error bounds 

Overall mean value of the error 
bound 

Omnidirectional vision 
based SLAM 

SLAM using a laser range 
finder 

x 8.11 cm 3.83 cm 
y 7.43 cm 2.47 cm 
theta 5.21° 2.17° 

 
Though the algorithms we use have some major drawbacks related to the 

implementation problems resulting from using different applications together, our 
simulation results provide some valuable insights into the performance of 
omnidirectional vision based SLAM. 

4 Conclusions  

This paper focuses on using omnidirectional cameras as range bearing sensors in 
SLAM applications, and presents a simulation study based performance analysis of 
omnidirectional vision based SLAM. The advantages/disadvantages  
of omnidirectional vision based SLAM and the design challenges related to 
omnidirectional vision based SLAM are investigated and shown with the results of 
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the simulation studies in the USARSim platform. Though the results of our 
simulations show that omnidirectional vision based SLAM has bigger overall error 
bounds (global x, global y, and theta) than EKF-based SLAM using a laser range 
finder, omnidirectional cameras are cost effective alternatives to range bearing 
sensors and stereo cameras. The results of our simulations also show that the 
omnidirectional SLAM method proposed in this study is suitable for indoor 
environments since the success of this method depends mainly on the environmental 
conditions which can affect the camera, and the distances to features. 

While our performance analysis on omnidirectional vision based SLAM provides 
valuable insight into design issues for omnidirectional vision based SLAM 
applications, they are only a first step. As a future work, field tests with autonomous 
robot platforms, i.e., Corobot [18], will be conducted to show the efficiency of 
omnidirectional vision based SLAM.   
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Abstract. Trajectory estimations of tracked mobile robots have been widely 
used to explore unknown environments and in military applications. In this 
paper, we estimate the precise trajectory of a tracked skid-steered mobile robot 
that contains an inertial measurement unit (IMU) and an optical encoder. For a 
systematic estimation, we implement a sigma-point Kalman filter (SPKF), 
which produces more accurate trajectory information, is easier to calculate, and 
requires no analytic derivations or Jacobians. The proposed SPKF compensates 
for the limitations of the IMU and encoder in trajectory estimation problems, as 
observed from our experimental results.  

Keywords: Tracked mobile robots, Inertial Measurement Unit (IMU), Sensor 
fusion, Sigma-Point Kalman Filter (SPKF). 

1 Introduction 

Recently, several studies have proposed and developed various approaches to estimate 
the position of mobile robots. For example, one study used an extended Kalman filter 
with a low-cost GPS unit and inclinometer to develop a localization scheme for 
Ackerman steering vehicles in indoor autonomous navigation situations by estimating 
the positions of the vehicles and their sensor biases [1]. In another study, a 
navigational system, consisting of a MEMS-based digital in-plane three-axis IMU, an 
active beacon system, and an odometer, was utilized to obtain more precise robot 
position data and to monitor the robot environment in real-time [2]. In [3], a relative 
localization method was used to determine the navigational route of a convoy of 
robotic units in an indoor environment using a discrete extended Kalman filter based 
on low-cost laser range systems and built-in odometric sensors. Yet, discrepancies 
remain between the position measurements and the navigational estimations from 
odometric, infrared, and ultrasonic measurements and Kalman filtering techniques in 
skid-steered vehicles, as presented in [4]. Consequently, [5] introduced the unscented 
Kalman filter for a known kinematic model of robots. Then, in [6], a family of 

                                                           
* Corresponding author. 
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improved derivative nonlinear Kalman filters, called sigma-point Kalman filters 
(SPKFs), was used and can be applied to the problem of loosely-coupled GPS/INS 
integration. A novel method to account for latency in GPS updates has also been 
developed for the SPKF.  

Thus, this paper focuses on using the estimated system in order to obtain the 
precise trajectory of a four-wheeled, tracked, skid-steered mobile robot (Hazard 
Escape I) based on IMU kinematic motion and velocity constraints. It describes the 
details of the sensor fusion technique that combines the IMU sensor with the optical 
encoder. For a systematic estimation, it implements the sigma-point Kalman filter, 
which produces more accurate position information, is easier to calculate, and 
requires no analytic derivations or Jacobians. The estimated results are compared with 
the measurement results from the IMU and encoder sensors installed on a four-
wheeled, tracked, skid-steered mobile robot, as shown in Fig. 1. 

  

 

Fig. 1. The NT - Hazard Escape I Mobile Robot 

This paper is organized as follows: Section 2 introduces the IMU kinematic motion 
model and the velocity constraints. The sigma-point Kalman filter is discussed in 
Section 3. The experimental setup and results are described in Section 4. Section 5 
presents the conclusion.  

2 IMU Kinematic Model and Velocity Constraints 

2.1 IMU Kinematic Motion Model 

We define a navigational reference frame N(X,Y,Z) and robot body frame B(x,y,z), as 

shown in Fig 2. Let PN(t)=[XN(t),YN(t),ZN(t)]T 3∈  and VN(t)=[Vx(t),Vy(t),Vz(t)]
T 

3∈  denote the position and the velocity vectors, respectively, of the IMU in the N 

frame. Furthermore, let [ , , ]Tφ θ ψΘ = 3∈  denote the attitude angles. We also 

define the IMU acceleration and the angular rate measurements in the B frame as aB = 

[aBx,aBy,aBz]
T 3∈  and ωB = [ωBx, ωBy, ωBz]

T 3∈ , respectively. Then, it is 
straightforward to calculate the transformation from the B frame to the N frame, as 
given by the following matrix:  

N
B

c c s c c s s s s c s c

C c s c c s s s s c s c s

s c s c c

θ ψ ψ φ ψ φ θ φ ψ ψ θ φ

θ ψ φ ψ θ φ ψ φ ψ θ φ ψ

θ θ φ φ θ

 − + +
 = + − + 
 − 

 (1)
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where cos ,s sincθ θθ θ= = , and the same notiation convention is used for 

anglesφ andψ . 

 

Fig. 2. An IMU kinematic model of a four-wheeled, tracked, skid-steered mobile robot 

Note that the Euler angles transform according to the matrix   

1 sin tan cos tan

0 cos sin

0 sin / cos cos / cos

q

φ θ φ θ
θ θ

φ θ φ θ
Θ

 
 = − 
  

 (2)

Assuming that there is no moving bias, after subtracting the constant offset and local 
gravity vector, the accelerometer model and the gyros model can be described as [7] 

B B accela x w= +  (3)

B B gyrosr wω = +  (4)

where the true acceleration vector, the true angular rate vector of the vehicle in the B 
frame, the acceleration of white noise, and the angular rate of white noise are 

[ , , ]TB Bx By Bzx x x x=    , [ , , ]TB Bx By Bzr r r r= , accelw  and gyrosw , respectively. Then, the 

kinematic motion equation for the IMU can be simplified such that 

N N

N
N B B

B

P V

V C a

q ωΘ

=

=

Θ =






 (5)

2.2 Velocity Constraints 

The IMU coordinate is located at (xM, yM, 0) in the B frame, as shown in Fig. 2. Using 
two wheel encoders in the left and right sides of the vehicle, we obtain the IMU 

velocity vector [ , , ]TB Bx By Bzv v v v=  in the B frame. Due to the low speed of the 

mobile robot, the wheel slips and the longitudinal ICR location S are very small and 
can be neglected from the velocity constraints. Based on [8], since the four tracked 
wheels of our robot always contact the ground and the IMU is fixed on the robot 
platform, the velocity constraints for the IMU device can be simplified as  
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0Bzv =  (6)

Bx Mv v y ω= −  (7)

By Mv x ω=  (8)

where v  and ω  are the velocity and angular speed of robot, respectively, as measured 
by two optical encoders.  

3 Sigma-Point Kalman Filter Design 

Now we define the state variable vector 9( ) [ ( ), ( ), ( )]TN NX k P k V k k= Θ ∈ . We 

rewrite the IMU kinematic equation shown in (5) in discrete-time form such that  

( ) ( ( 1), ( ), ( 1)) ( 1) * ( ( 1), ( ), ( 1))X k f X k u k w k X k T g X k u k w k= − − = − + Δ − − (9)

where the IMU input signals at the kth sampling time are ( ) [ ( ), ( )]TB Bu k x k r k=  , the 

data sampling period is ∆T, and the nonlinear function g of the process model is given 
by  

( )

( ( 1), ( ), ( 1)) ( )( ( ) ( 1))

( ( ) ( 1))

N

N
B B accel

B gyros

V k

g X k u k w k C k x k w k

q r k w kΘ

 
 

− − = + − 
 + − 

  (10)

Using the velocity constraints from (6)-(8), the IMU velocities in B frame can be 

described as the measurements 3( ) [ ( ), ( ), ( )]TBx By Bzy k v k v k v k= ∈ . Including the 

wheel encoder measurement noises and ground topography denoted by n(k), the 
measurement model can be rewritten in discrete-time form as  

( )( ) ( ( )) ( ) ( )
TN

B Ny k h X k n k C V n k= + = +  (11)

Then, the SPKF for the system described by (9) and (11) can be implemented by 
concatenating the state and noise components together 

as ( ) [ ( ) ( ) ( )]a T T T TX k X k w k n k= . The implementation for the SPKF is as follows [6]: 

• Initialize with: 

ˆ ˆ(0) (0) (0) 0 0
Ta a TX X X   = Ε =      (12)

( )( )
(0) 0 0

ˆ ˆ(0) (0) (0) (0) (0) 0 0

0 0

Ta a a a a

P

P X X X X Q

R

 
   = Ε − − =       

 (13)

Iterate for each time step {1,..., }k ∈ ∞ via 
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• The sigma point calculation: 

ˆ ˆ ˆ( 1) ( 1) ( 1) ( 1) ( 1) ( 1)a a a a a ak X k X k c P k X k c P kχ  − = − − + − − − −  
 (14)

• Time update: 

( )( / 1) ( 1), ( ), ( 1)x x wk k f k u k kχ χ χ− = − −  (15)

2
( )

0

ˆ ( / 1) ( / 1)
L

i x
m i

i

X k k W k kχ
=

− = −  (16)

( )( )
2

( )

0

ˆ ˆ( / 1) ( / 1) ( / 1) ( / 1) ( / 1)
L Ti x x

i iC
i

P k k W k k X k k k k X k kχ χ
=

− = − − − − − − (17)

• Measurement update: 

( )( / 1) ( / 1), ( / 1)x nY k k h k k k kχ χ− = − −  (18)

2
( )

0

ˆ( / 1) ( / 1)
L

i
m i

i

y k k W Y k k
=

− = −  (19)

( )( )
2

0

ˆ ˆ( / 1) ( / 1) ( / 1) ( / 1)
L

Ti
U C i i

i

S W Y k k y k k Y k k y k k
=

= − − − − − −  (20)

( )( )
2

( )

0

ˆ ˆ( / 1) ( / 1) ( / 1) ( / 1)
L Ti x

U iC
i

C W k k X k k Y k k y k kχ
=

= − − − − − −  (21)

/U UK C S=  (22)

( )ˆ ˆ ˆ( ) ( / 1) ( ) ( / 1)X k X k k K y k y k k= − + − −  (23)

( ) ( / 1) T
UP k P k k KS K= − −  (24)

where c L λ= + is a scaling parameter that determines the spread of the sigma-
point. 

4 Experiments 

4.1 Experiment Setup 

In our experimental setup, the MTI IMU and the two optical encoders (61C11-01-08-
02) were installed on a mobile robot, as shown in Fig. 3. A notebook computer was 
used to obtain the data from the two sensors via a DSP board. During the experiment, 
the measurement sampling frequencies for the IMU and the optical encoders were set 
to 100 Hz and 5 Hz, respectively. The robot was programmed to travel in a straight 
line in an arbitrary direction for 3.145 meters in 15 seconds.   
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Fig. 3. The experimental setup for a mobile robot with an IMU and two optical encoders 

4.2 Experiment Results 

The experiment was performed in real-time to test the trajectory estimation of the 
mobile robot. In general, robot positions are inaccurate due to errors from the 
encoders, the IMU sensors, and the real-time experimental condition, among other 
factors. Thus, the SPKF was used to estimate the position of the mobile robot in this 
localization problem.    
 

0 3 6 9 12 15
-0 .0 5

0 .0 0

0 .0 5

0 .1 0

0 .1 5

0 .2 0

0 .2 5

 

 

V
el

oc
ity

 X
- 

di
re

ct
io

n 
[m

/s
]

T im e  [s ]

 E n co de r
 IM U
 S P K F

 
Fig. 4. The velocities from the IMU, the encoder, and the SPKF estimation along the X-
direction in the N frame 
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Fig. 5. The velocities from the IMU, the encoder, and the SPKF estimation along the Y-
direction in the N frame  

Figures 4 and 5 present graphs of the velocities from the encoder, the IMU, and the 
SPKF estimation along X- and Y-directions in the navigation frame. As these figures 
illustrate, the estimated velocities from the SPKF are more accurate than the velocities 
from the individual IMU or the encoder. Note that the velocity is zero at the robot’s 
starting and ending positions (the estimated velocity along the Y-direction, 
especially).  
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Fig. 6. The trajectories of the encoder, IMU, and SPKF estimation, as compared to a reference 
line 
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Fig. 7. The position errors of encoder, IMU and SPKF estimation 
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Fig. 8. The heading angle errors of the encoder, IMU, and SPKF estimation 

In Fig. 6, the SPKF trajectory remains near the reference line while the IMU 
trajectory diverges from the reference line. Thus, the position error graphs for the 
SPKF and the encoder remain near zero, while the position error graph of the IMU 
diverges rapidly, as shown in Fig. 7. Additionally, the heading angle error of the 
SPKF is also close to zero, as shown in Fig. 8. Consequently, the root mean square 
error (RMSE) of the SPKF is the smallest (0.1711[m]) compared to that of the 
encoder and IMU (0.3121[m], 3.8075[m], respectively).  

5 Conclusion 

This paper presented an experiment to estimate the given trajectory of a tracked 
mobile robot using measurements of the IMU and encoder sensors. Error sources such 
as noise, constant offset, and bias limit the ability of these devices to obtain accurate 
trajectory estimations. However, based on the IMU kinematic motion and velocity 
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constraints, we implemented the sigma-point Kalman filter in order to systematically 
estimate the precise trajectory of a four-wheeled, tracked, skid-steered mobile robot. 
The SPKF was implemented because it produces more accurate position information, 
is easier to calculate, and requires no analytic derivations or Jacobians. This novel 
systematic estimation was performed on the commercialized Hazard Escape I mobile 
robot, and the estimated results from the SPKF were more accurate than the sensor 
measurements, producing the smallest RMSE and the smallest heading angle error, 
among other factors. 
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Abstract. Museum guide robot is expected to establish a proper spatial forma-
tion known as “F-formation” with the visitors before starting its explanation of 
any exhibit. This paper presents a model for a mobile museum guide robot that 
can establish an F-formation appropriately and can employ “pause and restart” 
depending on the situation. We began by observing and videotaping scenes of 
actual museum galleries where human guides explain exhibits to visitors. Based 
on the analysis of the video, we developed a mobile robot system that can guide 
multiple visitors inside the gallery from one exhibit to another. The robot has 
the capability to establish the F-formation at the beginning of explanation after 
arriving near to any exhibit. The robot can also implement “pause and restart” 
depending on the situation at certain moment in its talk to first elicit the visi-
tor’s attention towards the robot. Experimental results suggest the efficacy of 
our proposed model.  

Keywords: F-formation, human-robot interaction, mobile guide robot, pause 
and restart. 

1 Introduction 

Museum guide robots are one of the important application areas considered in re-
search in human robot interaction [1-2]. In the case of a museum guide robot, both 
robot and visitor should have equal, direct, and exclusive access to the space where 
the target exhibit exists. In our previous research, we investigated some non-verbal 
actions of museum guide robots during explanation of exhibits [3]. In our previous 
research, however, we considered only the situations that occur after the robot starts 
its explanation. We assumed that the visitors were already in the proper position to 
enjoy the explanation. However, guide robots need to bring about such situations in 
order to really work as guides effectively. This paper, therefore, is concerned with the 
issue of initiating explanation in a natural human-robot interaction. 
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Kendon’s analysis on spatial formation known as F-formation explains that “An F-
formation arises whenever two or more people sustain a spatial and orientational rela-
tionship in which the space between them is one to which they have equal, direct, and 
exclusive access [4].” In human-human interaction, when people group themselves, 
they automatically form an F-formation. In human-robot interaction, if a proper F-
formation is not formed during the initiation to talk, the robot should do some actions 
to establish an F-formation. Goodwin [5] also showed some systematic ways in which 
speakers obtain the attention of a recipient. When a current speaker begins to utter a 
sentence and if s/he finds recipients are not gazing towards him or her, the speaker 
can use “restart” and/or “pause” in the delivery of the utterance.  

There have been several studies about robot’s controlling the position of people 
during interaction with them. Hüttenrauch et al. found that people follow the F-
formation in their interacting with robots [6]. Although their observations revealed 
that humans formulate O-space toward a robot, they did not study how a robot should 
formulate its spatial relationship. Tasaki et al. utilized Hall’s proximity theory [7] to 
determine a combination of sensors and robot behavior along with the current dis-
tance from the interacting person [8]. Kuzuoka et al. studied the effect of body orien-
tation and gaze in controlling the F-formation [9]. Yamaoka et al. focused on the posi-
tions and body orientations to implement their information presenting robot [10]. 
While this research is impressive, so far very few studies have revealed how a robot 
should behave to initiate interaction with multiple visitors before starting its explana-
tion.  In this paper, we focus on how a guide robot establishes an appropriate F-
formation to initiate interaction with multiple visitors. We also examine how “pause 
and restart” plays an important role to attract the attention of visitors. 

2 Interaction between Human Guide and Visitors at Museum 

In order to develop our museum guide robot, we analyzed some video footage record-
ed at the National Japanese American Museum in Los Angeles. The videos record 
human guides explaining exhibits to a small group of visitors. Transcript (1) and Figs. 
1(a) to 1(e) convey a typical fragment of such human guide behavior at the museum. 
In transcript (1), MG moves to another exhibit (Fig. 1(a)). MG clears his throat in the 
3rd line. “Clearing throat” is one kind of indication that he is waiting for the visitors to 
come to the exhibit. In line 4, MG employs a pause of 5.0 seconds. By this time the 
visitors are following MG (Figs. 1(b), 1(c)). MG deploys “restart” and a “pause” of 
0.2 seconds (6th line) while asking an involvement question to the visitors (“Have you 
all heard picture bri:des?”). At line 8, some visitors move their head vertically in re-
sponse to the MG’s question.  From lines 10-13, V1, V2, and V3 offer verbal res-
ponses to MG’s question. In lines 14 and 15, MG asks the visitors to come closer 
(Fig. 1(d)), an indication that they should form a proper F-formation (Fig. 1(e)).  

From this analysis, two interaction patterns are derived to design our robot system: 

1) Robots should have the capability to establish a proper F-formation. 
2) Robots should deploy “pause and restart” depending on the situation. 
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Transcript (1) (Picture bride) Data:Collected at National Japanese American Museum 
MG: Guide, V1,V2, V3: Visitors 
1   MG: Okay, let’s come over here  
2            ((Guide moves to another exhibit)) 
3   MG: ((clears his throat) 
4            (5.0) ((people follow MG)) 
5   MG: Okay, so you: ah: heard of uh picture bri::des?   
6            <Have you all heard picture bri:des? (0.2) See the  
7            picture up the::re, those are picture bri::des. 
8            (2.0) ((some people moves their head vertically)) 
9   MG: You all heard of- you never heard of picture bri::des, 
10 V1:   No:::,= 
11 V2:   =(Not me.) 
12          (0.8) 
13 V3:   [Uh-huh. 
14 MG:  [Or if you wanna come closer this way so that other (.)  
15           people could leave uh: on the other side.s 

 
 

 

Fig. 1. Human guide and visitors’ interaction at an actual museum 

3 Mobile Museum Guide Robot System 

Based on our findings, we developed a mobile museum guide robot system utilizing a 
humanoid robot Robovie-R Ver.3 (Overview is shown in Fig. 2). The robot can move 
via wheels installed on the bottom, and can move its head and arms by controlling its 
joints. Its head, which incorporates eye cameras and an ear microphone, moves along 
three axes (Yaw, Roll and Pitch) like a human head. Our system utilizes two general-
purpose PCs, connected by a wired network. In our vision system, we incorporate 
three Logicool USB cameras and two laser range sensors. The three USB cameras are 
attached to a pole installed on the back of the robot, and can detect and track visitors’ 
faces and their face directions. The two laser range sensors are attached to another 
long pole which is kept at a fixed position just in front of the experimental area. One 
of the two laser range sensor detects the ellipsoidal marker which is attached to the 
robot’s body to obtain the position and orientation of the robot, while the other laser 
range sensor is used to track the position and body orientation of the visitors.  

Our system consists of four software units: the face detection & tracking unit, the 
body tracking unit, the robot’s position tracking unit and the robot control unit. Dur-
ing its explanation of exhibits, the robot performs predetermined bodily non-verbal 
actions, such as facing towards the visitors, gesturing with its hands, and pointing to 
the exhibits. 

Symbols Used in the Transcript 
(( )) Vocalizations which are 

difficult to convey in text 
(5.0) (2.0) 
(0.8) (0.2) 

Pauses are timed in seconds 
and inserted within paren-
theses 

, Slight rising tone 
: Stretched sound 
< Speeding up the pace of 

delivery 
? Final rising tone which 

may(or may not) indicate a 
question 

- Short untimed pause within 
an utterance 

= Overlap 
(did) Guess at unclear word 
[ Simultaneous utterances 
. Stopping fall in tone, with 

some sense of completion 
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Fig. 2. System overview of our mobile guide robot 

4 Proposed Modeling of Interaction 

4.1 Model of F-Formation 

For establishing a proper F-formation, we consider the following parameters: 

• Distance between the robot and the visitors: Ranges from 90cm to 120cm (Fig 
3(a)).  

• Distance between the robot and the exhibits: About 110 cm, fixed in all cases for 
all exhibits (Fig 3(a)). 

• Visitor’s body orientation: Should be in the direction between the robot and the 
exhibit (Fig 3(b)). 

• Visitor’s face direction: Should be towards the robot or the exhibit. 
• Robot’s body orientation: The robot turns its body 300 towards the exhibit to ex-

plain the exhibit (Fig 3(c)). 
• Robot’s field of view (FOV):  Set at a limit of 1500 (Fig 3(c)). 

After arriving at an appropriate position for explanation of the exhibit, the robot 
should examine whether or not a proper F-formation has been established.  

 

Fig. 3. Standing position of the robot and the visitors to establish an F-formation 
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4.2 Model of “Pause and Restart” to Achieve Mutual Gaze 

The robot observes the visitors’ face direction and body orientation before beginning 
its explanation of any exhibit. If, at the beginning of the speaker’s (robot) turn, the 
face direction is detected as not directed toward the robot or exhibit, or body orienta-
tion is detected as not in the direction between the robot and the exhibit, the robot 
employs the “pause and restart” strategy. The format of “pause and restart” which is 
implemented in our system is as follows: 

                    [Beginning] + [pause] + [new Beginning] 
                 ..………..X_________ 

In this format, the solid line below the sentence structure indicates that the recipient is 
gazing toward the speaker, no line indicates that the recipient is gazing elsewhere, and 
the ‘X’ marks the point at which the recipient’s gaze reaches the speaker. The dotted 
line represents the time required for the recipient to move his/her gaze from some 
other position to the speaker. In order to implement “pause and restart,” we consider 
the first sentence of each script explaining the exhibits, as in the following: 

Script 1: First sentence for explaining the first exhibit, “Te Nave Nave Fenua” 
Robot: This is a- (2.0) This is a famous work of Gauguin. 

In our proposed model, the guide robot deploys “pause and restart” depending on the 
situation. In all scripts, a restart with a preceding pause of 2 seconds is used. 

5 Experiment with Humanoid Robot 

To test the robot’s effectiveness, an experiment was performed in the laboratory. Four 
paintings were placed in the area as shown in Fig. 4. 

 

Fig. 4. (a) Overview of the experimental area. (b) Mobile guide robot and four paintings 

A total of 16 graduate students (8 groups with 2 members in each group) partici-
pated in the experiment. Among the 8 groups, Group A (groups no. 1, 3, 5, and 7) 
participated in the sessions where the robot explained the first two paintings as the 
proposed guide robot system outlined above, and the remaining two paintings as a 
robot not equipped with the capacity to form an F-formation. On the other hand, 
Group B (groups no. 2, 4, 6, and 8) participated in the sessions where the robot did 
this in reverse order. Participants were not informed of which robot was which.  
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Initially, the robot with the proposed system waits in the middle of the experimen-
tal area. A schematic diagram of the main tasks performed by the robot is given in 
Fig. 5. The order of these main tasks is as follows: 

1) When the robot finds visitors coming into its immediate vicinity, it says, “May 
I explain these paintings to you?” If the visitors’ gaze turns toward the robot’s 
direction for three seconds, the robot system considers the visitors to be highly 
interested in the exhibits (Fig. 5(a)). 

 

Fig. 5. Schematic diagram of main tasks 

2) The robot then guides the visitors to the first exhibit (Fig. 5(b)). 
3) After arriving at the predefined position near the first exhibit, the robot follows 

the following steps to establish a proper F-formation. 
i) First, the robot verifies the distance between itself and the visitors. 
ii) If the visitors are not within range, the robot turns its head towards the 

visitor and says to them, “Please come closer” or “Please move back a 
little” depending on the situation. 

iii) Next, the robot turns 300 clockwise to orient towards the first exhibit. 
iv) Then, the robot verifies the body orientation of the visitors. 
v) If the visitor’s body orientation is not in the direction between the ro-

bot and the exhibit, the robot turns its head towards the visitor and 
starts its explanation using “pause and restart”. 

vi) Next, the robot verifies the direction of the visitors’ faces.  
vii) If the face direction is towards the robot or the exhibit, the robot be-

gins to explain the first exhibit. If not, the robot starts its explanation 
with a “pause and restart”. 

4) After completing its explanation, the robot moves to the next exhibit and at the 
same time invites the visitors to follow along (Fig. 5(c), 5(d), 5(e)). 

5) The robot repeats task (3) to explain the next exhibit. 
6) Finally after explaining all four exhibits, the robot returns to its initial position 

and waits for more visitors to arrive (Fig. 5(f)). 

In the experiment, the robot based on our proposed model was compared with a robot 
that did not employ the proposed model. 

a) Proposed Robot: Robot behaves based on the model outlined in this paper. 
b) Conventional Robot: Robot begins its explanation after finding the faces of 

visitors. It does not care whether or not a proper F-formation is formed, nor 
does it utilize the ‘pause and restart’ strategy. It explains the exhibits with 
the same preprogrammed nonverbal behaviors as the proposed robot. 
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We videotaped all sessions. In addition, we recorded all laser range finder and camera 
data so that we could obtain the exact motions of the robot and the participants for 
later analysis. After the experiments, we asked participants to subjectively rate the 
robot’s effectiveness on a seven-point Likert scale, with the range: 1-very ineffective, 
2-ineffective, 3-somewhat ineffective, 4-undecided, 5-somewhat effective, 6-
effective, 7-very effective. The questionnaire items were as follows: 

1) Did you think that the robot attended to you adequately during explanation? 
2) Did you think that the robot was able to attract your attention to listen to its 

explanation? 
3) Overall evaluation about the robot. 

6 Experimental Results 

We have examined the experimental results from the following three viewpoints. 

1) Autonomous capability of the robot: Can the robot correctly judge the situation 
and behave properly according to our proposed model? (Sections 6.1, 6.2 & 6.3) 

2) Effectiveness of the robot actions: Can the robot’s actions make the participants 
form a proper F-formation and attract their attention? (Sections 6.1, 6.2, & 6.3) 

3) Subjective evaluation: Do the participants prefer proposed robot? (Section 6.4) 

6.1 Control of Visitors’ Standing Position 

We recorded the sensor data from all sessions in the experiment for analysis. As 
covered in section 5, the robot explained the first two paintings as the proposed robot 
and the remaining two as the conventional robot to Group A (groups no. 1, 3, 5, and7) 
and in the reverse order to Group B (groups no. 2, 4, 6, and 8). We found from the 
sensor data that there were 11cases (5 cases for Group A, 6 cases for Group B) where 
some visitors were not in proper position. The robot took the initiative to control 
visitors’ standing position in all 11 cases. Thus, the success rate of robot’s decisions 
was 100%.   

In the 5 cases for Group A, out of 10 participants 6 were out of proper F-formation 
range, and after the robot’s action 5 of these 6 moved inside the range. In the 6 cases 
for Group B, out of 12 participants 9 were out of proper range, and after the robot’s 
action, 6 of these 9 moved inside the range. The total success rate was thus 73% (the 
robot corrected 11 out of 15).  

On the other hand, when the robot explained the paintings as a conventional robot, 
we found from the sensor data that 17 participants in both groups (7 in Group A, 10 in 
Group B) were out of range. Of the total of 17 participants, only 6 moved inside the 
range to form a proper F-formation when the robot began its explanation. The “suc-
cess rate” for the conventional robot was thus 35% (6 out of 17, although here we 
only use the term “success rate” for convenience since the robot did not try to correct 
the visitors). 

6.2 Control of Visitors’ Body Orientation 

From the recorded sensor data, we counted the number of visitors who successfully 
changed their body orientation to a direction towards (meaning, oriented to the space 
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between) the robot and the painting after the robot’s employed a “pause and restart” at 
the beginning of its explanation. In 2 out of 8 cases in Group A  and 3 out of 8 cases 
in Group B, the robot noticed that some visitors’ body orientations were not in the 
direction between the robot and the painting.  The robot employed “pause and res-
tart” in all 5 cases, meaning its success rate at deploying the strategy was 100%.   

In 2 cases among those of Group A, the robot noticed 2 out of 4 participants’ orien-
tations were not in the direction between the robot and the painting, while in 3 cases 
among those of Group B it noticed 3 out of the 6 participants were incorrectly orien-
tated. After the robot’s actions, both of the incorrectly oriented participants in Group 
A and 2 of the 3 in Group B changed their body orientations appropriately. The total 
success rate was therefore 80% (the robot corrected 4 out of 5). 

On the other hand, when the robot explained the paintings as a conventional robot 
would, we found from the recorded sensor data that 3 out of 16 participants in Group 
A and 1 out of the 16 participants in Group B were not oriented towards the robot and 
the painting. Out of a total 4 incorrectly orientated participants, 2 changed their body 
orientations towards the robot and the painting just after the robot started its 
explanation. The conventional robot thus scored a “success rate” of 50% (2 out of 4).    

Fig. 6 shows a typical example of a visitor changing his body orientation in the di-
rection between the robot and the painting after the robot’s use of “pause and restart.”  
In Fig. 6(a), the robot noticed that the visitor’s (V1) body orientation was not in the 
direction between the robot and the painting. It then turned its head towards V1 and 
employed “pause and restart” to attract the visitors’ attention (Fig. 6(b)). V1 turned 
his body towards the robot and mutual gaze was established (Fig. 6(c)). V1 fully 
turned his body towards the robot (Fig. 6(d)). 

 

Fig. 6. A participant changing his body orientation after the robot’s use of “pause and restart” 

6.3 Control of Visitors’ Face Direction 

Here we examined those visitors whose body orientations were in the direction be-
tween the robot and the painting but whose faces were directed elsewhere. We 
counted the number of such visitors from the recorded sensor data. When performing 
as the proposed model, the robot noticed 2 cases out of 8 in Group A and 4 cases out 
of 8 in Group B where some visitors’ face directions were not towards the robot or the 
painting.  The robot employed “pause and restart” in all 6 cases, so its deployment 
success rate was 100%.   

In the 2 cases in Group A, the robot noticed 3 out of 4 participants’ face directions 
were not towards itself or the painting, while in the 4 cases in Group B it noticed 4 out 
of the 8 participants’ face were directed elsewhere. After the robot’s actions, 2 of the 
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3 participants with faces directed elsewhere in Group A and 3 out of the 4 in Group B 
changed their face directions towards the robot or the painting. The total success rate 
was therefore 71% (the robot corrected 5 of the 7 participants). 

On the other hand, when the robot explained the paintings as a conventional robot, 
2 out of 16 participants in Group A and 3 out of 16 participants in Group B had faces 
not directed towards the robot or the painting. Out of the total of 5 whose face direc-
tions were not towards the robot or the paintings, only 1 shifted his face appropriately 
just after the robot started its explanation for a “success rate” of 20% (1 out of 5).  

Although the number of cases is small and we cannot yet draw any definite conclu-
sion, the results suggest that the “pause and restart” strategy can have a logical effect. 

6.4 Subjective Evaluation 

We conducted a subjective evaluation of the experiment among the participants, the 
results of which are as follows. For the question “Did you think that the robot at-
tended to you adequately during explanation?” (Fig. 7(a)), repeated measures of 
ANOVA revealed a significant difference between the two conditions 
(F(1,15)=15.08, p=0.0014). The same was true of the question “Did you think that 
the robot was able to attract your attention to listen to its explanation?” (Fig. 7(b)), 
where repeated measures of ANOVA also showed a significant difference between 
the two conditions (F(1,15)=8.59, p=0.0103). Finally the participants’ overall evalua-
tion (Fig. 7(c)), here too repeated measures of ANOVA showed a significant differ-
ence between the two conditions (F(1,15)=6.03, p=0.0266). 

 

Fig. 7. Results of subjective evaluation 

7 Discussion and Conclusion 

In this paper, we proposed a museum guide robot that can establish a proper F-
formation and employ the “pause and restart” depending on the situation.  Based on 
our analysis of videos collected at real museums, we have found that a human guide 
and visitors always create an F-formation and moreover that if the visitors are not 
ready to listen to the presentation then the human guide may repeat sentences and/or 
deploy pauses during his/her explanation. Based on this, we developed a museum 
guide robot system that is able to move from one exhibit to another in a museum gal-
lery, to appropriately formulate an F-formation system, and also to employ the “pause 
and restart” if necessary. We verified the effectiveness of our system in experiments 
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using human participants. In future work, we plan to conduct experiments in an actual 
museum to further confirm the effectiveness of our robot system. 
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Abstract. Image matting is a fundamental technique used in many image and 
video applications. It aims to softly extract foreground from the image 
accurately. In this paper, we propose a new matting approach based on naive 
Bayes classifier to produce matting results with higher accuracy. 
Spatially-varying probabilistic models for the classifier are established. 
Confidence values are defined to make better use of the classification results. The 
results are then refined and combined with closed-form matting to obtain the 
final alpha matte. We conduct qualitative and quantitative evaluations. Results 
show that our method outperforms many recent algorithms. 

Keywords: image matting, naive bayes classifier, foreground extraction, image 
segmentation. 

1 Introduction 

Image matting refers to the problem of extracting the opacity mask (typically called 
alpha matte) of the foreground, as well as the foreground and background color, from 
the target image. It is one of the fundamental techniques used in many image and video 
editing tasks. Specifically, for a pixel i with color Ii in the image, it can be model as a 
liner combination of the foreground color Fi and background color Bi as Eq.1. 

(1 )i i i i iI F Bα α= + −  (1)

Eq.1 is under constrained since αi, Fi and Bi on the right-hand side are all unknown, 
making it a significant challenge for computer vision. 

Many recent approaches require additional information from user input to build 
more constrains to solve the ill-posed problem. Trimaps [1] and scribbles [2] are the 
two most common methods, labeling some pixels which are definite foreground or 
background (like Fig.1b), with corresponding alpha value to be 1 or 0 respectively. 

Existing matting algorithms can be classified into sampling-based or 
propagation-based. Sampling-based algorithms explicitly estimated the triplet (α, F, B) 
for every unlabeled pixel by analyzing nearby labeled pixels. These algorithms usually 
fit a parametric mode to the color distributions of the samples, like Bayesian Matting 
[1], which models the colors of the samples by oriented Gaussian distributions. 
However, the model assumptions may fail in some scenes. Recently, many 
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non-parametric algorithms are employed, estimating the triplet directly with the sample 
colors under the liner model defined by Eq.1. For example, the sampling algorithms in 
robust matting [3] and many later approaches [4,5] assign a confidence value to a pair 
of foreground and background sample and choose the samples with high confidence. 
The confidence values are generally measured by how well the sample explains the 
unlabeled pixel in the linear model (Eq.1). These algorithms perform well when the 
true foreground and background colors are in the sample set. 

For propagation-based algorithms, some affinities assumptions are made in order to 
derivate a constrained objective function. Poisson matting [6] deduces that the alpha 
matte gradient is proportional to the image gradient under the smoothness assumption. 
A closed form solution proposed by Levin obtains a quadratic cost function in α 
analytically under the color line model [2]. This approach is called as closed-form 
matting and has been applied in many other approaches, drawing extensive studies [7]. 

However, due to the color line assumption in closed-form matting, it may fail in 
regions with long and thin structures or holes. Many other propagation-based 
approaches may also fail in these situations. This is because only neighboring pixels are 
used in the modeling process, lacking information from further regions. Some 
approaches [3,4] use color information from nearby samples to fill the gap. However, 
gathering appropriate samples is still a challenging problem, and additional 
assumptions may be introduced, causing other types of artifacts. 

(c)

(a) (b)

(c) (d)  

Fig. 1. (a) Original image. (b) Trimap. (c) Closed-form matting [2] result. (d) Our result (Notice 
the two red ellipses. The detail is missed in closed-form matting while not in the result of our 
method.). 

In this paper, we employ naive Bayes classifier to identify the foreground and 
background pixels. The classification results are then refined and combined with 
closed-form matting. As our approach can enhance the discrimination between the 
foreground and the background, results show that our approach outperforms many 
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recent algorithms and produces better alpha mattes for the images in which the 
closed-form matting usually fails (like Fig.1). 

2 Closed-Form Matting 

Levin et al. proposed a closed-form solution for image matting in [2]. The key 
assumption in closed-form matting is color line model. It assumes that in a small 
window, the foreground color and background color of each pixel i can be formulated 
as linear mixtures of two constant colors, respectively. In other words, the foreground 
or background colors for all pixels in a small window lie on a single line in the RGB 
color space. 

Based on the color line model, the alpha value for pixel i in a small window w can be 
expressed as a liner transform of the pixel color:      

wibIa c
i

c

c
i ∈∀+= ,α

 
(2)

where c denotes the color channel for RGB color space. a and b are constant in w. 
To derivate an alpha matte obeying the color line model (or Eq.2), the algorithm 

aims to find the optimal a, b and α which minimize the cost function: 
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Here wj is a small window centered at pixel j. ε is a regularization parameter while 
smoothing the alpha matte. 

A quadratic function of α can be obtained by minimizing the cost function. Also, 
parameters a, b can be eliminated in the deducing process. The quadratic function is as 
follows: 

ααα LbaJ T=),,(  (4)

pecifically, α is an N×1 vector, where N is the number of unlabeled pixels. L is 
typically called matting Laplacian matrix, as one of the most significant contributions 
of closed-form matting, drawing many further studies and applications. Formally, L is 
an N×N matrix with (i, j)-th element as: 
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where δij is the Kronecker delta. |wk| is the number of pixels in this window. ∑k is a 3×3 
covariance matrix, μk is a 3×1 mean vector of the colors in a window wk, and I3 is the 
3×3 identity matrix. 

Combined with constrains provided by the user (trimaps or scribbles), the objective 
function can be defined as: 

)()()( βαβαλααα −−+= DLJ TT  (6)

Here, D is an N×N diagonal matrix whose elements are 1 for labeled pixels and 0 
otherwise. β denotes the alpha value for the labeled pixels in the trimap (1 for 



436 Z. Zhang, Q. Zhu, and Y. Xie 

 

foreground and 0 for background). λ is weighted parameter with a relatively large 
number (like 100). In this paper, we mainly talk about the alpha value since the 
foreground F and background B can be obtained easier with the estimated α (like [2]). 

Closed-form matting works well when the local region fits the color line model. To 
ensure this assumption holds and reduce computation cost, the windows size in Eq.5 is 
usually small (3×3 in Levin’s implementation). That means the “propagation step” is 
relatively small implicitly. Over-smoothing may happen in regions with thin structures 
or small gaps as Fig.1c. Details will be lost in these situations. He et al. [7] improves it 
by introducing adaptively window sizes in different regions of the image. It is shown 
that larger window size can improve the matting result since large window may cover 
disconnected regions of the foreground/background. However, with larger window 
size, it is more like to break the color line model. Therefore, it is still hard to decide the 
appropriate windows size.  

3 Matting with Naive Bayes Classifier 

Different from the previous approaches, we employ naive Bayes classifier to decide 
whether a pixel belong to the foreground or background. The result is then “softened” 
by a sigmoid function. Confidence values are also computed for every alpha value. The 
results and the confidence values are then combined with closed-form matting, 
providing more accurate alpha matte. 

3.1 Naive Bayes Classifier 

Naive Bayes classifier [8] is a simple probabilistic classifier based on Bayes' theorem, 
assuming that features in a class are independent with each other. For class variable C 
with n features in the model, using Bayes' theorem, the probability that an instance is in 
class c is: 
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where ki is the instance’s value for feature i. With the assumption that every feature is 

independent, classification can be done by selecting the highest posterior of the 

classification variable with the following function: 
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3.2 Classification Process 

Features Selection. Color attribute is the most straight forward feature reflecting a 
pixel's characteristics. To provide more information of the region texture, colors of the 
4-neighbor pixels are also selected. That means, for a pixel i, its feature vector k = {g1, 
g2, g3, g4, g5} where gi is the color vector of a pixel. In our implementation, we use 
CIELAB color space (with every channel ranges from 0 to 255), so a 15-dimensional 
vector is selected for a pixel.  
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Classifier Parameters Estimation. We do not apply a uniform classifier probabilistic 
model for all the unlabeled pixels in the image. Instead, the probabilistic model is 
spatially-varying. Specifically, for an unlabeled pixel i, we collect other unlabeled 
pixels with spatial distance less than r (30 in our implementation). Pixels from this 
unlabeled region share a same probabilistic model. Pixels labeled by the users are 
selected as samples to estimate the parameters. We expect to obtain both local 
foreground and background characteristics, so samples are selected according to their 
spatial distance to the current unlabeled region. We expand form the border of the 
unlabeled region and collect foreground and background samples, until the numbers of 
the foreground and background samples are larger than that of unlabeled region, 
respectively. To make the features independent to some extent so as to satisfy the naive 
Bayes’ assumption better, before parameters estimation, we apply PCA [9] to reduce 
the dimension of the features vector for the samples and unlabeled pixels. 

Gaussian distribution is employed to model the probability of each feature of the two 
classes (foreground and background). The mean and variance can be computed with the 
collected samples. The class' prior (p(c) in Eq.7) is calculated by assuming that the 
foreground and background are equiprobable. That means p(c) = 0.5 for both the two 
classes. With the computed parameters, unlabeled pixels can be classified as Eq.8. 

 

(a) (b)

(c) (d)
 

Fig. 2. (a) Original image (b) Refined result (c) Result after combined with closed-form matting 
(d) Closed-form matting only. Parts of the images are zoomed in for clearer distinction. 

Results Refinement. With the Gaussian distribution and strong independence 
assumptions in the classifier, as well as the binary classification result, errors are 
unavoidable. To evaluate the results from the classifier, pixel-wise confidence values 
are computed. Also, the binary results are “softened” with a sigmoid function so as 
obtain values ranging from 0 to 1 indicating the opacity mask. 

Instinctively, if the unlabeled pixels are more similar to the samples used to estimate 
the classifier, more accurate results can be obtained. To measure the similarity, we 
calculate Ds for every unlabeled pixel. Ds is defined as follows:  
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min ( , ),sD E i j j S= ∈  (9)

where E(·) denotes the Euclidean distance in the original feature space. S is the 

collected sample set. The confidence value is: 

( ) exp{ ( )}sG i D iρ= −  (10)

And the binary results are “softened” with a sigmoid function as: 

1
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R i
C i D iϑ

=
+ −

 (11)

C(i) is the result of the classifier for pixel i, -1 and 1 for background and foreground, 
respectively. ρ and θ in the above equations are normalize parameters. In our 
implementation, we set ρ = 0.5 and θ = 20. The result R is like Fig.2b. In practice, the 
target foreground in matting is usually connected, not several separated components. 
We select connected components with area less than 1% of the area of the largest one, 
and set the confidence values of these components to be zero. 

3.3 Combined with Closed-Form Matting 

We use the refined result R in Eq.11 and its corresponding confidence to define the data 
term as a quadratic function with the minimum at R. The data term is then combined 
with Eq.6. The final objective function is: 

( ) ( )RERDLJ TTT −−+−−+= ααγβαβαλααα )()()(  (12)

The first and second term is as defined in Eq.6. For the third term, R is treated as a 
vector. E is an N×N diagonal matrix whose elements are the confidence values for 
corresponding unlabeled pixels and zeros otherwise. γ is a weighted parameter (0.1 in 
our implementation). The combined result is like Fig. 2c. 

4 Experiments 

We conduct qualitative and quantitative comparisons of our method with other recent 
related matting algorithms, including closed-form matting [2], learning based matting 
[10], large kernel matting [7] and robust matting [3]. Like closed-form matting, 
learning based matting also used a small window, but it employs learning techniques 
instead of the color line assumption. Large kernel matting improves the efficiency of 
closed-form matting by using larger window size. Robust matting combines the 
sampling-based and propagation-based algorithms, similar to our approach to some 
extent. 

Qualitative Comparisons. We compare the result of our method and closed-form 
matting visually in Fig. 3a. The images and ground truth are provided by [11]. We can 
see that closed-form matting may fail in the regions with gaps. These regions are often  
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Fig. 3. (a) Qualitative comparison between closed-form matting and our method with 4 test 
images form [11]. Only parts of the images are shown for clearer distinction. The red arrows 
show the regions where closed-form matting fails while our method provides better results. (b) 
Quantitative comparison between our method and closed-form matting according to the SAD 
(sum of absolute difference) error. 

recognized as definitely foreground and the details are missed. With the classification 
process and samples from further regions, our method can get background samples 
with which to indentify the background pixels and avoid this situation to some extent. 
However, compared to the ground truth, our method still has some artifacts. This is 
mainly because of the error in the classification and results refinement process. The 
sigmoid function simply based on the Euclidean distance in the feature space is not 
always effective. 

Quantitative Comparisons. Fig.3b shows the quantitative comparison between our 
method and closed-form matting. We can see that our method can provide results with 
less SAD (sum of absolute difference) error. To conduct more comprehensive 
evaluation, we also use the matting benchmark of [11], with 8 test images and 3 
different trimaps (with different sparsity level) for each of them. The average SAD 
errors of each method for the 3 different types of trimaps are presented in Fig.4. The 
comparison shows that our method is performing the best. Our method combines 
nearby samples and the smooth assumption for local region, providing better results. 
Compared to robust matting, our method does not need to find the true foreground and 
background color. So the accuracy can be higher in regions with color ambiguity. 

Memory and Computation Cost. The memory cost in our classification process is 
relative small since we just establish spatially-varying probabilistic model. That means 
the sample size used for parameters estimation is not large (less than 3000 pixels for 
foreground and background respectively). We implement our algorithm in Matlab, and 
run it on a 3.0 GHz CPU. The classification process typically takes 20 seconds for an 
800 × 600 image, varying with the size N of the unlabeled region in the trimap. The 
running time can be further reduced with parallel implementation (like GPU), since  
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Fig. 4. Quantitative comparisons on average SAD error of alpha value in trimaps with different 
sparsity level (small, large, user). For the details of the sparsity level categories, refer to [11]. 

classification processes for different regions of pixels are independent. However, the 
matting Laplacian matrix needs large size of memories with the size of N×N as 
described in Section 2. And the time for computing the matting Laplacian matrix and 
solving Eq.12 in Section 3.2 is about 20 seconds for an 800 × 600 image, depending  
on N. 
 
Limitation. Because the classification process is based on the color information, our 
method may fail in complex scenes or regions with foreground and background colors 
overlapping. Also, the naive Bayes classifier is based on a strong assumption and we 
used Gaussian distribution to model the probability. In some situations, these 
assumptions may not hold. 

5 Conclusion 

In this paper, a new matting approach based on naive Bayes classifier is proposed and 
evaluated. The binary classification results are “softened” with a sigmoid function and 
confidence values are computed to make better use of the results. The results are then 
combined with close-form matting to obtain the final alpha matte. Quantitative and 
qualitative comparisons between our method and other recent algorithms show that our 
method produce better results. However, color ambiguity or complex scenes are still 
challenging for our method. Future work may concentrate on providing better 
classification results and weaker model assumptions. 
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Abstract. Detecting and localizing the insulators automatically are very impor-
tant to intelligent inspection, which are the prerequisites for fault diagnose. A 
novel method for insulators detection in the image of overhead transmission 
lines based on lattice detection is presented in this paper. Firstly, low-level vis-
ual features of images are analyzed, feature points are generated and grouped by 
their appearance similarities through mean shift clustering; then a insulator lat-
tice model consistent with the geometric relationship between candidate point 
clusters is proposed by voting mechanism; subsequently, performing lattice 
finding using an MRF model, combined with the spatial context information to 
localize multiple insulators jointly; Finally, extracting the minimum bounding 
rectangle of the target image. Since the location of each insulator is constrained 
by its neighbors, each of them provides knowledge about the others, the MRF 
model is a natural choice for inferring insulators locations while enforcing spa-
tial lattice constraints and image likelihood constraints. The experimental re-
sults indicate that the method can effectively detect the deformed insulators of 
different kinds under complex background. 

Keywords: insulator detection, overhead transmission lines, deformed lattice 
detection, texture features, MRF, intelligent inspection. 

1 Introduction 

As the key component of Smart Grid, it is imperative to have an effective plan to main-
tenance the transmission system. With the rapid spread of the transmission network, the 
traditional method of manual inspection is difficult to meet the growing requirements of 
the power grid which is rapid developed. By contrast, the technology of helicopter/UAV 
patrol has already become a trend for its efficiency, reliability and low-cast. Even though 
we can profit from the advantages of helicopter/UAV patrol, some key problems, such as 
recognition of potential encroachments and identifying transmission lines that need re-
pair, were also overly dependent on manual identification. This situation led to the Low 
efficiency of inspection. In order to overcome various defects in the transmission line 
inspection, it is essential that an intelligent inspection system should be developed. 
Therefore, the concept of “inspection robot” is born. 

The intelligent inspection system takes images of overhead transmission lines, then 
identifies and locates the transmission lines which are needed repair rapidly by  
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analyzing these images automatically. Insulator is an important component of over-
head transmission lines, which is used to prevent the live parts of transmission lines to 
form ground channel. The intelligent diagnosis of the insulator can be achieved 
through the full use of computer vision technology which refer to insulator detection, 
image segmentation and fault identification from the aerial images, combined with the 
expert system to generate strategy report. As the first step in intelligent diagnosis, 
detecting insulators in image accurately and automatically is of great significance, it is 
the basis for post-processing. Most of insulators detection methods have been pro-
posed based on the infrared close range images photographed in laboratory [1], [2]. 
However, the backgrounds of infrared images are relatively simple, which are differ-
ent from the optical images photographed in real world. For optical images, the insu-
lators are often “deformed”, due to variations in viewing angle, lighting, or partial 
occlusion, which make the detection of insulators to be difficult, therefore, there is 
rare research involved about that. In recent years, some scholars have suggested that 
the color information can be used to extract and recognize insulators [3], [4], but such 
method can only be applied to the detection of glass insulators, lack of versatility for 
detecting other types of insulators. 

This paper studies on the problem of insulators detection in optical images. Essen-
tially, it belongs to the field of “target detection” in computer vision. Target detection, 
which is widely used for the analysis of complex scenes in intelligent system, is a 
class of image analysis method that can automatically detect the target appears or not 
in the image and video based on the geometry and statistical properties of the target. 
When we take a photograph of the same target with different angle or distance, we 
may get various understanding with different appearance, but the target itself does not 
change, changing only happened in the appearance. The human perceptual system has 
the ability of extracting the invariant features of various appearances, so we can rec-
ognize almost everything easily. Extraction of invariant information is one of the 
characteristics of human perception, but for computers, they should select and extract 
the invariant features to recognize the patterns, and then detect and identify targets. 
Therefore, how to find the invariant features of insulators image is the focus of the 
study in this paper. 

As we discussed above, the images taken by the intelligent inspection system al-
ways have complex background, we can’t use the background modeling method to 
extract the insulators target. Since the targets are the insulators string, the appearances 
of the photometrical and geometrical elements remain highly correlated. It can be 
seen as a kind of near regular texture pattern [5] composed of deformed versions of 
one or more basic texture elements, thus we consider using characteristics of texture 
structure to detect the insulators together. Recently, some scholars have found that 
near-regular textures are not merely random collections of isolated texture elements, 
but exhibit specific geometric, topological, and statistical regularities and relations. 
They proposed “deformed lattice detection” theory for automatic detection of de-
formed texture patterns in real-world images [6-11]. 

By studying on the mechanism of “deformed lattice detection” theory, this paper 
presents a novel method to detect the insulators in the image of overhead transmission 
lines from the perspective of the characteristics of texture structure. First, low-level 
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visual invariant features of images are analyzed in order to generate high-level insula-
tor lattice model. Second, lattice finding is performed by using an MRF model and 
multiple insulators are searched for jointly. Lastly, the insulator targets are located by 
extracting the minimum bounding rectangle. The method is robust for it combines 
spatial context information with image content. 

2 Theory of “Deformed Lattice Detection” 

“Deformed lattice detection” is a kind of structure-based texture detection method, 
which inform us that near regular texture can be described by a pattern element and 
two smallest linearly independent generating vectors t1 and t2 [5], and the translation 
subgroup of all near regular texture can be characterized by a degree-4 graphical 
model, where each element is a node that has four neighbors representing its own 
copies, offset by plus or minus t1 and t2. Although the “copies” may be not faithful, 
the appearances of the deformed elements remain highly correlated, which can be 
seen as deformed lattice pattern. For deformed lattice pattern, the geometric offsets of 
neighbors in the lattice is replaced by original terms allowing local variations of the 
(t1, t2) lattice basis vectors. The soft constraints on the geometry and appearance of 
deformed lattice pattern are represented as pairwise compatibility function and joint 
compatibility function in a degree-4 Markov Random Field (MRF) model [11]. For an 
image I that contains a deformed version of a true periodic pattern, the “deformed 
lattice detection” theory first estimates the ideal pattern element, which can be de-
scribed by an appearance template T0, and the lattice generating vectors (t1, t2), then 
infers accurate image locations 0 1 nx ,x , ,x（ … ）of all elements forming the repeated pat-

tern in image I. 
The underlying topological lattice structure of near regular texture under a set of 

photometric and geometric deformation fields was first proposed and used by Liu et 
al. for texture analysis [6], [7]. Subsequently, Hays et al. developed the first deformed 
lattice detection algorithm for real images without pre-segmentation [8]. Then Lin and 
Liu developed the first deformed lattice tracking algorithm for dynamic near regular 
texture [9], [10]. Recently, Park et al. have proposed to formulate the detection of the 
underlying deformed lattice in an unsegmented image as a spatial, multi-target track-
ing problem [11], using Mean-shift Belief Propagation (MSBP) method [12]. Our 
work is partially inspired by Park et al. and we detect insulators based on the frame-
work of their theory.  

3 MRF Model of Insulators 

The MRF model can be represented as an undirected graph G = (N,E), where each 
node in N represents a random variable in set X and each edge in E represents a statis-
tical dependency between random variables in X. In the insulators detection, the ran-
dom variables are the image locations of insulators, and edges in the MRF model 
represent two kinds of dependencies: spatial constraints between neighboring insula-
tors and appearance consistency constraints between each candidate image patch and 
the reference insulator pattern element. 
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The meaning of introducing MRF into the work of insulators detection lies in: as a 
kind of man-made texture, the insulator is not independent of each other, the location 
of each insulator is constrained by its neighbors, so finding some of them provides 
knowledge about where the others may be. The result would be more effective if mul-
tiple insulators are searched for jointly, rather than one at a time. More specifically, as 
we know, the distance between neighboring insulators is more or less constant, which 
can be seen as spatial constraints in the MRF, thus we can define a pairwise compati-
bility function i , j i j( x ,x )ϕ , where the offset vector i jx x− should be “similar” to vector 

t1 or t2. Furthermore, another piece of information that can help localize each insulator 
is that the image patch centered at xi should look like the same as the ideal insulator 
template T0, the difference in appearance should be small. This constraint is added to 
the MRF as and a joint compatibility function i i i( x ,y )φ , where the iy  represents as an 

image likelihood measurement. The figure 1 shows the MRF model of insulators. 

 

Fig. 1. This is the MRF model of insulators. The latent variables x represent locations of insula-
tor to be inferred, while the image measurements y quantifying appearance similarity between 
each candidate image patch and the ideal pattern element, and the spatial neighborhood con-
straints provided by the lattice basis vectors (t1, t2). 

4 Detecting Insulators in the Image of Overhead Transmission 
Lines 

Through the above analysis, we can conclude that if we want to detect the insulators 
automatically in the image of overhead transmission lines, there are some problems 
must be focused on: 

1. How to analyze the low-level visual feature to find the reference pattern element T0  

of insulator and the lattice basis vector pair  (t1, t2) of high-level insulators lattice 
model; 

2. How to represent the insulators lattice model by MRF, and establish the joint com-
patibility function and the pairwise compatibility function to detect the multiple in-
sulators jointly; 

3. How to localize the target area.  
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In this section, we present a method of automatically detecting insulators in optical 
images based on the “deformed lattice detection” theory. 

4.1 Insulators Lattice Model Proposal 

The effectiveness of associative detecting result depends on the insulator reference 
pattern element T0 and the (t1, t2) basis vectors between neighbor insulators, which 
form a lattice that represent insulator. Therefore, how to construct the lattice model of 
insulators is our primary task. We view this step as a discovery process starting with 
low-level visual feature, and ending with a high-level insulator lattice model proposal. 
We achieve this lattice model proposal phase using the algorithm was used in [11]. 

We first study the content of insulators image, extracting the feature points which 
reflected the repeated structure of insulator texture. Corners, as low-level visual fea-
ture for image understanding and analysis of graphics, can effectively retain the im-
portant information while saving computation. KLT corner detection algorithm consi-
dering the change of image brightness, can find the features with high contrast of 
image. To reveal more repeating points locally, we apply KLT in a 50×50 pixel block 
and detect feature points more than 30 in every block. 

To find the repeating features that can represent insulator, we cluster corners by the 
content of image patch through mean shift clustering [13]. We can adopt a voting 
mechanism to examine a cluster of feature points with similar appearance and propose 
the insulators lattice mode. Introduction of voting mechanism in the insulators lattice 
model is equivalent to adding high-level information, from a global perspective to 
determine a (t1, t2) vector pair and reference pattern element T0. Specifically, we ran-
domly sample three points {a,b,c} and compute the affine transformation that maps 
them from image space into the integer lattice basis {(0,0),(0,1),(1,0)}, then transform 
all the other points from image space into their equivalent lattice positions via the 
same affine transform, and count those points whose lattice space coordinates are 
around an integer position, which can be seen as supporting votes. Random selection 
of sample three points {a,b,c} multiple times, the transform with the largest number 
of votes  is chosen to generate insulators lattice model. The corresponding (t1, t2) 
vector pair is regard as insulators lattice generating vectors, and the reference pattern 
element T0 is extracted, centered at the origin of the proposed (t1, t2) vector pair, with 
size min( 1 2t , t )by min( 1 2t , t ). 

4.2 Associated Detection 

Since the location of each insulator is constrained by its neighbors, each of them pro-
vides knowledge about the others, the MRF model is a natural choice for inferring 
insulator locations while enforcing spatial lattice constraints and image likelihood 
constraints. As the spatial relationship between adjacent insulators is related by the 
offset vector t1 or t2, which can be represent as a pairwise compatibility func-
tion i , j i j( x ,x )ϕ . For each insulator, its appearance is similar as the reference pattern 

element, which is the foundation of joint compatibility function i i i( x ,y )φ  . When the 

texture structure of insulators is mapped to the MRF, we can use MSBP to solve the 
problem [11] [12]. 
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The meaning of joint compatibility function i i i( x ,y )φ  is to measure the similarity of 

the content between candidate image patch and the reference pattern element. As 
similarity measurement, the image likelihood map should not only be effective to 
distinguish the difference between the different targets, but also be tolerant of the 
noise in a class. The image likelihood map is taken as a prior density function on the 
image location of texture elements, and the joint compatibility function in the lattice 
MRF is given by: 

1[ i , j ] [ i , j ] [ i , j ]( x ,y ) exp( ( y ))φ α= − −  (1)

[ i , j ] [ i , j ]y NCC(T ,I( x ))=  (2)

Where [ i , j ]x is the location of node [i, j] at the ith row and jth column in the insulators 

lattice space, [ i , j ]I( x ) is an image patch centered at the location of node [i, j] and T0 is 

the appearance template of reference pattern element.  
The pairwise compatibility function i , j i j( x ,x )ϕ  specifies the spatial constraint be-

tween neighbor insulators, which can be defined by the geometric characteristics of 
(t1, t2) vector pairs in the insulators lattice. The “deformed lattice detection” theory 
use the normalized error below to measure the spatial consistency of two vector pairs 
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is L2 vector norm. The pairwise compatibility function 

1[ i , j ] [ i , j ]( x ,x )ϕ ± and 1[ i , j ] [ i , j ]( x ,x )ϕ ± can be defined based on the equation (3):  

2
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2
1 1[ i , j ] [ i , j ] [ i , j ] [ i , j ]( x ,x ) exp( v( x ,x ) )ϕ β± ±= − ×  (6)

0 0 0 0 0
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，  (7)

Where m
[ i , j ]x  is the location of node (i，j) in the mth iteration. The equation (5) and 

the equation (7) are used to measure similarity between the assumed insulator element 
vector pair 1 2

m mt t（ ， ） and the reference vector pair (t1, t2). The equation (4) measures 

the spatial similarity between the left insulator and the right insulator, while the  
equation (6) measures the spatial similarity between the up insulator and the down 
insulator. With de definition above, we can locate the insulators with MSBP. The 
parameters are set to 5α β= = by experience. 
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(a) The input image (b) The result of associated detection 

 
(c) The location of the insulators 

Fig. 2. The result of glass insulators detection 

 
(a) The input image (b) The result of associated detection 

 
(c) The location of the insulators 

Fig. 3. The result of porcelain insulators detection 
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4.3 Location 

The purpose of insulators detection is to detect the insulator appears or not in the im-
age automatically and localize the targets for the future work of image segmentation. 
Due to the influence of the image quality, there are various uncertain disturbance 
factors in the associated detection stage, which leads to the result of missing detec-
tion. In order to enhance the robustness of the algorithm, we analyze the geometric 
characteristics of the insulators region and extract the minimum bounding rectangle as 
the final location result. 

5 Experimental Results 

We have tested our proposed algorithm on real images of different kinds of insulators, 
there are parts of experimental results below. The detecting targets in figure 2 are 
suspension glass insulator strings. The background of the insulators image is waters, 
whose color is similar with that of glass insulators, what is more, the luminance of 
each insulator image patch is not exactly the same. Therefore, only from the aspect of 
color information, using the method of template matching is hard to overcome the 
influence of the interference. We combined the texture structure information with the 
color information to detect multiple insulators, the experimental result shows the me-
thod can overcome the impact of background and locate the insulators accurately.  

The detecting targets in figure 3 are suspension porcelain insulator strings. There 
are not only green plants but also tower in the background. On one hand, the color of 
tower is similar with porcelain insulators, on the other hand, the sizes of insulators are 
not completely the same, due to the variations in viewing angle, there is a certain 
degree of "deformation" in the image. The method conquers the disadvantages and 
detects the insulator targets. 

6 Discussion 

Variations in viewing angle, lighting, and partial occlusion are the common problem 
in the imaging of overhead transmission lines, which make the traditional feature 
matching methods based on the appearance similarity to be inefficient to detect insu-
lators. Therefore, additional constraints need to be introduced to improve the detect-
ing results. Since the insulators are not merely random collections of isolated  
elements, but exhibit specific geometric, topological, and statistical regularities and 
relations, these spatial context information can be used to detect insulators jointly, 
when the local observation information are insufficient to detect the targets. We ana-
lyze the texture structure of insulator strings, and detect the targets based on the 
theory of “deformed lattice detection”. The experimental results show that the method 
can overcome the disadvantage of imaging conditions and detect different kinds of 
insulators under a complex background of overhead transmission lines automatically. 
How to diagnose the fault area of the insulators is our feature work. 
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Abstract. The subsurface geological structures are considerably complicated, 
which often appear in the form of normal fault, reverse fault, fold, pinchout and 
irregular body etc. In order to model geometrically the face structure of the geo-
logic horizon and fault, some key algorithms including the Delaunay subdivi-
sion and limited Delaunay subdivision are applied to examine techniques such 
as curved surface intersection, division, suture, united output and so on, while 
the compatibility of the complicated geological structure, such as geologic hori-
zon and fault, were maintained on geometry and topology. The analysis propos-
es the geometric distribution factors of geological object model for the further 
3D modeling of the complicated geological object. 

Keywords: Delaunay subdivision, Curved Surfaces Intersection, Curved Sur-
faces division, Curved Surfaces suture, Curved Surfaces united output. 

1 Preface 

It is an important project to build a complicated seismic model in the field of geologi-
cal prospecting. The basic work is to build a geometric model of geological object. 
This is also one of the frontier subjects in geo-science field [1-4]. In this paper, the 
main issue is how to build the geometric model of the block surface by using the 
techniques of curved surfaces intersection[5], curved surfaces division ,curved surfac-
es suture and curved surfaces united output[2] on the basis of the results of the 3D 
reconstruction of geologic horizon, fault, etc. 

2 Block Modeling Process Workflow  

In this paper, we have put forward an effective block modeling process workflow, by 
studying the common methods of block modeling, on the basis of practical working 
experience (Fig.1). 

According to the range of data points coordinates, we first set up the outline of a 
triangle. Then we add the data points to the triangle one by one using Bowyer-Watson 
algorithm. Finally we delete all triangles which are connected to the vertexes of the 
outline of triangle and then we will obtain the result of 2D Delaunay division about  
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Fig. 1. Block modeling process workflow 

the data points. We obtain the intersection between horizons, by making curved sur-
face intersection in the nets of 2D Delaunay division, which is the restrictive condi-
tion. The limited segments are added into the result of 2D Delaunay division after 
they are standardized. After all the limited segments are added into the result, we 
should check the consistency of the qualification and the subdivision results in  
geometry and topology. If the result is affirmative, we will achieve the result of sub-
division and qualification. After proceeding curved surface division, curved surface 
suture, curved surface united output, etc. on the basis of the result of 2D limited divi-
sion, we will complete the geometric modeling of the complicated geological object 
surface [6-9]. 

3 Design and Implementation of The Modeling Algorithm 
about Complicated Geological Object Geometric Surface   

The methods of modeling about complicated geological object geometric surface 
include curved surfaces intersection, curved surfaces division, curved surfaces cut, 
curved surfaces united output, etc. At the same time, we build the spatial topological 
relations of the complicated geological object in the exploration areas. That can pro-
vide reference for the next entity modeling. 

4 Design and Implementation of Curved Surfaces Intersection 
Algorithm  

Curved surfaces intersection is a basic operation for determining the topological rela-
tions between intersection and curved surface. It is the basis of curved surfaces divi-
sion, curved surfaces trimming and curved surfaces transition (Fig.2).  

As shown in Fig.2, First, by using the preliminary treatment of bounding box , We 
obtain the conditions that determine if two triangles have common point: 

x1min>x2max;x2min>x1max;y1min>y2max;y2min>y1max;z1min>z2max;z2min
>z1max.  
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Fig. 2. Curved surfaces intersection process 

Because the sampling data points are not sufficient, the geometry intersection line 
is different from the surface analysis results. In order to make the analysis of surfaces 
in line with the intersecting lines, we need to extend the borders of surfaces. In this 
paper we extend the surfaces by using the “boundary extension method with weighted 
factors". That is: by calculating the direction and the distance of trend with the me-
thod of weighted average, we can determine the terminal point of extension [5]. 

With the technology of surface extension with weighted factors, we can efficiently 
solve the two kinds of problems in the practical application (Fig.3). 

 

Fig. 3. Intersection lines of surfaces 

For the case that the endpoints are not on the boundary of two curved surfaces, we 
can use the " boundary extension method with weighted factors” to extend the lines 
with weighted factors, with the endpoints reaching the surface boundary at the same 
time. 

4.1 Design and Implementation of Curved Surfaces Cut Algorithm  

Because the earth's crust is very uneven indeed, the intersection we get is often tor-
tuous and irregular geometrically. The triangle spreading division technology makes 
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full use of the adjacent characteristics in the triangulation ensuring that the surfaces 
after division are consistent with original surfaces in geometry and topology. Thus it 
can solve the problem of curved surface division better. 

The surface triangulation and the corresponding intersection after pretreatment by 
limited Delaunay subdivision should meet either one of the following: (1) The inter-
section extends to the surface boundary.(2) The intersections connect end to end. 
Then triangle spreading method can be used (Fig.4). 

 

Fig. 4. The recursive method of triangle spreading 

For a curved surface, as long as we divide the triangulation into two parts along the 
existing segments or rings in the triangulation, we will finally divide all the surfaces 
along the intersection. 

4.2 Design and Implementation of the Curved Surface Suture Sechnique 

When the contour shapes of different levels are different, the suture results are prone 
to warping. The method of solving this problem is traversing to suture the triangle on 
the border, adding equipartition point (such as midpoint), and reducing the differences 
among the sides of all the triangles on boundary, therefore homogenizing the suturing 
boundaries [10]. 

Curved surface suture depends on the number and the geological structure of the 
suturing surfaces. After the pretreatment of the data, we divide the surfaces to be su-
tured into two types: two intersecting closed curved lines and one closed curved lines. 

A

BC
D

C B

E

A

 

Fig. 5. Two connection points and four connection points 

For type 1, the suturing method is to translate two wire frames to make their center 
points coincide with each other. Then we calculate the difference of the number of 
boundary points on the two wire frames, and determine the connection type. Finally, 
we can construct a triangle (The connection type shows in Fig.5). 

For type 2, we discuss two cases. One case is the wire frame with two intersection 
points, and the other is the wire frame with four intersection points. 
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When there are wire frames with two intersection points, the processing approach 
is to structure the triangular network for the nodes except A and B with the method of 
the first suturing type, and to select DC or EF as the pair of initial points. Then we can 
get the final result by adding the triangle ACD and BEF into the triangular network 
(Fig.6).  
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F

D

C

E

F

D

 

Fig. 6. Wireframe with 2 vertexes 

When there are wire frames with four intersection points (Fig.7(a)), the processing 
approach is to select the wire frame MN-PQ(Fig.7(b)), and then construct the triangu-
lar network with MP or NQ as the initial points based on the first suturing type. Next 
we construct triangular network of AD-MP (Fig.7(c)) and BC-NQ (Fig.7 (d)) in the 
same way.  

 

Fig. 7. Wireframe with 4 vertexes 

After completing the above steps, we intensify the suturing of triangles. Finally, 
surface united output technique is to number geological surfaces that belong to a geo-
logical object into a triangular mesh file, and to form triangular mesh of block geome-
tric surface.  

5 Real Data Process 

Above is the elaboration of the theoretical methods. Next, we apply this algorithm in 
the real seismic data processing. The following is the specific modeling process of a 
work area more than 100 square kilometers. First, model curved surfaces intersection 
(Fig.3) based on the result of 2D Delaunay triangulation. Second, model limited 2D 
Delaunay triangulation on the limited condition of first step. Third, do surface seg-
mentation and surface cutting for the result of limited subdivision (Fig.8). Fourth, 
stitch the surface after segmenting the surface. Then, model surface of a single block 
by uniform output. Finally, output the entire block model in the whole area, and gen-
erate geometric surface model based on complicated geologic object of triangulation 
subdivision (Fig.9). 
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Fig. 8. Surface Segmentation And Surface Cutting 

 

Fig. 9. Surface Uniform Output  

6 Conclusion  

By applying in practice and the results of 3D reconstruction of surface structure which 
include geological horizon, etc, we realize the modeling of block geometric surface. 
The technique of curved surface intersection determines the exact spatial relation 
between fault plane and geological horizon. The technique of curved surfaces divides 
geological surface into effective geological horizon and fault plane based on limited 
geological boundary and the condition of intersection. Surface suturing technique 
determines the spatial relation among different geological horizons so that the effec-
tive surface stitching algorithm can be put forward. Finally, by using the surface unit-
ed output technique form the triangular mesh of block geometric surface as a basis for 
limited 3D Delaunay subdivision. 

Of course, the geometric surface modeling of complicated geological object is a 
very complicated problem. Due to the limitation of our knowledge, there may be 
some flaws in the conclusion and methods. However, we hope this research can pro-
vide some references and discussions for improving further the geometric surface 
modeling of complicated geological object. 
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Abstract. This paper uses base-Agent method to build a new model of re-
searching the evolution of discontent in mass violence event, in which model 
we introduce emotion factor, relation factor, risk factor and relevance factor as 
the attribute value of the individual Agent, then using psychophysics’ correla-
tion theory to quantize the change of individual discontent. In the paper, by set-
ting different initial values, we make relevant experiments to study the process 
of evolution of discontent of a typical mass violence event that has happened 
and three other different circumstances. All of what we achieved from this pa-
per can offer help to the police to understand the inherent mechanism and law 
of mass violence event, also can provide guide for taking pointed measures to 
prevent and manage mass violence event. 

Keywords: mass violence event, discontent, evolution, model. 

1 Introduction 

Nowadays more and more mass violence events break out. Domestic and foreign 
researchers have paid much more attention on these events. So far, there has been two 
different ways of studying mass violence events, one is to study the economic reasons 
or the psychology of the participants[1-2]. The other is using computer science and 
information technology, extracting various factors to build models, gains the regular 
patterns and features by simulating [3-5]. In this paper, we extract some parameters 
related to the emotion evolution of participants before the events to build models on 
the basis of the latter view[6-8]. After running considerable simulations in different 
settings, we get the regular pattern of the emotion evolution among participants, 
which provides theoretical basis to understand mass violence events. 

2 Agent-Based Modeling 

Agent-based modeling (ABM) is a modeling method developed from artificial  
intelligence in 1970s. As the basic abstract unit of the system, Agent has some simple 
attributes and status so it has some kind of intelligence. We define some simple rules 
for these Agents so that they could interact between each other and obtain correspond-
ing system model finally. It’s a bottom-up modeling method. By using Agent-based 
models and simulations, not only could we give answers to the problems, but also 
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display all dynamic features of system evolution. We could also set up different as-
sumptions, conditions or limited factors for the models to understand system features 
more adequately. More importantly, it could resolve various problems of complex 
system highly formally by using the interactions between Agents. Based on the cha-
racters mentioned above, the method has been widely applied in the field of computer 
science technology. Figure 1 shows the basic steps of ABM. 

 

Fig. 1. Basic step of ABMS 

3 The Model of Discontent Emotion Evolution  

3.1 Basic Parameters of Individual Agent 

In this paper, we extract four parameters from participants’ individual attributes and so-
cial environment: emotion factor, relationship factor, risk factor and relevance factor. 

Emotion factor is used to reflect the amount of dissatisfaction emotion of individu-
al Agent which has a bearing on the behaviors about to happen. It is represented 
by Q and limited in [0, 1]. The more the dissatisfaction is, the larger the likelihood of 

violence is. 
Relationship factor represents the individual Agent’s relationship with other 

Agents in the crowd. The closer the relationship between two Agents is, the more 
proximity the relationship factors of their own are and more impact on each other’s 
behavior they have. It’s represented by R  and the value is between [0, 1]. 

Risk factor, represented by M , refers to the rationality level of individual Agent 
whose valve is set between [0, 1]. The bigger the value is, the more likelihood the 
Agent gets excited and act violently. 

Relevance factor represents the relevance level between individual Agent and the 
event causing the gathering. It’s represented by G and its value is between [0,1]. The 
bigger the value is, the more relevance with the event Agent has. 

So, each individual Agent in the crowd could be expressed as ( )iiiii GMRQI ,,, . 

3.2 Adjustment Function of Mood 

According to Fechner’s theory, the change of human’s perceiving strength is in pro-
portion to the change of logarithm of irritant intensity[9], as shown in equation 1. 
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φψ lg•= K  (1)

ψ  represents the amount of human’s perception, andφ represents the intensity of 

physical irritant, while K is a constant. 
We assume that there were N Agents in the crowd, and choose two individual 

Agents randomly iI and jI in a time step to analyze. Here we consider the irritant 

amount received by the Agent relevant to the relevance level with the event, the rela-
tionship with other Agent, other Agents’ emotion and rationality status of other 

Agent, so we get the assemble stimulate amount of Agent iI shown as equation 2. 
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1K is a correction factor which makes the value of φ in a reasonable region. So the 

emotion factor of Agent iI after evolution is expressed by equation 3. 
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2K is a correction factor which makes the value of ( )1+tQi in a reasonable region. 

4 Simulation Experiment and Results Analysis 

4.1 Verification Experiment 

Firstly, we use a typical mass violence event that has happened as an example to veri-
fy the reasonableness of the model. According to actual situation of the event, we set 
the number of gathered crowd 30, containing 12 victim’s relatives, 6 lawless persons, 
12 bystanders. We set the Agent 1~12 with higher value of Q and G , the Agent 

13~17 with higher value of M , the Agent 18~30 with lower value of Q . The spe-
cific setting of the four factors is shown in the figure 2.  
 

  

Fig. 2. The specific setting of the four factors in the group 
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In order to make the thirty Agents’ value of Q  reasonable, we set the value of the 

correction factor 02.0,8.0 21 == KK . Using the equation (3), we can acquire the 

evolution curve of discontent for the thirty Agents, as showing in the figure 3. 

 

 

Fig. 3. The evolution curve of discontent for the thirty Agents 

From the figure 3 we can know that the emotion factor Q  of the victim’s relatives 

is higher than the lawless person and bystander, also the increasing range is larger. 
The bystanders’ discontent is increasing slowly, if the number of bystander is large, 
this change will lead to group violence. Because the evolution of discontent is accord 
with the mechanism of mass violence events, so the model presented in this paper is 
rational. We can use this model to research the evolution law of discontent in mass 
violence event. 

4.2 Simulation Experiment 

In this section, we design three experiments. In the first experiment, we suppose the 
crowd contain 18 Agents, all have low discontent, and relevancy between the Agents 
and the trigger event is same. We input relevant value to the model, the figure 4 
shows the settings. 

Under this circumstance, we get the evolution curve of every Agent’s discontent 
emotion as the figure 5. 

 

 

Fig. 4. The settings of the first experiment 
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Fig. 5. The evolution curve under the first experiment 

From the figure 5 we can see that the crowd’s mean initial value of discontent 
emotion is 0.14. After experiment, most Agents’ discontent emotion changes slightly, 
while several Agents’ discontent emotion increased considerably. At the end of expe-
riment, crowd’s mean value of discontent emotion is 0.24. 

On the basis of first experiment, we add four Agents with higher initial value of 
Q , the figure 6 shown the settings of the second experiment. 

 

 

 

Fig. 6. The settings of the second experiment 

Under this circumstance, we get the evolution curve of every Agent’s discontent 
emotion as the figure 7. 
 

 

Fig. 7. The evolution curve under the second experiment 

We can see from figure 7 that the crowd’s mean initial value of discontent emotion 
is 0.14. After the second experiment, crowd’s discontent emotion increases. At the 
50th seconds, most Agents’ value concentrate at 0.36 and 0.20, means that if the 
crowd includes a small number of Agents with higher value of discontent emotion, 
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crowd’s discontent emotion will be polarization. At the end, the crowd’s mean value 
of discontent emotion is 0.28, higher than the first experiment. 

On the basis of the first experiment, we add four Agents that have higher initial 
value of M to the crowd, the figure 8 showing the settings of the second experiment. 

Under this circumstance, we get the evolution curve of every Agent’s discontent 
emotion as the figure 9. 

 

 

 

Fig. 8. The settings of the third experiment 

 

Fig. 9. The evolution curve under the third experiment 

We can see from figure 9 that the crowd’s mean initial value of discontent emotion 
is 0.14. After adding four Agents that have higher initial value of risk factor, the 
crowd’s increasing range of discontent emotion is larger than the condition under the 
previous experiment. At the 50th seconds, most Agents’ value concentrate at 0.36 and 
0.24, and the crowd’s mean value of discontent emotion is 0.31, higher than the con-
dition under the previous experiment. 

4.3 Results Analysis 

In the first experiment, because the crowd does not receive any stimulation and insti-
gating from outside, the evolution of discontent emotion shows spontaneity and ran-
domness, the average value of discontent emotion increases slightly, from 0.14 to 
0.24. In the second experiment, we can see that the average value of discontent emo-
tion increases from 0.14 to 0.28, suggesting that the evolution of discontent is influ-
enced by the four Agents, especially, discontent emotion mainly distributes at 0.36 
and 0.20 at last time step. At last experiment, we can see that the average value of 
discontent emotion increases from 0.14 to 0.31, and discontent emotion mainly  
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distributes at 0.36 and 0.24 at last time step, which suggests that the Agents with high 
value of risking have lager influence to the crowd, also larger than influence from the 
Agents with high value of discontent emotion. So, if a crowd has more persons with 
risking, the crowd will have higher probability of conducting violence. 

On the basis of curve of discontent emotion in the figure 5, 7 and 9, we draw a re-
lation schema between crowd’s average value of discontent and time under the above 
three experiments, shown in the figure 10.  

 

 

Fig. 10. Relation curve between crowd’s average value of discontent emotion and time under 
the above three experiments 

In the figure 10, A, B, C indicates relationship between crowd’s value of discontent 
emotion and time under the above three experiments respectively. From the figure, we 
can see that the crowd containing high inflammatory person have larger increasing 
range, which suggest the high risky persons’ influence to probability of conducting 
violence is larger than others’. 

5 Conclusion 

In this paper, we present a new model to research individual evolution of discontent 
emotion in the crowd and use a typical mass violence event that have occurred to test 
and verify the model’s rationality. Then we design three experiments under different 
conditions, what we obtain from the results of the experiments is: (1) the crowd’s 
evolution of discontent showing spontaneity and randomness when the crowd’s initial 
discontent emotion is low; (2) when adding some persons with high value of discon-
tent emotion, the crowd’s discontent be influenced slightly, and the average value of 
discontent is increased; (3) when adding some persons with high value of risk, the 
crowd’s discontent is influenced greatly, larger than the condition of adding some 
persons with high value of discontent, and the average value of discontent increases 
considerably. What we can draw from the results is: for a crowd conducting violence, 
instigating from the lawless persons are more dangerous than the influence from the 
person with high value of discontent emotion. We should pay more attention to the 
persons with high value of risk.  
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Abstract. In this paper, an efficient two-stage segmentation framework was 
proposed to address the plant leaf image with overlapping phenomenon, which 
is built based on the leaf approximate symmetry and level set evolution theory. 
In the pre-segmentation stage, a straight line was manually set on the target leaf 
to approximate the principal leaf vein and the Local Chan-Vese (LCV) model 
was used on the global image region to help searching the so-called un-
overlapping contour in target leaf. In the formal segmentation stage, the sym-
metry detection was performed based on the pre-defined approximated principal 
vein to obtain the narrow-band evolution region and the second initial contour. 
Next, the LCV model was once again used to find the complete target leaf con-
tour in the narrow-band evolution region. Finally, experiments on some real leaf 
images with overlapping phenomenon have demonstrated the efficiency and ro-
bustness of the proposed segmentation framework. 

Keywords: approximate symmetry, level set, overlapping leaf, principal vein, 
two-stage segmentation. 

1 Introduction 

Recently, segmenting the leaf from plant images and performing classification based 
on leaf features has become an efficient mean in the field of digital plant research. 
Plant leaf is very suitable for image processing since its shape structure is relatively 
stable and leaf can be easily found and collected in most of the time of four seasons 
[1]. It should be noted that the leaf segmentation result will directly influence the 
performance of leaf feature extraction and final classification. Thus, some efficient 
approaches have been proposed for leaf image segmentation up to now. Manh et al. 
[2] used deformable templates and combined the color features to segment the weed 
leaf. Persson et al. [3] proposed segmenting the leaf image by using the active shape 
models. Zheng et al. [4] proposed the mean-shift-based color segmentation method 
for green leaves. Wang et al. [1] proposed an automatic marker-controlled watershed 
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method combined with pre-segmentation procedure and morphological operation to 
segment leaf images.  

However, most of the proposed methods can not address the plant leaf image with 
overlapping phenomenon, i.e., leaves are overlapped with each other due to the origi-
nal growth condition. The uncovered complete leaf in upper layer is the segmentation 
target. Without the prior knowledge, the segmentation result will not be satisfied since 
the interferential leaf in underlying layer will produce the false contour. To resolve 
this problem, we shall introduce a two-stage segmentation framework based on the 
leaf approximate symmetry. The segmentation process can be divided into two stages, 
i.e. pre-segmentation stage and formal segmentation stage. Here, we used our pre-
viously proposed Local Chan-Vese (LCV) model [5] as the segmentation model for 
both two stages. LCV model contains the controlled global term and local term. It is 
very suitable for two-stage image segmentation task since it can not only capture the 
regional image information but also segment the detailed objects.  

Before segmentation, a straight line should be manually set on the target leaf in up-
per layer to approximate the principal vein. Then, in the pre-segmentation stage, the 
level set evolution driven by LCV model is performed on the global image region to 
help searching the so-called un-overlapping contour in target leaf. Next, the symmetry 
detection is implemented based on the pre-defined approximated principal vein to 
obtain the narrow-band evolution region and the second initial contour. Finally, in the 
formal segmentation stage, the LCV model is once again used to extract the complete 
leaf contour in the narrow-band evolution region.  

The rest of this paper can be organized as follows: In Section 2, we briefly intro-
duce the leaf approximate symmetry and LCV model. Our two-stage level set seg-
mentation framework is presented in Section 3. In Section 4, the proposed framework 
is validated by some experiments on leaf images with overlapping phenomenon. Fi-
nally, some conclusive remarks are included in Section 5. 

2 Background Knowledge 

2.1 Leaf Approximate Symmetry 

Leaf vein is the vascular bundle growing in the leaf to transfer water and nutrition. 
The principal vein is the longest and obvious vein located in the center of the leaf. 
Since the physiological function of leaf is to receive sunlight and transpire water, the 
shapes of both sides of the principal vein should be almost same under the same ideal 
conditions of sunlight and water. Fig.1 shows some basic shapes of common simple 
leaf. It can be seen that the shapes of leaves preserve certain symmetry although the 
shapes vary widely. It should be noted that practical leaf may not preserve complete 
symmetry due to the growth position, orientation and inclination angle of leaf. Some 
trivial shape difference may exist in two sides of the principal vein. So, the symmetry 
of leaf based on principal vein is often called approximate symmetry. 

In this paper, the leaf approximate symmetry is adopted to find the complete target 
leaf in upper layer of the overlapping leaf image. It should be noted that we do not 
directly extract the principal vein but manually set a straight line on the target leaf to 
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approximate its principal vein. The reasons are as follows: First, the principal veins 
are not obvious in some leaves and often connected with the lateral veins and minor 
veins. So, how to extract the principal veins is in itself a difficult problem in the field 
of leaf image processing [6]. Second, the shift and deformation may exist in the leaf 
contour of both sides of the principal vein due to the different conditions of sunlight 
and water. The approach of manual setting straight line to approximate principal vein 
can reduce the side-effect of shift and deformation on the final segmentation result. 

 

       
Fig. 1. The basic shapes of common simple leaf 

2.2 Local Chan-Vese Model 

The local Chan-Vese (LCV) model was built based on the techniques of curve evolu-
tion, local statistical function and level set method. By incorporating local information 
into regional level set model, LCV model can not only capture the regional image 
information but also segment the detailed objects with the controlling balance para-
meters. The overall energy functional in LCV model LCVE  consists of three parts: 
global term GE , local term LE  and regularization term RE . Thus the overall ener-
gy functional can be described as: 

LCV G L RE E E Eα β= ⋅ + ⋅ +   (1)

where α  and β  are two positive parameters which govern the tradeoff between the 

global term and the local term. 
The global term GE  is directly derived from the Chan-Vese model [7]. Using the 

level set formulation, the boundary C  is represented by the zero level set of a Lip-
schitz function : Rφ Ω → . The global term is stated as follows: 

2

1 2 0 1

2

0 2

( , , ) ( , ) ( ( , ))

( , ) (1 ( ( , )))

GE c c u x y c H x y dxdy

u x y c H x y dxdy

φ φ

φ
Ω

Ω

= −

+ − −




 (2)

where ( )H z  is the Heaviside function. 

The introduction of local term is to statistically analyze each pixel with respect to 
its local neighborhood. In the same manner as global term, the local term LE can be 
reformulated in terms of the level set function ( , )x yφ  as follows: 
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L
k

k
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g u x y u x y d H x y dxdy

φ φ

φ
Ω

Ω

= ∗ − −

+ ∗ − − −




 (3)

where kg  is a averaging convolution operator with k k×  size window. 1d  and 2d  

are the intensity averages of difference image 0 0( ( , ) ( , ))kg u x y u x y∗ −  inside C  and 

outside C , respectively.  
The regularization term RE  is composed of two items. The first item is the length 

penalty term which is used to control the smoothness of the zero level set and further 
avoid the occurrence of small, isolated regions. The second item is used to force the 
level set function to be close to a signed distance function [8]. It plays a key role in 
the elimination of time-consuming re-initialization procedure. 

2

( ) ( 0) ( )

1
( ( , )) ( , ) ( ( , ) 1)

2

RE L P

x y x y dxdy x y

φ μ φ φ

μ δ φ φ φ
Ω Ω

= ⋅ = +

= ⋅ ∇ + ∇ − 
 (4)

where μ  is the parameter which can control the penalization effect of length term: if 

μ  is small, then smaller objects will be detected; if μ  is larger, then larger objects 

are detected. 
The minimization of LCVE  can be done by introducing an artificial time variable 

0t ≥ , and moving φ  in the steepest descent direction to a steady state as follows: 

2 2
0 1 0 0 1

2 2
0 2 0 0 2

2

( )[ ( ( ) ( ( , ) ( , ) ) )

( ( ) ( ( , ) ( , ) ) )]

[ ( ) ( ) ( ( ))]

k

k

u c g u x y u x y d
t

u c g u x y u x y d

div div

ε

ε

φ δ φ α β

α β
φ φμ δ φ φ
φ φ

∂ = − ⋅ − + ⋅ ∗ − −
∂

+ ⋅ − + ⋅ ∗ − −
∇ ∇+ ⋅ + ∇ −
∇ ∇

 (5)

For more details about the LCV model, readers can refer to the literature [5]. 

3 Two-Stage Segmentation Framework 

In this section, we shall present and discuss the details of the two-stage level set seg-
mentation framework. It should be noted that the final objective is to find the unco-
vered and complete leaf in upper layer, i.e. target leaf. The covered and incomplete 
leaf in underlying layer, i.e. background leaf, is regarded as the interferential object. 
To obtain satisfying segmentation result, we usually require that the test image should 
contain only one complete target leaf and one half side of the target leaf contour is un-
overlapped.  

3.1 The Pre-segmentation Stage 

Before pre-segmentation, we should first set a straight line to approximate the prin-
cipal vein for target leaf. Here, we adopt the simple two-point form to define the 
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straight line. Two points ( 1, 1)x y  and ( 2, 2)x y are manually selected at the two ends 

of the target leaf. Thus, the straight line equation of approximate principal vein is 
built as follows: 

0Ax By C+ + =  (6)

where 1 2A y y= − , 2 1B x x= −  and 1* 2 2* 1C x y x y= − . 

Next, we should set the first initial contour and initialize the level set function φ  

to a sign distance function. Benefit from the less sensitivity to the location of initial 
contour of LCV model, the initial contour can be placed anywhere. The parameters of 
LCV model should be set, which include the time-step tΔ , the grid spacing h , the 
regularization parameter ε , the window size of averaging convolution operator k , 
the controlling parameter of global term α , the controlling parameter of local term β  

and the length controlling parameter μ .  

After the level set evolution stops, the zero level sets (contours) should be extracted 
from the level set function φ . Due to the complicated background of overlapping leaf 

image, the extracted contours usually contain several contours with different lengths, 
i.e. * * *

1 2( , , , )nC C C , which are generated from the target leaf and the interferential 

leaves or branches. To provide precise results for the next formal segmentation stage, 
the interferential contours should be removed. According to the prior knowledge that 
only one target leaf exists in the test image, the longest contour *C  will be kept as 
the pre-segmentation result. 

* *

1
( )i

i n
C argmax length C

≤ ≤
=  (7)

Actually, the contour *C  belongs to both the target leaf in upper layer and back-
ground leaf in underlying layer. Now, it is necessary to find the contour belonging to 
un-overlapped half side of target leaf, which is called un-overlapping contour TC . 

First, contour *C should be further divided into two parts, i.e. 1C  and 2C  according 

to the approximate principal vein. For any point ( , )x y , it can be classified into 1C  or 

2C  based on the following rule:  

1

2

( , )0

( , )0

x y C
A x B y C

x y C

∈> 
∗ + ∗ +  ∈< 

 (8)

where A , B  and C are the coefficients in Eq.(6).  
Then, it needs to judge which one between 1C  and 2C  is the un-overlapping con-

tour. According to the growth characteristic of plant leaf, most of the leaf contours are 
smooth and bending towards the principal vein. Correspondingly, the normal direc-
tions of all leaf contour points are generally towards the principal vein. It should be 
noted that the overlapping contour is actually composed of two parts from the target 
leaf contour and background leaf contour, respectively. As a result, a sudden change 
of normal direction will occur at the junction of the target leaf contour and  
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background leaf contour. Thus, we can theoretically judge which contour is the un-
overlapping contour according to the continuity of normal directions of contour point. 
Considering that there are some tiny sawtooth on the leaf contour, the statistical anal-
ysis to the continuity of normal directions should be performed based on the points 
sampled from contour with the same interval in practical numerical implementation. 
In this way, the computations can be greatly decreased and precise statistical analysis 
result will be obtained. 

3.2 The Formal Segmentation Stage 

After obtaining the un-overlapping contour TC , the symmetric curve SC  with re-

spect to the approximate principal vein can be obtained. For each point ( , ) Tx y C∈ , 

the symmetric point ( , )S Sx y on SC  can be computed as follows: 

2 2

2 2

2 ( ) / ( )

2 ( ) / ( )
S

S

x x A Ax By C A B

y y B Ax By C A B

 = − + + +
 = − + + +

 (9)

TC  and SC  are then connected to generate a complete and closed curve. Here, we 

adopt the narrow-band idea from level set theory and build a narrow-band evolution 
region which regards cC  as its center line and has a bandwidth of 2w . Different 

from the pre-segmentation stage, the second initial contour in formal segmentation 
stage can be automatically constructed which is a square with size of r r×  centered 
on the center of TC . Since the second initial contour should located in the narrow-

band evolution region, the value of r  should be smaller than that of 2w .  
Finally, the second levels set evolution based on LCV model can be performed in 

the narrow-band evolution region with the second initial contour. Here, some evolu-
tion parameters controlling the segmentation detail should be updated since the over-
lapping phenomenon still exists in the narrow-band evolution region. The first up-
dated parameter is the length controlling parameter μ . A smaller value should be set 

for μ  according to the setting rule of μ . In the same way, the controlling parameter 

of global term α  should also be smaller than the controlling parameter of local 
term β . After the formal segmentation, the final obtained zero level set will be the 

contour of target leaf. 

4 Experimental Results 

In this Section, we shall present the experimental results of two-stage level set seg-
mentation framework on some leaf images with overlapping phenomenon. The pro-
posed segmentation framework was implemented by Matlab 7 on a computer with 
Intel Core 2 Duo 2.2GHz CPU, 2G RAM, and Windows XP operating system. We 
used the same parameters of the time-step 0.1tΔ = , the grid spacing 1h = , 1ε = (for 

( )H zε  and ( )zεδ ), the window size of averaging convolution operator 15k = , the 

controlling parameter of local term 1β =  for all the experiments in this section. In our 
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experiments, α  has two values: 1 and 0.1 for pre-segmentation stage and formal 
segmentation stage. The length controlling parameter μ  also has a scaling role like 

α . Two corresponding values, i.e. 20.01 255∗  and 20.001 255∗ , are adopted. In 
conclusion, there are totally two parameters whose values need to be dynamically 
adjusted in our experiments. 
 

  
(a) (b) (c) (d) 

  
(e) (f) (g) (h) 

Fig. 2. The whole segmentation process of proposed two-stage level set segmentation frame-
work on the leaf image with overlapping phenomenon. (a) Original image (b) The approximate 
principal vein and initial contour (c) The zero level sets after the level set evolution in pre-
segmentation stage. (d) The longest contour *C  (e) 1C (yellow line)  and 2C  (blue line) (f) 

Center line cC  (g) The narrow-band evolution region and the second initial contour (h) The 

final segmentation result of formal segmentation stage. Image size=183 160× . 

Fig.2 demonstrates the whole process of proposed two-stage level set segmentation 
framework on the leaf image with overlapping phenomenon. It can be seen from Fig.2 
(a) that an interferential leaf is overlapped with the target leaf at the top-left corner of 
image. The approximate principal vein (red straight line) and initial contour (green 
triangle) are shown in Fig.2 (b). The green lines in Fig.2 (c) correspond to the zero 
level sets after the level set evolution in pre-segmentation stage. Fig.2 (d) shows the 
longest contour *C and Fig.2 (e) demonstrates the obtained 1C  (yellow line) and 2C  

(blue line). By performing the statistical analysis to the continuity of normal direc-
tions, it can be judged that 1C  is the required un-overlapping contour TC . After 

computing the symmetric curve SC  with respect to the approximate principal vein, 

TC  and SC  are then connected to generate the center line cC (as shown in Fig.2 (f)). 

The blue lines in Fig.2 (g) are the boundary of narrow-band evolution region with a 
bandwidth of 16. The green square in Fig.2 (g) shows the second initial contour in 
formal segmentation stage with size of12 12× . Fig.2 (h) demonstrates the final seg-
mentation result of formal segmentation stage. It can be seen the target leaf is seg-
mented perfectly. 
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(a) (b) (c)

  

(d) (e) (f) 

Fig. 3. The segmentation experiment of proposed framework on larger leaf image with over-
lapping phenomenon. (a) The approximate principal vein and initial contour (b) The longest 
contour *C  (c) 1C and 2C  (d) Center line cC  (e) The narrow-band evolution region and the 

second initial contour (f) The final segmentation result. Image size= 304 297× . 

  
(a) (b) (c)

  
(d) (e) (f)

Fig. 4. The segmentation experiment of proposed framework on larger leaf image with over-
lapping phenomenon. (a) The approximate principal vein and initial contour (b) The longest 
contour *C  (c) 1C and 2C  (d) Center line cC  (e) The narrow-band evolution region and the 

second initial contour (f) The final segmentation result. Image size= 573 297× . 

Fig.3 and Fig.4 further show the segmentation results for two larger leaf images, 
respectively. The bandwidth of narrow-band evolution region in Fig.3 is 20 and the 
second initial contour is a square with size of 16 16× . Since the size of the test leaf 
image in Fig.4 is larger, the corresponding bandwidth is increased to 26 and the size 
of the second initial contour is also increased to 20. Fig.3 (f) and Fig.4 (f) show that 
two target leaves are efficiently segmented from the background leaves. 
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5 Conclusions 

In this paper, we proposed a novel two-stage level set segmentation framework for 
plant leaf image with overlapping phenomenon. The segmentation process can be 
divided into two stages, i.e. pre-segmentation stage and formal segmentation stage. 
Here, we used the LCV model as segmentation model for both two stages since it can 
not only capture the regional image information but also segment the detailed objects. 
Besides, the prior knowledge of leaf approximate symmetry is introduced to reduce 
the side-effect of shift and deformation on the segmentation result. The experiments 
on some real leaf images with overlapping phenomenon have demonstrated the effi-
ciency and robustness of the proposed segmentation framework. 
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Abstract. This paper presents a new method to analyze system behavior. A 
software system is modeled by a Petri net, and then the Petri net is sliced into 
several parts based on T-invariant. It has been shown that the behavior of the 
slices is equivalent to the behavior of the original Petri net. Thus we can analyze 
the system behaviors by checking each slice. With this method, state space ex-
plosion problem in the static analysis can be solved to some extent. The Dining 
Philosophy problem has been used to demonstrate the benefit of our method. 

Keywords: behavior analysis, petri net, model slicing, t-invariant. 

1 Introduction 

Traditionally, system behavior analysis can be conducted by applying static analysis 
techniques to the systems. These techniques include reachability based analysis 
techniques, symbolic model checking, flow equations, and dataflow analysis, etc. 
However, they may hit state space explosion problem since they have to exhaustively 
explore all the reachable states to detect system errors. Many techniques have been 
proposed to combat this explosion, including state space reductions [12], abstraction 
[6], and integer programming techniques [2]. With respect to these efforts, 
unfortunately, the explosion issue is still there, which is the main technical obstacle to 
transition from research to practice. 

In this paper, we propose a new method to analyze the system behavior. A system is 
modeled by a Petri net, and the Petri net is then sliced to several slices based on 
T-invariants of the net, finally we check the behavior of the whole system by checking 
each slice. In this way, the state space explosion problem can be solved to some extent. 
Program slicing technique was first proposed by M. Weiser [17]. The main ideas of the 
slicing technique is to abstract the statements that may affect some points of interest 
and then divide the large and complex system model into small manageable parts. It has 
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476 J. Ma, W. Han, and Z. Ding 

 

been widely used in the analysis of formal models such as hierarchical state machine 
[8], attribute grammars [16], Object-Z specifications [4], CSP-OZ specifications [3]. 

This paper is structured as follows. In Section 2, we present the slicing technique 
based on T-invariant. In section 3, we prove the behavior equivalence of the Petri net 
and its slices. In Section 4, we use the dining philosophy problem as the example to 
illustrate our method to check system behavior. Section 5 is the discussion on the 
related work. Section 6 is the conclusion of the paper. 

2 Petri Net Slicing Based on T-invariants 

2.1 Petri Net 

In this paper, we use Petri net to model software systems. 
 
Definition 1. A Petri net is a directed bipartite graph that can be written as a tuple 

),,,( 0MFTP , where P is the set of places, T is the set of transitions, 

)()( PTTPF ×∪×⊂ is the set of arcs, and 0M  is the initial marking. 

In our Petri net model, a place is used to denote a software state and a transition is used 
to denote an event. The initial marking indicates the start states. 

A transition is enabled if all the input places have nonzero markings. Only enabled 
transitions can be fired. We assume that as soon as a transition gets enabled, it starts to 
fire. Firing is based on two indivisible primitives: 1) Removal of the markings from the 
input places and insertion of the markings in the output places (two transitions which do 
not share any places can be fired independently). 2) Determination of the new marking 
distribution function in both input and output places after firing. 

p

t1 t2

(a)

t1 t2

p

(b)  

Fig. 1. The Petri net representation of conflict 

Conflict is common in a Petri net, and it often leads to deadlock status. Basically, 
conflict is a reflection of the competitive relationship, which makes the token distri-
bution uncertain, and thus makes the resources distribution results diverse. In a Petri 
nets, if a place has more than one out-transitions, but the tokens (some corresponding 
share resources) in the place are not enough to fire all of the enabled transitions at the 
same time, then only one (or some) of them can be enabled, while the rest are dis-
enabled. Conflicts are classified as two kinds: forward conflict, which is usually called 
conflict, and backward conflict, which is usually called contact. For the first kind, the 
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sharing resource is the token in place, while for the second kind conflict, the token is the 
capacity of post-place. Two kinds of conflicts can be described as in Fig. 1. 

In the next, we will show how to divide the conflict structure into two different slices 
based on T-invariant, which will help us to reduce the complexity in the behavior 
analysis. 

2.2 The Algorithm of Petri Net Slicing 

Definition 2. (T-invariant) Assume T is a T-vector of Petri net N , 

ZSTC →×: is the incidence matrix, ),(),(),( jiijji tsWstWtsC −= , and 

0θ is a zero vector. If there is a T-vector satisfying 0* θ=TC , then T is a 

T-invariant of Petri net N . Especially, if 0θ>T , then T is a nonnegative invariant. 

If there is no other T-invariant T ′ satisfying TT <′<0θ , then T is a minimal 

invariant. 
T-invariant of a Petri net describes the locality of a system, i.e., a dynamic that be-

gins from arbitrary initial marking 0M can come back to the marking 0M after a 

sequence of transitions. 
The following algorithm (in Fig. 2) shows how a Petri net model is sliced into a set 

of small Petri net pieces based on T-invariant. 

sliceset=φ
do{

if transition(sliceset) �= transition(N)
do{

}

small invariant=find smallest invariant(
set of minimal invariant)
transition connected=φ
invariant connected=φ
for ∀ transition ∈ small invariant

transition connected=find place connected

end

invariant connected= all transition connected
slice= small invariant+invariant connected
sliceset=sliceset+slice
sliceset of invariant= set of invariant-small invariant
} until(set of minimal invariant=φ )

uncovered transition set=transition(N)-transition(sliceset)
for ∀ transition ∈ uncovered transition set

add according to pre-place(post-place)

 

Fig. 2. Petri net Slicing algorithm 

First the T-invariants are computed and the minimal invariants are selected. Then the 
smallest invariant is chosen to construct the slice, i.e. after getting a smallest invariant, 
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the algorithm checks the pre-places of each transition and composes a cycle as a Petri 
net slice. 

If the invariant set becomes empty without covering all the transitions in the Petri 
net N , then the algorithm checks the pre-places and post-places of the transition one by 
one; If the pre-places (or post-places) of a transition are in some slice, then the transi-
tion is added into the slice. Accordingly, the corresponding post-places (or pre-places) 
are also added into the slice. For a transition, if its pre-places and post-places belong to 
no slices, it will be skipped and will be checked later after all uncovered transitions are 
checked. In this way, the algorithm guarantees that every transition in N belongs to 
some slice. 

The modular Petri net (or Petri net pieces) obtained from the slicing algorithm is 
called as Petri net slice. 

2.3 Complexity Analysis 

Now we compute the complexity of the algorithm. The complexity of finding 

T-invariant is the same as that of solving the algebra equation 0* θ=TC . Let the 

number of places and transitions in the Petri net be m and n respectively. The com-

plexity of solving the equation is )( 3nO . Finding a smallest invariant is to compute 

the number of the invariants and then sort (bubble sort) them, thus the complexity is 

)( 2nO . Checking the pre-places and post-places of every transition is similar to 

locating the positive (negative, zero) number of an array, and the complexity is 
)(mnO for m lines and n volumes. In summary, the complexity of the slicing algo-

rithm is )( 3nO . 

3 Justification of the Behavior Equivalence 

In this section, we will prove that the original Petri net model and the Petri net slices 
have the same behavior. 

Definition 3. (Behavior Equivalence) Two Petri net P and Q are behaviorally equiv-

alent iff there exists an one-to-one mapping between the reachability graphs of P and 
Q . 

We have the following observation from the algorithm: 

─ The change of states in Petri net is determined by the initial marking and fire 
sequence of transitions; 

─ Slicing algorithm reserves all the input and output information of every transition; 
─ The initial marking remains the same before or after slicing. 

Hence, we can prove the following result. 
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Theorem 4. A Petri net and its slices obtained from T-invariant are behaviorally 
equivalent. 

Proof. In order to prove the behavior equivalence, we only need to prove that the firing 
sequences remain the same after slicing. 

Assume that nnkk ttttttts 113211 : −−   is a firing sequence. Next we show that 

every kt  can fire in Petri net slices. kt  may appear in more slices, but the structures 

of kt  are the same (i.e. its pre-places and post-places are the same), so for the con-

venience, we may assume that it appears in only one slice. There are two cases. 

Case 1: The pre-place of kt  is not shared. 

Assume that transition kt  appears in a slice, say S , then all of its pre-places and 

post-places are in S , so kt  can fire. 

Case 2: There is at least one shared place in the pre-places. 

Let place ap be a shared place for two transitions kt  and mt  ( mt belongs to 

another firing sequence, say 2s ). Assume that the transition kt  is fired first and 

then ap is released after the firing of sequence 1s ; or kt waits until sequence 2s is 

finished and ap  is released. In both situations, the transition kt  can fire and the firing 

sequence 1s  can execute completely. 

4 An Example: Dining Philosophy Problem 

We use the dining philosophy problem as the example to show our method for behavior 
analysis. Dijkstra’s [7] dining philosopher problem is a very well-known example for 
the static analysis. A group of N philosophers is sitting around a table. The 
philosophers alternate between thinking and eating. Initially n forks are placed on the 
table between each pair of philosophers. In order to eat, a philosopher must first pick up 
both forks next to him. The forks are put down when the philosopher finishes eating and 
starts thinking. This problem is interesting because of the possibility of a circular 
deadlock. Deadlock may occur if all philosophers pick up their forks in the same order, 
say, the right fork followed by the left fork. In this case, there is one deadlock state 
corresponding to the situation in which all philosophers have picked up their right fork 
and are waiting for their left fork. 

The Petri net for 5 philosophers is shown in Fig.3. 
For every philosopher and every fork, the corresponding behavior is an independent 

process. If we take the first philosopher as the example, then the behavior can be de-

scribed as 14321
4321 ppppp tttt ⎯→⎯⎯→⎯⎯→⎯⎯→⎯ , and the behavior of a fork 

can be described as 2143221
321 pppp ttt ⎯→⎯⎯→⎯⎯→⎯ or 

( 2143221
121110 pppp ttt ⎯→⎯⎯→⎯⎯→⎯ ). 
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Fig. 3. Petri net model for five philosophers 
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Fig. 4. Slices with T-invariant for five philosophers 

After applying the T-invariant based algorithm to the Petri net model, we get 5 
T-invariants: 

)1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0(

)0,0,0,0,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0(

)0,0,0,0,0,0,0,0,1,1,1,1,0,0,0,0,0,0,0,0(

)0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,0,0,0,0(

)0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1(
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=
=
=
=
=
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T
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The corresponding two slices are shown in the Fig. 4. Fig.4(a) describes one behavior 
of the dinning philosopher problem: stop-thinking → get Left-Fork and Right-Fork 
consequently →  eating →  thinking. Easy to see that the transitions in slice (a) can 
fire, i.e. slice (a) can execute. Fig.4(b) describes another behavior. In Fig.4(b), if tran-

sitions 1713951 ,,,, ttttt  get tokens from 2524232221 ,,,, ppppp  at the same time, 

then transitions 18141062 ,,,, ttttt  will be waiting for these tokens forever, i.e., the 

system comes to the deadlock. Hence this slice describes the deadlock behavior of the 
dinning philosopher problem. 

Remark 1. The slices obtained with S-invariant based method [10] are related to each 
others, thus the execution of one slice is dependent on the execution of other slices. In 
other words, we can not analyze the dinning philosopher problem based on their slices. 

5 Related Work 

The research of Petri net slicing focuses on two aspects: one is to extract the statements 
that may affect the property under study, and the other is to divide a complex Petri net 
model into small manageable parts and then study the smaller parts. 

Chang and Wang [5] presented a static slicing algorithm that slices out all sets of 
paths, known as concurrent sets,so that all paths within the same set should be executed 
concurrently. M. Llorens [11] defined a group of slicing criterion. Paths can be gener-
ated based on the slicing criterion. This method can be used for the debugging and 
model checking. Rakow [14][15] presented another static slicing technique to reduce 
the Petri net size. In his method, for a given place set, the input places, incoming tran-
sitions and outgoing transitions are added to the set iteratively to construct a subnet. 
The Petri nets size is reduced, thus the state space explosion problem can be solved to 
some extent. W. J. Lee and H. N. Kim [10] proposed a static slicing technique in which 
minimal S-invariants are used to partition a Petri net into concurrent units (Petri net 
slices) and the partitioned models can be analyzed by a compositional reachability 
analysis technique. They also proved that the boundedness and liveness will be retained 
in the partitioned models.  

6 Conclusion 

In this paper, a T-invariant based Petri net slicing technique is presented. The slices 
obtained by this technique have the equivalent behavior of the original Petri net. This 
technique can be used to study the behavior of a class of concurrent systems that use 
resource sharing as their synchronization mechanism. Instead of checking the whole 
system, we can check each slice to get the behavior of whole system. In the future, we 
will consider applying this technique to the system test. 
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Abstract. The aircraft landing scheduling problem (ALS) is a typical NP-hard 
optimization problem and exists in the Air Traffic Control for a long time. 
Many algorithms have been proposed to solve the problem, and most of them 
are centralized. With the development of the aerotechnics, the concept of free 
flight has been proposed. Airplanes could change their flight paths during the 
flight without approval from a centralized en route control. In order to support 
free flight, a distributed system based on Multi-Agent System is proposed in 
this paper. The kernel of the system is semantic agent negotiation mechanism. 
With the method aircrafts in the system could make landing sequence 
considering their own states. The Experimental results show that the proposed 
algorithm is able to obtain an optimal landing sequence and landing time 
rapidly and effectively. 

Keywords: Aircraft landing scheduling problem, semantic agent negotiation, 
free flight. 

1 Introduction 

The Aircraft Landing Scheduling (ALS) problem is one of the important problems in 
Air Traffic Control (ATC). The problem is to determine the landing sequences and 
landing time for a given set of aircrafts [1]. A lot of research has been done on the 
optimization of ALS problem in recent years. The linear programming (LP) method 
has been applied in [1], [2]. Heuristic algorithms are used to solve the ALS problem 
owing to the powerful ability of parallel and global search [4]-[6]. 

In this paper we propose a distributed agent approach: Semantic Agent Negotiation 
Mechanism (SANM) which is based on Multi-Agent System (MAS) to solve the ALS 
problem. The main idea of the SANM is that aircrafts can make the landing sequence 
through cooperation. SANM solves the problem consider the whole condition and 
single aircraft, while other algorithms only consider the whole condition. Semantic 
knowledge is used to describe the negotiation rules in SANM. SANM has two steps: 
(1) every aircraft uses its own algorithm (here we will discuss the genetic algorithm) 
to get a landing scheduling; (2) then all aircrafts use the negotiation mechanism to 
optimize the scheduling and get a better result.   

The remainder of this paper is organized as follows. The ALS problem in multi-
runway systems, focus on minimizing the cost of the aircraft sequence, hereafter, is 
described in Section 2. Section 3 introduces the model of SANM. Genetic algorithm 
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that used to solve the ALS problem is introduced in Section 4. The negotiation rules 
are proposed in Section 5. Extensive simulation study is reported in Section 6, and the 
paper ends with some conclusions in Section 7. 

2 ALS Problem Formulation 

Assume that a set of n aircrafts will land at a multi-runway airport. The objective of 
ALS problem is to find an optimal arrival sequence for aircrafts. In arrival sequence, 
time interval of adjacent aircrafts will land at the same runway should be no less 
than ijS . ijS is the required separation time between aircraft i and aircraft j . Each 
aircraft must land within the bounds of the time window ( iE , iL ). 

Delay time of aircraft can be defined as (1). For each aircraft, extra cost caused by 
delay should be defined as (2). 

{ , ( )
0 , (1, )i i i i it T L t T

i elsed i N− > >= ∀ ∈
 

 (1)

{ ( ) ,
( ) ,

i i i i i i

i i i i i i

g T t E t T
i h t T T t Lc − < <

− < <=   (1, )i N∀ ∈  
(2)

iC is the extra cost for aircraft i. it stands for the time allotted that aircraft will land 
on the runway. ig is the penalty cost (positive) per unit of time for landing before 

iT for aircraft i ; ih  is the penalty cost (positive) per unit of time for landing 

after iT for aircraft i . 
Objective function of ALS problem can be described as equation (3) (4):  

1

min
N

i

if d
=

= 
 

 (3)

1
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N

i

if C
=

=    (4)

3 Semantic Agent Negotiation Mechanism (SANM) 

The next-generation air transportation system should allow airplanes to change their 
flight paths during the flight without approval from a centralized en route control. 
With the development of aerotechnics and requirement of free flight, the solution of 
ALS problem should consider not only the macro aspect, but also the status of every 
aircraft. So the centralized system cannot satisfy the development tendency and a 
distributed system is necessary. In this paper, a solution based on Multi-Agent System 
is proposed: semantic agent negotiation mechanism. The method has two steps: (1) 
every aircraft uses algorithm (here we select genetic algorithm, discussed in section 
V) to get a good scheduling, (2) aircrafts use the negotiation mechanism to optimize 
the scheduling to satisfy their own benefits.  

SANM is based on Multi-Agent System and described in Figure 1. 
( (1, ))i i NA ∈ represents the aircraft agent. Controller agent and aircrafts agent use Agent 

Communication language (ACL) to exchange message. Genetic Algorithm, 
Negotiation strategy and Proposal Generation Mechanism are invoked by aircraft 



 Aircraft Landing Scheduling Based on Semantic Agent Negotiation Mechanism 485 

agent. Genetic Algorithm is used to get an initial solution. Proposal Generation 
Mechanism is invoked to create proposal. Negotiation strategy supplies the rule 
abides by aircraft agent when consulting proposal.  

In order to simplify the model of SANM, we describe the model with a tuple (5). 

, , , , ,M Ag GA S I V R=< >  (5)

1{ ,..., , }nAg A A C= is the set of aircraft agents and controller agent. GA is Genetic 

Algorithm. S is negotiation strategy. I is proposal generation 

mechanism. 1 ,..., ,p p p
n cV v v v=< > , p

iv is the valuation of aircraft agent i for 

proposal p . R reserves the best scheduling at present. 

The detail of the algorithm is described as follow: 
 
(1) iA  uses GA to get a scheduling.  
(2) iA  sends its scheduling to other aircraft agents and controller agent. 
(3) Aircraft agents and controller agent grade the scheduling according to their 
own benefits. The less delay and external cost, the higher grade will be given. 
(4) Calculate the score for each landing scheduling. The scheduling which gets the 

highest score will be selected as initial solution. 
(5) Initial solution is not suitable for all aircrafts. Aircraft agent uses the proposal 

generation mechanism I to create the proposal for initial solution. Proposal generation 
mechanism will be discussed in section 5. 

(6) All the aircrafts use the negotiation strategy S to decide which proposal will  
be accepted. V will be used in this step. Negotiation strategy will be discussed in 
section 5. 

(7) If the terminal conditions (time constraint or negotiation suspension) are not 
satisfied, go to (5), otherwise reserve the scheduling in R , and then return R . 

 

  

Fig. 1. SANM 

4 Genetic Algorithm for ALS Problem 

Genetic Algorithm (GA) is adaptive heuristic search algorithm premised on the 
evolutionary ideas of natural selection and genetic. In this section, we give genetic 
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algorithm with novel constraints for ALS Problem. Chromosome coding which 
describes the landing scheduling is defined as Table 1. Consider that N aircrafts will 
land on three runways. In the first row of table 1, the sequence number of aircrafts is 
assigned according to the order of predicted landing time. The corresponding runways 
are given in the second row. 

Table 1. Chromosome coding 

Aircraft 1 2 3 4 5 … N-1 N 

Runway 2 1 3 1 2 … 3 2 

 
The chromosome coding has to satisfy two constraints.  

1) The load of the runways should be balanced.  
In formula (6), ir represents the number of aircrafts assigned in the ith runway. 
N and R  stand for the total number of aircrafts and runways respectively. The usage 
rate of the runway should be in a certain range [1/ ,1/ ]R a R a− +  . 

1
0.1

ir

N R
− ≤  [0, 1]i R∈ −   (6)

2) Security constraint. Three or more aircrafts in continuous time can not be 
assigned in the same runway. Formula (7) describes the security constraint, 
and iP represents the runway assigned to the aircraft i. 

1 2i iP P+ +≠  (If 1i iP P += , [1, ]i N∈ )  (7)

5 Proposal Generation Mechanism and Negotiation Strategy 

5.1 Proposal Generation Mechanism 

When a landing scheduling is send to an aircraft agent, the agent will evaluate the 
scheduling and put forward a set of aircrafts that can swap the runway with it. For 
example, in table 2, aircraft 17 is put on runway 2. A set of aircrafts it can swap with 
is {14, 15, 16, 18, 19}. The aircraft that can swap with it must between 13 and 20 
because of time constraint. Then aircraft 17 calculates the delay and cost if it  
swaps the runway with 14, 15, 16, 18, and 19 respectively. Suppose it swaps the 
runway with aircraft 16, the value of object function (4) is less than previous 
scheduling. Finally aircraft 17 will put forward a proposal: swap runway with  
aircraft 16.  

5.2 Negotiation Strategy  

In our model, Strategies are adopted to direct the adaptive negotiation process. The 
negotiation strategies are expressed in OWL since it has a text-based representation 
which imposes few restrictions on protocols and (through the use of OWL schema) it  
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has a sufficiently strict syntax to permit automated validation and processing of 
information in an unambiguous way. Negotiation strategies allow selections from a 
range of proposal provided by aircraft agents. Figure 2 shows sequence decides the 
proposal according to semantic descriptions.  
 

Table 2. Example of Landing Scheduling 

ID Time(s) Runway ID Time(s) Runway Runway1 Runway2 Runway3 
1 56 3 11 346 3 3 2 1 
2 113 2 12 378 2 4 5 6 
3 113 1 13 400 2 8 12 7 
4 122 1 14 448 1 9 13 10 
5 155 2 15 467 1 14 17 11 
6 156 3 16 491 3 15 20 16 
7 218 3 17 500 2 19  18 
8 237 1 18 653 3    
9 327 1 19 679 1    
10 332 3 20 705 2    

 
 

 

 

 

 

 

 

Fig. 2. Execution Step 

6 Experiment 

We write the program of SANM with Visual Studio 2010. To fully investigate the 
effectiveness of our algorithm, we compare it with the method first come first service 
(FCFS) on the given dataset. In table 3 we give 20 aircrafts which will land on three 
runways. S, L and H stand for small, middle and heavy plane respectively. Previous, 
earliest and latest landing time of aircrafts are given in table 3. 

First of all, every aircraft works out a landing scheduling by using genetic 
algorithm. Total delay of each scheduling is given in Figure 3. We can see that the 
landing scheduling provided by aircraft 6 has the least delay time 550s. Then we will 
use proposal generation mechanism and negotiation strategy to optimize the initial 
solution. The final result is given in the third part of the Table 4. 

Aircraft 1 Aircraft 2 

1) Create 
2) Send proposals to Aircraft 2 

3)Evaluate the proposal 

4) Send back the value of evaluation 

  5) Select the best scheduling 
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Fig. 3. Dealy time of every aircraft 

Table 3. Real time data 

Serial 
Number 

Type Time(s) Earliest(s) Latest(s) 
Serial 
Number 

Type Time(s) Earliest(s) Latest(s) 

1 S 18 0 50 11 L 343 300 380 
2 H 37 0 60 12 H 398 350 440 
3 H 53 10 80 13 H 487 460 520 
4 H 68 20 100 14 S 489 460 520 
5 L 69 20 100 15 L 500 470 540 
6 S 134 100 170 16 H 596 550 640 
7 S 138 100 170 17 L 619 580 670 
8 S 182 150 210 18 H 635 590 680 
9 S 240 200 280 19 S 642 600 680 
10 H 255 210 290 20 H 719 680 760 

Table 4. FCFS, GA and Negotiation 

FCFS ID Delay(s) GA ID Delay(s) Negotiation ID Delay(s) Scheduling(s) 

Runway1 
 
 
 
 

1 0 

Runway1 
 
 
 
 

2 0 

Runway1 
 
 
 
 

2 0 0 
4 24 4 63 5 82 114 
7 121 8 116 8 107 252 
10 78 11 29 11 20 343 
13 0 15 0 15 0 500 
16 0 17 0 17 0 619 
19 121 20 0 20 0 719 

Runway2 
 
 
 
 

2 0 

Runway2 
 
 
 
 

3 0 

Runway2 
 
 
 
 

3 0 10 
5 82 5 98 4 79 104 
8 107 10 0 10 0 255 
11 20 12 0 12 0 398 
14 12 13 5 13 5 492 
17 0 16 0 16 0 596 
20 0 18 55 18 55 690 

Runway3 
 
 
 

3 0 

Runway3 
 
 
 

1 0 

Runway3 
 
 
 

1 0 18 
6 86 6 0 6 0 116 
9 78 7 94 7 94 214 
12 0 9 90 9 90 312 
15 12 14 0 14 0 489 
18 0 19 0 19 0 642 
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In Table 5 we list the delay time of different methods which solve the ALS 
problem. It is obvious that our method has the better optimization performance 
compared with FCFS and GA.  

Table 5. Data Compare 

 FCFS GA(Max) GA(Min) SANM 
Delay(s) 741 628 550 532 

Cost 13770 12960 11950 10320 

7 Conclusion 

In this paper, an algorithm of SANM is proposed to solve aircraft landing scheduling 
problem. Two techniques: Proposal Generation Mechanism and Negotiation Strategy 
are designed in our algorithm. The simulation results show that: this method is 
reasonable and it can reduce the total time delay, optimize the approach sequencing. 
The modeling and decision process of this methodology is easy to realize and suitable 
to be used in terminal area aircraft approach sequencing, it can help the controllers 
make a quick decision and reduce their workload if being used.  
 
Acknowledgements. This study is supported by grants from National Natural Science 
Foundation of China and Civil Aviation Administration of China(61039001) and 
Tianjin Municipal Science and Technology Commission(11ZCKFGX04200). 

References 

1. Ciesielski, V., Scerri, P.: An Anytime Algorithm for Scheduling Aircraft Landing Times 
Using Genetic Algorithms. Australian Journal of Intelligent Information Processing 
System 4, 206–213 (1998) 

2. Beasley, J.E., Krishnamoorthy, M., Sharaiha, Y.M., Abramson, D.: Scheduling Aircraft 
Landings - the Static Case. Transportation Science 34, 180–197 (2000) 

3. Xu, X.H., Yao, Y.: Application of Genetic Algorithm to Aircraft Sequencing in Terminal 
Area. Journal of Traffic and Transportation Engineering 4, 121–126 (2004) 

4. Yang, Q.: Scheduling Arrival Aircrafts on Multiple Runways Based on an Improved 
Genetic Algorithm. Journal of Sichuan University 38, 65–70 (2006) 

5. Zhang, H., Hu, M.: Multi-runway Collaborative Scheduling Optimization of Aircraft 
Landing. Journal of Traffic and Transportation Engineering 9, 115–120 (2009) 

6. Rong, J., Geng, S., Valasek, J., Ioerger, T.R.: Air Traffic Control Negotiation and 
Resolution Using an Onboard Multi-agent System. In: Proc. Digital Avionics Syst. Conf., 
vol. 2, pp. 7B2-1–7B2-12 (2002) 

7. Pěchouček, M., Šišlák, D.: Agent-based Approach to Free-flight Planning, Control, and 
Simulation. IEEE Intell. Syst. 24(1), 14–17 (2009) 

8. Lomuscio, R., Wooldridge, M., Jennings, N.R.: A Classification Scheme for Negotiation 
in Electronic Commerce. Int. Journal of Group Decision and Negotiation 12(1), 31–56 
(2003) 



D.-S. Huang et al. (Eds.): ICIC 2012, LNCS 7389, pp. 490–496, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A Real-Time Posture Simulation Method  
for High-Speed Train 

Huijuan Zhou1,2, Bo Chen2, Yong Qin2, and Yiran Liu1 

1 College of Mechanical and Electronical Engineering, North China University of Technology, 
Beijing, China 

2 State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University,  
Beijing, China 

zhhjuan@sina.com, 2828900@163.com, 276356856@qq.com, 
qinyong21246@126.com 

Abstract. A method of real-time posture simulation aimed to high speed mov-
ing train is presented. This method decomposes the full train length in smaller 
train elements, so that dynamic posture simulation of train is transformed into 
posture simulation of each part of the train. Then according to the real-time  
locomotive mileage, track geometry and the center mileage, yaw angle and roll 
angle can be calculated for simulate the posture of each part. The whole train 
posture is obtained through connected each part’s posture together in space-
time continuum. The method is simple, accurate, efficient and practical and is 
used in actual system of comprehensive inspection train visualization. 

Keywords: high-speed train, real time, posture, simulation. 

1 Introduction 

With the successful operation of Jing-Jin Intercity Railway, Beijing-Shanghai High-
speed Railway and other high-speed railways, Chinese high-speed railway is now 
developing rapidly. Real-time posture of the high-speed moving train has an impor-
tant effect on real-time train monitoring and operation safety. For the limits of moni-
toring equipment cost and data transmission rate, the real-time train’s posture can’t be 
obtained. However, the computer simulation technology makes it possible for real-
time posture simulation of the high-speed moving train with the development in com-
puter. 

There are many methods for real-time posture simulation, such as active distur-
bance rejection control technique[1] and neural-predictive controller[2] in satellite 
attitude simulation system, the time-domain response method based on stochastic 
process theory of posture simulation of warship[3], the method of bodywork posture 
simulation based on course simulation[4], the six-degree-of-freedom movement post-
ure simulation[5]. In train posture simulation, it’s usually used to build solid model by 
Simpack and Adams/Rail or establish dynamic equations by Matlab/Simulink. 

But Simpack and Adams/Rail is very difficult to solve the problem for multi-
contacts, collision and large-scale systems[6]. Each Matlab/Simulink module is a 
black box for the user and its graphical user interface can’t show the real-time 3D 
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posture of the train[7-8]. Hence, the present simulation software does not display real-
time posture of the high-speed moving train, the railway line and the surrounding 
buildings with the high-precision. Especially, it’s impossible to realize above func-
tions for these simulation software in Browse/Server model. This paper puts forward a 
method combined vehicle dynamics parameters with 3D GIS and B/S architecture to 
simulate real-time posture aimed to the high-speed moving train. 

2 Algorithm for Real-Time Posture Simulation  

For rail vehicle system, there are six kinds of basic carbody movement: lateral oscilla-
tion, bounce response, stretching vibration, yaw motion, pitch response and roll  
motion. 

Lateral oscillation, roll and shake motion of carbody are called the lateral vibration. 
Because of the elastic constraints of the vehicle structure and the suspension system, 
the lateral oscillation and roll vibration always couple together. Bounce and pitch 
response happen in longitudinal vertical plane, belonged to vertical vibration. Bounce 
response is the vibration of the pre and post bogies with the same phase and amplitude 
in the vertical plane. Otherwise, if the vertical vibration direction of the pre and post 
bogies is opposite, the vibration is pitch response. The longitudinal stretching vibra-
tion of carbody generally appears when rail vehicle start, brake, driving and shunting, 
which is closely related to train dynamics[9-11]. Therefore, this paper proposed the 
real-time posture simulation method considered kinetic parameters such as pitch angle 
β , yaw angle ϕ  and roll angle φ  which would influence the real-time posture of 

the train, and didn’t consider the influence of longitudinal vibration. 
The method can simulate the real-time posture of high-speed moving train in 3D 

with vivid and continuum space-time. The flow chart of posture simulation is shown 
in Figure 1. 

Firstly, the train is divided into multiple parts, so that posture simulation of train is 
transformed into posture simulation of each part of the train. And then, in the case of 
known mileage of the locomotive, each part’s center mileage is calculated. Thirdly, 
according to the track geometry at the center point of each part, the real-time posture 
simulation method of each part is determined. Finally, real-time posture of each part 
of the train connected together in space-time continuum will full-dimensionally simu-
late the real-time posture of high-speed moving train. Specific steps are as follows: 

(1) The train model is divided into n  parts from head to tail (shown in Fig. 2) and 
posture simulation of the train is transformed into posture simulation of each part of 
the train.  

(2) Train length is d , then each part of the train length is nd . Train head mileage 

is 0s , Then the central mileage of ),,2,1,0( nii =  part is: 

)1(
20 −−−= i

n

d

n

d
ss  (1)
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Fig. 1. Flow chart of high-speed train posture simulation 

 

Fig. 2. Train divided into n  parts 

(3) In the process of high-speed train movement, real-time posture simulation me-
thod of each part of the train in real-time mileage S is as follows: 

 h  is the distance from the part center to the center point of left and right track. 

θ  is the horizontal angle of left and right track center and  grv2arcsin=θ  

(shown in Fig. 3).Where v  is design speed, g  is gravity acceleration, r  is 

track curve radius and α  is track curve tangent direction angle(shown in  
Fig. 4). 
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 ),,( LLL zyxL  is the coordinate of the left track center point, ),,( RRR zyxR  

is the coordinate of the right track center point. The coordinate of the center O  
of the part is  

)cos
2

,
2

,sin
2

(),,( θθ •+++•−+= h
zzyy

h
xx

zyxO RLRLRL  (2)

 Assuming that the train wheels and tracks contact intimately and there isn’t or 
minor pitch response, then the pitch angle 0=β , and set yaw angle αϕ = , 

roll angle θφ = . 

3 Application 

In a ‘863’ project about visualization system of high-speed comprehensive inspection 
train based on 3D WebGIS, the simulation method above is used to simulate the  
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real-time posture when the inspection train is running in Jinghu high-speed railway. 
The system has been applied in comprehensive inspection center and the following is 
actual application.  

(1) The inspection train model is divided into n=100 parts from head to tail, so that 
posture simulation of the train is transformed into posture simulation of each part of 
the train. 

(2) Train length is md 80= , each part of the train length is 

mnd 8.010080 == . At a given time, the mileage of train head is 

kms 1200 = . Then the central point mileage of ),,2,1,0( nii =  part is: 

))(1(0004.09996.119

)1(
20

kmi

i
n

d

n

d
ss

−−=

−−−=
 (3)

 

(3)At this moment, track curve tangent angle is 4πα = at real-time mileage 

)10(996.119 == ikms . Real-time posture simulation method of the part 10=i  

is as follows: 
 The distance from the part center to the center point of left and right track is 

mh 5.2= , smhkmv /100/360 == , 2/10 smg = , mr 3000= , then 

the horizontal angle is  

3398.0
300010

100
arcsinarcsin

22

=
×

==
gr

vθ  (4)

 The coordinate of the left track center L  is )5,6,12(),,( =LLL zyx , the 

coordinate of the right track center R is 

)5.5,6,5.13(),,( =RRR zyx ( , , ) (13.5,6,5.5)R R Rx y z =  and the coordi-

nate of the center O  of the part is  

)6071.7,6,9168.11(
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,
2
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2

(),,(
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•+++•−+= θθ h
zzyy

h
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 (5)

 Yaw angle 4παϕ ==  and roll angle 3398.0== θφ  . 

Real-time dynamic posture simulation of each part of the train is obtained based 
above method and the simulation effect is showed in Fig.4. In this project, real-time 
train information including GPS, mileage and velocity is transmitted every 5 seconds 
from train to the ground center. The train’s position and posture are drived by the 
accepted real-time data and updated in accordance with 24 frames every one second. 
In some certain, the train’s position is delayed for the limit of transmission time and  
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Fig. 5. Actual posture simulation for high-speed comprehensive inspection train 

transmission rate. So there are some other algorithms to calculate and estimate the 
next position and velocity according to the fore data accepted[12]. The system  
requires Inter Core2 multi-core CPU, 4G RAM, 1T hard disk and NVIDIA Series 
GeForece8800 Graphics card. 

4 Conclusions 

The method advanced in this paper, decomposing the full train length in smaller train 
element and using the same real-time posture simulation method aimed at each train 
element, reduces the simulation difficulty of real-time high-speed train posture and 
improves the simulation accuracy. At the same time, the method has the advantages of 
simply calculation, practical and efficient for its simulation according to curve charac-
teristics of track and geometric features of train. Combined 3D GIS and 
Browse/Server, the high-speed train posture and its position, velocity can be showed 
in a vivid 3D platform. The actual application has proved the method accuracy and 
efficiency. 
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Abstract. This paper proposes a high-order terminal sliding-mode observer 
used for the anomaly detection in TCP/IP networks. It can track the fluid-flow 
model representing the TCP/IP behaviors in a router level. A smooth control 
signal of the observer can be generated based on the high-order sliding-mode 
technique for estimation of the queue length dynamics in the router. The distri-
buted anomaly in the TCP/IP network incurred by an abnormal behavior can be 
detected using the smooth control signal. The proposed scheme requires only 
the average queue length in a router for anomaly detection. The simulations are 
presented to verify the effectiveness of the proposed method. 

Keywords: TCP/IP network model, congestion control, observers, sliding 
mode control. 

1 Introduction 

Anomaly detection aims at identifying cases when activities deviate from the normal. 
Anomalous events occur less frequently, however, once it occurs, the consequences 
could be quite dramatic. Therefore, abnormal detection has significant meaning in the 
security of Internet community, thus attracts outstanding researches in areas of artifi-
cial intelligence, machine learning, state machine modeling and statistical approaches, 
etc. [1]. Main anomaly detection methods include: statistical methods, expert systems, 
clustering, neural networks, support vector machines, outlier detection schemes, etc. 
[2]. Control theory methods, among others, have demonstrated great effectiveness in 
monitoring network traffic. Since a network anomaly can be considered as a perturba-
tion in the traffic flow of the router level, an observer can be designed to estimate the 
network anomaly.  Therefore the observer can collaborate with Active Queue Man-
agement (AQM) in the router [3] to detect and estimate anomalies [4-7]. 
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For avoiding congestion collapse on the Internet or restoring a congested computer 
network to a normal state, congestion control and network congestion avoidance 
techniques have been utilized widely in router level. A router in TCP/IP networks has 
two different functions: AQM and anomaly detection. The latter can be implemented 
using an observer. The anomaly detection is essential in enterprise and provider net-
works for diagnosing events, like attacks or failures, which severely impact perfor-
mance, security, and Service Level Agreements (SLAs) [8].  

Thanks to the dynamic model of the TCP/IP traffic flow [9, 10], and the contribu-
tion of control theoretic analysis of random early detection (RED) [11], in which li-
nearized the interconnection of TCP and a bottlenecked queue. The original work of 
designing the AQM control system using the RED scheme opens a new area of tradi-
tional control theory. Since then, traditional control methods, Proportional (P) and 
Proportional-Integration (PI) controllers were first used in the queue utilization and 
delay in network traffic [3, 4]. Soon after, the feedback control was introduced to 
address the stability issue and to cope with the time-varying nature of the multiple 
delays in [5]. The feedback control mechanism ensures the regulation of the queue 
size of the congested router as well as flow rates to a prescribed level.  

The construction of an observer allows the reconstruction of the system states so 
that the disturbance, deemed as an intrusion, can be identified in the router level. Re-
cently following the work in observer based network anomaly estimation, some new 
anomaly detection methods have been proposed. Among them, sliding-mode observ-
ers [12-16] demonstrated significant potentials. In [12], an observer was proposed to 
detect constant anomalies for TCP/AQM networks. In [13], a new technique based on 
control theory and the construction of observers was developed using a simplified 
model describing the average dynamics of the TCP congestion window size and the 
queue length at the router. In [14], an unknown sliding-mode observer for anomaly 
detection in TCP/IP networks was proposed to distinguish false/true positives and 
false/true negatives in a prescribed finite time. In [15], a second-order sliding mode 
observer for detecting anomalies in TCP networks was investigated based on a fluid 
model of TCP network. Sliding-mode control (SMC) is a nonlinear control method, 
which alters the dynamics of a nonlinear system using a discontinuous control signal 
and forces the system to slide along a pre-designed sliding-mode manifold [17-19]. 
Sliding-mode observers apply SMC strategies so that they have some significant ad-
vantages compared to other observers, such as strong robustness, fast response, and 
high precision.  

Following our previous work [16], this paper proposes a high-order terminal slid-
ing-mode observer used for the anomaly detection in TCP/IP networks. The input of 
our observer is based on the information measurement and parameters of a router, 
such as the TCP/IP congestion window size and the queue length. With the help of the 
high-order sliding-mode technique, a smooth control signal of the observer can be 
generated automatically and used for estimation of the queue length dynamics which 
represents an anomaly in the TCP/IP network incurred in the router. Simulations are 
carried out and the estimation results are analyzed to validate the proposed method. 
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2 Simplified Dynamic Model of a TCP/IP Network 

It is well known that the TCP/IP model is a descriptive framework for the Internet 
Protocol Suite of computer network protocols. The TCP/IP model has 5 layers: physi-
cal, data link, network, transport, and application layers.  Computer network topolo-
gy is the physical communication scheme used by connected devices. It is the layout 
pattern of interconnections of the various elements (nodes, links, peripherals, etc.) of 
a computer network. There are five basic types of network topologies and hybrid 
topologies, the former include bus, ring, star, mesh, and tree, the latter are a combina-
tion of two or more of the four basic topologies.  

This paper considers a TCP/IP network topology, as shown in Fig.1, where N ho-
mogeneous sources connect to a destination through a router, which links computers 
to the internet. Routers in TCP/IP networks play an important role during the time of 
the network congestion. In Fig.1, the router can include two different mechanisms: an 
AQM and an observer for anomaly detection. Packets are the basic unit of transmis-
sion on the Internet. AQM controls the length of the packet queues for managing the 
congestion by dropping the packets when necessary. The observer can detect the con-
gestion window of the router in the TCP/IP network, and further detect the abnormal 
behavior in the network. 

 
 

Internet

TCP senders

Anomaly 
traffics

Router

TCP receivers

Router

Observer
AQM

detection
regulation

 

Fig. 1. TCP network topology 

The TCP/IP network topology shown in Fig.1 can be described using a simplified 
TCP/IP model. It can be expressed by the following coupled nonlinear time-delay 
differential equations [4]: 
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where W(t) is the average TCP/IP window size in packets, q(t) the average queue 
length in packets, R(t) the round-trip time in seconds, C the link capacity in pack-
ets/sec, Tp the propagation time delay in seconds, N the load factor (number of 
TCP/IP sessions), p(t) the probability of the packet mark, and d(t) the queue length 
dynamics.  

In (1), d(t) represents an additional traffic, which perturbs the normal TCP/IP net-
work behaviors in the router level. In normal condition of the TCP/IP networks, d(t) is 
around zero, but when an anomaly intrusion happens, it will suddenly increase. There-
fore the anomaly intrusion in the TCP/IP networks can be detected by monitoring d(t) 
based on the measurement and the parameters of the router. 

The equilibrium point of system (1), (W0, q0, p0), can be defined by 0=W  and 

0=q as: 20
2

0 =pW , W0=R0C/N, R0=q0/C+Tp. After determining the equilibrium 

point, system (1) can be linearized around its equilibrium point (W0, q0, p0) as follows 
[2]: 
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where δW= W−W0, δq= q−q0, δp= p−p0.  
Define a new state variable x(t)= δW(t), output y(t)= δq(t), and input u(t)= δp(t). 

Then, the TCP/IP network (2) can be linearized to a time-delay system [12]: 
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   (3)

where 2
0/ ( )dM M N R C= = − , 2

01/ ( )D R C= − , 2
01/ ( )dD R C= , 2 2

0 / (2 )dE R C N= − , 

0/G N R= , 01/H R= − . The simplified model (3) can be used for the feedback con-

trol of the router management and the TCP/IP network stability [9, 15]. In addition, 
this model can be utilized for the anomaly detection in the TCP/IP networks [12-16].  
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The objective of the paper is to design a smooth control signal of an observer of 
system (3) for estimating the queue length dynamics, d(t), which represents an ano-
maly in the TCP/IP network.  

3 Design of High-Order Sliding-Mode Observer 

For estimating d(t) in the simplified dynamic model of the TCP/IP network (3), a 
sliding-mode observer of the system (3) is proposed as follows: 
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where )(ˆ tx  and )(ˆ ty  represent the state estimation for the system states x(t) and y(t) 

respectively, and v(t) is the control signal of the observer.  
Define the errors between the estimations and the true states as: )(ˆ)()( txtxtex −= , 

)(ˆ)()( tytytey −= . The error observer equation can be obtained from (3) and (4) as: 
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  (5)

It is assumed that system (3) and its observer (4) satisfy the following assumptions. 

Assumption 1. The derivative of the additional traffic signal d(t) is bounded: 

mdtd ≤)(  (6)

where dm is a positive constant. 

Assumption 2. The control signal v(t) in (4) satisfies the following condition: 

mvtTv ≤)(  (7)

where both T and vm are also two positive constants respectively. 

Theorem 1. The observer error ey, and its derivative in system (5) will converge to 
zero in finite time, if a TSM manifold is chosen as (8), and the control signal v(t) is 
designed as (9)-(12): 

)()()( / tetets qp
yy β+=   (8)

)()()( tvtvtv neq +=     (9)

)()()( / tetGetv qp
yxeq β+=  (10)

)()()( twtTvtv nn =+        (11)
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( ))(sgn)( tsKtw −=  (12)

where K=vm+dm+η, η>0, both vm and dm are defined in (6) and (7); β > 0 is a constant. 
After reaching the sliding-mode surface s(t)=0, it can be seen from (8) that both 

)(tey  
and )(tey  will converge to zeros within finite time. Then the estimation of the 

additional traffic d(t) can be obtained from (5): 

)()(ˆ tvtd n−=  (13)

Therefore d(t) can be estimated using the smooth control signal of the observer. 

4 Simulations 

In order to evaluate the effectiveness of the proposed method for the anomaly detec-
tion in the paper, some simulations are carried out. The parameters of the system (3) 
for simulations are assumed as follows: 

N=60 TCP sources; C=3750 packets/s; Tp=0.2s; R0=0.2045; q0 = 17.08; M = Md 

= −0.3824; D = −0.0064; Dd=0.0064; Ed= −399.5208; G=293.3201; H= −4.8887. 
The queue length dynamics d(t) in the simulation is assumed to be a square wave-

form signal described by the function: 

( )( )[ ]15.01.0sinsgn5)( +−= ππttd  (14)

A TSM observer is designed based on Theorem 1, and the design parameters are: β = 
1; p = 5, q = 3, η =10. The simulation results are shown in Figs.2 and 3. The estima-
tion result of the queue length dynamics d(t) in (3) is shown in Fig. 2, and the 
zoomed-in view of the estimation is shown in Fig.3. It can be seen that d(t) can be 
estimated using the proposed method.  
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Fig. 2. Estimation of the queue length dynamics 
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Fig. 3. Zoomed-in view of Fig.2 

As aforementioned, the queue length dynamics d(t) represents the additional traffic 
perturbing the normal TCP network behaviors in the router level. During the normal 
condition, there is no anomaly appears in the TCP/IP network, d(t) is around zero. 
When an anomaly happens, d(t) will rise beyond the normal range. From the simula-
tion results, it can be seen that d(t) can be estimated quickly and accurately, which 
means that a distributed anomaly in the TCP network can be detected using the pro-
posed method. 

5 Conclusion 

This paper has proposed a high-order sliding-mode observer used for the anomaly 
detection in the TCP/IP networks. The observer can track the fluid-flow model 
representing the TCP/IP behaviors in a router. The high-order sliding-mode controller 
is designed for the observer and the smooth control signal of the observer can be ob-
tained for estimation of the queue length dynamics in the router, which represents a 
distributed anomaly in the TCP/IP network. The proposed anomaly detection scheme 
requires only one signal which is the average queue length in a router. The simulation 
results have shown the effectiveness of the proposed anomaly detection method.  
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Abstract. Generally speaking, the larger-scale open source development 
projects support both developers and users to report bugs in an open bug 
repository. Each report that appears in this repository must be triaged for fixing 
it. However, with huge amount of bugs are reported every day, the workload of 
developers is so high. In addition, most of bug reports were not assigned to 
correct developers for fixing so that these bugs need to be re-assigned to 
another developer. If the number of re-assignments to developers is large, the 
bug fixing time is increased. So "who are appropriate developers for fixing 
bug?" is an important question for bug triage. In this paper, we propose an 
automated developer recommendation approach for bug triage. The major 
contribution of our paper is to build the concept profile(CP) for extracting the 
bug concepts with topic terms from the documents produced by related bug 
reports, and we find the important developers with the high probability of fixing 
the given bug by using social network(SN). As a result, we get a ranked list of 
appropriate developers for bug fixing according to their expertise and fixing 
cost. The evaluation results show that our approach outperforms other 
developer recommendation methods. 

Keywords: bug triage, concept profile, social network, fixing cost, re-
assignment, developer recommendation. 

1 Introduction 

With a great amount of large-scale software projects have been developed, software 
maintenance becomes a challenging task due to many bugs appearing in the source 
code files [1]. In order to help developers track and fix these bugs for performing 
software maintenance well, bug tracking systems [2] have been introduced for 
allowing developers to serve as "testers" and report related bugs. Most well-known 
open source systems (e.g. Eclipse, JBoss) include an open bug repository for keeping 
the bug reports. 

Currently, for fixing each bug in the open bug repository, the related bug report 
need to be arranged to a developer for fixing it. This process is called bug triage [3]. 
However, with a great number of bugs are reported, the workload of fixers is so high. 

                                                           
∗ Corresponding author. 
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Moreover, re-assignment [4] is a serious problem as well. A lot of bug reports were 
not assigned to appropriate developers and need to be re-assigned to other developers. 
The more the number of re-assignments is, the lower the probability of bug fixing is. 
Meanwhile, the fixing time is increased.  

In order to reduce the fixing time for submitted bugs and improve the probability 
of bug fixing, it is necessary to recommend appropriate developers for bug fixing. In 
this paper, we present an effective way of automatically recommending developers 
for bug fixing. This approach comprises three parts. The goal of the first part is to 
build the concept profile (CP). For achieving this purpose, we extract the bug 
concepts with topic terms from the documents deriving the corresponding bug reports. 
After the concept profile is built, when a new bug comes, we decide which bug 
concept the new bug belongs to, and then extract the corresponding developers from 
the concept profile. For the second part, we utilize social network (SN) [5] to find the 
important developers with the high probability of fixing this bug. The final part is to 
rank the candidates according to the developers' experience and fixing cost. We 
expect the proposed method can avoid the excessive number of re-assignments, 
improve the probability of bug fixing and reduce the bug fixing time. 

The remainder of this paper is organized as follows. Section 2 presents some 
related work. We describe the details of our developer recommendation approach in 
Section 3. Section 4 shows the evaluation results on the collected bug reports from the 
famous open source project JBoss, and we analyze the experimental results. We 
summarize our work and introduce future work in Section 5. 

2 Related Works 

As previous work, J. Anvik et al. propose a semi-automated approach for 
recommending expert developers to fix the given bug [6]. Based on their work, W. 
Wu et al. present a bug triage approach called DREX(Developer Recommendation 
with K-Nearest-Neighbor Search and Expertise Ranking) [7] which collects the bug 
reports and comments from the open bug repository of Mozilla Firefox for 
recommending developers to fix given bugs. For the evaluation experiment, authors 
compare different ranking metrics according to the performance of bug triage. The 
results demonstrate DREX produces higher accuracy than traditional text 
categorization method when recommending ten developers for each testing bug. 
Specially, in the results, two metrics as Out-degree and Frequency show the best 
performance than others.   

J. Park et al. propose a cost-aware triage algorithm, CosTRIAGE [8]. The 
algorithm models "developer profiles" to indicate developers' estimated costs for 
fixing different type of bugs. Authors apply Latent Dirichlet Allocation (LDA) to 
verify the bug types, and quantify each value of the developer's profile as the average 
time to fix the bugs in corresponding type. For a given bug report, authors can find 
out all developers' estimated costs by determining the most relevant topic using the 
LDA model. In this method, they consider the probability and cost to fix the given 
bug to determine which one is the most appropriate developer to resolve the bug. 
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Even though the purpose of our study is same as the above proposed approaches, 
there are some differences: first, the key idea of LDA is similar to concept profile, 
even so, both of the forming process and purpose are different; second, W. Wu et al. 
use social network metrics to rank the importance of the developers. but we find the 
important developers from social network according to the possibility of fixing the 
given bug without using the social network metrics; finally, towards candidate 
developers, we combine their expertise and cost of fixing historical bugs for ranking 
the candidates. The ranking algorithm is different with other methods. 

3 A Concept Profile and Social Network Based Developer 
Recommendation 

Our approach to recommending expert developers to fix the given bug consists of the 
following steps: First, we build the concept profiles which include the bug concepts 
with the topic terms, and the documents produced by corresponding bug reports. 
Next, when a new bug comes, we verify which bug concept the new bug belongs to, 
and we extract the developers from the documents related to this bug concept. By 
constructing social network, we find the important developers according to their 
probability of fixing the new bug. Finally, we use the ranking algorithm to 
recommend top-k developers for fixing the given bug. 

3.1 Building the Concept Profiles  

In our work, we define the concept profile (CP) as follows. 
 

Definition 1. Concept Profile (CP) 
A concept profile constitutes a pair(C, D) where C denotes a bug concept with the 
topic terms, and D denotes a set of documents produced by the bug reports related to 
the bug concept. A document includes a set of features (e.g. id, description, fixing 
time, comments) of corresponding bug report. 

 
To build concept profiles, we need to address two key problems as follows.  

1. Categorizing Bugs: One effective way is to cluster the bugs in the training set. 
We adopt k-means clustering algorithm [9] to cluster the bug reports existing in the 
training set for categorizing bugs. In the clustering process, we define the similarity 
measure between bug reports as the distance between data points. For the similarity 
measure between bug reports, we use well-known cosine measure [10] to compute the 
textural similarity between two free-form text combining title and description of bug 
reports. The clustering process is an iterative process utile the error measure is a 
minimum value. In the other words, once the iterative process ends, each data point is 
close to the reference point which is selected randomly in its cluster than to any other 
reference point, and each reference point is the centroid of its cluster.  

2. Extracting Topic Terms: After clustered the existing bug reports in the training 
set, the bug concepts are determined. Now we need to extract the topic terms which 
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have higher frequency of appearing in the bug reports which belong to the same bug 
concept. We introduce normalization to transform the frequency to the weight value, 
we set a threshold θ1 to determine the topic terms while the weight values of the terms 
are more than the threshold. Fig. 1(a) shows a bug concept with the topic terms. 

We note that there are four topic terms related to the bug concept C1: 'control', 
'CVS', 'repository' and 'type'. The values on the links represent the weight values 
which are more than the threshold θ1. Fig. 1(b) shows an example of concept profile 
which includes the bug concept C1 and a set of documents D1. D1 includes the 
documents deriving from the clustered bug reports related to C1.  

    

 

Fig. 1. An example of bug concept and concept profile. The threshold θ is set to 0.05  

3.2 Retrieving Candidate Developers Using Social Network 

When a new bug comes, at first, we need to determine the most relevant bug concept 
with the new bug. In detail, we calculate the frequency of the topic terms of each bug 
concept appearing in the title and description of the new bug report. Once the highest 
frequency is found, we identify that the new bug belongs to the corresponding bug 
concept due to the highest frequency of related topic terms.  
 

 

Fig. 2. An example of social network which include five nodes 

Fig. 2 shows an example of a social network. There are five nodes in the social 
network. These nodes represent a set of developers extracted from the concept profile, 
and the links stand for the cooperative relationship of these developers. In detail, 
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some nodes which launch the links represent the assignees who are arranged to fix the 
bugs existing the concept profile; some nodes receiving the links represent the 
developers who participate the comments of the bug reports fixed by the 
corresponding developers who lunch these links. The numeral in each node represents 
the number of bug reports fixed by the related developer. 

Based on the number of fixed bug reports and launched links in the social network, 
we compute the probability of fixing the given bug for each developer in the social 
network as follows. 

 
Definition 2. The probability of fixing the given bug  
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where 

 nbdevi stands for the number of bug reports fixed by developer devi. 
 N is the total number of developers(or nodes) in the social network. 
 nldevi represents the number of links which are lunched by developer devi. 
 

When getting the probability of fixing the given bug for each developer, we set a 
threshold θ2 to determine the important developers with the high probability of fixing 
the new bug. If the probability is more than θ2, we add the corresponding developer to 
the candidate list.  

3.3 Ranking Developers for Recommending to Fix the Given Bug 

For a list of candidate developers, we need to rank these developers for finding the 
most appropriate developers to fix the given bug. We define a ranking algorithm to 
get the ranking score as follows. 

 
Definition 3. Developer Ranking Algorithm  
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where 

 E(devi) represents the developer's experience, which is defined by the ratio of 
the number of fixed bug reports by devi to the number of bug reports assigned 
to devi. 

 C(devi) stands for the fixing cost for the candidate developer devi, which is 
defined by the inverse of the average fixing time of all bug reports which are 
fixed by devi. 

 α is a weight vector, where 0 ≤ α ≤ 1. 
 M represents the total number of candidate developers when a new bug 

comes.  
 

By utilizing the ranking algorithm which combines the candidate's experience and the 
fixing cost of historical bug reports, we get a ranked list of candidate developers. 
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4 Experimental Results 

4.1 Setup 

For the evaluating experiment, we collect 836 bug reports labeled with "resolved" 
from Jan 2010 to Dec 2011 in the JBoss open bug repository. We find that 2,325 
developers participated in the fixing and commenting activities. We divide the data to 
training set and testing set. The training set includes 736 bug reports and the testing 
set includes 100 bug reports. We execute the pre-process(e.g. stemming, stop words 
removal and tokenization)[11] to all bug reports, and cluster the bug reports in the 
training set. As a result, we get 91 bug concepts and 915 topic terms when the 
threshold θ1 is set to 0.05. In addition, we find 651 active developers after removing 
the inactive developers who did not work more than 30 days.   

When a new bug from the testing set comes, we verify the bug type of this new 
bug, and utilize the social network and developer ranking algorithm for 
recommending the appropriate developers to fix the given bug. In this experiment, we 
set the threshold θ2 to 0.05 and the weight vector α to 0.6.  

We adopt Precision-Recall measure[12] to evaluate the performance of different 
developer recommendation approaches. It is defined as follows.  

 
Definition 4. Precision-Recall Measure   
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where 

 DEV(dev, bnew) denotes all recommended developers for the new bug report 
bnew.  

 RDEV(dev, bnew) represents the real developers who participate in the fixing 
and commenting activities to the new bug report.  

4.2 Results and Discussion 

In this section, we apply SVM based recommendation, DERX with Frequency, 
DERX with Degree and our approach(Recommendation 1) to same data sets. In 
addition, we also compare our method without using social network and ranking 
algorithm(Recommendation 2). Fig. 3 shows the comparison results. From left to 
right side of the curves, six data points represents the number of recommended 
developers from 1 to 6.  

We can see that the uppermost curve shows the highest precision and recall than 
others, while employing our recommendation approach. On the other hand, the 
performance of DREX with Frequency and DREX with Degree is better than SVM-
based recommendation method. In our opinion, the major reason is lack of ranking 
process for SVM-based recommendation method. For Recommendation 2, that is the 
first phase of our method without using social network and ranking algorithm, we 
note this method shows the worst performance.  
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Fig. 3. Performance of our approach with different developer recommendation methods 

In order to analyze the major reason of this result, we compare the different 
processes as each developer recommendation methods. Table. 1 gives the comparison 
results. We note that both of COSTRIAGE and our recommendation approach use 
concept profile(or LDA) to extract the bug concepts(or bug types) and corresponding 
topic terms. Comparing with BR(Similar bug reports retrieval), concept profile(or 
LDA) resolves over-specialization due to introducing bug types. There are only 
DERX and our method(Recommendation-1) utilize the social network, but, for our 
method, we did not use the social network metrics to rank developers. Moreover, 
except for SVM-based recommendation and Recommendation-2, other studies also 
utilize the ranking algorithm for recommending top-k appropriate developers to fix 
the new bug. However, our study combines developers' experience and fixing cost as 
the factors of ranking algorithm, it is different from other methods. In summary, our 
approach includes concept profile, social network and developer ranking algorithm to 
recommend experienced developers for bug triage. So we think this is the major 
reason that the performance of our method is better than others and it is expected to 
improve the probability of bug fixing. 

Table 1. The comparison results of different processes as each developer recommendation 
method(BR: Similar bug reports retrieval; Concept: Concept profile or LDA; SN: Social 
network; Ranking: Developer ranking algorithm) 

Criticism Recommendation-1 Recommendaiton-2 SVM- 
based 

DER
X 

COSTRIAGE 

BR N/A N/A Y Y N/A 
Concept Y Y N/A N/A Y 

SN Y N N Y N 
Ranking Y N N Y Y 

5 Conclusion and Future Work 

In this paper, we propose a new idea for recommending appropriate developers for 
bug triage. We utilize concept profile to extract the bug concepts and corresponding 
topic terms, construct social network to find the important developers with the high 
probability of fixing the given bug, and rank the candidate developers according to 
their experience and fixing cost. The experimental results on JBoss open bug 
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repository demonstrated that our recommendation approach outperforms other recent 
studies.  

In the future, we will examine our method to more open bug repositories(e.g. 
Eclipse, Mozilla) for demonstrating the efficiency and availability of our 
recommendation approach. Moreover, we plan to investigate other factors affecting 
the developer recommendation for enhancing the ranking algorithm so that improving 
the accuracy of developer recommendation.   
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Abstract. Constructing alert classifiers is an efficient way to filter IDS false 
positives. Classifiers built with supervised classification technique require large 
amounts of labeled training alerts which are difficult and expensive to prepare. 
This paper proposes to use semi-supervised learning technique to build alert 
classification model to reduce the number of needed labeled training alerts. Ex-
periments conducted on the DARPA 1999 dataset have demonstrated that the 
semi-supervised alert classification model can improve the classification per-
formance dramatically, especially when the labeled alert training dataset is small. 
As a result, the feasibility of deploying alert classifier for filtering false positives 
is enhanced. 

Keywords: intrusion detection system, false positive, semi-supervised learning, 
EM algorithm. 

1 Introduction 

Filtering false positives is an important and basic work in intrusion detection system 
(IDS). Recently, some researchers have observed that building alert classifier (or 
classification model) based on machine learning can do the job trick and reduce false 
positives dramatically [1-3]. However, current alert classifiers are built on the super-
vised learning techniques, which require large amounts of labeled training data. In 
reality, such alert training data are very difficult and expensive to obtain. As a conse-
quence, practicability of these methods has been greatly limited. 

This paper has made a study on the applicability of semi-supervised learning to build 
intrusion alert classification model. The goal of semi-supervised learning is making use 
of large number of unlabeled data that are easy to achieve to improve the quality of 
machine learning. For classification, semi-supervised learning is a special classification 
technique [4], which learns from both labeled data and unlabeled data. This makes it 
very suitable for building an accurate alert classification model when labeled alert 
training data are scarce. 

2 Related Work 

In order to filtering false positives generated by IDS, existing solutions include alert 
correlation [5] and modeling false positives by frequent or periodic alert sequences [6]. 
Recently, methods based on classification have also been presented. The most famous 
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work is done by Pietrazek [1], in which he constructed an adaptive learner called 
ALAC to classify alerts based on RIPPER algorithm. A Naïve Bayesian (NB) classifier 
is proposed in [3] and used in a multi-tier intrusion detection system. Moon et al. [2] 
applied data mining technique to the classification and developed an alert classifier 
using decision tree. This method can classify alerts automatically. But the above me-
thods are all based on the supervised learning and the main problem is that obtaining a 
large, representative, training dataset that is fully labeled is difficult, time consuming 
and expensive. The power of semi-supervised learning for building classification 
model has been demonstrated in many applications. In the field of network security, 
semi-supervised learning has also been used [7]. However, to the best of our know-
ledge, this is the first practice to apply semi-supervised learning to intrusion alert 
classification. 

3 Construction of Alert Classification Model 

The alert contains many inherent properties, some are redundant, and others are very 
specific or general. To improve classification efficiency, we firstly adopt the informa-
tion gain method [8] to select a subset of inherent properties as classification features. 

3.1 Alert Generative Model 

In this paper, we choose generative models-based approach [9], one of often-used 
semi-supervised learning methods. Alert generative model is a probability model which 
explicitly states how the alerts are generated. Alert data can be generated by a mixture 
model, which is parameterized by θ. The mixture model consists of mixture compo-
nents and each component, which is parameterized by a disjoint subset of θ, corres-
ponds to a class jc C∈ , where 1 2 | |{ , ,..., }CC c c c=  represents the classes of alert data 

(this paper only considers two class, C={“true positive”, “false positive”}). Formally, 
every alert object xi is created in two steps. First, a mixture component is selected 
according to the class probabilities P(cj|θ). Then, this component is used to generate an 
alert object according to its own distribution model P(xi|cj;θ). The likelihood of creating 
alert object xi is equation (1). 

1

( | ) ( | ) ( | ; )
C

i j i j
j

P x P c P x cθ θ θ
=

=  (1)

where P(cj|θ) is the jth mixture component. Every alert object has a class label yi. If alert 
object xi was generated by mixture component cj then let yi=cj. ( | ; )i jP x c θ  represents 

the probability distribution to generate an alert object. Assume that X = <a1, a2,…,an> is 
a feature vector extracted from a raw alert A, the second term ( | ; )i jP x c θ  in equation 

(1) becomes: 

,1 ,( | ; ) ( ,..., | ; )
i ii j x x n jP x c P a a cθ θ= < >  (2)
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where ,ix ka  is the value of the kth feature ak of alert object xi. Since the features are 

conditionally independent of other features in the same alert when the class label is 
given, the equation can be further expressed as equation (3). 

,1 , ,
1

( | ; ) ( ,..., | ; ) ( | ; )
i i i

n

i j x x n j x k j
k

P x c P a a c P a cθ θ θ
=

= < > = ∏  (3)

Let ,( | ; )
ix k jP a c θ  in equation (3) be parameter |k ja cθ  and the mixture component 

distribution P(cj|θ) be parameter :
jc jc Cθ ∈ , the complete model parameter set can be 

described as { }| 1 2: { , ,..., }, ;  :
k j ja c k n j c ja a a a c C c Cθ θ θ= ∈ ∈ ∈ . With equation (1) 

and (3), the alert generative model ( | )iP x θ  is shown in equation (4). 

,
1 1

( | ) ( | ) ( | ; )
i

C n

i j x k j
j k

P x P c P a cθ θ θ
= =

= ∏   (4)

3.2 Alert Classification Based on Generative Model 

Suppose the estimated of parameters θ is θ


, for a given alert object xi , the probability 

that xi belongs to category cj can be calculated by equation (5). 
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Using equation (1) and (3), equation (5) finally becomes: 
| |
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 (6)

For an unlabeled alert object xi, its estimated class yi is the one which obtains the 

maximum value of the posterior probability, that is
1,...,| |

ˆarg max( ( | ; ))i j i
j C

y P y c x θ
=

= = . 

Suppose the labeled alert training data is 1 1 2 2 | | | |{ , , , ,..., , }
l ll D DD x y x y x y= < > < > < > , 

and use the MAP estimate, we can find that  arg max ( | )lP Dθθ θ= . All estimated 

parameters in θ


 that result from maximization are the familiar ratios of empirical 

counts. The estimated probability of  |k ja cθ  is the number of the alerts whose attribute 

value ak is ak,v and class label is cj divided by the total number of alerts whose category 

are class cj. The calculation equation of  |k ja cθ is in (7). 
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where Sij is determined by the label of the ith alert object, satisfying 
1,   
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the function N(ak,v,xi) is defined as 
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Laplace smoothing operation, equation (7) becomes: 
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 (8)

In the same way, the class prior probabilities  jcθ  can be estimated as follows. 
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 (9)

This paper also proposes an EM algorithm, which utilizes both labeled alert training 
data and unlabeled alert data to improve the accuracy of parameter estimates. We firstly 
give some relevant definitions. 

Definition 1. Weak labeled dataset. Let unlabeled alert dataset Du = 1 2 | |{ , ,..., }
u

u u u
Dx x x , 

then its weak labeled dataset is Dp= 1 1{ ,u ux y< > …, | | | |, }
u u

u u
D Dx y< , where u

iy  is the 

predicted label for u
ix , where i=1,2,…,|Du|. 

Definition 2. Weighted labeled dataset. It consists of triples <xi,yi,pi>, where yi is the 
label of xi, pi represents the probability that xi is assigned the label yi( 0 1ip< ≤ ). For 

the labeled dataset 1 1 2 2 | | | |{ , , , ,..., , }
l ll D DD x y x y x y= < > < > < > , each element is as-

signed a maximum weight 1. For the weak labeled dataset Dp, its weighted labeled 
dataset is w

pD =  1 1 1{ , , ,u u ux y p< > …, | | | | | |, , }
u u u

u u u
D D Dx y p< > , where pi satisfies 

0.5 1ip≤ ≤ , i=1,2,…,|Du|. 

Definition 3. Expanded labeled dataset. It is a subset of weighted labeled dataset, in 
which the weight is equal or bigger than a given threshold value ρ . 

The EM algorithm mainly consists of three steps. First, based on the limited amount of 
labeled alert training dataset Dl, the parameters of generative model are estimated, and 
a NB classification model is built. Second, the weight labeled dataset of the weak 
labeled dataset w

pD  is created by using the NB classification model and the expanded 

labeled dataset w
sD  constructed based on w

pD . Finally, the optimal classification  
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model θ̂ = arg max ( | ) ( )lP D Pθ θ θ  is rebuilt using the expanded training dataset w
tD . 

The algorithm iterates the above three steps until the class members in w
tD  do not 

change much. 

4 Experiments 

4.1 Experimental Dataset and Preprocessing 

The DARPA 1999 [10] dataset is a collection of data files including tcpdump files, 
BSM and NT audit data files, and directory listings files. We adopt Snort to detect 
attacks and generate alerts by reading the inside tcpdump data files in five weeks. First, 
we use the type, temporal and spatial characteristic of alert to identify and eliminate the 
redundant alerts, more details about the redundant elimination method refer to [11]. 
Then, the alerts meeting the following criteria are labeled as true alerts: (a) matching 
the source IP address, (b) matching the destination IP address, and (c) alert time stamp 
in the time window in which the attack has occurred. All remaining alerts are labeled as 
false alerts. 

4.2 Results and Analysis 

In order to evaluate the performance of the proposed semi-supervised classification 
method, we conduct experiments to compare it with two typical supervised methods, 
the traditional NB and the rule based RIPPER. Fig. 1 illustrates the classification ac-
curacy of the three methods with only 20 training labeled alerts. Our approach shows a 
better classification accuracy (86.7%), which is respectively more than 10 percent and 
7 percent higher than that with the NB(76%) and the RIPPER(79%) method. 
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Fig. 1. Classification accuracy with only 20 labeled alerts 
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Fig. 2 compares the number of labeled alerts required by different methods when 
classification accuracy achieves more than 88%. The proposed method only need 69 
labeled alerts, while NB and RIPPER methods need more than 530 and 409 alerts 
respectively. With varying number of labeled alerts, we compare the classification 
accuracy with the NB and RIPPER methods. Results in Fig. 3 show that the proposed 
method performs significantly better than the other methods even with a very small 
fraction of labeled alerts. 

 

RIPPER NB Proposed
0

100

200

300

400

500

N
um

be
r 

of
 L

ab
el

ed
 A

le
rt

s

The Three Methods  

Fig. 2. Number of labeled alerts needed for achieving 88% classification accuracy 
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Fig. 3. The comparison of three methods on classification accuracy 
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5 Conclusion 

This paper proposes a novel approach to alert classification for filtering IDS false 
positives. An alert generative model and an EM algorithm based on the generative 
model is designed. Using the intrusion detection test datasets, experiments are per-
formed to compare the approach with two supervised methods based on Naïve Bayes 
and RIPPER. Experimental results show that the proposed method can significantly 
improve alert classification accuracy to limited sized labeled alert data. With this 
approach, manual effort is substantially reduced, and the feasibility of deploying alert 
classifier is enhanced. So it is more suitable to the real network environment. 
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Abstract. Performing standard Weierstrass-form curves’ operations based on 
Edwards-form curves’ addition law, the overall security of elliptic curves can 
be strengthened while remain compatible with existing ECC system. We 
present a simplified algorithm for finding such dual-form elliptic curves over 
prime field pF with 4mod3≡p . Using the generated curves, algorithms for 

implementing dual-form operations on affine, projective and twisted coordi-
nates are further discussed and optimized for the case of Weierstrass-form oper-
ations. The algorithms are implemented on FPGA and show competitive time 
and area performance both in Edwards form and Weierstrass form. 

Keywords: Elliptic curve, Edwards curve, birational equivalence, FPGA. 

1 Introduction 

Elliptic curve cryptosystems (ECC) was proposed by Koblitz [1] and Miller [2] in the 
mid-1980s, showing comparable level of security with shorter key sizes and computa-
tionally more efficient algorithms[3]. However, as discussed in [4,5], side-channel 
attacks, which recover the private key using side channel information such as compu-
ting time and power consumption, are potential threats to existing Weierstrass-form 
ECC system. 

Edwards curves was recently introduced in [6], and Bernstein and Lange further 
proposed twisted Edwards curves [7]. Edwards curves have unified addition law, 
which have the native ability to countermeasure some kinds of side-channel attacks. 
Furthermore, Bernstein et al in [8] suggest that Edwards-form group formula need 
fewer operations than fastest known Weierstrass-form formula. Because of super 
timing and security performance of Edwards curves, work has been done to try to 
perform Weierstrass curves’ operations based on Edwards-form addition law [12]. 

As discussed in [7-9], only certain simplified Weierstrass-form can be transformed 
to Edwards-form. However, performing standard Weierstrass-form curves’ operations 
based on Edwards-form curves’ addition law, the overall security of elliptic curves 
can be strengthened while remain compatible with existing ECC system. This paper 
will focus on pF with 4mod3≡p and discuss finding such dual-form curves and 

optimizing algorithm for hardware implementation. For the sake of simplicity and 



 Dual-Form Elliptic Curves Simple Hardware Implementation 521 

without confusion, we just take Edwards-form curves for twisted Edwards curves and 
take Weierstrass-form curves for simplified Weierstrass curves. 

The organization of this paper is as follows. Section 2 reviews Weierstrass-form 
and Edwards-form curves, defining the main parameters and discussing the group 
law. In Section 3, birational equivalence between Weierstrass and Edwards form is 
investigated and simplified algorithm to generate dual-form curves is further pro-
posed. The algorithms for hardware implementation are discussed and optimized in 
Section 4. Finally Section 5 concludes the paper.  

2 Elliptic Curves Arithmetic  

2.1 Weierstrass-Form Elliptic Curves 

Let 5p ≥  be a prime and pF  be the finite field of order p . For , pa b F∈ , an ellip-

tic curve E  can be written in the simplified Weierstrass form as (see [10]): 

baxxyFE p ++= 32:)(  (1)

2.2 Montgomery-Form Elliptic Curves 

Montgomery originally introduced this form of curves for speeding up the Pollard and 
Elliptic curve methods of integer factorization [11]. The Montgomery-form elliptic 
curves over pF  is defined as follow: 

{ } }0{\,2\
: 32

,

pp

BA
FBFA

XAXXBYM
∈±∈

++=  (2)

The transformability from Weierstrass-form to Montgomery-form is thoroughly dis-
cussed in [12], which is very important for our dual-form implementation. We just 
show the result as (3). 

)27/()92( )3/()3( 332232 BAAtBAtv −+−+=  (3)

2.3 Edwards-Form Elliptic Curves 

Edwards in [6] presented a unified addition law for the curves )1( 22222 yxcyx +=+  

over a non-binary field k  (including pF ). Bernstein and Lange in [7] further genera-

lized the Edwards curves and introduced the twisted Edwards curves over the prime 
field pF , which is described as follow with coefficients a  and d  over pF  and non-

zero: 

2222
,, 1: ydxyaxE daE +=+  (4)

Points on daEE ,,  can be added by the unified addition law as (5), even if the two 

points are the equal. The unified addition law is very important for the anti-side-
channel implementation as we discuss in the following section. 
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Theorem 3.2 in [7] gives that every twisted Edwards curve over pF is birationally 

equivalent over pF  to a Montgomery curve, and [6] showed that a significant num-

ber of elliptic curves over GF(p) (roughly 1/4 of isomorphism classes of elliptic 
curves) are birationally equivalent to a twisted Edwards curve. And the twisted Ed-
wards curve daEE ,, is birationally equivalent to the Montgomery curve BAM ,  , espe-

cially over pF  with 4mod3≡p , where 

)/(4),/()(2 daBdadaA −=−+=  (6)

3 Birational Equivalence  

3.1 Birational Transformation 

Based on the work of [7] and [12], we can now deduce the birationally mapping be-
tween twisted Edwards form and simplified Weierstrass form. Substitute (6) into (3), 
gives(with 48/)14( 22 dadaaw ++−=  and 864/)3333( 3223 daddaabw +−−−= ): 

wwp btatvFW ++= 32:)(  (7)

The transformation and reverse transformation from daEE ,,  to )( pFW  is shown as 

(8) and (9). 

((5 ) ( 5 ) ) /(12(1 )), ( )(1 ) /(4 (1 ))t a d a d y y v a d y x y= − + − − = − + −  (8)

Here just omitting the special cases for simplicity. Although these would bring in two 
more inversion, which is the most expensive operation, when incorporated with pro-
jective or inverted twisted Edwards coordinates, the additional inversion can be elim-
inated. 

)512/()512(),6/())(6( datadtyvdatx −+−+=+−=  (9)

As we can deduce from projective twisted Edwards coordinates and inverted twisted 
Edwards coordinates in [6,7], we just need about 8 extra field multiplications to trans-
form the point in simplified Weierstrass form to twisted Edwards form, performing 
point operations in twisted Edwards form and then transform back. 

3.2 Birational Equivalence 

Reference [12] gives the transformability between Weierstrass-form and Montgom-
ery-form curves, and theorem 3.4 in [7] shows that for a prime pF  with 

4mod3≡p , every Montgomery-form curve over pF is birationally equivalent over 
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pF   to an Edwards-form curve. In this section, we discuss the birational equivalence 

between Edwards-form and Weierstrass-form curves over pF  with 4mod3≡p .  

As mentioned in section 6 of [7], if a  is a square in pF  and d is nonsquare, 

twisted Edwards curves have unified and complete addition law. Without loss of ge-
nerality, we focus our discussing on these kinds of twisted Edwards curves. Taking 
these into consideration, we can generalize theorem 1 in [12] as follows: 

Corollary. If a is a square in pF  and d is nonsquare:  

Table 1. Criterion 

)1)/1((4mod3 −=−≡ pp

d  da −  daEE ,,|#8

QNR QNR ND 
QNR QNR D 
QR QNR D 
QR QR D 

 
with QR: quadratic residue; QNR: quadratic non-residue; D: divisible by 8; ND: non-
divisible by 8 

Proof: With 4mod3≡p , Montgomery-form curve is birationally equivalent over pF  

to an Edwards-form curve. As the theorem 1 of [12] indicated, if and only if 2+A is 
quadratic non-residue and 2−A is quadratic residue, daEE ,,#  is non-divisible by 8. 

With (8), we get )/(4 daa −  is quadratic non-residue and )/(4 dad − is quadratic 

residue. Because a  is a square in pF , then a  should be quadratic residue. For the 

product of a non-residue and a (nonzero) residue is a non-residue and )/(4 daa −  is 

quadratic non-residue, then )/(1 da −  is quadratic non-residue. Also the inversion of 

quadratic non-residue is quadratic non-residue. So, )( da −  is quadratic non-residue. 

As the same again for )/(4 dad − , we get d is quadratic non-residue. 

Table 2. Algorithm 1  

Algorithm 1 Generate dual-form elliptic curves whose Edwards-form has complete addition law 
INPUT A prime 4mod3≡p . 

OUTPUT A Weierstrass-form elliptic curve with the Edwards-form which has complete addition law and 
with cofactor 4. 

1. Generate a  and d , and put 
daEE ,,

. 

2. Check a  is a square, d  and )( da −  is quadratic non-residue. If not, go to step 1; 

3.Set 48/)14( 22 dadaaw ++−=  , 864/)3333( 3223 daddaabw +−−−= , get )( pFW  

4.Compute 
)(#

pFWE and check lE
pFW 4# )( = , for some prime l . Go to Step 1 if not. 

5. Check other security tests, and output the parameters if it passes all tests.
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With this conclusion, we can simplified the algorithms to generate Elliptic curves 
with cofactor 4 discussed in [12] for 4mod3≡p , as shown in table 2.  

As discussed in [2], we can apply all security tests used for finding Weierstrass-
form curves to check the generated dual-form curves. So the security of Edwards-
form curves is guaranteed and equal to that of Weierstrass-form curves. One generat-
ed group for field pF with 12222 6496224256 −+−−=p  is shown in table 3. 

Table 3. Group parameter Example 

Generated curve from algorithm 1 

p =0xFFFFFFFEFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF FF00000000FFFFFFFFFFFFFFFF  

Ea =0xFFFFFFFEFFFFFFFFFFFFFFFFFFFFFFFE14000001040000004100000020000001 

Ed =0x168D9 

n =0x3FFFFFFFBFFFFFFFFFFFFFFFFFFFFFFFDF36BCC0EA4B456F51C94F1D2F7FF825*4  

Wa =0x3C4CFFFFD951FFFFDB098000129B4A45C6D726869E29A3DBEDDFF2D8096672AC  

Wb =0x8BD877D54CD8B264E09D5141B88BE222352167ABEDBCC61F861B33B600699623 

4 Hardware Implementation Issue and Result 

In this section, we discuss and optimize the algorithms for hardware  
implementation, based on the curves on table 3. Firstly, we optimize the montgomery 
multiplication. 

4.1 Montgomery Multiplication and Group Law 

Montgomery multiplication [13] is key operation for optimizing the field multiplica-
tion on pF . But as we all know, the Montgomery transformation pxRxx mod~ =→  

and the reverse transformation pRxxx mod~~ 1−=→ [11] is required for montgomery 

multiplication. Integrating the dual-form transform into projective and inverted 
twisted Edwards coordinates’ operations, we can further eliminate the montgomery 
transformation overhead, which further simplify the hardware control logic. 

As transform from  )( pFW  to daEE ,,  in projective or inverted twisted Edwards 

coordinates in [7] indicate, the transform just need one field multiplication. If we 
omit pxRxx mod~ =→ , all of three coordinates just introduce exactly one extra coef-

ficient 1−= Rc  . And the same for the reverse transform, both inversions will just 
eliminate the introduced extra coefficient. Also notice that, if we transform parameter 
of  daEE ,,  as paRaa mod=′←′  and pbRbb mod=′←′ , the Edwards-form group 

law in projective coordinates will just get the same extra coefficient for all three coor-
dinates. Combined the transform and reverse transform from  )( pFW  to daEE ,, , we 

can totally eliminate the montgomery transform and reverse transform. 
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4.2 Implementation Results and Performance Comparison 

Based on the curves generated by Algorithm 1, we implement the dual-form elliptic 
curves processor on FPGA for verification purposes. We design and compare the 
performance on affine, projective and inverted coordinates respectively. All of fol-
lowing results are based on a Xilinx FPGA (Spartan 3 xc3s5000).  
 

Affine Coordinates. Weierstrass-form, Edwards-form and dual-form processor were 
implemented separately and time-area performance was compared in table 4. From 
table 4 we can see that the point multiplication time in dual forms for )( pFW  is 27% 

slower then Edwards form and the area is about 35% larger. 

Table 4. Affine Coordinates Result 

Form Weierstrass Edwards Dual-Form 
AREA/Number of Slices 11,339 12,357 16,928 
TIME/Clock cycles(W(Fp)) 533,378 1,140,554 1,452,226 

 
Also it is apparent that for affine coordinate, point multiplication in Weierstrass 

form is twice as fast as Edwards-form and Dual-form, with area about 50% smaller. 
The overall performance shows that dual-form is not quite useful in affine coordinate. 

Projective and Inverted Coordinates. Using Montgomery multiplication algorithm 
discussed previously, we compared the performance of Edwards form and dual form 
in table 5 for projective and inverted coordinates. 

Table 5. Projective/Inverted Coordinates Result  

Form Projective coordinates Inverted coordinates 
Edwards Dual-Form Edwards Dual-Form 

AREA/Number of Slices 14,773 18,755 16,609 20,207 
TIME/Clock cycles(W(Fp)) 104,538 104,731 97,443 97,552 

 
Table 5 show that when integrate the dual-form operation into projective or in-

verted twisted coordinates, we get almost 30% boost in area, while keeping the oper-
ating time about the same. Also we can see that, inverted coordinates is trading 7% 
larger in area for 7% faster in time. 

Compared with Existing Result. We also compare the implementation with reported 
result in 256-bit length prime field [14-17] in table 6. From table 6 we can see that our 
dual-form implementations have better time-area performance, trading almost 30% 
boost in size for 35% decrease in clock cycles, while at the same time enhancing the 
overall security. 

Table 6. Result Comparision 

ECC system Platform Max freq. (MHz) Clock cycles Area 
McIvor et al. [17] XC2VP125-7 34.46 151,360 15,755 slices 256 mults 
Sakiyama et al. [14] XC3S5000-5 40 - 27,597 slices 
dual-form projetive XC3S5000-5 34.75 104,731 18,755 slices 64 mults  
dual-form inverted XC3S5000-5 35.41 97,552 20,207 slices 64 mults 
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5 Conclusions 

In this paper, we discuss the issues relating to dual-from, i.e. the twisted Edwards 
form and simplified Weierstrass form, elliptic curves over pF with 4mod3≡p , 

from curves generating to hardware implementation. We generalize the theorem of 
birational equivalence and optimize the algorithm for generating such curves. With 
generated curves, algorithm for hardware implementation is optimized and compared 
with reported result. 

Affine coordinate in Edwards form is not quite suitable for dual form, for both tim-
ing and area performance are not quite satisfied. Projective and inverted twisted coor-
dinates are designed and optimized for Weierstrass-form operations and both show 
comparable timing and area performance. Compared with reported result, both have 
better timing and area performance, trading almost 30% boost in size for 35% faster in 
clock cycles. And dual-form inverted implementation also outperforms the projective 
one in timing, which is 7% faster. 

Future work could be incorporating more countermeasures of side-channel attacks 
into the processor to enhance the overall security levels.  
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Abstract. This work presents the Genetic algorithm based auto-design of fuzzy 
logic controller for speed controller of the indirect field oriented controlled in-
duction motor drives, to automate and at the same time to optimize the fuzzy 
controller design process. To do this, the normalization parameters, member-
ship functions and decision table are converted into binary bit string. This  
optimization requires a predefined performance index. The task of such a de-
sign algorithm is the modification of the existing knowledge and at the same 
time, the investigation of new feasible structures. 

Keywords: fuzzy logic controller, genetic algorithms, indirect field oriented, 
induction motor. 

1 Introduction 

Field oriented control (FOC) or vector control (VC) proposed by Blaschke [1] and 
Hasse [2] has become an industry standard for control of induction machines in high 
performance drive applications. Control of induction motor using the principle of 
field orientation gives control characteristics similar to that of a separately excited dc 
machine. Orientation is possible along mutual flux or stator flux or the rotor flux; 
however, orientation of the stator current space vector with respect to the rotor flux 
alone gives natural decoupling between the torque and flux producing components of 
the stator current space vector. VC induction motor drive outperforms the dc drive 
because of higher transient current capability, increased speed range and lower rotor 
inertia. It is due to this reason that modern high performance drive application is mov-
ing towards using induction machine as the drive element. 

Today, the new trends in this field now involve the application of modern non-
linear control techniques to further enhance the performance of such controllers as 
well as optimizing drive operation based on a specific requirement [3], [4], [5]. The 
research underlying this paper involves the development of a novel synthesis metho-
dology to automate and at the same time, to optimize the performance of fuzzy con-
trollers based on a predefined objective function for any particular application. It also 
aims, in particular, to design an optimal fuzzy controller for induction motor drives 
with indirect field oriented control. Two intelligent techniques were used in this paper 
namely fuzzy logic and genetic algorithms. 



 Genetic Based Auto-design of Fuzzy Controllers 529 

Fuzzy logic, first developed by Zadeh (1965) [6], is an approach for handling com-
plex problems using reasoning that is approximate as opposed to precise, formally 
deduced logic. The key difference between fuzzy logic and probability theory is that 
the former is interested in capturing partial truths, that is, how to reason about things 
that are not wholly true or false, while the latter is concerned with making predictions 
about events based on a partial state of knowledge [6], [7].  Fuzzy logic is derived 
from fuzzy set theory whereby subjects in a set have degrees of membership, de-
scribed by membership functions, and where each subject can belong to one or more 
fuzzy sets. Membership in a fuzzy set is denoted by a membership value between 0 
and 1; it can be thought of as the possibility of association of a particular subject with 
a particular set, as opposed to the probabilistic likelihood of an event occurring. Fuzzy 
logic is useful in situations where vagueness exists, there are no clear cut definitions, 
and results cannot be categorized as "true" or "false" outcomes [6], [7]. The fuzzy 
logic controller (FLC) to be investigated is the Mamdani's type [8], although there 
exist other types, for example, the Sugeno's [9] and the Yamakawa's [10].  

The underlying principles of GAs were first published by Holland in 1962 [12]. 
The mathematical framework was developed in the late 1960's, and presented in Hol-
land's pioneering book in 1975. Genetic Algorithms are search algorithms which are 
based on the genetic processes of biological evolution. They work with a population 
of individuals, each representing a possible solution to a given problem. Each indi-
vidual is assigned a fitness score according to how well it solves the given problem. 
For instance, the fitness score might be a performance index for a dosed loop control 
system. In nature, this is equivalent to assessing how effective an organism is at com-
peting for resources. The highly adapted individuals will have relatively large num-
bers of offspring's. Poorly performing ones will produce few or even no offspring at 
all. The combination of selected individuals produces super fit offspring's, whose 
fitness's are greater than that of the parents. In this way, the individuals evolve to 
become more and better suited to their environment [12], [13]. 

This paper is organized as follows: The principle of indirect field oriented control 
is presented in the second part, the fuzzy logic speed controller in section three, the 
genetic algorithm optimization based auto-design of fuzzy speed controllers in the 
fourth section, the five part is devoted to illustrate the simulation performance of this 
control approach, a conclusion and reference list at the end. 

2 Indirect Field Oriented Control 

The field orientation concept implies that the currents supplied to the machine should 

be oriented in phase and in quadrature to the rotor flux vector qdrψ . This can be 

achieved by selecting eω  to be the instantaneous speed of qdrψ and locking the 

phase of the reference system such that the rotor flux is aligned with the d-axis, result-
ing in the mathematical constraint [1]. At any instant, d electrical axis is in angular 

position eθ  relative to α  axis. The angle eθ  is the result of the sum of both rotor 

angular and slip angular positions, as follows: 
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where: rω  and rθ  are the position and rotor angular velocity; slθ and slω are the 

position and sliding angular velocity. 
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3 Fuzzy Speed Controller 

A conventional PI controller can be described by: 

*

0

( )
t

em p ik e k e t dtΓ = +   (6)

where kp and ki are the proportional and the integral gain coefficients and e=ωr
*- ωr is 

the speed error between the command speed ωr
* and the actual motor speed ωr. If the 

above integral equation is converted into a differential equation by taking the deriva-
tive with respect to time, the equivalent equation will be: 

* . .em p ik e k eΓ = +   (7)

The PI controller (7) can be written in a fuzzy rule form as follows: 

If e(k) is LVe, and Δe(k) is L eV  , then ΔΓ*
em(k) is emLV Γ     (8)

with LV: linguistic variable 
The most significant variables entering the fuzzy logic speed controller have been 

selected as the speed error e and its change e , the output this controller is *
emΓ . The 

equation input/output controller FLC written at time k: 
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*( ) ( ) ( )r re k k kω ω= −  (9)

( ) ( ) ( 1)e k e k e k= − −  (10)

* * *( ) ( 1) ( )em em emk k kΓ = Γ − + Γ  (11)

The principle of this strategy is shown in Fig. 1. 
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Fig. 1. Basic structure of the fuzzy logic controller for indirect field oriented control 

The fuzzy sets are characterized by standard designations: NB (negative big), NM 
(negative medium), NS (negative small), AZ (approximate zero), PS (positive small), PM 
(positive medium) and PB (positive big). Fuzzy distribution is symmetric, and non-
equidistant in our choice. We have chosen also in our application the triangular-shaped 
membership function. In order to design a universal FLC, we can transform the values 
range in standard ranges. Therefore, the input and output gains are introduced: 

( ) ( ) ( )
, ,

( ) ( ) ( )
G G

e e
G

e k e k k
G G G

e k e k kΓ
Γ= = =

Γ




 (12)

From behavior study of the system closed-loop speed based on experience, we can 
establish the command rules which connect output with inputs [14], [7]. As we have 
seen, there are seven fuzzy sets, which imply forty-nine possible combinations of 
these inputs, in which forty-nine rules. They can be presented in a matrix called ma-
trix inference shown in the Table 1. 

We choose min-max inference method, for each rule, we obtain the partial mem-
bership function by relation (13) [11]: 

( )( ) min , ( ) 1,2...
i C ii

R G O G i mμ μ μΓ = Γ =   (13)

where μCi is a membership factor assigned to each rule Ri; μOi(ΓG
 ) is the membership 

function related in operation imposed by rule Ri. 
The resulting membership function is then given by [11], [6]: 

( )
1 2

( ) max ( ), ( ),..., ( )
mG R G R G R Gμ μ μ μΓ = Γ Γ Γ     (14)

The defuzzification process employs the center of gravity method. As a result, the 
control increment is obtained by the following formula [11], [6]: 
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Table 1.  The fuzzy linguistic rule table 

Γ  
e

NB NM NS ZE PS PM PB 

 

 

 

e  

NB NB NB NB NB NM NS AZ 

NM NB NB NB NM NS AZ PS 

NS NB NB NM NS AZ PS PM 

AZ NB NM NS AZ PS PM PB 

PS NM NS AZ PS PM PB PB 

PM NS AZ PS PM PB PB PB 

PB AZ PS PM PB PB PB PB 

4 Genetic Algorithms Based Fuzzy Logic Controller 

The genetic algorithm is applied to automate and optimize the fuzzy controller design 
process. This optimization requires a predefined objective function. Moreover, the 
normalization parameters, membership functions and decision table are converted into 
binary bit string constructed by cascading.  

An individual bit length is 597 bit and composed of three gene block: 
Gene block 1 (Normalization factors): Determine the proper domain of the control 

surface, which represents 10 bit normalization factors for speed error, 10 bit 
normalization for speed error derivative, 10 bit denormalization factor for control output.  

Gene block 2 (Membership functions): To have complete freedom in partitioning 
the state space, asymmetrical membership functions should be chosen that 
consequently suggest three different design parameters, i.e. M1, M2, and, M3 for each 
membership functions (Fig. 2). Let us consider seven membership functions for each  
 

1M

2M

3M

μ

 

Fig. 2. Membership function parameters 
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variable for a controller with two inputs, 42 parameters are required to define the 
entire set of membership functions, where every parameter is encoded with 10-bit 
resolution. 

Gene block 3 (Decision table): Every consequent part of a fuzzy rule should be en-
coded in a binary form. Since every consequent can take on only one of seven differ-
ent values based on Table 1, every consequent can be represented by only three bits 
i.e. 3×49 parameters = 147 bits will represent the entire decision table (Fig. 3). 

eG eG GΓ 1M 2M 3M 42M 1R 2R 3R 49R
 

Fig. 3. Bit-string representation of entire controller 

Each individual represents a possible solution to the problem; a particular fitness 
function is required for the evaluation of the individuals [12], [13], [15]. In this way, 
for every particular chromosome (i.e. each solution), the fitness function returns a 
single numerical value, which indicates the quality of that solution. In the context of 
optimization it is the performance index of the closed loop system that becomes the 
fitness function. Our goal is to have a response speed with a short rise time, small 
overshoot, and near-zero steady state error. In this respect, a multiple objective func-
tion is required: 
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(1)  Measure of a fast dynamic response; 
(2) The penalty on the multiple overshoot of the response, where δ(dz/dt) detects 

the instances that overshoots (or undershoots) occur: 
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and |z*-z(t)| determines the response deviation from the desired value; 
(3) Measure the steady state error. 
The genetic algorithm with the free parameters shown in Table 2 was able to find 

the near-optimum solution with a population of 44 individuals, in almost 358 genera-
tions Fig. 5. This is due to the large number of design parameters involved in concur-
rent optimization. The principle of genetic algorithms based fuzzy logic controller is 
shown in Fig. 4. 
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Fig. 4. Basic structure of the genetic algorithms based fuzzy logic controller for indirect field 
oriented control 

 

Fig. 5. Speed of convergence 

The optimization algorithm and the motor drive response are then verified under 
loading and unloading conditions. A speed command of 50 rad/s at 0.02 s is given to 
the drive system, the full load is applied at 0.2 s; then load is completely removed at 
0.4 s. and then accelerated further to 100 rad/s, full load is applied at 0.8 s; then load 
is completely removed at 1 s. Later, after speed reversal of -50 rad/s at 1.2 s, full load 
is applied at 1.4 s and the load is fully removed at 1.6 s. Fig. 5 shows the speed opti-
mization result and response of the drive system. 

The FLC-GA speed response (Fig. 6) shows that the drive can follow the low 
command speed very quickly and smoothly without overshoot, no steady-state error 
and rapid rejection of disturbances, with a low dropout speed (Fig. 7 and Table 3). 
The current responses are sinusoidal and balanced, well as the decoupling between the 
flux and torque is verified (Figs. 8 and 9). 

Table 2.  Genetic algorithm parameters 

GA property Value GA property Value/Method 
Number of generations 358 Selection method Roulette wheel 
No of chromosomes in each generation 44 Crossover method Double-point 
No of genes in each chromosome 3 Crossover probability 0.8 
Chromosome length 597 Mutation rate 0.05 
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(a) (a’) 

Fig. 6. Rotor speed acceleration and reversal: (a) FLC and FLC-GA (a') speed error 

 
(b) (b’) 

Fig. 7. Zoom speed: (b) starting transient performance and overshoot (b') response due to load 
and unload change 

 
(c) (c’) 

Fig. 8. Three phase stator current: (c) FLC (c') FLC-GA 

 
(d) (d’) 

Fig. 9. Electromagnetic torque response: (d) FLC (d') FLC-GA 
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Table 2. Summary of results 

 Rise time (s) Overshoot (%) Settling time (%) Steady state error (%) 

FLC 0.03 2.9 0.08 0.7 
FLC-GA 0.02 0.05 0.001 0.4 

5 Conclusions 

This work uses the genetic algorithm based auto-design of fuzzy logic controller as 
the speed controller of the indirect field oriented controlled induction motor drives. 
By comparison with FLC controller, it testifies that this method is not only robust, but 
also can improve dynamic performance of the system. The GA-FLC proposed ap-
proach achieves: Good pursuit of reference speed; Starting without overshoot; Rapid 
rejection of disturbances, with a low dropout speed; Good support for changes in 
engine parameters. 

References 

1. Blaschke, F.: The Principle of Field Orientation as Applied to the New Trans-vector 
Closed-Loop Control System for Rotating Field Machines. Siemens Review 34(5), 217–
219 (1972) 

2. Hasse, K.: On the Dynamics of Speed Control of a Static AC Drive with a Squirrel Cage 
Induction Machine. Dissertation, Tech. Hochsch. Darmstadt (1969) 

3. Silva, W.G., Acarnley, P.P., Finch, J.W.: Application of Genetic Algorithm to the Online 
Tuning of Electric Drive Speed Controllers. IEEE Transactions on Industrial Electron-
ics 47(1), 217–219 (2000) 

4. Hazzab, A., Bousserhane, I.K., Kamli, M.: Design of Fuzzy Sliding Mode Controller by 
Genetic Algorithms for Induction Machine Speed Control. International Journal of Emerg-
ing Electric Power Systems 1(2), 1016–1027 (2004) 

5. Rubaai, A., Castro-Sitiriche, M.J., Ofoli, A.R.: DSP-Based laboratory Implementation of 
Hybrid Fuzzy-PID Controller using Genetic Optimization for High-Performance Motor 
Drives. IEEE Transactions on Industry Applications 44(6), 1977–1986 (2008) 

6. Zadeh, L.A.: Fuzzy Sets. Information and Control 8(3), 338–353 (1965) 
7. Zhao, Z.-Y., Tomizuka, M., Isaka, S.: Fuzzy Gain Scheduling of PID Controllers. IEEE 

Transactions on Systems Man and Cybernetics 23(5), 1392–1398 (1993) 
8. Mamdani, E.H.: Application of Fuzzy Logic Algorithms for Control of Simple Dynamic 

Plant. Proceedings of IEEE 121(12), 1585–1588 (1974) 
9. Takagi, T., Sugeno, M.: Fuzzy Identification of Systems and its Applications to Modeling 

and Control. IEEE Transactions on Systems Man and Cybernetics 15(1), 116–132 (1985) 
10. Yamakawa, T.: Fuzzy Controller Hardware System. In: Proceedings of 2nd IFSA Con-

gress, Tokyo, Japan, pp. 827–830 (1987) 
11. Chen, S.-M.: A Fuzzy Approach for Rule-Based Systems Based on Fuzzy Logics. IEEE 

Transactions on Systems Man and Cybernetics 26(5), 769–778 (1996) 
12. Holland, J.: Adaptation in Natural and Artificial Systems: An Introductory Analysis with 

Applications to Biology Control and Artificial Intelligence. University of Michigan Press, 
Ann Arbor (1975) 



 Genetic Based Auto-design of Fuzzy Controllers 537 

13. Goldberg, D.E.: Genetic Algorithms in Search Optimization and Machine Learning. Addi-
son-Wesley, Reading (1989) 

14. Uddin, M.N., Radwan, T.S., Rahman, M.A.: Performance of Fuzzy-Logic-Based Indirect 
Vector Control for Induction Motor Drive. Transactions on Industry Applications 38(5), 
1219–1225 (2002) 

15. Cardoso, F.D.S., Martins, J.F., Pires, V.F.: A Comparative Study of a PI, Neural Network 
and Fuzzy Genetic Approach Controllers for an AC-Drive. In: 5th IEEE International 
Workshop on Advanced Motion Control, AMC 1998, Coimbra, pp. 375–380 (1998) 

Appendix: Induction Motor Parameters 

Rated power = 7.5Kw, Rated voltage = 220V, Rated frequency = 60Hz, Rr = 0.17Ω, Rs 
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Abstract. This paper presents the implementation of very short time load fore-
casting (VSLF) for Macau power system with the forecasting period ranging 
from several minutes to 8 hours. The methodology adopted is the hybrid model 
with ANN-based and similar days methods included weather information va-
riables, which are seldom considered as input variables of VSLF in other litera-
tures. It is shown that weather information is one of influence factors of the 
VSLF for a small city like Macau and the MAPE of VSLF for 15-minutes to 3-
hours ahead load is 0.96% and 0.85% for Jan 2011 and Jul 2011 respectively.  
In this work, the author also utilizes the result of VSLF to adjust a day ahead 
short term load forecasting (STLF) result, by this approach, it is demonstrated 
that MAPE of STLF can be reduced by 20% for the data of Jul 2011.  

Keywords: very short term load forecasting, hybrid model. 

1 Introduction 

Short term load forecasting (STLF) is essential to daily dispatch planning and opera-
tion: unit commitment, economic dispatch, load flow analysis and even resource man-
agement. Economic dispatch is getting more and more concern due to the cost of fuel 
oil and purchased electricity from other electric utilities dramatically increases, Accu-
rate STLF can help dispatcher to deploy the suitable and cheaper generation source 
and can save the cost in the degree of hundred thousand Patacas (Macau Currency, 
1USD ≈  8 Patacas) per day for Macau case! On the other hand, network security is 
also crucial in Macau due to less endurance on electricity outage in Macau flourishing 
tour and gambling industry. Accurate STLF can also provide the good balance of the 
trade-off between economic dispatch and network security.  

In order to improve the accuracy of STLF, very short time load forecasting (VSLF) 
is introduced in this paper to adjust the result of STLF. Furthermore, VSLF can also 
help dispatcher to forecast ranging from 15-minutes up to few-hours ahead peak load 
for dispatching the most suitable unit for coming peak load to fulfill the network secu-
rity as well as saving the generation cost. 

In the past several decades, lot of efforts was put in developing the short and very 
short term load forecasting model with different approaches: Time series methods and 
statistical methods, such as moving average [1,5], exponential smoothing methods 
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[2,5], linear regression models [3-5], moving average (ARMA) models [5-7], Kalman 
filtering method [5], are difficult to model the non-linear relationship between input 
variables and forecasted load. On the other hand, lot of literatures focus on machine 
learning technique support vector machines (SVM) [9-13] and intelligent algorithm 
ANN [8,14], which are good candidates of load forecasting model due to they can 
model complex and non-linear relationship without knowledge of detail analytical 
model between input variables and forecasted load. Hybrid models with different 
stages of forecasting models and forecasted load adjustment [2, 15-16] or combina-
tion of different models [17] are adopted for improving the accuracy of load forecast-
ing. Among VSLF models, only few works consider weather information involved in 
the input variables selection due to lagging weather effect on very short term load 
[17-19]. Refer to one of STLF ANN model [20], hourly weather information is se-
lected to be the inputs of STLF to forecast one-hour ahead load. In this work, by ex-
amining high correlation between hourly weather information and coming 15 minutes 
to few hours load for a small city like Macau, the author utilizes the hourly weather 
information to forecast very short time load ranging from 15 minutes to few hours or 
even several minutes by interpolating methods as the load within 15 minutes can be 
approximated to be monotonic linear relationship. 

In this work, the author aims at developing the hybrid forecasting model to forecast 
15-minutes (can be several minutes by interpolation) up to 8-hours ahead load for 
Macau system and the result of VSLF can also help to improve a day ahead STLF 
accuracy. The content of the paper is organized as follows: First of all, introduction is 
given in section 1. In section 2, load characteristic of Macau power system is dis-
cussed for the choice of forecasting model. Section 3 presents the selection of fore-
casting model and the applied strategy of hybrid model of VSLF. Section 4 shows the 
result of VSLF. Section 5 discusses how to use the VSLF result to modify a day ahead 
STLF for Macau power system. In the last section, conclusion is drawn. 

2 Load Characteristic of Macau 

First of all, load characteristic of Macau is analyzed for choosing suitable input va-
riables and models. They come from two main sources: statistical analysis of histori-
cal load and the information from dispatcher experience: 
 
i) The load incremental rate of Macau power system in summer and winter is   

shown in fig. 1 and fig. 2 
ii)    Dispatcher experience:  
1.  Sudden raining and sunshine can affect load change for coming few couple mi-

nutes and few hours. 
2. The load characteristic is similar for the similar days and the load trend won’t 

change abruptly in recent days. 
3. For the coming day ahead forecasting, even though the forecasted maximum tem-

perature is same as that of historical day, the load level can vary a lot due to accu-
mulative effect of weather and different residents’ custom in previous recent days 
during different period. 
 

To deal with the above observations of the characteristic of load profile and expe-
rience from dispatchers: for 1), the author tries to examine the relationship between  
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Fig. 1. Similar load incremental rate for the days in Jun 2011 

 

Fig. 2. Similar load incremental rate of winter 2010 and summer 2011 

Table 1. Correlation analysis of current load and weather information at current and previous 
hours 

Correlation Temperature 
(-3h) 

Temperature  
(-2h) 

Temperature  
(-1h) 

Temperature 
(current) 

Load 0.839 0.855 0.860 0.846 
Correlation Dew point  

(-3h) 
Dew point   
(-2h) 

Dew point 
(-1h) 

Dew point  
(current) 

Load 0.833 0.838 0.841 0.835 
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hourly weather information and coming hourly load (Table 1), for 2) the VSLF model 
includes the similar days and average incremental rate of recent 3 days methods, for 
3) it is necessary to utilize the trend of load from VSLF to adjust the day ahead STLF, 
which will be discussed in section 5. 

• Among different hourly weather information obtained from Macau observatory, 
temperature and dew point temperature are chosen to be the variables, which have 
highest correlation with the load. The next step is to examine how long the weather 
information is used to forecast the load. It can be shown in table 1 that current 
weather information is suitable to forecast the load within three hours. 

• Only historical hourly weather information is used as input variables of VSLF 
without future hourly forecasted weather information involved, since weather fore-
cast is another source contributed to the error of load forecasting and there is also 
lack of completed forecasted hourly weather information from observatory. 

3 Methodology 

Based on the previous discussion, ANN, similar day method and average incremental 
rate of recent 3 days method are chosen to be the individual forecasters of VSLF, 
which are categorized into two groups with and without weather information input 
variables and is summarized in table 2.  

ANN: The incremental rate instead of load level is used for the ANN inputs due to 
incremental rate is more stable than load level when the weather change rapidly [18].    

Similar days approach: Euclidean norm [21-22] examines the similarity of two 
highest correlation inputs from historical data. In this work, two-steps Euclidean norm 
is implemented for the reason that temperature is the dominant input than others, the 
10 most similar days in term of temperature are filtered out first and then the 3 most 
similar days are obtained by evaluating Euclidean norm of other inputs.  

Recent 3 days approach: recent days have strong relationship in term of load trend 
due to residents' behavior and enterprises' consumption is similar. The number of days 
used for the average of the load incremental rate is determined by MAPE of data of 
previous months. It is selected to be 3 days in this work. 

Table 2. Individual forecasters of VSLF model 

 without  weather information with weather information  
ANN Similar 

days 
Recent 3 
days 

ANN* Similar  
days 

Input The last 5 
load incre-
mental rate  

The last 2 
hour load 
level + 
current 
load level 

The average 
of load in-
cremental 
rate of last 3 
recent days 

The last 3 
load incre-
mental rate + 
current hour 
temperature 
and dew 
point tem-
perature 

The current 
hour temper-
ature + dew 
point tem-
perature + 
current load 
level  

*for ANN, the current hourly weather information is only suitable to forecast load up to 3 hour 
based on correlation analysis 
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Furthermore, many literatures described that using a combined forecasting method 
[17, 23] can enhance the accuracy of the load forecast. In this work, hybrid model is 
also adopted by combining different individual forecasters running in parallel, which 
can also be extended by including more suitable individual forecasters in parallel later 
on. By examining the previous load forecasting MAPE by different individual fore-
casters, two possible approaches are as follows: 

Method 1) Weighting is assigned between different forecasters to give the final re-
sult [17].  

Or 
Method 2) Individual forecaster with the smallest MAPE of last hour is used for 

the forecasting model for next few hours. 
Ambiguous combined effect on load forecasting of different forecasters (method 1) 

is avoided in this work. Instead, the reason of the choice of method 2 for the hybrid 
model is that within several hours in one day, the characteristic of the trend of pre-
vious load is similar to that of forecasting load, same method has lowest MAPE result 
for a specific continuous hours in specific day, which is examined by the large sample 
size of historical data shown in table 4. Furthermore, the probability of same individ-
ual forecaster applied for previous 1 hour and next few hours with lowest MAPE 
should be very close to 50% and 33.33% for two and three forecasters respectively if 
two MAPE have no relationship, after examining the recent historical data in large 
sample size in table 3, it is more than 50% and 33.33%, so we use the previous hour 
MAPE by each individual forecaster to evaluate which method is used for next 15 
minutes and few hours forecasting. Based on table 3, the author prefers to use 3 fore-
casters with previous 1 hour MAPE evaluation to forecast next 3 hour load, since 
39.5% is most far away from its reference value 33.33% (for 3 forecasters) compared 
with other cases.     

Table 3. The probability of lowest MAPE for previous and forecasted load when same method 
applied 

 Same method applied, Lowest 
MAPE for previous 1 hr  and 
next forecasted 1 hr  

Same method applied, Lowest 
MAPE for previous 1 hr  and 
next forecasted 3 hr 

Hybrid model (with 2 
forecasters) 

52.3% 52.6% 

Hybrid model (with 3 
forecasters) 

37.7% 39.5% 

Table 4. Methods with lowest MAPE in forecasted day 

 0 1 2 3 4 5 6 7 … 21 22 23 
4 Jul A* B B B B B C C  B C B 
5 Jul C C B B B B A A  C B C 
6 Jul A B A C C B A C  B A A 
7 Jul B C B B B B A A  A A A 
…             
25Jul C B A A A B C C  C C C 

*Individual forecaster with the lowest MAPE applied for every hour per day (A: ANN, B: 
similar days, C: recent)  
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By method 2, there is also a mechanism for the model to store the times of differ-
ent forecasters utilized within a day for further analyzing the characteristic of the load 
during different period of a day. As a result, further improving the forecasted load by 
using different models during a day [17-18, 24] can be accomplished, which can be 
further analyzed and done in future works. 

The flowchart of the hybrid model is shown in fig. 3. There are many developed 
individual forecasters to fit different load characteristic of Macau for a specific day or 
hour. Two or three most suitable forecasters among them are chosen to be the candi-
dates and run in parallel in hybrid model, the system also evaluates the MAPE of the 
rest of the forecasters in off-line mode. Once the system discovers that the individual 
forecaster in hybrid model with large MAPE for recent period, this forecaster need to 
be improved or replaced by other off-line forecasters that had better performance in 
the mentioned period.   

 

  

Fig. 3. The flowchart of the hybrid model 

4 VSLF Result  

The ANN model was trained by Nov and Dec 2010, May and Jun 2011 data and fore-
cast the load for Jan and Jul for verification. The result of MAPE of hybrid model for 
3 hours (table 5) and 8 hours (table 7) is as follows and the result of 8-hours ahead 
load forecasting for Jul is utilized to adjust the STLF result in the next section. Fur-
thermore, MAPE can be improved with hourly weather information involved in the 
individual forecaster as shown in table 6.  
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Table 5. MAPE of individual forecasters and hybrid model. 

Hybrid model (3 forecasters) ANN Similar days Recent 3 days Hybrid 
MAPE (3 hours) Jan 2.01% 1.02% 0.58% 0.955% 
MAPE (3 hours) Jul 0.99% 0.81% 0.82% 0.853% 

Table 6. MAPE of individual forecasters with and without weather information inputs. 

Different individual 
forecasters  

ANN Similar days Recent 3
days 

Input with/without 
weather info 

weather info w/o  
weather  
info 

weather  
info 

w/o  
weather  
info 

w/o  
weather  
info 

MAPE(3 hours) Jul 0.99% 1.10% 0.810% 0.813% 0.823% 

Table 7. MAPE for 8th hour load of individual forecasters and hybrid model. 

Hybrid model (3 forecasters) ANN Similar days Recent 3 days Hybrid 
MAPE (8th hour) Jul 2.31% 1.73% 1.86% 1.87% 

 
If the MAPE of three forecasters is low and similar, the MAPE of the hybrid model 

can be improved, otherwise, the hybrid model averages the MAPE of the individual 
forecasters. The high MAPE forecaster will worsen the result of hybrid model; how-
ever, it is necessary to include several individual forecasters in the hybrid model as 
each forecaster can provide better MAPE for a specific day or specific period of the 
day, especially for Macau flourishing gaming development and rapid change of load 
characteristic year by year.   

5 The Result of VSLF to Adjust STLF  

Currently, ANN [25] and similar-day methods are developed for STLF, which is ap-
plied in dispatch center of Macau and dispatcher is required to perform the next day 
load forecasting before 5:30p.m. of current day according to the requirement of the 
regulator.  

For ANN methods, the actual load of current day should be used for the inputs of 
load forecasting for tomorrow. However, due to the incomplete load data of current 
day after 5:30p.m., the load data of yesterday is used for the inputs. By availability of 
VSLF in this work, the actual load of current day and forecasted load after 5:30p.m. 
can be utilized as inputs to enhance the accuracy of next day forecasted load as shown 
in table 8. 

For the similar day methods, it is recognized by other literatures [18] and by dis-
patcher experience that the load level can vary a lot among different similar days in 
term of weather information due to recent residents and enterprises’ custom as well as 
the accumulative effect of previous consecutive days’ weather information. That in-
formation is inherited in the result of VSLF in the current day. As a result, we can use 
the VSLF forecast load at 00:00 of next day to adjust the next day STLF by (1) and 
(2). The adjusted result is shown in the table 8 and the MAPE is reduced by 12% and 
20% for the current two approaches by this work. 
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Result from a day-ahead load STLF forecasting from 0:00-23:45: L1, L2, 
L3……L96 Result from 8th hour ahead load VSLF forecasting at 0:00: S1。Adjusted 
STLF by VSLF result from 0:00-23:45: Ladj,1,  Ladj, 2, Ladj,3……Ladj, 96 。Adjusted 
coefficient:  α1, α2, α3…… α96 

Ladj,1 = L1+α1(S1-L1) (1)

Ladj,i = Li+αi(S1-L1) (2)

where 0<α1≤1, 0<αi≤1 if |L1-S1|/L1>0.03,    α1=0, αi=0 if |L1-S1|/L1≤0.03 

Table 8. The MAPE of adjusted result of STLF by VSLF of this work 

 Reference: ANN 
(actual load from 
0-24 of current day 
as inputs) 

This work: ANN (actual 
load from 0-17 of current 
day plus VSLF result of 
17-24 of cur-rent day as 
inputs)  

Original approach: 
ANN (actual load from 
0-24 of yesterday as 
inputs)  

MAPE (ANN) 
Jul 

2.25% 2.37% (-12%) 2.72% 

  This work: Similar days 
(with VSLF adjustment) 

Original approach: 
Similar days 

MAPE(Similar 
days) Jul 

 2.95%      (-20%) 3.72% 

6 Conclusion  

In this work, the author developed the VSLF hybrid model to forecast the load rang-
ing from 15 minutes or even several minutes up to few hours by utilizing hourly 
weather information as input variables, which is seldom to be considered in other 
VSLF literatures. For small power system, with weather information involvement, the 
MAPE of forecasters can be improved. The strategy of hybrid model is also discussed 
and the MAPE of VSLF for 15-minutes to 3-hours ahead load is 0.96% and 0.85% for 
Jan 2011 and Jul 2011 respectively. Furthermore, due to limited input variables and 
time constraints of performing current STLF, the result of VSLF is utilized for facili-
tating to perform STLF to reduce the MAPE by 12% to 20% for July data. 
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Abstract. Malicious attackers spread various attacks to destroy the system of 
the sensor network. False report injection attacks occur on the application layer 
and drain the energy resources of each node. Statistical en-route filtering (SEF) 
is proposed to detect and drop false reports in intermediate nodes during the 
forwarding process. In this work, we propose a security method to improve the 
detection power and energy savings using four types of keys. The performance 
of the proposed method was evaluated and compared to that of SEF against the 
attack. Our experimental results reveal that our method improves detection 
power and energy savings by up to 25% and 9%, respectively. 

1 Introduction 

Wireless sensor networks (WSNs) supply economically feasible technologies for 
applications that use wireless communication [1-2]. WSNs are comprised of a number 
of sensor nodes and a base station in a sensor field. The sensor nodes operate sensing, 
computing, and wireless communication modules. The base station provides 
information for many uses across the network infrastructure. The nodes are vulnerable 
to being captured and compromised due to limited resources [3]. Malicious attackers 
use various methods to destroy the sensor network. 

The source nodes usually transmit legitimate reports as events occur in the sensor 
network. When a legitimate report is generated by a source node, intermediate nodes 
forward the report toward the base station. On the other hand, when a malicious 
attacker captures a node, the node becomes a compromised node. When a false report 
is generated by the compromised node, intermediate nodes transmit the false report to 
the base station. During the attack, the intermediate nodes drain their energy resources 
due to transmitting and receiving the false report. In addition, false alarms are caused 
as the false report arrives at the base station. That is, false report injection attacks 
harm the entire network. 

Ye et al. [4] proposed statistical en route filtering (SEF) to detect a false report 
injection attack in the sensor network. In SEF, when a real event occurs, each of the 
detecting nodes generates message authentication codes (MACs). A center-of- 
stimulus (CoS) node collects the MAC and produces a report. When the report is 
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forwarded, each node statistically verifies the MACs. If a forged MAC is detected, the 
node drops the report. Thus, SEF decreases the energy consumption of each node by 
dropping the false report while forwarding processes. 

In this work, we propose a method to improve detection power and energy 
consumption. The proposed method uses four types of keys: a new individual key, a 
pairwise key, a new cluster key, and a group key. Each node has four keys to encrypt 
and exchange MACs and reports between two nodes. The new individual key and the 
cluster key filter out false reports within a cluster region early. The proposed method 
improves the detection power and energy savings of each node against false report 
injection attacks.  

The remainder of this paper is organized as follows. SEF and the motivation for the 
study are described in Section 2. The proposed method is introduced in Section 3, and 
the optimization results are presented in Section 4. Finally, conclusions and future 
work are discussed in Section 5. 

2 Background and Motivation 

2.1 Statistical En-route Filtering (SEF)  

SEF is proposed to prevent false report injection attacks in the sensor network. SEF 
aims at early detection and elimination of false reports, with low computation and 
communication overhead. SEF has four phases: (1) key assignment, (2) report 
generation, (3) en-route filtering, and (4) base station verification. Phase (1) is 
initially performed, and phases (2), (3), and (4) are repetitively performed as events 
occur. In the key assignment phase, each node stores a small number of keys of a 
partition (PID) from the base station which maintains a global key pool divided into 
many partitions before sensor nodes are deployed. In the report generation phase, one 
of the detecting nodes is elected as the center-of-stimulus (CoS) node when an event 
occurs. Its neighboring nodes select a key to submit message authentication code 
(MAC) including event information to the CoS node. After collecting MACs from the 
neighboring nodes, the CoS node produces a report and forwards it to the base station. 
In the en-route phase, intermediate nodes verify MACs of the report using keys of the 
intermediate nodes while forwarding processes between nodes. Finally, during a base 
station verification, the base station again identifies MACs of the report through keys 
of the global key pool when the report arrives at the base station. 
 

 

Fig. 1. Filtering of false reports 
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Fig. 1 shows phase report generation, en-route filtering, and base station 
verification, and false reports via intermediate nodes forwarded from the CoS node to 
the base station. When an event occurs within a region including a number of nodes, 
the CoS node (Fig. 1-a) is elected. It then forwards a broadcast to its neighbors,  
and the neighboring nodes generate MACs 1 and 4 (Fig. 1-b) using PIDs 1 and 4 
submit to submit it if the neighbors detect the same event. A compromised node (Fig. 
1-c) also submits a fake MAC to the CoS node. After collecting MACs, the CoS node 
forwards a false report (Fig. 1-d) to the base station because a fake MAC is included. 
When node A receives the false report, the false report is transmitted to node B of the 
next hop because the MACs of the false report and the PID (Fig. 1-e) of node B are 
different. When node B receives the false report, the node verifies the MAC1 of the 
report through the PID 1 of node B. If the PID is legitimate, node B transmits the false 
report to node C. On the other hand, when the false report arrives at node C, it is 
dropped (Fig. 1-f) because its MAC3 is forged by the compromised node. If a 
legitimate report is generated, the report safely arrives at the base station, and the base 
station verifies the report using the global key pool. Therefore, SEF statistically filters 
out false reports through keys of PIDs of intermediate nodes while a forged MAC that 
occurs from a compromised node is forwarded via PID keys. 

2.2 Motivation for the Study 

In SEF, the detection power of false reports is affected by key authentication of 
intermediate nodes. If a false report arrives at the base station without sanctions, the 
base station intermediate nodes transmits the false report and are drained even when 
the base station drops the false report [5]. Thus, the lifetime of the sensor network is 
decreased due to low detection power. 

In this paper, we propose a method to achieve both improved detection power and 
energy consumption for reducing damage from the false report. Our proposed method 
effectively detects false reports using four types of keys [6]. When a compromised 
node generates a fake MAC, a CoS node verifies NC of the compromised node 
through its NC. After dropping the fake MACs, the CoS node encrypts a report using 
NG and the report is transmitted while maintaining secure paths using a pairwise key 
(PK) until the base station. Therefore, we enhance the detection power of the false 
report including a forged MAC through NC in a CoS node and conserve the energy 
resources of intermediate nodes by preventing the inflow of false reports. The 
proposed method detects and drops the false report for both the improved detection 
power and the energy consumption in a CoS node.   

3 Proposed Method 

3.1 Assumptions 

We assume a static sensor network. Sensor nodes are fixed after they are deployed. 
The sensor network is comprised of a base station and a large number of sensor 
nodes, e.g., the Berkeley MICA2 motes [7]. The initial paths of the topology are 
established through directed diffusion [8], and minimum cost forwarding algorithms 
[9] after distribution of the sensor nodes. It is further assumed that every node 
forwards data packets toward the base station along their path. An attacker generates a 
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false report injection using compromised nodes. The resulting false report is 
forwarded from a compromised node to the base station before it is filtered out. 

3.2 Overview 

In this paper, we effectively detect false report injection attacks that occur on the 
application layer using four types of keys – an individual key shared between each 
node and the base station, a pairwise key shared between a node and another node, a 
cluster key shared between a node and a CoS node, and a group key shared by all 
nodes. When an event occurs in a range, nodes that detect the event transmit event 
data, including each MAC and NC, to a CoS node. After collecting event data from its 
neighbors, the CoS node verifies MACs through its NC, selects legitimate MACs, and 
encrypts a report. All intermediate nodes maintain secure paths through the PK while 
forwarding processes into the base station. Therefore, we improve both detection 
power and energy savings in the sensor network by preventing false report injection 
attacks. 

3.3 Keys Explanation 

• New Individual Key (NI): Each sensor node has a unique key associated with the 
base station for one-on-one communications. This key is used to generate a MAC 
when an event occurs. For example, when a node detects a real event, the node 
produces a MAC after encrypting event information through its NI,  and it 
transmits event data including the MAC to a CoS node. When MACs arrive at the 
base station, the base station verifies the MACs through its NIs to detect forged 
MACs. That is, the NI is used to encrypt and decrypt event information in the 
node and the base station. 

• Pairwise Key (PK): Sender and receiver nodes have the same keys to check 
conditions. The PKs of two nodes are verified before transmitting a report. For 
example, a report generated by a CoS node is forwarded via multiple intermediate 
nodes toward the base station. The intermediate nodes maintain secure paths 
through PK against an adversary node that captures the report information. That 
is, PK retains secure paths between all pairs of nodes.  

• New Cluster Key (NC): Nodes that are located within a cluster range have a 
common key. This key detects forged MACs generated by compromised nodes in 
a CoS node. For example, a node that detects an event transmits event data 
including its NK to the CoS node. After collecting event data, the CoS node 
verifies the NK of the event data through its NK. The CoS node then forwards a 
report including the MACs to the base station. On the other hand, if a 
compromised node is located in the same cluster range, the compromised node 
also transmits event data including the forged MAC and NC to the CoS node. The 
CoS node then verifies the NC of the event data through its NC, and drops the 
forged MAC. That is, NC is used to detect forged MACs that are generated from 
the compromised node.  

• New Group Key (NG): Every node and the base station have a key. This key is 
used to encrypt or decrypt reports in the CoS node or the base station. For 
example, the CoS node encrypts a report through NG for preventing information 
extraction by an adversary node. If the adversary node captures the report while 
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forwarding processes, it is difficult to decrypt the report without NG. That is, NG 
prevents information extraction against the adversary node if the report is 
captured. 

3.4 The Detection of False Report Injection Attack 

Fig. 2. False MAC Detection using NC shows the detection processes of a forged 
MAC in a CoS node when a real event occurs within a cluster region. In the region 
shown, there are four nodes including a compromised node. There is also a node (Fig. 
2-a) that is outside of the region. When a real event (Fig. 2-b) occurs within the 
region, a CoS node (Fig. 2-c) is elected to generate an event report. The nodes of its 
neighbors generate MACs after they encrypt event information through NI. The 
neighboring nodes transmits each event data including NC and MAC to the CoS node. 
A compromised node (Fig. 2-d) transmits forged event data (Fig. 2-e) including a 
forged NC and MAC to the CoS node during this time. The outside node also sends 
event data. After collecting event data, the CoS node filters out both the forged MAC 
and the MAC of another region by verifying the NC. The CoS node forwards a report 
with legitimate MACs into the base station. Our proposed method reduces the flow of 
false reports using early detection within a cluster region. The proposed method 
decreases communications traffic between intermediate nodes. 
 

 

Fig. 2. False MAC Detection using NC 

  

Fig. 3. Transmission of MAC or Report 
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Fig. 3 shows keys used for each node between two nodes according to a MAC and 
report. In Fig. 3-a, node A detects an event and encrypts event information using its 
NI. It then transmits event data including its NCA and MACA to the CoS node B. 
After the CoS node B verifies NCA through the NC of the CoS node, it drops the 
forged MAC. The CoS node B then collects verified MACs and forwards a report to 
the base station. When the report arrives at the base station, the base station again 
verifies the MACs of the report through its global key pool. If a forged MAC is 
detected, the base station drops the forged MAC. Thus, NI and NC are used to detect 
false reports in the CoS node or the base station. In Fig. 3-b, the CoS node A encrypts 
a report using NK and the encrypted report is forwarded to intermediate node B at the 
base station. The CoS node verifies the PK of intermediate node B and checks the 
condition of the intermediate node during this time. If intermediate node B is inserted 
by an adversary and has no key, the CoS node forwards the report to another node 
after verifying the PK of the intermediate node. When the report arrives at the base 
station, it encrypts the report through its NG. Thus, because PK checks the conditions 
of the intermediate nodes, the secure paths of each node are maintained between two 
intermediate nodes. Therefore, we are able to improve both the detection power and 
energy consumption using four types of keys against false report injection attack. 

4 Performance Results 

The performance of the proposed method was evaluated through simulations as 
compared to SEF. A field size of 500 × 500m2 is used and the base station is located 
in the middle of the field. It takes 16.25 and 12.5μJ to transmit/receive a byte, and 
each MAC generation consumes 15μJ [4]. Moreover, the size of an original report is 
24 bytes, and size of a MAC is 1 byte. We have decided to transmit false reports from 
20 compromised nodes in the field. A false report per 10 legitimate reports is 
generated by the compromised nodes. 

Table 1. Performance against false report injection attacks 

 a. Average energy consumptions of each node 
for specific hop counts b. Ratio of 

filtered reports 
2 4 6 8 10 

SEF 776.92 250.37 528.83 357.83 649.86 76.60% 
P.M 232.60 449.76 384.11 319.50 324.16 100.00 % 

 
Table 1-a shows the average energy consumption in each node for specific hop counts 
when a false report injection attack occurs in the sensor network. The energy 
consumption of SEF is usually higher than that of the proposed method (P.M) because 
false reports are statically filtered out in the intermediate node. In addition, the energy 
consumption of each node is irregular in terms of specific hop count. On the other 
hand, the proposed method better regulates energy consumption due to hop counts 
than SEF. Thus, the proposed method reduces energy consumption and prolongs the 
lifetime of the sensor network. Table 1-b shows the filtered report ratios of SEF and 
the proposed method. In SEF, the number of false reports that arrive at the base 
station drops in 25% of cases and the filtered report rate is about 75% for intermediate  
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Fig. 4. Energy Consumption of the Sensor Network 

nodes. On the other hand, the proposed method initially detects all forged MACs 
through CK in a CoS node. Therefore, the proposed method enhances the detection 
power of the false report more than SEF because the CoS node drops all the forged 
MACs. 

Fig. 4 illustrates the total energy consumption of SEF and the proposed method 
after 1,000 events. When 200 events have occurred, the proposed method conserves 
energy resources by up to 9% more than SEF. The proposed method enhances 
detection power by 25% and reduces energy consumption in the sensor network by 
9% because it detects all forged MACs in the CoS node and prevents false report 
inflows. 

5 Conclusion and Future Work  

We use four types of keys to detect attacks and to plan countermeasures against false 
reports. Each node has four keys: a NK for encrypting event information, a PK for 
maintaining secure paths, an NC for detecting the false report, and an NG for 
encrypting a report. The effectiveness of the proposed method is evaluated and 
compared to that of SEF while generating a false report. The proposed method 
improves the detection level by about 25% and reduces energy consumption by about 
9%. The proposed method effectively detects false report injection attacks using four 
types of keys. In future work, we will run additional simulation scenarios and perform 
experiments to test the robustness of our method against other types of attacks. 
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Abstract. With recent advances in wireless communication and low cost, low 
power sensors are enabling the deployment of large-scale and collaborative 
wireless sensor network (WSN), which performs different tasks using the sub-
sets formation of sensor on specific requirement of event monitoring. For  
implementing the differentiated monitoring task of the heterogeneous sensor 
network in the same geographical region, efficient classification of the various 
sensed data becomes a critical task due to stringent constraint on network re-
sources, frequent link and indeterminate variations in sensor readings. In this 
paper, we present a virtual cluster tree based distributed data classification 
strategy using locally linear embedding (LLE). The strategy can realize the 
structure representation of original sensed data by LLE to meet the classifica-
tion for forming the virtual cluster tree of the various monitoring task. The  
theoretical analysis and experimental results show that the proposed strategy 
can effectively reduce the energy consumption using LLE based classifier. 

Keywords: wireless sensor network, distributed data classification, virtual  
cluster tree, locally linear embedding, energy efficient. 

1 Introduction 

One important class of share resources technologies is to build a virtual cluster tree, 
which use the connecting sensor nodes subset to observe the same phenomenon. The 
existence of such virtual cluster tree capability implies that the sensors are the multip-
lexing device if they have sensed different occurrence. Then, another key issue is how 
to dynamically determine which node should join which virtual cluster tree of imple-
menting same task. A simple approach is to design a classifier in sensor network for 
determining the classed of newly arrived sensed data from monitoring region. How-
ever, conventional centralized solution is not directly applicable in the new type of 
heterogeneous WSN environment. To address the above challenges, in this paper, we 
present a virtual cluster tree based distributed data classification strategy using locally 
linear embedding in energy-constrained sensor network. Our approach performs event 
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monitoring in the built virtual cluster tree and implements classification of sensed 
data, utilizing a locally linear embedding algorithm for distinguishing task, in particu-
lar, an adaptive and bottom-up manner. 

The rest of this paper is organized as follows: in section 2, we briefly review some 
closely related works. The proposed virtual cluster tree based distributed data classifi-
cation strategy is derived and discussed in section 3. The validity analysis and per-
formance evaluation of the approach is presented in section 4. Finally, the conclusions 
and future work directions are described in section 5. 

2 Related Work 

The sensor data collection and object count using data mining technology have been 
extensively studied in the literature. Ref. [1] proposed a distributed data mining model 
for WSN. The model poses a three-layer MLP (multilayer perceptron) for data aggre-
gation in the clustered sensor network. Input layer and the first hidden layer are  
between cluster members, and then output layer and the second hidden layer are be-
tween cluster head nodes. In WSN the construction of a classifier might be necessary 
if a WSN is intended to classify phenomena in its sensing environment. For avoiding 
the costly data transfer of sensor node, the possibility of in-network classification tree 
construction by the SPRINT (Scalable PaRallelizable Induction of decision Tree) 
algorithms family was evaluated in Ref. [2]. Concept resource-aware framework on 
data mining online is a very important for monitoring continuously, data aggregation 
and in-network processing. The system implementation was introduced by applying 
data monitoring technologies with light weight classification (LWClass), light weight 
frequent item (LWF) and light weight clustering (LWCluster) [3]. In order to decrease 
the traffic load in a tunable manner, a new lightweight classification algorithm in 
WSN was proposed in Ref. [4]. By this algorithm, node classification is adaptive to 
topology changes and has no constraint on routing protocols and hardware. Because 
WSN provides service to the users, in Ref. [5], a new classification method based on 
SOM (Self-Organizing feature Map) for information fusion of WSN to satisfy user’s 
requirements was proposed. SOM is powerful in processing magnanimous clustering 
information. The advantage is that such classification and disposal method according 
with particular characters of WSN not only can obtain more exact and more general 
information in application but also can assist in intelligence decision-making later. 
Decision tree is one of the most important models for data classification application. 
For a classification of application, the data collection behavior of sensor nodes and 
indicating the metrics can suit to the evaluation of particular application classes [6].  
Several model for classifications exist, for example neural network, fuzzy decision, 
statistical models, virtual machine, genetic models and decision trees [7-11]. For ex-
ample, in Ref. [12], a novel decision-tree-based hierarchical distributed classification 
approach in WSN was proposed. In the algorithm the classifiers are iteratively  
enhanced by combining strategically generated pseudo data and new local data, even-
tually converging to a global classifier for the whole network. Rajkamal R. and  
Vanaja Ranjan P. use artificial neural network, which is conventional feed-forward 
back propagation network, to classify the packets based on nature of the data to over-
come the traffic in WSN [13]. Yet efficient classification and energy saving for WSN 
have not been sufficiently addressed and researched. Through the distributed signal 
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sensing and classification performed by collaborated sensor is proven to be beneficial 
to increasing the modulation classification reliability [14]. Better resource efficiency 
was not achieved by collaborating and sharing of sensor nodes in the same geographi-
cal region. A novel distributed data classification of WSN applications is now pre-
sented to facilitate the multi-function sensor collaboration and to form logically sepa-
rating multipurpose sensor network using nonlinear data classifier. 

3 Virtual Cluster Tree Based Distributed Data Classification 
Using LLE in WSN 

Imposing some structure within the network to effectively achieve the application 
objectives is an attractive option for the self-organization of large-scale WSNs. Clus-
ter based organization, and arranging clusters in form of a tree simplifies many high-
er-level functions and distributed application deployments [15]. We use EADEEG (an 
energy-aware data gathering protocol for wireless sensor networks) protocol to form a 
cluster [16], then virtual cluster tree was built by connecting CH nodes observing the 
same phenomenon, which was identified using locally linear embedding (LLE) algo-
rithm [17]. The virtual cluster tree based distributed data classification strategy in-
cludes two phases: the virtual cluster tree formation and classifier generation  
using LLE. 

3.1 The Network Model 

The network model of the strategy was assumed that a set of N energy-constrained 
heterogeneous sensor nodes were randomly deployed in M*M two-dimensional field. 
Each node covers an area of the monitoring region and is responsible for collecting 
environment data. All sensor nodes are not mobile and unaware of their location. The 
immobile Sink node is only and considered to be a powerful node endowed with en-
hanced communication and computation capabilities and no energy constraints. Sink 
node received the messages from the cluster head nodes using cluster-based hierar-
chical routing approach in WSN. A subset of cluster head (CH) nodes is selected to 
facilitate communication functions with a certain task. The communication radius of 
sensor nodes is more than a multiple of the cluster radius for implementing the direct 
communication between cluster head nodes. 

3.2 The Virtual Cluster Tree Formation  

After the distributed cluster was formed by using EADEEG protocol, the network 
topology was built by multi-hop communication between the CH nodes. The virtual 
cluster tree can be formed by providing logical connectivity among these collabora-
tive communication CH nodes (the CH nodes can communicate directly each other). 
Fig.1 illustrates the ideal cluster detecting two different events happened. Two moni-
toring events are located around clusters CH3, CH4, CH15, CH6, CH8, CH9 and 
CH10. CH nodes can be grouped into different virtual cluster tree based on the phe-
nomenon they track (e.g., rockslides vs. animal crossing) or the task they perform.  
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Fig. 1. The ideal clusters detecting two different events happened 

Assume that a cluster member node in cluster CH10 first detects the interested 
event. It sends a virtual cluster tree formation message towards the root node (sink 
node). Firstly, the message is forwarded to its own CH10. This is the first time that 
CH10 is receiving this interested event information therefore; it marks its self as de-
tecting the event happened. It then forwards the message to its parent CH9, CH9 
caches the event information about the new virtual cluster tree and forwards the mes-
sage to its parent CH6. Finally, the message is forwarded to the root node (sink). 
Meanwhile other nodes in cluster CH8 will also detect the interested event. CH8 also 
marks itself as detecting the event. The message is then forwarded to its parent CH6. 
However, CH6 is already aware of the interested event and has already informed its 
parent sink node. Therefore, CH6 will not forward the message any further. CH6 
keeps track that CH6 is also in the interested event. Similarly, cluster CH15, CH3 and 
CH4 can form another logical tree. The virtual trees formed were shown in Fig.2. 

 

CH1

Sink 

CH2 CH3 CH4 CH5 CH6

CH7 CH8 CH9

CH10 CH11

CH12 CH13CH15 CH16CH17 CH14

CH18  

Fig. 2. Virtual cluster tree that connect CH members with special task 

If these trees monitor the same interested event, they belong to the same virtual 
cluster tree. If not, they can be considered as two separate virtual cluster trees. Our 
strategy can also enable multiple logical structures to communicate with each other 
because each virtual tree is guaranteed to meet at the root sink node. 



 Virtual Cluster Tree Based Distributed Data Classification Strategy 559 

 

3.3 The Classifier Generation Using Locally Linear Embedding Algorithm 

One technique is to implement the distributed data classification and enforce different 
parts of the sensor network to be active for different application at different times. In 
general, the energy consumption of computation is significantly smaller than that of 
data transmission and the information representation of monitoring environment are 
formed by processing large numbers of sensory inputs. Note the monitoring data of 
the sensors with multi-function has multi-dimensional and nonlinear feature. There-
fore, our approach utilizes LLE algorithm as the basis of classification for classifier 
generation. The LLE algorithm can establish the mapping relationship between the 
observed data and the corresponding low-dimensional data. Here is a brief description 
of LLE algorithm. That is, the main principle of LLE is to obtain the corresponding 
low-dimensional data ( )dY Y R⊂  of the training set ( , )NX X R N d⊂  . Here is a brief 
description of LLE algorithm. 

Step1. Discover the adjacency information. For each ix find its n nearest neighbors 

in the dataset ( 1, 2, , )jx j n=  . 

Step2. Construct the approximation matrix. Suppose each data point and its neigh-
bors to lie on or close to a locally linear patch. We characterize the local geometry of 
these patches by linear coefficients that reconstruct each data point from its neighbors. 
Reconstruction errors are measured by the cost function as function (1): 

2

( )
n

i ij j
i j

E W x W x= −     (1)

The weigh ijW summarize the contribution of the thj data point to the thi reconstruc-

tion. The weigh ijW were computed by minimizing the cost function subject to the con-

straints that 1
j ij
W = for each i . Each data point ix is reconstructed only from its 

neighbors, enforcing 0ijW = if jx does not belong to neighbors set of ix . 

Step3. Map to embedded coordinates. Each high-dimensional observation ix is 

mapped to a low-dimensional vector iy by minimizing the cost function (2). 

2

( )
n

i ij j
i j

y y W yφ = − 
 

 (2)

The optimal embedding is found by computing the bottom 1d + eigenvectors of ma-
trix ( ) ( )TM I W I W= − − . The bottom eigenvector of this matrix, which we discard, is the 
unit vector with all equal components.     

We let the sensor nodes in WSN be organized by multiple virtual cluster trees. A 
leaf node builds the classifier with the local sensed training data and sends the inter-
ested event to the parent. The intermediate CH node periodically checks if there is any 
new class from children. If yes, it will mark and combine them with its local classifier 
for forming a new virtual cluster tree. The base station will build the global classifier. 
The processing model of distributed data classification in WSN was shown in Fig. 3. 
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Fig. 3. The processing model of distributed data classification 

4 Experiment Results and Performance Evaluation 

In the experimental scenario, 200 sensor nodes are randomly distributed be-
tween ( 0, 0)x y= = and ( 400, 400)x y= = with the sink node at location ( 200, 200)x y= = . 
Each node begins with only 6J of energy and an unlimited amount of data to send to 
the sink. The simulation time is 1000 seconds. Fig.4 shows the nodes deployment and 
the cluster trees that are formed in nodes detecting the same phenomenon.  
 

 

Fig. 4. Virtual cluster tree by nodes detecting the same phenomenon  

We supposed that two interested event occurred within two different monitoring 
regions. For homogeneous data, they were buffered in the CH node as training data 
for data classification. For heterogeneous data, the CH node executed the LLE based 
classifier to recognize for forwarding new marker to parent node. We investigate the 
energy consumption, which is one of the most important concerns in WSN. Fig.5 
shows the total energy dissipation of nodes obtained with separate non-cooperation 
WSN and two virtual cluster trees formed in implementing different phenomenon 
monitoring. From the figure, we find that the energy consumption of our strategy is 
much lower than the conventional approach. Due to enhanced data classification  
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Fig. 5. The total energy dissipation of two strategies 

function of CH node, the effective dimensionality of the data may be significantly 
lower than the total number of sensor measurements while decreasing the communi-
cation requirements. 

5 Conclusion 

In this paper, we have proposed a novel virtual cluster tree based distributed data 
classification using locally linear embedding in wireless sensor network. The strategy 
can realize the structure representation of original sensed data by LLE to meet the 
classification for forming the virtual cluster tree of the various monitoring task. Vir-
tual cluster tree is an emerging concept that supports collaborative, resource efficient, 
and multipurpose wireless sensor networks. The experimental results show that the 
proposed strategy can maintain very low communication overhead and decrease the 
energy dissipation. We are also interested in evaluating the performance with real 
wireless sensor network. 
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Abstract. This paper presents a fault detection and isolation scheme for 
wheeled mobile robots. A nonlinear observer is designed based on the mobile 
robot dynamic model. The fault is detected when at least one of the residuals 
exceeds its corresponding threshold. After that, three observers are activated to 
isolate three types of faults: right wheel fault, left wheel fault, and the other 
changed dynamic faults.  

Keywords: wheeled mobile robots, nonlinear observer, fault detection, fault 
isolation. 

1 Introduction 

Over last two decades, several researches have been investigated about WMR fault 
detection and fault tolerant control [1, 2]. Until now, most of papers in field of fault 
diagnosis for mobile robots only use kinematics model with nonholonomic constraints 
and neglect robot dynamic model to design robot controller. As proposed in [3], robot 
dynamic model needs to be considered. Recently some approaches have been 
presented in which mobile robot dynamics is taken into account [3, 4]. On the other 
hand, in the robot manipulator diagnosis field, faults are successfully detected and 
isolated based on manipulator dynamic models [5, 6]. However, those fault diagnosis 
design techniques have never been applied to the mobile robot system. Therefore, we 
intend to apply them to the mobile robot system by taking its dynamics into account.  

In this paper, we present a fault detection and isolation scheme for wheeled mobile 
robots. This work is about the extension of the results in [5, 8] for wheeled mobile 
robots. First, a nonlinear observer is designed based on the WMR dynamics. The fault 
is detected by comparing the error state observer with its corresponding derived 
threshold. Second, three observers are constructed for three types of faults: right 
wheel fault, left wheel fault, and all the other dynamic faults. Finally, the computer 
simulation has been performed and its results show that the developed scheme is very 
effective for the fault detection and isolation for the WMR. 

This paper is organized as follows. In section 2, the robot kinematics and dynamics 
are described, and the fault diagnosis problem is formulated. In section 3, the fault 
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detection and isolation scheme are discussed. The simulation results are shown in 
section 4. Section 5 has some conclusions and future works. 

2 Problem Formulation 

cI : Moment of inertia of the mobile platform about Pc; mI : Moment of inertia of 

wheel about its diameter; wI : Moment of inertia of wheel about its rotation axle; cm : 

Mass of the mobile platform without wheels; wm : Mass of each wheel; O-xy : The 

world coordinates system; P-XY: The coordinate system fixed to mobile platform; Pc: 
Center of mass of WMR without wheels; d : Distance from P to Pc; b : Distance 
from each wheel to P; Rr : Radius of right wheel; Lr : Radius of left wheel; 
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Fig. 1. Differential-driven WMR 

The configuration of the WMR can be described by five generalized coordinates: 
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In the presence of fault, the WMR dynamic model can be represented as: 

),q,q()Tt())q(F)q(V(Mq d
1 τψβττ  −+−−−= −  (3)

The term ),q,q()Tt( τψβ − is the fault function. The fault time profile is modeled by: 
)Tt(

i
ie1)Tt( −−−=− αβ  if )Tt( ≥  and 0)Tt(i =−β  if )Tt( < (i=1,2). The 

modeling uncertainty is assumed to be bounded: ητ ≤+− ))q(F(M d
1   

3 Fault Detection and Isolation Scheme 

3.1 Fault Detection 

Let )t(qx T= . The dynamic model of eq.(2) can be rewritten as 

),q,q()Tt())q(F)q(V(Mx d
1 τψβττ  −+−−−= −  (4)

The following estimated model is considered 

)xx̂(A))q(V(Mx̂ 1 −+−= −  τ  (5)

where 2Rx̂ ∈ , )a,a(diagA 21 −−= with 0a,a 21 > are the estimation velocity vector of 

x  and the stable matrix, respectively. From eqs.(4) and (5), we get the error dynamic: 

),q,q()Tt())q(F(M)xx̂(Ae d
1 τψβτ  −++−−= −  (6)

The threshold bound can be chosen as 

M
1

t

0

edM))t(Aexp(e =−≤ − τητ  (7)

Fault detection decision scheme: The decision on the occurrence of fault is made 
when at least one of the residual e exceeds its corresponding threshold bound eM.  

3.2 Fault Isolation 

In this paper, we classify all that reasons into three types of faults: Right wheel 

fault ψ1 : right wheel radius change; Left wheel fault ψ2 : left wheel radius change; the 

other faults ψ3 : all remaining faults which make the dynamics change. Each fault 

function is described by }3,2,1{s,)q,(g)q,( T
j

s
ij

ss ==  τθτψ  where ij
sθ  (i =1, 2; j 

=1... m) is an unknown matrix assumed to belong to a known compact 

set m2
ij

s R ×∈Ω . mT
j

s R)q,(g ∈τ is a known smooth vector field. More details about 

fault functions see appendix 1. To isolate after a fault is detected, three isolation 
estimators are activated [8]. Each estimator has the following form as 

)q,(gˆ))q(V(M)xx̂(Ax̂ T
j

s
ij

s1
sss  τθτ +−+−= −  (8)
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where ij
sθ̂ (i =1, 2; j =1... m) is the estimate of fault parameter ij

sθ , 

)a,a(diagA 21s −−= where 0a,a 21 > is a stable matrix. The online updating law for 

ij
sθ̂ is derived by using Lyapunov synthesis approach, with the projection operator 

restricting ij
sθ̂  to the corresponding known set m2

ij
s R ×∈Ω [8]. 

}eg{Pˆ
ii

s
ij

ij
sij

s γθ
Ω

=
 (9)

where ijγ are the positive-definite learning rate, i
s g  are the corresponding smooth 

vector field and iii x̂xe −=  (i = 1,2) are the error state. The error dynamics is given 

)q,(gˆ),q,q()Tt())q(F(MAee T
j

s
ij

s
d

1  τθτψβτ −−++−= −  (10)

Thus, each element of state estimation error is given by 
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The following functions are defined to use later for deriving the threshold as 
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Because m2
ij

s
ij

s R ×∈∈ Ωθ , there exist two values ij
M

ij
m , θθ  satisfy the inequality: 

ij
M

ij
s

ij
m

ij
M

ij
s

ij
m 0or0 θθθθθθ ≤≤≤<≤≤  (13)

In the incipient fault case, α is the lower bound of fault evolution rate which 
satisfies ii αα ≥ , see[8]. So that the following inequality can be established 

1e1e10 )Tt()Tt( didi ≤−≤−≤ −−−− αα  (14)

From eqs(14) and (15) if 0ij
m

ij
M ≥≥ θθ  we have (16.a)if ij

m
ij

M0 θθ ≥> , we have (16.b) 

ijij
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ij M)e1()e1(m didi =−≤−≤= −−−− θθθ αα  (16.b)

Now, let’s combine eqs(13) and (16) 
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Thus, the following thresholds can be chosen for isolation decision 
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Fault isolation scheme: If one of the state estimation errors ( ie ) exceeds its 

threshold i
L

i
U e,e , for some time t > Td, then the occurrence of that fault is excluded. 

4 Simulation Results 

The WMR parameters: Ic = 0.85(Kgm2); Im = 0.0061(Kgm2); Iw = 0.012(Kgm2); mc = 
29(Kg); mw = 3.54(Kg); d = 0.053(m); b = 0.149(m); rR = 0.08(m); rL =0.08(m). The 
values of d),q(F τ : 05.0)q(F d ≤+τ .Three observers will be used to isolate faults: 

O1: right wheel fault, O2: left wheel fault, O3: other fault. First, right wheel radius 
suddenly changes from 0.08(m) to 0.07(m) at T = 10s. The fault is detected at Td = 
10.1s as shown in Fig.2.a,b. The outputs of three observers are shown in: O1 (2.c, 
2.d); O2 (2.e, 2.f); O3 (2.g, 2.h). The right wheel fault is successfully isolated at Tiso = 
10.2s. Second, left wheel radius changes from 0.08(m) to 0.07(m) at T = 10s. The 
fault is detected at Td = 10.1s as shows in Fig.3.a, 3.b. The left wheel fault is 
successfully isolated at Tiso = 10.15s by observing O1 (3.c, 3.d); O2 (3.e, 3.f); O3 
(3.g, 3.h). Third, a fault occurs at T = 10s and results 2kg loss in mass of platform. 
The fault is detected at Td = 10.1s as shown in Fig.4.a, 4.b. The fault is isolated at Tiso 
= 10.22s by observing O1 (4.c, 4.d); O2 (4.e, 4.f); O3 (4.g, 4.h). 

 

Fig. 2. Fault detection and Isolation in case of right wheel fault 
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Fig. 3. Fault detection and Isolation in case of left wheel fault  

 

Fig. 4. Fault detection and Isolation in case of the other faults 

5 Conclusions and Future Works 

In this paper, the fault detection and isolation schemes have been proposed for 
wheeled mobile robot. By using three observers, three types of faults (right wheel 
fault, left wheel fault, and the other faults change robot dynamics) are successfully 
isolated after a fault is detected. For future research, we will find a suitable fault 
accommodation control scheme and test the proposed algorithm in a real mobile 
robot. 
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Appendix 1: The Derivation of the Fault Functions 

We temporarily remove the effect of friction and disturbances, in the absence of fault: 

 ))q(V(Mq 1  −= − τ  

The dynamic model in the presence of fault: 

 V)MM()V(M)M)MM(()V(Mq 111 ΔΔτΔΔτ −−− +−−+−−=  
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From (30) and (31), the fault function will have the following form: 

 V)MM()V(M)M)MM(()q,( 11 ΔΔτΔΔτψ −− +−−+−=  
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Left wheel fault: 
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Abstract. DAML+OIL is an important ontology language. Basic-element and 
complex-element are the formalization basis of Extenics and used to solve the 
contradiction problems. We firstly introduced the DAML+OIL and the basic-
element and complex-element. Secondly, we analyzed the element of 
DAML+OIL and the basic-element and complex-element, then gave the 
corresponding relation of them. Finally, we gave the mapping rules from 
DAML+OIL to the basic-element and complex-element. We studied how to 
transform DAML+OIL ontology to the basic-element and complex-element in 
syntax, and gave a way to solve the contradiction problem of the knowledge 
domain.  

Keywords: DAML+OIL, Ontology, Extenics, Basic-element, Mapping rules. 

Introduction 

For AI community,there are many definitions of an ontology[1].An ontology is an 
explicit specification of a conceptualisation[2]. An ontology consits of the description 
of concepts,the desciption of properties of each concept and  a  set  of  individual  
instances  of  classes in a domain of discourse[1,3,4,5].OIL(Ontology Interference 
Layer) is the production of the On-To-Knowledge plan. OIL unifies three important 
aspects: formal semantics and efficient reasoning support as provided by Description 
Logics, epistemologically rich modeling primitives as provided by the Frame system, 
and a standard proposal for syntactical exchange notations as provided by the Web 
languages(XML and RDF(S))[6]. DAML(DARPA Agent Markup Language)is the 
web language which is created by  DARPA. DAML allowed users to mark the se-
mantic information on their data, and it let the computer can “understand” the marked 
information resource[7].A joint committee with two organizations combined DAML 
and OIL, and named it DAML+OIL In December 2000[8]. DAML+OIL is a standard 
description language of Semantic Web[9][10]. DAML+OIL is set up based on the 
description logics, which only can represent the static knowledge by concepts and 
roles, and it is difficult to represent the dynamic knowledge by description logic. So, 
DAML+OIL can’t describe the essential change of thing which is caused by the inter-
nal attribute change, and it is difficult to solve the contradiction problem by 
DAML+OIL.  
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In Extenics, we research the possibility of extending the things and the rules and me-
thods of development and innovation with the formalization models, and use them to 
solve the contradiction problems[11,12].We use the matter-element, affair-element, rela-
tion-element and complex-element to describe the concepts and their relationships. In a 
certain level, there is a similarity between the ontology and the basic-element and com-
plex-element.If the ontology can be mapped to the basic-element and complex-element, 
it will help us to use Extenics engineering to solve contradiction problems of the domain 
relvant the ontology.The Mapping from OWL lite to complex-elments is researched in 
article[14],but OWL Lite is the restrict ontolgoy language.DAML+OIL is an important 
ontology language of the Semantic Web. If the DAML+OIL ontology can be mapped to 
the basic-element and complex-element, it is useful to solve contradiction problems of 
the Semantic Web. In this paper, we researched the mapping from DAML+OIL to the 
basic-element and complex-element in syntax, and gave the corresponding relation be-
tween their elements and their mapping rules.    

1 DAML+OIL 

DAML+OIL is an ontology description language, and it describe the domain structure 
which include classes and attributes. The basis of DAML+OIL is the RDF triple col-
lection. DAML+OIL use its vocabulary to express the RDF triple means.The elements 
of DAML+OIL language are show in table1,table2 and table3[5,8,9,10,13]. 

Table 1. Property elements 

DAML+OIL element statement 
daml:ObjectProperty To state the object property 
daml:ObjectProperty To state the datatype property 
rdfs:subPropertyOf To define the level relation of properties 

daml:toClass The universal quantification restriction 
daml:hasClass The existential quantification restriction 
daml:hasValue A speceial case of hasClass using enumeration 

daml:maxCardinality The maxcardinality restriction 
daml:minCardinality The mincardinality restriction 

daml:cardinality The cardinality restriction 
rdfs:domain To state the property domain 
rdfs:range To state the property range 

daml:samePropertyAs To assert one property is equivalent to another property 
daml:inverseOf To assert one property is inverse to another property 

daml:TransitiveProperty To assert one property is transitive 
daml:UniqueProperty To assert one property is unique 

Table 2. Instance elements 

DAML+OIL element statement 
daml:sameIndividualAs To state that objects are same 

daml:differentIndividualFrom To state that objects are distinct 
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Table 3. Class elements 

DAML+OIL element statement 
daml:Class To define an object class 

rdfs:subClassOf To define the level relation of classes 
daml:sameClassAs To assert one class is equal to another class 
daml:disjointWith To assert one class is disjoint with another class 

daml:intersectionOf To define the intersection of classes 
daml:unionOf To define the union of classes 

daml:complementOf To define the complement of class 

2 Basic-Element and Complex-Element of Extenics 

Matter-element and affair-element are the basic concepts of Extenics. Extension trans-
formation is the basic tool to solve the contradiction problems. Extension analysis is 
the basis for exploring the extension transformation[11,12]. Using these we can ana-
lyze the extension possibilities of things from a qualitative point of view. 

2.1 Basic-Element 

Matter-element describes the things,affair-element describes the events,relation-
element describes the relationship between the matter-elements or affair-elements. 
Matter-element, affair-element and relation-element are collectively called basic-
element, it is described in detail in article[12]. 

Given an object class {O}, for any O∈{O}, there is vi = ci(O)∈Vi on the property 
of ci (i = 1,2, ..., n), the basic-element set 

 

{O},c1,V1 
              {B}=({O},C,V)=         c2,V2                                  (1) 

…,… 
cn,Vn 

 

is called class basic-element [14,15]. 

2.2 Complex-Element 

The compounded form of matter-element, affair-element and relationship-element are 
collectively called complex-element.Complex-element has seven forms:matter-
element composites with matter-element, matter-element composites with affair-
element, matter-element composites with relation-element, etc. The relevant 
description of all complex-element in detail is in the article[11].  

Given an object class {Ocm}, for any Ocm∈{Ocm}, there is vcmi=ccmi(Ocm)∈Vcmi on 
the property ccmi (i = 1,2, ..., n), the complex-element set 
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                         {Ocm},ccm1,Vcm1 
{CM} =({Ocm},Ccm,Vcm)=      ccm2,Vcm2                                         (2) 

                               …,… 
                             ccmn,Vcmn 
 

is called class complex-element[14,15]. 

3 Mapping from DAML+OIL to the Basic-Element and 
Complex-Element 

3.1 Corresponding Relation between DAML+OIL and the Basic-Element and 

Complex-Element 

Table 4. The corresponding relation between DAML+OIL element and basic-element and 
complex-element 

DAML+OIL element Basic-element,Complex-element 
Class Class basic-element or class complex-element 

ObjectProperty Propery of basic-element or complex-element 
DatatypeProperty Propery of basic-element or complex-element 

Datatype Range of one Property Text 
Object Range of one Property Class basic-element or class complex-element 

Individual Basic-element or complex-element 

3.2 Mapping Rules of Class 

(1)daml:Class According whether it has the object property or not, it is mapped to 
class basic-element or class complex-element. If it has the object property, it is 
mapped to class complex-element, otherwise it is mapped to class basic-element. 

(2)rdfs:subClassOf This is mapped to the logical relation ⊆  of classes.For  
example, 

<daml:Class rdf:ID="Man"> 
    <rdfs:subClassOf rdf:resource="#Person"/> 
</daml:Class > 

Its mapping is {CMMan} ⊆ {CMPerson}. 
(3)daml:sameClassAs If there is daml:sameClassAs between class A and class 

B,its mapping is {CMA}={CMB}.For example, 
<daml:Class rdf:ID="HumanBeing"> 
    <daml:sameClassAs rdf:resource="#Person"/> 
</daml:Class> 
Its mapping is {CMHumanBeing}={CMPerson}. 
(4) daml:disjointWith If there is daml:disjointWith between class A and class B,its 

mapping is {CMA} ∩ {CMB}= ∅ . 
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(5)daml:intersectionOf This is mapped to  ∧ of Extenics,For example, 
<daml:Class rdf:ID="Woman"> 
  <daml:intersectionOf rdf:parseType="daml:collection"> 
    <daml:Class rdf:about="#Person"/> 
    <daml:Class rdf:about="#Female"/> 
  </daml:intersectionOf> 
</daml:Class> 

Its mapping is {CMWoman}={CMPerson}∧{CMFemale}. 
(6)daml:unionOf This is mapped to ∨ of Extenics,For example, 

<daml:Class rdf:ID="Parents"> 
  <daml:unionOf parseType="daml:collection">  
    <Class rdf:resource="#Mother"/> 
    <Class rdf:resource="#Father"/>  
  </ daml:unionOf> 
</daml:Class> 
Its mapping is {CMParent}={CMMather}∨{CMFather}. 

(7)daml:complementOf  This is mapped to ¬ of Extenics, For example, 
<complementOf>  

           <Class>  
               <Class rdf:resource="#Man"/> 
           </Class> 
</complementOf> 
Its mapping is ¬{CMMan}. 

3.3 Mapping Rules of Property 

(1)daml:ObjectProperty This is mapped to the property, whose range is class basic-
element or class complex-element, of class complex-element. 

(2)daml:DatatypeProperty This is mapped to the property, whose range is text,of 
class basic-element or class complex-element. 

(3)daml:hasValue This is mapped to the all range of the property of class basic-
element or class complex-element. 

(4)rdfs:domain This is mapped to the domain of the property of class basic-element 
or class complex-element. 

(5)rdfs:range This is mapped to the range of the property of class basic-element or 
class complex-element. 

(6)daml:samePropertyAs This is mapped to the equal property of the property of 
class basic-element or class complex-element. 

(7)daml:inverseOf This is mapped to the inverse property of the property of class 
basic-element or class complex-element. 

3.4 Mapping Rules of Instance 

Individual of instance is mapped to the individual, that is basic-element or complex-
element, of some class basic-element or class complex-element.For example, 
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<daml:Class rdf:ID="Person"> 
<Person rdf:ID="Wenbin"> 

Person is mapped to class basic-element {BPerson}=(OPerson,name,Vname), where Vname is 
the collection of all person name. Wenbin is mapped “to basic-element BWen-

bin=(OPerson,name, “Wenbin”), and BWenbin∈{BPerson}. 
Daml:sameIndividualAs is mapped to that the basic-elements or complex-

elements are equal. Daml:differentIndividualFrom is mapped to that the basic-
elements or complex-elements are distinct. 

4 Example of the Mapping from DAML+OIL Ontology to 
Basic-Element and Complex-Element 

As basic-element and complex-element have the extended property, which include the 
divergence, the relevance, the implication and the extension. We can analyze the ex-
tension of basic-element and complex-element to get many approaches to solve the 
contradiction[12]. After transforming DAML+OIL ontology to basic-element and 
complex-element, and extendedly analyzing the intrinsic property of the concept and 
relation which are represented by basic-element and complex-element, the contradic-
tion problems can be solved. The following example illustrates this. 

A petroleum company set up the information ontology of its petrol sales with 
DAML+OIL, the class and property of the information ontology show in Fig 1, and 
the instance of the information ontology shows in Fig 2. 

Using the above mapping rules, the DAML+OIL ontology in Fig.1 and Fig.2 is 
mapped to basic-element and complex-element as follows.  

 
 

 

Fig. 1. Definition of class and property  
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Fig. 2. Definition of instance  

                    OProvinceSalesRegion,Name,VProvinceSalesRegionName 
{CMProvinceSalesRegion}=                 Region,VRegion                                              (3) 

                               AreaCode,VAreaCode 
                            SalesVolume,VSalesVolume 
 

Where, VProvinceSalesRegionName is the set of all province sales region names. 
VProvinceSalesRegionName,VRegion,VAreaCode, VSalesVolume is the description text respectively. 
 

                   OCitySalesRegion,Name,VCitySalesRegionName 
{CMCitySalesRegion}=                 Region,VRegion                                                   (4) 

                             AreaCode,VAreaCode 
                          SalesVolume,VSalesVolume 

 

Where,VCtitySalesRegionName is the set of all city sales region names,VCitySalesRegionName, 
VRegion,VAreaCode,VSalesVolume is the description text respectively,and {CMCitySalesRe-

gion} ⊆ {CMProvinceSalesRegion} 
 

                   OYunnan,Name,“Yunnan” 
      BYunnan=          Region,“Yunnan”                                      (5) 
                     AreaCode,“087” 
                 SalesVolume,“10 million tons” 
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                  OYunnanProvince,Name,“YunnanProvince”  
BYunnanProvince=               Region,“YunnanProvince”                        (6) 
                         AreaCode,“087” 
                      SalesVolume,“10 million tons” 
 
                  OKunming,Name,“Kunming” 
       BKunming=        Region,“Kunming”                                    (7) 
                      AreaCode,“0871” 
                  SalesVolume,“4 million tons” 
 
                 OKunmingCity,Name,“KunmingCity” 
BKunmingCity=             Region,“KunmingCity”                            (8) 
                      AreaCode,“0871” 
                  SalesVolume,“4 million tons” 
 
                 OZhaotong,Name,“Zhaotong” 
 BZhaotong=          Region,“Zhaotong”                                        (9) 
                 AreaCode,“0870” 
               SalesVolume,“2 million tons” 
 
                   OZhaotongCity,Name,“ZhaotongCity” 
  BZhaotongCity=             Region,“ZhaotongCity”                            (10) 
                         AreaCode,“0870” 
                      SalesVolume,“2 million tons” 
 
BKunming,BKunmingCity,BZhaotong,BZhaotongCity∈{CMCitySalesRegion} ⊆ {CMProvinceSalesRegion} 
BYunnan, BYunnanProvince∈{CMProvinceSalesRegion} 
BKunming=BKunmingCity,BZhaotong=BZhaotongCity,BYunnan= BYunnanProvince. 
 

If you find the sales volume of some region is too low and the petrol is surplus, and 
the sales volume of other region is too large and the petrol is shortage, we can exten-
dedly analyze the property of the above basic-element and complex-element, and find 
the way to solve the problem of the petrol shortage and overstock. 

5 Conclusion 

DAML+OIL and the basic-element and complex-element can describe the concepts 
and their relationship in some domain. But DAML+OIL only can describe the static 
concept, the basic-element and complex-element which can be with the parameter 
variables can describe the dynamic things and it conforms to the reality. DAML+OIL 
can’t solve the contradiction problems, and the basic-element and complex-element 
have the extension ability. In this paper, we researched the mapping from 
DAML+OIL to the basic-element and complex-element in syntax, we firstly analyzed 
the corresponding relation from DAML+OIL to the basic-element and  
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complex-element, then gave the mapping rules from DAML+OIL to the basic-
element and complex-element. In the future, we will study their mapping in semantic 
and the application of conversion from DAML+OIL to the Extenics. 
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Abstract. Codeswitching has become one of the most common language  
phenomena in these days. Researchers have launched various studies on codes-
witching from different perspectives and thus achieved different findings. The 
Chinese-English codeswitching in Chinese advertising discourse can be catego-
rized into three types: insertional codeswitching, alternational codeswitching 
and diglossia codeswitching. Moreover, the insertional codeswtiching can be 
further divided into letter insertion, lexical and phrasal insertion, clausal inser-
tion, and discourse insertion. Chinese-English codeswitching in ads is a normal 
linguistic and social phenomenon. The purpose of advertisers’ applying Chi-
nese-English codeswitching is mainly to realize their final commercial goals. 
Good Chinese-English codeswitching in ads can achieve good results, while 
overuse and misuse of it may leave bad impressions on consumers. Therefore, 
proper guidance should be offered and other actions should be taken immediate-
ly in order to address the problems in Chinese-English codeswitching in ads and 
to maintain a healthy development of Chinese advertising, which will facilitate 
the harmonious coexistence between English and Chinese in Chinese advertis-
ing, thus contributing to the final social harmony. 

Keywords: codswitching, advertiding, reasons, problems, solutions. 

1 Introduction 

With the introduction of economic reform and open-door policy, China develops 
closer ties with the west, especially the English-speaking countries for the political, 
economic and cultural purposes, which unavoidably leads to the language contact. As 
one of the outcomes of language contact, Chinese-English codeswitching appears 
constantly in people’s daily communications. A number of scholars have launched 
various researches on codeswitching from different viewpoints, but little attention has 
been paid to the Chinese-English codeswitching in advertising. This paper attempts to 
further study the phenomenon of Chinese-English codeswitching in advertising. What 
types could the Chinese-English codeswitching in ads be classified into? What might 
be the reasons for which the advertisers make use of the Chinese-English codeswitch-
ing during their composition of the advertising discourse? What problems are existing 
in the Chinese-English codeswitching in ads? 

2 Codeswitching and Advertising  

It is Hans Vogt [1] who introduced code-switching for the first time as a psychologi-
cal phenomenon in 1954: code-switching in itself is perhaps not a linguistic  
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phenomenon, but rather a psychological one, and its causes are obviously extra-
linguistic. Up to the present, a variety of definitions have been proposed by different 
researchers [2][3][4] based on their research focuses and the data they use. We prefer 
to choose a generally accepted definition: codeswitching is the alternate use of two or 
more languages within the same conversation or utterance. 

A French advertising agent Robert says that what we are breathing today are oxy-
gen, nitrogen and advertising; we are swimming in the ocean of advertising. It is no 
exaggeration. As consumers, we are exposed everyday to hundreds and even thou-
sands of commercial messages in the form of newspaper ads, publicity, event spon-
sorships or TV commercials. No doubt, advertising is getting increasingly important 
and has become an essential part of our life. It is clear from this definition that adver-
tising, by its very nature, is a kind communication with the purpose of convincing the 
target audience about something (ideas, goods or services), especially persuading 
them into the action of purchasing. 

3 The Types of Chinese-English Codeswitching in Advertising 

Three kinds of codeswitching in Chinese advertising are insertional codeswitching, 
alternational codeswitching and the diglossia codeswitching [5]. 

3.1 Insertional Codeswitching in Ads 

Insertional codeswitching occurs when the language items from English are put into 
the grammatical framework of a discourse made up of Chinese. According to the 
linguistic structure of the English items, the classification of insertional codeswiching 
is shown in Table 1. 

Table 1. The Classification of Insertional Codeswitching 

Insertional codeswitching 

Letter insertion Lexical and phrasal insertion Clausal insertion Discourse insertion 

 
As the name indicates, letter insertion refers to the codeswitching in which an Eng-

lish letter is embedded into the Chinese advertising. If the pronunciations of the  
inserted letters get associated with some Chinese elements, the effect may be more 
powerful especially when an English pronunciation is punned into a certain Chinese 
syntactic frame. Lexical and phrasal insertion refers to the English elements at levels 
of lexicon and phrase that are interposed in the Chinese discourse. In fact, such inser-
tion may be regarded as the so-called intrasentential codeswitching in Poplack’s [6] 
division. It involves switching languages at sentential boundaries and occurs within 
the same sentence or sentence fragment. The clausal insertion includes the codes-
witching in which one or more English sentences are put into the Chinese discourse. 
Different from lexical and phrasal insertion, it is similar to the so-called intersenten-
tial codeswitching which involves switches of codes from one language to the other 
between sentences. It is a fact that not all the Chinese-English codeswitching are the 
sheer lexical, phrasal or the complete clausal insertion. Usually, in most ads, there is a 
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mixture of the above-mentioned two or even three types of insertions. Discourse in-
sertion refers to the codeswitching in which a discourse from English as an entire unit 
is inserted or embedded into another discourse from Chinese. 

3.2 Alternational Codeswiching in Ads 

Alternational codeswitching means that two or more languages, English and Chinese 
in the present study, appear alternately and symmetrically in the same clause or dis-
course. 

3.3 Diglossia in Ads 

Diglossia originally is a term used to describe a situation existing in a speech commu-
nity where people use two very different varieties of language to perform different 
functions. But in this section, we borrow diglossia to analyze the ads in which both 
Chinese and its English equivalent are employed to express the same meaning. Apart 
from the complete diglossia, there exist many ads in which only part of the Chinese 
elements is accompanied by the English translation. We call this form of codeswitch-
ing partial diglossia. Comparatively speaking, partial diglossia is more popular than 
complete diglossia. And it appears most frequently in the switching of company 
names, product brand names and slogans. 

4 The Reasons for the Codeswitching in Advertising 

4.1 Codeswitching as Adaptation to the Linguistic Reality 

The adaptation to linguistic reality in the Chinese–English codeswitching means the 
adaptation to the linguistic existence and linguistic properties of both Chinese and 
English. 

Every language possesses its own linguistic existence that other languages do not 
share. It is the same with the language of Chinese and English. By reasons of dissimi-
lar geographical positions, natural environment, culture and social practice and the 
like, the linguistic elements and structures of the two languages that are employed to 
express the same objective can not be in complete agreement. Consequently, when the 
linguistic existence possessed uniquely by either English or Chinese is needed, it is no 
surprise that the language users including advertisers will resort to codeswitching to 
fill the lexical gap between the two languages so that the communication could be 
continued smoothly. 

This specific adaptation mainly involves the codeswitching triggered by differenc-
es in the semantic features contained by a particular Chinese expression and its Eng-
lish equivalent. 

Linguistically speaking, different languages can express the same meaning. But 
when it comes to the actual use, this usually can not be true due to the complexity of 
meaning. Sometimes, though a word has a counterpart in other languages, there still 
exist subtle semantic differences between them. Once the language users become 
aware of the subtlety, they will possibly switch to another language for a certain pur-
pose. As to the advertising discourse, there are many instances of codeswitching  
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resulted from the advertisers’ desire to adapt to the linguistic features of Chinese and 
English. 

4.2 Codeswitching as Adaptation to the Social Factors 

Being a mirror of the society, language use is always closely tied up with a complex 
social world. The social world is so complex that there is no principled limit to the 
range of social factors to which the linguistic choices are inter-adaptable. Nonethe-
less, just as Verschueren [7] remarks, phenomenon of the utmost importance in the 
relationship between linguistic choices and the social world are the setting-, institu-
tion-, or community-specific communicative norms that have to be observed. The 
social settings and norms can regulate the content and means of the actualization of a 
speech event greatly. 

With regard to the Chinese advertising, the social world to which the codeswitch-
ing adapts is from two aspects. One is the adaptation to the social environment on the 
macro-level which concerns the widespread of English in China. And the other is the 
adaptation to a certain social convention or custom in terms of the micro-level. 

4.3 Codeswitching as Adaptation to the Psychological Motivations 

Psychological motivations do work powerfully on the communicators’ language 
choice making since their motives or intentions influence or even decide not only 
what to say but also how to say, for instance, switching from one code to another. 

Given that advertising is a sort of one-way communication from the advertisers to 
the consumers, the psychological motivations in this study refer to the advertisers’ 
spontaneous motives or intentions behind their performing of Chinese-English co-
deswitching in editing the advertising discourse. Usually, the advertisers make use of 
codeswitching, which is itself a communicative strategy as has been indicated earlier, 
to satisfy different motives or intentions, including their assumptions on the expecta-
tions of the addressee. Once the assumptions are in conformity with the real situa-
tions, various functions will be fulfilled in the form of a series of communicative 
strategies and the codeswitching will prove to be a success. 

The Chinese-English codeswitching as adaptation to psychological motivations in 
advertising is rather complicated, as the analysis shows: codeswitching as attention 
seeking strategy, codeswitching as foreign flavor gaining strategy, codeswitching as 
authenticity-keeping strategy, codeswitching as solidarity-building strategy, codes-
witching as addressee selection strategy, codeswitching as convention strategy and 
codeswitching as decoration strategy. However, it must be made clear that the adapta-
tion to psychological motivations is rather complicated and the above list is far from 
being complete, there is still more to be identified and discussed. 

5 Problems in the Code Switched Ads and Possible Solutions 

There is no doubt that the Chinese-English codeswitching, as a communicative strategy, 
can function to be much more persuasive if it is used by the advertisers rationally and 
efficiently. But this is by no means an easy task. The advertisers have to be very careful 
with the employment of English in their work, otherwise they may make mistakes which 
will in the end destroy their work and also cause economic loss for the companies. 
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5.1 Problems 

The author finds there does exist some problems in the code switched Chinese adver-
tising which are illustrated as follows: 

First of all, it seems that in some ads the English code is abused or overused so 
much that it makes the customers, especially those who are less proficient in English, 
feel hard to catch the main information conveyed.  

The second problem lies in the advertisers’ misjudgments on public reactions to the 
code switched ads. In China, some advertisers normally overestimate the power of 
English and show a blind trust on codeswitching without considering the specific 
context. Take “Da Bao SOD Mi”, a cosmetic well known by Chinese, for instance, 
SOD here is a kind of chemical ingredient which is helpful to prevent the skin from 
premature senility. The reason why the advertisers adopt “SOD” into the brand name 
as an important constituent of the ad is probably based on the psychological motiva-
tion of implying the hi-technology to the consumers. But unfortunately, the spelling 
of “SOD” is happen to be identical with that of “sod”, a swear word used mainly to 
express anger, annoyance or contempt. So how will the English native speakers react 
to such cosmetic if it is promoted in the international market?  

The excessive craziness for the foreign flavor gives rise to another serious prob-
lem. If it is acceptable for those produced in the west to have English names, so that 
the English name will enable the perfect match of the name and content, then what do 
you think of the English brand names for some commodities which are manufactured 
for the domestic market? As a Chinese, sometimes, we get so confused by a surge of 
English brand names in the ads, such as “Canadian Garden”, “Monte Carlo Villa” and 
“Manhattan Square” ect., that we can not help wondering whether we are living in 
China. Predictably, such ads will leave no good impressions on the consumers and 
may even arouse their antipathy, let alone motivate them to buy.  

Besides, the problems stemming from the advertisers’ less proficiency in English 
also spread all over the code switched ads. Misspellings, grammatical mistakes and 
inappropriate translations are not uncommon. Translation problems in the diglossia 
ads or partial diglossia ads appear even more frequent. The author once read a piece 
of diglossia ad in which “Bing Tang Yan Wo”is translated as “Bird’s nest”. Such a 
nest is made of straw and mud, and how can it be nourishing and nutritious? 

5.2 Solutions 

In spite of various problems mentioned above, we have no reasons to reject all the 
code switched ads like throwing the baby out with the bath water. On the contrary, as 
an inevitable result of language contacts and social development, the codeswitching in 
Chinese advertising does reflect the real life and has very much potential impact onto 
the social language. Confronted with the negative influences, what we should do is 
not to be annoyed with the language of code switched ads, and argue that it does noth-
ing good but destructing the purity of Chinese. In fact, it is not the language itself but 
the people who abuse the language deserve the blame. So, instead of forbidding the 
occurrence of English in Chinese ads, more considered guidance should be provided 
so that such codeswitching can be used properly. 

First, efforts should be made to help people realize that codeswitching is a natural re-
sult of language contacts, also an inevitable and essential language phenomenon. The 
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quality of a product actually has nothing to do with the language in which it is advertised. 
As the advertiser, they should set up good professional ethics and adopt the language of 
English into their ads in a proper way. Meanwhile, both the cultural factors and accepta-
bility of the addressees should be taken into considerations by them when editing the ads. 
As the consumer, however, they should develop rational consuming concepts but not 
merely pursue fashion and go after westernization blindly.  

 Second, as to those linguistic-related errors, they are very easy to be avoided by 
the advertisers through careful review of the translated version, or seeking help from 
an English expert. 

Last but not least, a more efficient monitoring system should be established. On the 
one hand, the government should take measures to protect the consumers from being 
misled by the appearance of English code in some ads. On the other hand, the con-
sumers themselves should keep an eye on and defend their rights against some false 
code switched ads when it is necessary. 

Certainly, there are many other different ways to solve the problems existing in the 
code switched ads. But anyhow, a balanced relationship between the embedded Eng-
lish and the matrix Chinese is a must for the healthy development of Chinese advertis-
ing. And we still need make more efforts to facilitate the harmonious coexistence of 
the two languages and thus contribute to the final social harmony. 

6 Conclusion 

The Chinese-English codeswitching in ads can be classified into three types including 
the insertional codeswitching, alternational codeswitching, and diglossia codeswitch-
ing. The reason for which the advertisers switch codes between Chinese and English 
is that they need adapt to the contextual elements including the linguistic reality, so-
cial factors and psychological motivations, so as to realize their communicative  
purposes. But the boundaries among the adaptation to these three elements are not 
definitely clear-cut because there exists overlapping in some cases. Furthermore, the 
author has found some problems from the advertisers’ application of Chinese-English 
codeswitching which involves English abuse or overuse, linguistic errors and so on. 
To fight against the negative influences, reasonable guidance should be provided such 
as, setting up good professional ethics and rational consuming concepts, establishing 
efficient monitory system and advocating correct English ect., but not simply prohi-
biting the occurrence of Chinese-English codeswitching in ads. 

Against the backdrop of growing economic globalization, it is predictable that Chi-
nese-English codeswitching in Chinese ads will become increasingly intense in the 
not too distant future. Therefore, for language policy makers, instead of forbidding the 
occurrence of English in fields such as advertising, they should look for ways in 
which people can prepare for their encounter with this phenomenon. Nothing is more 
effective than education in making a population critically alert and empowered to deal 
with the ongoing realities of language contact. 
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Abstract. The grid environment has the characteristics of distribution, dynamic 
and heterogeneous. How to schedule jobs is one of most important issues of 
computing grid. To address this problem, this paper presents a novel reputation-
based ant algorithm in the computing grid scheduling. The reputation is a 
comprehensive measure and used to reflect the ability of compute node or 
network for a long-running stability. The reputation-based ant algorithm 
introduce reputation index both in tasks and resources to the local and global 
pheromone. Experimental results show that the reputation-based ant algorithm 
outperforms Round Robin, Min-Min, and reputation based Min-Min in 
makespan and system load balancing. 

Keywords: improved ACS, reputation, grid scheduling, SimGrid. 

1 Introduction  

Grid computing is now being researched by more institutions and scholars as a new 
dynamic, multi-virtual organization domain heterogeneous resource sharing and col-
laboration processing technology. At the same time, grid scheduling is getting more 
attention as an important function module of the grid. 

Traditional algorithms of distributed grid scheduling aim to better complete task-
resource mapping. The dynamic, distributed and heterogeneous characteristics of the 
grid environment decide that the instability and non-credit factors in the grid envi-
ronment and these factors may be caused by the inherent instability of system re-
sources or behavior of some malicious viruses. Therefore, paying more attention to 
reputation of physical resource in job scheduling will be brings better quality of grid 
service. 

In this article, we regard the reputation of running environment which user's job 
expect as a request QoS, and deal the reputation mapping between user job and 
physical resource. An improved ant algorithm is being used to solve the resource 
allocation problem with the special QoS constrains. The reputation mapping relation 
is reflected in the pheromone initialization and update process of ant colony algo-
rithm. 

This paper is organized as follows. Section 2 will discuss the background and re-
lated work of grid job scheduling. In section 3, an improved ant scheduling algorithm 
is introduced. In section 4, we present and discuss the simulation architecture and 
show the experimental results. We conclude this study in section 5.  
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2 Related Works 

Early grid scheduling system often focused on how best to complete the mapping 
from tasks to resources. But with the continuous development of grid technology, as 
well as the proposed Open Grid Services Architecture, Quality of Service (QoS) has 
became an important factor which should be considered in job scheduling. Generally 
speaking, QoS is a comprehensive metric to measure user’s satisfaction with the 
service. It describes certain performance characteristics of a service and these 
performance features are visible to the user. 

As an earlier research, Qos was firstly introduced into grid job scheduling in [1]. 
The work presented by Zhiang et al. [2] considers multi-dimensional QoS indicators 
in the grid scheduling and proposes user satisfaction function with more detailed 
description. There are also a number of works which are based on special QoS 
metrics. These indicators usually have a specific influence to efficient completion of 
user jobs. In [3], based on the grid trust model and trust utilization functions, a 
computational service scheduling problem based on trust QoS enhancement is 
proposed. Although this method can effectively reduce the risk of failure of user job 
execution, complicated relationship of mutual trust model also brings more 
complexity for resource allocation and job scheduling. 

Since various features of the grid itself, the traditional grid scheduling more likely 
use heuristics algorithm to solve the resource allocation problem. The related work 
introduced by [4-6] indicate that heuristic algorithm also applies to the Market-based 
job scheduling strategy. With the introduction of the concept of QoS, the authors of 
[7] not only proposes a hierarchical structure of grid QoS, but also apply these 
researches to improve on Min-Min algorithm.  

Ant algorithm was first introduced by Dorigo in [8]. The work presented by Z. Xu 
et al. [9] apply ant colony algorithm to the grid scheduling and consider the reward 
and punishment factors in pheromone update. A Balanced Ant Colony Optimization 
(BACO) algorithm presented in [10] has a major contributions to balance the entire 
system load while trying to minimize the makespan of a given set of jobs. The scheme 
proposed in [11] is more focused on giving better throughput with a controlled cost. 
In [12], a modified ant algorithm combined with local search is proposed which takes 
into consideration the free time of the resources and the execution time of the jobs to 
achieve better resource utilization. Unlike those methods mentioned above, we will 
focus on how to solve the job schedulig based reputation by ant algorithm in this 
article. 

3 Improved Ant Algorithm 

3.1 The Scheduling Model 

Resources in grid environment are heterogeneous, which includes not only high-
performance cluster but also the ordinary household hosts, and most of them run jobs 
which are communication-intensive or computing-intensive. 
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This study abstracts and encapsulates a variety of heterogeneous resources in a grid 
environment. Grid physical resources can be simplified by ,

i
G Node Network=< > , 

where , 1..inode i M∈ is the set of servers hosts. Each node can be characterized by a 

set of independent parameters, including of computing power and the reputation val-
ue, which can express as:  

, ReNode Computation Power putation=< >  (1)

The core attribute of nodes is the computing power. In addition, the long-running 
stability is also an important attribute of nodes, which may be reflected in reputation 
of node. 

Based on the definition of the node, we can describe the grid links and networks 
with the aim of statistical analysis of communication overhead. In essence, the net-
work is a weighted undirected graph, each vertex represents a mesh node, each edge 
represents a data link, and the weight of edge is depended on many factors (e.g. 
bandwidth and latency). We can describe the network as: 

{( , , , , Re ) | , }
i j

Network Node Node Bandwidth Latency putation i j M= ∈  (2)

where reputation of network is a important value which reflect the stability of net-
work between distinct nodes. 

In the Service-Oriented grid environment, how to improve the QoS of the grid and 
satisfy the user's request is much more urgent to be resolve. Generally, the user only 
concerns whether their computation goals have been achieved. From user's viewpoint, 
how to manage the gird and complete the job is insignificant. At the same time, some 
specific requirements for the QoS are also requested by user. So user’s request can be 
described like the formula (3). 

Request , ,
request

Task Input QoS=< >   (3)

In our study, we take the reputation as the mainly QoS indicator. That is to say, us-
ers of grid hope that their tasks are dispatched to those nodes owned a reputation val-
ue which exceeds a baseline. So we can describe the QoS as: 

Re , Renode networkQos putation putation=< >  (4)

3.2 The Algorithm Improvement 

Let 
1 2

{ ... }
m

R r r r= ， denotes M heterogeneous hosts in the grid and 
1 2

{ ... }
n

T t t t= ， de-

notes N independent tasks in the grid. In order to apply ant algorithm, we should first 
map the ant colony to scheduling systems. Ant is on behalf of a mapping solution of 
task-resource. An ant goes from the task i to node j denotes that task i is scheduled to 
service host j and executed on it. The ACS algorithm based reputation is described in 
Table 1.  
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Table 1. The ACS algorithm based reputation 

Initiate , , , ,
e p

C Cα β ρ  

While NC < NC_MAX do 
    Initialize Allowed 

    for all ants 
k

a in 
k

Allowed  

        for all tasks 
i

t in T,  

            find the largest value ijτ
 
in τ  

            update the local pheromone 
        end for 

        Wait for all the tasks to finish, when it finishes  
        update the local pheromone 
        update the reputation of node 
    end for 
update the global pheromone 
end while 

In this process, pheromone denotes the weight of the path from task to resource. The 
higher the pheromone, the greater the weight, also the possibility of the corresponding 
allocation solution is higher. The pheromone matrix is as follows: 

11 1

1

m

n nm

τ π

τ

τ τ

=

 
 
 
 
 



 



 (5)

where every ijτ represents the degree of match between the node i and task j. The ini-

tial value of ijτ can be calculated by: 

1( Re _ )init

ij ij ij ij
TT WT ET putation Matchτ −= + + +  (6)

In formula (6), 
ij

ET
 
represents the expected execution time for task 

i
t  to execute on 

node
j

h  given that 
j

h  is idle, 
ij

TT  denotes the expected transmission time for task 

i
t to transmit to node 

j
h , and 

ij
WT  is the time that task 

i
t  need to wait before node 

j
h  begin to execute it. 

ij
ET  and 

ij
TT can be calculated respectively by: 

ij

Computation size
ET

Computing Power
=   (7)

ij

Communication size
TT Latency

Bandwidth
= +  (8)
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The smaller 
ij

ET , 
ij

TT , and 
ij

WT  can be, the higher possibility allocating the task to 

this resource is. Similarly, the task is hopeful to assigned to host in which the task and 
resource reputation value is more closer. 

Stochastic transmission probability Pk

ij
denotes the probability of the kth ant sche-

duling job i to host j, Pk

ij
 can be calculate by formula (9), where

k
allowed denotes the 

tasks that kth ant can schedule next step. 

1

( ) ( )
,

( ) ( )P

0

ij ij

km
k

ir irij

r

i allowed

otherwise

α β

α β

τ η

τ η
=

∈
=







   (9)

Visibility factor 
ij

η is given by: 

11 1
( Re )

ij j
Latency putation

Bandwidth Power
η −= + + +  (10)

The rule of job scheduling and state transfer is as follows: the kth ant which just sche-
duled job s selects job t that will be scheduled next step and the corresponding execu-
tion node r through the rule given in (11). 

0
,

{1,2... }

arg max {[ ] [ ] }
,

, (9)

k

tr tr
t allowed
r m

if q q
t r

T R otherwise use

α βτ η
∈
∈

⋅ <
< >=

< >






 (11)

In formula (11), q  is a random number uniformly distributed in [0,1], 
0

q is a parame-

ter (
0

0 1q≤ ≤ ), ,T R< > is a random variable selected from the probability distribu-

tion given in (9). 
Local pheromone update formula is as (1 )ij ijτ ρ τ= − + ijτΔ , 0 1ρ< < . After the job 

is scheduled and before it is executed, update the pheromone by: 
1( Re _ )

ij ij ij
K TT ET putation Matchτ −Δ = = + +  (12)

After the task execution succeed, the reputation value of the node would update, 

meanwhile, the pheromone would update as follows: 
ij e

C KτΔ = × , which 
e

C  is the 

encourage factor. If job execution failed, the reputation value of the node would up-

date, meanwhile, the pheromone would update as follows: 
ij p

C KτΔ = × , which 
p

C  

is punish factor. 

4 Experimental Test 

Based on SimGrid simulation library, this paper developed Round-Robin, Min-Min, 
Reputation based Min-Min, and Reputation based ACS scheduling algorithm. The ant 
algorithm improved in this paper is based on the implementation of the Ant Colony 
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System. ACS uses the pseudo-random-proportional rule to replace state transition rule 
for decreasing computation time of selecting paths and update the pheromone on the 
optimal path only. It is proved that it helps ants search the optimal path. 

4.1 Simulation Architecture 

There are many kind of projects related to grid simulator, such as SimGrid, GridSim, 
ChicSim, GSSIM, Alea etc. They are especially powerful for development and testing 
of new grid scheduling algorithms. SimGrid[13] is a toolkit that provides core func-
tionalities for the simulation of distributed applications in heterogeneous distributed 
environments. The specific goal of the project is to facilitate research in the area of 
distributed and parallel application scheduling on distributed computing platforms 
ranging from simple network of workstations to Computational Grids. It provides 
high-level user interfaces for researchers to use in either C or Java. It seeks a com-
promise between execution speed and simulation accuracy because the main perfor-
mance matrix in the gird domain is makespan of every application. Our experiment is 
based on SimGrid. 
 

 

Fig. 1. Simulation Architecture 

The Simulation Architecture is illustrated in Fig.1. It consists of a scheduling agent 
that implements different scheduling strategies in the computing grid. The deploy-
ment and platform scheme of the system which include tasks, resources and their 
properties are all loaded form the XML files. Information Agent is responsible for 
collecting these data and storage them, which is very useful for the scheduling agent 
to retrieve. It is the prediction agent’s responsible to provide TT, WT and CT.  

4.2 Implementation Environment 

Job attributes: We suppose that there are 200 independent tasks. We only consider 
one-dimensional QoS: reputation. Reputation is a random value in [0, 1]. The task 
computing size is a random value in [0, 100000000], the task transmission size is also 
a random valued in [0,100]. This fully guarantees the heterogeneity of tasks.  

Resource attributes: We suppose that there are 15 resources. Resource computing 
power, network bandwidth and delay value save as a configuration file that comes 
with the simulator. The reputation is also a random value in [0, 1]. 
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Table 2.  Simulation Parameter 

PARAMETER NUM OF ANTS NC_MAX α  β  ρ  
eC  

pC  

VALUES 20 200 0.5 0.5 0.1 1.1 0.8 

 
Parameter Setup: There are lots of parameters to setup in the simulator. We set them 
just as [11] in Table 2. 

4.3 Experiment Results 

Makespan: As can be seen from the Fig. 2(a), RACS performs the best.  
 

     

Fig. 2. Comparison of scheduling algorithms 

Standard deviation of load: We use the standard deviation of the resource finish time 
as load balance metrics, which is defined as follows: 

2

1

1
( ( ) ( ) )

M

i

i

f t f t
N

δ
=

= −   (13)

where ( )
i

f t it the time when node i finishes all the tasks that dispatched to it, ( )f t  is 

the average finish time of all nodes in the grid system.  
If the standard deviation value of an algorithm is small, it means that the difference 

of each load is small. The small standard deviation tells that the load of the entire 
system is balanced. The lower value the standard deviation has, the more load ba-
lanced the system is. 

As can be seen from Fig. 2(b), Reputation based Min-Min performs well in terms 
of makespan, but it is not good in terms of load balancing. But the reputation based 
ACS outperforms others three algorithm both in makespan and load balancing.  

5 Conclusion And Future Work 

In this paper, we proposed a novel QoS metric, named reputation. In contract, value 
of Reputation is a simplified description about the stability and credibility of variety 
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of grid resources. In the context of the independent batch mode job scheduling prob-
lems, we analyzed the current ant colony system algorithm, combined it with the 
reputation mechanism, and proposed an improved ant system algorithm. Its main 
contribution is introducing reputation mechanism to the pheromone change, taking 
into account both the node computing power and the network link capacity. We use 
SimGrid simulator to simulate the heterogeneous resources and algorithm. The expe-
riment results show that the reputation based ACS not only outperforms other three 
algorithms in makespan, but also in system load balancing. 

This study aimed at the independent task scheduling, in a real grid environment, 
there are always communication and data dependencies between tasks, meanwhile, 
due to the dynamic nature of grid resources, the availability of the resource increasing 
cause for concern. Our future research will focus on resource availability and relative 
task scheduling in the complex grid environment. 
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Abstract. This paper makes use of one dimensional Discrete Cosine Transform 
(DCT) to design an efficient palmprint based recognition system. It extracts the 
palmprint from the hand images which are acquired using a flat bed scanner at 
low resolution. It uses new techniques  to correct the non-uniform brightness of 
the palmprint and to extract features using difference of 1D-DCT coefficients of 
overlapping rectangular blocks of variable size and variable orientation. 
Features of two palmprints are matched using Hamming distance while nearest 
neighbor approach is used for classification. The system has been tested on 
three databases, viz. IITK, CASIA and PolyU databases and is found to be 
better than the well known palmprint systems. 

Keywords: Biometrics, Image Enhancement, Palmprint, 1D-DCT, Decidability 
index, ROC curve. 

1 Introduction 

Biometrics helps to provide the identity of the user based on his/her physiological or 
behavioral characteristics. Palmprint is the region between wrist and fingers and has 
features like principle lines, wrinkles, datum points, delta point, ridges, minutiae 
points, singular points and texture pattern which can be considered as biometric 
characteristics [17]. Compared to other biometric systems, palmprint has many 
advantages.  Features of the human hand are relatively stable and unique. It needs 
very less co-operation from users for data acquisition. Collection of data is non-
intrusive. Low cost devices are sufficient to acquire good quality of data. The system 
uses low resolution images but provides high  accuracy. Compared to the fingerprint, 
a palm provides larger surface area so that more features can be extracted. Because of 
the use of lower resolution imaging sensor to acquire palmprint, the computation is 
much faster at the preprocessing and feature extraction stages. System based on hand 
features is found to be most acceptable to users. Furthermore, palmprint also serves as 
a reliable human identifier because the print patterns are found to be unique even in 
mono-zygotic twins [9]. 

There exist palmprint recognition systems which are based on Gabor filter [16], 
Ordinal code [14], Local binary pattern [15], 2D-DCT [6,7]. The system in [6] retains 
less than 50% of 2D-DCT coefficients of palmprint image as its features and it has 
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used partial PolyU database. For the identification mode, this system performs with 
CRR of 99%. However, the recognition rates on this partial database are not 
promising. 

This paper proposes an efficient technique to extract palmprint features.  The 
proposed technique to generate palmprint features uses the variation of 1D-DCT 
coefficients of local rectangular blocks of variable size and variable orientation to 
represent the palmprint. The variable size rectangular blocks are oriented at 45o for 
capturing characteristics of both horizontal and vertical direction. The binary features 
of query and enrolled palmprints are matched using Hamming distance. Classification 
is done using nearest neighborhood approach. The performance of the system is 
studied using IITK, CASIA [1] and PolyU [2] databases where the hand images are 
obtained under different environmental circumstances. 

The rest of the paper is organized as follows: Section 2 describes the use of the 
Discrete Cosine Transform (DCT) in the proposed system to extract features of the 
palmprint. Next section presents the proposed system. Performance of the system has 
been discussed in Section 4. Conclusion is presented in the last section. 

2 Discrete Cosine Transform 

The objective of any palmprint feature extraction technique is to obtain good inter-
class separation in minimum time. Features should be obtained from the extracted, 
enhanced and normalized palmprint for recognition. Discrete Cosine Transform 
(DCT) [5] has variance distribution. Further, DCT is also source independent, which 
means that the DCT basis vectors are fixed and independent of data. Thus, DCT is 
more suitable for systems where the reference database is dynamic over the life of the 
system. Moreover, DCT has increased tolerance to variation of illumination [13]. One 
can use DCT to extract palmprint features. 

DCT [5] is a real valued transformation. There exist variants of DCT such as DCT-
I to DCT-VIII. But DCT-II has certain advantages over other DCT types. It can be 
applied for real sequence of any positive length. It has strong energy compaction 
property [12]. It has been used efficiently for image compression in JPEG, MPEG and 
for pattern recognition problems like biometrics [8, 11]. As a result, DCT-II has been 
considered for feature extraction. In [3], it is shown that the 1D-DCT coefficients, 
CT0, CT1, CT2 \ldots CTN-1 of length N using DCT-II 1 can be generated as 

= 2 12 , = 0, … , 1 (1)

And 

=  12 , = 0, … , 1 (2)

 
                                                           
1  Henceforth, DCT-II is refereed as DCT. 



596 G.S. Badrinath, K. Tiwari, and P. Gupta 

 

   

(a) Scanned Image  (b) Extracted Palmprint (c) Enhanced Palmprint 

Fig. 1. Palmprint Extraction Process 

where is a real sequence of length N and 

= 1√2 = 01  (3)

3 Proposed System 

This section discusses the proposed palmprint based system. Like other biometrics, it 
consists of five major tasks. Hand image has been acquired with the help of a low cost 
flat bed scanner. Desired area of palm, termed as palmprint or region of interest 
(ROI), has been extracted from the hand image and subsequently enhanced to 
improve its texture as described in [4]. The enhanced palmprint is segmented into 
oriented  overlapping rectangular blocks and features are extracted using the 
difference of 1D-DCT coefficients of adjacent blocks. Features of two palmprints are 
matched using Hamming distance and decision is made based on a threshold. 

3.1 Feature Extraction  

Conventional image transformation is done by applying 2D-DCT on whole image. 
But if the image has lot of textures or randomness, the transformation of larger image 
results in severe ringing artifacts around edges and the 2D-DCT coefficients may not 
represent the image effectively [10]. Since the palmprint is texture in nature, the 2D-
DCT coefficients obtained from transforming whole palmprint may not represent 
properly and it results in poor performance. This paper considers a non-conventional 
approach of applying 1D-DCT on rectangular blocks of variable size and variable 
orientation for extracting features. This non-conventional method can take the 
advantages of varying the block size either to large size or small size and varying the 
orientation to any direction according to the regional properties such that performance 
is optimized. Further, the system based on fixed block is a special case of the 
proposed non-conventional method of rectangular blocks. 

The enhanced palmprint is segmented into overlapped rectangular blocks of 
variable size with orientation at particular direction . The oriented rectangular block 
is of size W×H where W is the width and H is the height of the block. The rectangular 
block as shown in Fig. 2 is the basic structure used to extract features of the palmprint 
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in the proposed system. The figure also shows the schematic diagram for segmenting 
the palmprint and other parameters that can be used for feature extraction. 

 

 

Fig. 2. Overlapping Rectangular Blocks at an angle  and other parameters  

The segmented block is averaged across its height to obtain 1D-intensity signal of 
width W. Formally, the rectangular block R of width W and height H is averaged 
across width to obtain 1D-intensity signal  of width W as 

= , = 1,2, … ,  (4)

Averaging helps to smooth the image; thus, it reduces the noise. This 1D intensity 
signal   is windowed using Hanning window and then is subjected to 1D-DCT. 
Since the signal type of the palmprint is not known, Hanning window is chosen. The 
difference of 1D-DCT coefficients from each vertically adjacent block is computed. 
That is, if   and  are the 1D-DCT coefficients of vertically adjacent rectangular 
blocks of width $W$, the difference of 1D-DCT coefficients  of these vertically 
adjacent blocks are computed as =                  j =1,2,...,W (5)

Further, the difference of 1D-DCT coefficients  obtained from each of the vertically 
adjacent rectangular blocks are binarised using zero crossing to obtain a binary vector 

 as  =  1   01   = 1,2, … ,  (6)

The resulted W-bit binary vector  is considered as sub-feature vector and sub-feature 
vectors from all adjacent blocks create the feature vector of palmprint. 

3.2 Matching  

The extracted feature vector from the query palmprint is matched with that of each 
enrolled palmprint stored in the database for verification or identification. In this 
paper, nearest neighbor approach is used for matching. If both the query and the 
enrolled palmprints are from same class, then it is a genuine (Non-False) match; 
otherwise, it is a imposer (False) match. The distance between the feature vectors is 
computed using Hamming distance. 
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Formally, let =  ,  and =  ,    be binarised matrix of sub-feature vectors 
from query and enrolled palmprints. Hamming distance between feature vector of 
query palmprint L and that of enrolled palmprint E is computed as 

= ∑ ∑ ∑ , ,×  
(7)

The query and the enrolled palmprints are considered to be matched if the normalized 
Hamming distance between L and E is less than the predefined threshold Th. 

4 Experimental Results 

The proposed system has been tested on three hand image databases. These databases 
are obtained from The Indian Institute of Technology Kanpur (IITK), The Chinese 
Academy of Sciences Institute of Automation (CASIA) [2], and The Hong Kong 
Polytechnic University (PolyU) [1]. 

Database of the IITK consists of 549 hand images obtained from 150 users 
corresponding to 183 different palms with the help of low cost flat bed scanner at 
spatial resolution of 200 dpi with 256 gray levels. Three images per palm are 
collected in the same session. The palmprint region is extracted and normalized to 
size of the 448 × 448 pixels and then enhanced. One image per palm is considered  
for training and remaining two images are used for testing.  The CASIA database [1] 
contains 5,239 hand images captured from 301 subjects corresponding to 602 palms. 
For each subject, around 8 images from left hand and 8 images from right hand are 
collected. All images collected using CMOS and 256 gray-levels. The device is pegs 
free; so user is free to place his hand facing the scanner. The palmprint region is 
extracted and normalised to size of  256 × 256 pixels and then enhanced. Two 
images per palm are considered for training while remaining images are used for 
testing.  The PolyU database [2] consists of 7752 grayscale images from 193 users 
corresponding to 386 different palms. Around 17 images per palm are collected in 
two sessions. The images are collected using CCD at spatial resolution of 75 dots per 
inch and 256 gray-levels. Images are captured placing pegs. Palmprints are 
normalised to size of 176 × 176 pixels and then enhanced. The database is classified 
into training set and testing set. Six images per palm are considered for training and 
remaining images are used for testing. 

The performance of the proposed system is measured for both identification and 
verification mode. For identification mode, the Correct Recognition Rate (CRR) of 
the system is measured as = × 100 (8)

Where  denotes the number of correct (Non-False) recognition of palmprints and  is the total number of palmprints in the testing set. For verification mode Equal 
Error Rate (EER) is used to measure accuracy. 
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The performance of the proposed system is compared with the best known systems 
proposed in [6, 7, 14, 16] for all three databases. The systems in [6, 7] have used 2D-
DCT to extract palmprint features. It is reported that systems in [6] and [7] are 
evaluated using 500 images and 198 images of PolyU database respectively. 
However, experiments for evaluating the performance of the systems in [6, 7, 14, 16] 
are carried out on the same set of extracted and enhanced palmprint images used for 
the proposed system. 

CRR and ERR of all the systems are given in Table 1. It can be observed that CRR 
and EER of the proposed system are better than the  best known systems [6, 7, 14, 
16]. Further, the proposed system performs better with IITK database which has the 
better quality images as compared to CASIA and PolyU databases. It should also be 
noted that it performs with 100% CRR for CASIA which has the worst quality images 
among the three databases. 

Table 1. Performance Comparison of the Proposed System 

 IITK CASIA PolyU 
 CRR% ERR% DI CRR% ERR% DI CRR% ERR% DI 

Palm-code [16] 100.00 5.210 1.800 99.619 3.673 3.073 99.916 0.533 5.580 

Ordinal code [14] 100.00 1.188 2.129 99.843 1.754 3.396 100.00 0.070 6.678 

Kipsang et.al.,[6] 92.769 10.234 0.9281 95.326 6.768 0.644 85.84 20.11 0.798 

Dale et. al., [7] 89.097 1.025 1.025 93.544 7.712 2.563 90.90 11.90 2.269 

Proposed 100.00 6.490 6.490 100.0 1.004 5.526 100.0 0.033 7.750 

 
The Receiver Operating Characteristics (ROC) curve which is used as graphical 

depiction of performance of a system for verification mode is generated by plotting 
FAR against FRR at different thresholds. Fig 4 shows the ROC curves of various 
systems for IITK, CASIA and PolyU databases. It is found to have minimum FRR at 
low FAR. Hence, from Table. 1 and Fig. 3, it can be inferred that the proposed system 
performs better than the systems in [6, 7, 14, 16]. 

 

  
(a) ROC curves for IITK  (b) ROC curves CASIA   (c) ROC curves PolyU 

Fig. 3. Comparing ROC Curves  

Since EER is near to zero, significant conclusion cannot be drawn. So, decidability 
index $DI$ which gives the measure of the separability of genuine and imposter 
matching scores, is used. Decidability index is defined as 
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= | |
2  

(9)

where  and   are the means, and  and  are standard deviations of genuine and 
imposter scores respectively. DIs for various systems for all three databases are 
shown in Table 1. It can be observed that the proposed system has the highest $DI$ 
compared to other systems for the corresponding databases.        

5 Conclusion   

This paper has presented an palmprint based recognition system using 1D-DCT 
coefficients of local region. Palmprints are extracted from hand images with the help 
of low cost flat bed scanner at IITK, which is free of constraints (pegs). So user is free 
to place hand independent of orientation and translation on scanner bed. Extracted 
palmprint is found to be robust to translation and orientation of placement of hand on 
scanner bed. A non-conventional technique to extract palmprint features based on 
variation of 1D-DCT coefficients of adjacent rectangular blocks of variable size and 
variable orientation has been proposed and experimentally evaluated. Hamming 
distance is used as classifier. The system has been tested using IITK database of 549, 
CASIA database of 5239 and PolyU database of 7752 hand images, which are 
acquired using flat bed scanner, CCD and CMOS respectively. 

Experimentally optimum parameters of the proposed system are determined to 
achieve CRR of 100% for all three databases. Also it is observed that EERs are 
0.00%, 1.00% and 0.03% for IITK, CASIA and PolyU databases respectively. The 
system has been compared with the best known systems in [14, 16] and those in [6, 7] 
which have used 2D-DCT to extract palmprint features. The proposed system is found 
to perform better than all these systems. 
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Abstract. This paper proposes an efficient algorithm to de-duplicate based on 
demographic information which contains two name strings, viz. 
and , of individuals. The algorithm consists of two 
stages - enrolment and de-duplication. In both stages, all name strings are re-
duced to generic name strings with the help of phonetic based reduction rules. 
Thus there may be several name strings having same generic name and also 
there may be many individuals having the same name. The generic name with 
all name strings and their Ids forms a bin. At the enrolment stage, a database 
with demographic information is efficiently created which is an array of bins 
and each bin is a singly linked list. At the de-duplication stage, name strings are 
reduced and all neighbouring bins of the reduced name strings are used to de-
termine the top best matches. In order to see the performance of the proposed 
algorithm, we have considered a large demographic database of 4,85,136 indi-
viduals. It has been observed that the phonetic reduction rules could reduce both 
the name strings by more than 90%. Experimental results reveal that there is 
very high hit rate against a low penetration rate. 

Keywords: De-duplication, Demographic Data, Edit Distance, Levenshtein 
Distance, Phonetics. 

1 Introduction 

Individual recognition has gained great importance recently for personal as well as 
national security. Techniques of recognition can be broadly classified on the basis of 
the data used into two categories: biometric and demographic. Biometric data makes 
uses of physical characteristics like face, fingerprint, iris, etc. for recognition. Demo-
graphic data, on the other hand, is the data in the form of text/string which can be 
used for identification. For example, in electoral department, any voter can be identi-
fied uniquely with the help of his name, his father's name, his date of birth and his 
permanent residential address (all in the form of text), the combination of which is 
very less likely to be matching with the other voter. 
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Demographic data in general refers to selected population characteristics as used in 
government, marketing or opinion research. Commonly-used demographics include 
race, age, income, disabilities, mobility (in terms of travel time to work or number of 
vehicles available), educational attainment, home ownership, employment status, and 
even location. 

In computing, data de-duplication is a process to eliminate redundant data to im-
prove storage utilization. In the de-duplication process, duplicate data is deleted, leav-
ing only one copy of the data to be stored, along with references to the unique copy of 
data. In this paper, by demographic data of an individual, we mean a record consisting 
of two string fields viz. GivenName and Surname of the individual. demographic 
deduplication process determines whether there exists any set of records in the demo-
graphic  database which are matched with the record of a query data within some 
tolerable  range. For any new demographic data, a negative background search is 
performed to obtain all its close matches.  To accomplish this task, every string (i.e. 
first name, and last name of the query individual) is considered to be found in the 
database if any of the following criteria satisfies. 

• Identical strings in the database 
• String having similar phonetics but difference with alphabets. 
• String which can be constructed from new string by few transformations like inser-
tion, deletion or substitution. 

Data de-duplication has been approached previously using machine learning ap-
proaches ([6], [8], [9]). In these approaches, a labeled set of duplicates and non-
duplicates is provided to learn the de-duplication function and is used to predict on 
testing set. These approaches depend heavily on providing an exhaustive and diverse 
set of duplicates and non-duplicates that bring out the subtlety of the de-duplication 
function.  

In this paper, we propose an efficient algorithm for de-duplication of demographic 
data. We have considered GivenName and Surname as demographic data. Thus, be-
side Id of each individual, each record in the database contains two string fields:  
GivenName and Surname. The proposed de-duplication search is based on the ap-
proximate string matching like edit-distance. Next section discusses the method of 
edit distance which has been used in this paper for de-duplication. Section 3 describes 
the proposed algorithm. Experimental results have been analyzed in the next section. 
Finally conclusions are given in the last section. 

2 Edit Distance 

Edit-distance is used commonly for approximate string matching [3]. In information 
theory and computer science, the edit distance between two strings of characters is the 
number of operations required to transform one of them into the other. There are sev-
eral ways to define an edit distance depending on which edit operations are allowed: 
replace, delete, insert, transpose [1, 2, 4, 5, 7]. In this paper we have used Levenshtein 
distance to measure the amount of difference between two sequences (i.e. an edit 
distance). The Levenshtein distance between two strings is the minimum number of 
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edits that are required to transform one string into the other, with the help of edit op-
erations like insertion, deletion, or substitution of a single character. This edit distance 
is normalized by dividing the maximum of the length of two name strings. Cost of 
computing this distance is proportional to the product of the two string lengths. Let A 
and B be two name strings of size m and n respectively. The complete algorithm 
which computes the normalized edit distance between A and B, NED(A,B), is de-
scribed in Algorithm 1. 

Algorithm 1: Normalised_Edit_Distance(A,B) 
Require: String A   of length m, String B  of length n   

Ensure: normalised Levenshtein Edit-distance of A   and B 
1. Create 2D array d0..m, 0..n 
// for all i and j, di,j  holds the Levenshtein distance 
between the first i characters of A and the first j char-
acters of B, note that d   has (m + 1) x (n + 1) values 
2. for i = 0 to m do 
3.    di,0  :=  i   //distance of null substring of B 
from A1..i 
4. end for 
5. for j = 0 to n do 
6.    d0,j  := j   //distance of null substring of A from 
B1..:j 
7. end for 
8. for j = 1 to n do 
9.     for i = 1 to m do 
10.      if Ai == Bj then 
11.         di,j := di-1, j-1 //no editing required 
12.    else 
13.     di,j  :=   min(di-1,j, di,j-1, di-1,j-1)+1 
//deletion, insertion, substitution 
14.     end if 
15.  end for 
16. end for 
17.  NED(A,B)= dmn/max(|A|,|B|)  
18. return NED(A,B)  // Normalized edit distance 

3 Proposed Algorithm 

In this section we have proposed an efficient demographic de-duplication algorithm. 
It consists of two major components: (1) Enrolment of demographic data of an indi-
vidual in the database and (2) Searching the database for a query demographic data to 
find potential duplicates. By the term of potential duplicates, we mean the duplicates 
with some tolerable distance. Each demographic data is represented by two string 
fields viz. GivenName and Surname. It has been observed that one can write or  
pronounce a name in several ways and as a result, the database size becomes  
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unnecessarily very large which leads to a very large amount of searching time. In 
order to reduce the search space in the database, each name is reduced to its generic 
name.  

Phonetic reduction rules to convert a name string into a generic name string are 
based on the above said rules. There may be several name strings which are converted 
into a single generic name. A bin can be defined by this generic name which contains 
the set of all such name strings. Further, one can observe that there may be several 
individuals having same name but different Ids. So, one can represent the bin in the 
form of a singly linked list where each node contains a name string with different Ids.  

Thus, a demographic database consists of an array of records where each record is 
a singly linked list with a header node marked by the reduced name. Each node in the 
linked list has several Id fields, one name string field and a link field. At enrolment 
stage, the reduced name of a name string is used to get the desired bin (i.e. singly 
linked list) where the name string is to be inserted. If there exists a field in a node of 
the list having the same name string then the Id of the name string is inserted in one of 
the empty Id fields; otherwise a new node with the name string and its Id is inserted in 
the appropriate position of the linked list. The entire scheme to reduce the name 
strings is depicted in Figure 1. 

 

Fig. 1. Pre-processing - Creation of bins 

At the time of verification or looking for the existence of duplicate entries with 
some tolerable range, each name string of the query demographic data (Given-
Name(F), Surname(S)) is reduced and all bins having reduced names whose norma-
lized edit distance(NED) from the reduced name of the name string of the query data is 
within the tolerable range are selected for further processing. It can be noted that edit 
distance enables to capture two similar strings that cannot be identified simply by 
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using the phonetical rules of reduction. It can effectively detect all those duplications 
where there are some modifications in a string and do not conform to phonetical rules. 
All name strings in these selected bins having the normalized edit distance from the 
name string of the query data less than the tolerable range are considered as existence 
of the name string of the query data in the database. Ids of all these name strings are 
the probable candidates of the duplicates with some tolerable range.  

These probable candidates are considered for obtaining top k best matches. Let Q 
and X be the demographic data of a query and of a probable candidate in the database 
respectively. One could have obtained sum of the normalized edit distances of Given 
Name and Surname between Q and X to find its matching score. But it has been ob-
served that individuals need not be consistent in providing their demographic infor-
mation. By inconsistency we mean, any individual may interchange the strings of his 
name. This may be due to make an attempt to fraud the environment or to make use of 
different styles of writing his name etc. In order to tackle such type of scenarios, nor-
malized edit distances between every pair of name strings have been considered. 

More clearly, let Qrf and Qrs be the generic form of GivenName and the Surname 
of a query individual. Further, it is assumed that X is a record in the database with 
whom the normalized edit distances are to be computed. If Xrf and Xrs  be the generic 
form of GivenName and the Surname of X respectively, the  NED(Qrf,Xrf), 
NED(Qrs,Xrs), NED(Qrf,Xrs), NED(Qrs,Xrf) are computed where NED(A,B) is the normalized 
edit distance between two name strings A and B. To get the best match, minimum 
normalized distance between two name strings has been considered. That means, 

minDist(Q,X) = min(NED(Qrf,Xrf)+NED(Qrs,Xrs), NED(Qrf,Xrs)+NED(Qrs,Xrf)) (1)

Further, there are some individuals who sometime use middle name in providing de-
mographic information. It may be intentional also to avoid duplication in the data-
base. In this paper, we have considered only GivenName and Surname. But to distin-
guish between a name with and that without middle name, we have considered the 
factor of difference between length of two name strings multiplied by a constant. 
Thus the matching score SQ,X  between Q and X is given by 

SQ,X = minDist(Q,X) + w * ||Q|-|X|| (2)

where w is a pre-defined weight. In this paper, we have considered w = 0.01. 
These matching scores of the demographic data of Q against all probable candi-

dates in the database are arranged in ascending order. Candidates with top k scores are 
selected as top k best matches. 

4 Experimental Results 

In order to analyze the performance of the proposed algorithm, we have used our 
database consisting of 4,85,136 individuals, each having his GivenName and Surname 
as his demographic data. The database size is large enough and is sufficient to prove 
its robustness and efficiency. At the enrollment stage, name strings are reduced at two 
stages- one with GivenName and other with Surname. It has been seen that percen-
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tage of reduction is 90.94% in case of GivenName and is 94.40% in case of Surname 
string. Number of distinct bins containing reduced name strings is found to be 43941 
and 27184 with respect to GivenName and Surname respectively. Further, maximum 
number of nodes in a bin of GivenName is 16 and that of Surname is 15. 

Detailed statistics of both type of bins is given in Table 1 and Table 2. We have not 
shown those bins having negligible densities. These tables indicate that there is a lot 
of redundancies of names if exact spellings and phonetics are ignored. 

Table 1. Bin Size Statistics 

Name 
String 

Number 
of Bins 

Minimum 
Bin size 

Maximum 
Bin size 

Average 
Bin size 

Standard 
deviation 

Reduction 
Percentage 

Given 
Name 

43941 1 16 1.278 0.808 90.94% 

Surname 27184 1 15 1.288 0.797 94.40% 

Table 2. Bin Density 

Bin Size 1 2 3 4 5 

GivenName 36461 5090 1288 532 270 
Bin Density % 83 12 3 1 1 

Surname 22349 3222 9321 371 152 
Bin Density % 82 12 3 1 1 

 
To analyze the performance of the proposed de-duplication algorithm, 500 query 

records are chosen at random from above mentioned database to create gallery demo-
graphic database (DB). An edit-distance of i (i = 1 to 6) units is artificially induced in 
each full name (consisting of first and last name) of DB, and inserted in query dataset 
DBi, alongwith the corresponding ID. In this manner, six query datasets  DB1, DB2, 
DB3, DB4, DB5, DB6 are created, each having 500 queries. Thus, the dissimilarity of 
query datasets and gallery dataset DB increases from DB1 to DB6. A random sample 
of consonants from the name are randomly substituted or augmented with another 
consonant or deleted to make the modified name at the desired edit-distance from 
original one. Matching of queries from these size sets is carried out with DB and top-k 
matches for each query are reported. 

If the correct ID for a query is found in the top-k matches, it is reported as a hit 
otherwise it is considered as a miss. The parameter t1 is the relative tolerance thre-
shold for normalized edit-distance between generic form of GivenName string of a 
query data and that of a record in the database, whereas t2 is the threshold for Sur-
name. For different tolerance thresholds t1, t2, hit rates for DB1, DB2, DB3, DB4, DB5, 
DB6 with k = 5 are found and shown in Figure 2 and Table 3. From the figure we can 
see that matching performance degrades with an increase in dissimilarity between 
query and gallery datasets.  
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Table 3. Hitrates with k = 5 for varying thresholds 

Dataset t1=0.4, t2=0.4 t1=0.5, t2=0.5 t1=0.6, t2=0.6 
DB1 99.0 99.0 98.0 
DB2 92.2 97.2 97.6 
DB3 82.6 92.8 95.2 
DB4 74.6 89.8 93.8 
DB5 66.8 83.0 90.4 
DB6 56.8 79.6 88.2 

 

Fig. 2. Performance Analysis  

Penetration rate for a given query is the average fraction of total database (in %) 
scanned to get top k best matches. Penetration is directly proportional to threshold 
values t1, t2. It can be seen from the Figure 2(b) that increasing penetration rate gener-
ally increases the hit rate for all the datasets. It can be inferred that hit rate improves 
greatly by increasing thresholds, but at the cost of increased penetration. 

5 Conclusion 

This paper has proposed an efficient de-duplication algorithm for demographic data. 
It is a challenging task when two name strings with phonetical and other random dif-
ferences (within the tolerable range) are referring to the same individual. Simple pho-
netic reduction and exact matching cannot identify potential duplicates due to their 
rigidity. Thus, this paper has reduced each name string to a generic name string so 
that the name string is put in a bin with the reduced name string. Finally, name string 
of a query data is searched in the corresponding bin and its neighbors to compute the 
top k best matches. We have used a large database of 4,85,136 demographic data. It 
has been observed that there is a reduction of 91.6% in case of GivenName and more 
than 94% reduction in case of Surname. In order to test the performance of the algo-
rithm, a test set of 500 demographic data has been used. It has been found that it has 
achieved 94% average accuracy over DB1 through DB6 for top 5 best matches, using 
best thresholds. 
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Abstract. This paper presents a basic transportation model (TM) where its de-
mands and supplies are defined as Interval Type-2 Fuzzy sets (IT2FS). This 
kind of constraints involves uncertainty to the membership function of a fuzzy 
set, so we called this model as Interval Type-2 Transportation Model (IT2TM). 
Using convex optimization techniques, a global solution of this problem can be-
found. To do so, we define a general model for IT2TM and then we present an 
application example to illustrate how the algorithm works. 

1 Introduction and Motivation 

Transportation problems are interesting ones due to its applicability to logistics, pro-
duction and assignment scenarios. There are some possible situations where the de-
mands of the customers and availabilities of the suppliers are neither constant nor well 
defined. In this way, Fuzzy Linear Programming (FLP) appears as an important tool 
to find solutions of uncertain problems using Type-1 and Type-2 fuzzy sets. 

Optimization with IT2FS is a recent approach that allows us to deal with linguistic 
uncertainty of a Type-1 fuzzy set. The main scope of this paper is to define a TM 
model with IT2FS, compute its optimal solutions by using classical algorithms, and 
finally use a Type-reduction strategy for obtaining a crisp solution of the problem. 

Some fuzzy uncertain optimization methods have been proposed by Figueroa [1], 
[2], [3] and [4] who solved LP problems with uncertain fuzzy constraints. The prob-
lem addressed in this paper is the problem of having both uncertain demands and 
supplies, which can be extended to VRP, TSP and related problems. 

The paper is divided as follows. In Section 1, a brief introduction and motivation is 
presented; Section 2 presents the IT2TM model; in Section 3, an application example 
is introduced and Section 4 presents the concluding remarks of the study. 

2 The Uncertain TM Model 

FLP problems have well known solution procedures. For further information about 
FLP problems, see Klir & Yuan in [5], Lai & Hwang in [6], Kacprzyk & Orlovski in 
[7], Pandiant in [8] and Zimmermann in [9] and [10]. In this way, the classical TM 
with crisp parameters is: 
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min ij ijz c x=  (1)

s.t. 

1

m

ij j n
i

x a j
=

∀ ∈   (2)

1

n

ij i m
j

x d i
=

∀ ∈   (3)

Index Sets 

m  is the set of all “i” resources, , 1, 2, , .m mi m∈ =    

n  is the set of all “j” products, , 1, 2, ,n nj n∈ =   . 

Decision Variables 

ijx  = Quantity of product to be shipped from the supplier “i” to the customer “j”. 

Parameters 

ja  = Quantity of product available by the supplier “j”. 

ib  = Quantity of product required by the customer “i”. 

 
In this problem, all their parameters are crisp sets, and they have no uncertainty 
sources involved. A common issue here is that the demands of the customers and the 
available units that each supplier has, can be represented by fuzzy numbers, so the 
TM becomes a more complex one. 

Now, the uncertain TM called IT2TM uses two partial orders:   and   with dif-

ferent membership functions. This implies that its supplies and demands are defined 
as IT2FS, so an Interval Type-2 fuzzy parameter is defined as follows: 

Definition 1 (Uncertain constraint). Let ( )jb  a constraint of an IT2FLP. The mem-

bership function which represents the fuzzy space1 supp ( )jb  is: 

1 / / , [0,1]
j

j b j
j j bb u J

b u b J
∈ ∈

 = ⊆   
   (4)

The difference between a Type-1 and Type-2 fuzzy sets lies in the Footprint of Uncer-
tainty (FOU) of a Type-2 fuzzy set, which can be understood as uncertainty in the 
membership grades of a fuzzy set, which is an interval itself, as defined in (4). A 
graphical representation of an IT2FS is shown in Figure 1. 

 

                                                           
1  A Fuzzy Space is defined by the interval 

j jb b⊆  . 
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Fig. 1. Interval Type-2 fuzzy constraint with Joint Uncertain Δ  & ∇  

This Figure depicts a linear IT2FS, note that its FOU is weighted by 1, this means 

that its primary membership functions bJ  are decomposed into Lower and Upper 

primary membership functions namely 
b

μ   and 
b

μ   respectively. In particular, each 

value b has an interval-valued membership grade modeled by following interval: 

( ) ( ), ( ) ;
b b b

b b b bμ μ μ ∈ ∈      (5)

Definition 2. (Uncertain supplies and demands). Consider the demands ( )id  and 

supplies ( )ja  of the crisp TM. Their uncertain counterparts according to the Defini-

tion 1 are defined as linear IT2FS, namely ( )id  and ( )ja . 

The transportation model with uncertain demands and supplies ( )id  and ( )ja , is 

min ij ijz c x=  (6)

s.t. 

1

m

ij j n
i

x a j
=

∀ ∈    (7)

1

n

ij i m
j

x d i
=

∀ ∈    (8)

where ,, n m
ij ijc x ∈ , 

ja  and 
id  are IT2FS whose supports are defined over the real 

numbers  ,   and   are Type-2 fuzzy partial orders. 
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In this model, ja  is a linear IT2FS with parameters , ,j j ja a aΔ Δ ∇  and 
ja ∇ , and 

id  

is a linear IT2FS with parameters , ,i i id d dΔ Δ ∇  and id ∇ , analogous to Figure 1. 

This problem can be solved through the proposals of Figueroa [1-3] and Figueroa 

and Hernández [4] by computing a set of optimal solutions called Z  and applying a 
Type-reduction strategy to find an optimal solution through the Zimmermann's me-
thod. In next section we provide more details about its computation. 

2.1 Solution Procedure 

Firstly, we need to compute a fuzzy set of optimal solutions Z  through the bounda-
ries of each fuzzy supply and demand, in the following way: 

,i jd a z∇ ∇ Δ→  (9)

,i jd a zΔ Δ ∇→  (10)

,i jd a z∇ ∇ Δ→  (11)

,i jd a zΔ Δ ∇→  (12)

Then, we define the following auxiliary variables: 
 

Definition  3. Consider an uncertain supply 
ja  defined as IFS with linear member-

ship function. Then 
jΔ  is defined as the distance between 

jaΔ  and 
ja Δ ,

j j ja aΔ ΔΔ = −  

and 
j∇  is defined as the distance between 

ja∇  and 
ja ∇ , 

j j ja a∇ ∇∇ = − . 

Similarly, for an uncertain demand 
id , iΔ  is defined as the distance between id Δ  

and 
id Δ , 

i i id dΔ ΔΔ = −  and i∇  is defined as the distance between 
id ∇  and 

id ∇ , 

i i id d∇ ∇∇ = − . 

 
First, we describe the Zimmermann's Soft Constraints method as follows 

Algorithm 1. [Zimmermann’s Soft Constraints method] 

1. Calculate an inferior bound called Z Minimum ( )z by solving a LP model with b . 

2. Calculate a superior bound called Z Maximum ( )z by solving a LP model with b . 

3. Define a Fuzzy Set *( )z x with bounds z and z , and linear membership function. 

This set represents the degree that any feasible solution has regarding the optimiza-
tion objective: 
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4. If the objective is to minimize, then its membership function2 is: 

1,

( ; , ) ,

0,

z

c x z

z c x
x z z z c x z

z z

c x z

μ

′
 ′− ′=  −
 ′





 



 (13)

─ Thus, solve the following LP model3: 

{ }max α  (14)

s.t. 

( )c x z z zα′ + − =  (15)

( )Ax b b bα− −   (16)

0x  

where α  is the overall satisfaction degree of all fuzzy sets. 
 

Now, Figueroa [1-3] proposed a method for solving IT2FLP problems which uses Δ  

and ∇  as auxiliary variables with weights C Δ  and C∇  respectively to find an op-

timal fuzzy set enclosed into the FOU of Z  and then solve it by using the Soft Con-
straints model. Its description is presented next. 

Algorithm 2. [Figueroa’s method for IT2FLP] 

─ Calculate an inferior boundary called Z minimum ( )z  by using b ∇ + ∇  as a fron-

tier of the model, where ∇  is an auxiliary set of variables weighted by C∇  which 
represents the lower uncertainty interval subject to the following statement:  

b b∇ ∇∇ −  (17)

─   Calculate a superior boundary called Z maximum ( )z  by using b Δ + Δ  as a 

frontier of the model, where Δ  is an auxiliary set of variables weighted by CΔ  
which represents the upper uncertainty interval subject to the following statement: 

b bΔ ΔΔ −  (18)

Find the final solution using the third and subsequent steps of the Algorithm 1. 

In this algorithm, Δ  and ∇  operate as Type-reducers, this means that for each 

uncertain , ,i jd a   we obtain a fuzzy set embedded on its FOU where *
iΔ  and *

i∇  

                                                           
2  For a maximization problem, its membership function is defined as the complement of 

( ; , )z x z zμ   
3  In the same way, a minimization problem is defined as the complement of a maximization 

problem. 
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leads to id  and id , and *
jΔ  and *

j∇  leads to 
ja  and 

ja  in the Zimmermann's 

method. 
*
j jaΔ →  (19)

*
j ja∇ →  (20)

*
i idΔ →  (21)

*
i id∇ →  (22)

Then we apply the Algorithm 1, finding an optimal solution in terms of α . 
It is important to note that the analyst needs a solution in terms of x ∈ , so the 

uncertain problem must be Type-reduced by using the Algorithm 2 and then a real 
valued solution is found by using the Algorithm 1. This means that we come from an 

IT2FLP problem to an FLP and finally to a crisp solution embedded into Z . 

3 Application Example 

We present an application of our proposal to a small example, where all its demands 
and supplies are IT2FS, so its optimal solution is given by an α -cut. The obtained 
solution is a set enclosed into Z , where its type-reduced solution is  provided by the 

Algorithm 2. All parameters of 
ja  and ib  are shown in following matrices. 

 
10 13 12 16

11 14 13 17

12 18 15 21
i i i id d d d∇ Δ ∇ Δ

       
       = = = =       
              

 

 
20 14 24 16

32 25 37 30

24 18 29 23
j j j ja a a a∇ Δ ∇ Δ

       
       = = = =       
              

 

 

2

3
1 4 1 3

2
0.5 4 0.5 3

4
1 6 1 6

1
1 8 1 6

3
0.5 7 0.5 7

2
0.5 6 1 6

4

2

ijC C CΔ ∇

 
 
         
         
         
         
 = = Δ = = ∇ =       
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This example is composed by three suppliers and three customers which parameters 
are IT2FS, so we apply the Algorithm 2 to find a crisp solution of the problem. The 
obtained fuzzy set Z  is defined by the following boundaries: 

 76 91 56 69z z z zΔ ∇ Δ ∇= = = =  

The values of *z  and *z  are 65.5 and 79 respectively. After applying the Zimmer-

mann's method we obtain a crisp solution of * 0.1053α =  and * 77.57z = . The ob-
tained solution in terms of x is: 

 * * * *
11 13 22 312.1053, 18.3158, 14.3158, 11.2105x x x x= = = =  

 * * * * * *
1 2 3 1 2 33, 3, 6, 4, 4, 6i i i i i i= = = = = =Δ = Δ = Δ = ∇ = ∇ = ∇ =  

The resultant set of optimal solutions is displayed next. 
 

 

Fig. 2. Fuzzy Set Z  embedded into the FOU of Z  

These results indicate that the analyst should send *
ijx  units from its suppliers to 

customers as shown above. A global satisfaction degree of * 0.1053α =  is computed 
over the Type-reduced fuzzy set of optimal solutions z  which is embedded into the 
FOU of Z  as shown in Figure 2. 

In this problem, all suppliers availability and customers demands are considered as 
IT2FS. We apply both Algorithm 1 and 2 to find a crisp solution of the problem 
which is what the analyst needs to make a decision about how many units has to send 
getting an optimal minimum transportation cost. 

In this way, the IT2TM can be handled with classical optimization techniques and 
the analyst can involve linguistic uncertainty provided by the experts of the system to 
find an operation point namely α  which satisfies both customers and suppliers. 

4 Concluding Remarks 

The presented model is a tool which deals with uncertainty of a fuzzy set involving 
the perception of different experts into IT2FS. Its computation and solution are  
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explained through a small example. Although the example presented in this paper is 
small, it is intended to be easy for implementation and checking its results by readers. 

The presented IT2TM deals with uncertainty coming from the opinion and percep-
tion of the experts about the availability of suppliers and customers demands, getting 
an optimal solution which allows us make decisions under fuzzy uncertainty. 

Finally, the presented model can be extended to other scenarios and models as 
TSP, VRP and its extensions, by applying a similar reasoning than the presented here. 

4.1 Further Topics 

The theory of Generalized Interval Type-2 Fuzzy Sets (GT2 FS) can be considered as 
a new optimization focus. In this field an additional degree of freedom should be con-
sidered in the modeling process, this feature is the secondary membership function 

( ) /xf u u  which induces to new directions. 
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Abstract. Unstructured scene has many uncertainties and unpredictable states. 
It brings difficulties to the object localization, which is pixel-based processing. 
The method of analog visual information processing is an effective way to solve 
the problem mentioned above. Sparse overcomplete representation is an image 
representation model which is more in line with visual mechanism. However, 
the overcomplete representation not only increases the combinatorial search 
difficulty of sparse decomposition, but also changes the symmetry between 
input and code space. Furthermore, it makes the model solution and calculation 
method complicated. In order to solve the afore mentioned problem and effec-
tively use this model to achieve automatic image object localization, this paper 
takes the unstructured scenes object localization as the background. Firstly, the 
overcomplete representation computational model which is based on energy 
model and score matching method is established. Then an automatic object 
localization method based on the neuronal response and dynamic threshold 
strategy is proposed and applied to the movement object localization. On this 
basis, the error analysis is done. Experimental results show that the method can 
achieve the movement object localization. 

Keywords: Unstructured scenes, sparse overcomplete representation, object  
localization, score matching. 

1 Introduction 

Unstructured scene has many uncertainties and unpredictable states [1], which leads to 
the pixel values in a fixed position change constantly. It brings difficulties to the 
method pixel-based processing. Data processing of high-dimensional heterogeneous in 
the unstructured scene involves complex computational process and needs an over-
whelming computational amount. Thus calculation method with efficient processing of 
unstructured scene is needed. Excitedly, visual computing method has advantages in 
environmental perception and cognitive abilities [2].It is an important way to solve the 
above problems. Therefore, simulating the visual perception mechanism plays an 
important role in solving the moving object localization in unstructured scenes. 

                                                           
*  This work is supported by National Natural Science Foundation of China (No.60841004 & 

60971110 &61172152) and Zhengzhou Science and Technology Development Project 
(112PPTGY219-8). 
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Recently, the sparse coding is commonly used as the visual computing model [3]. 
This model assumes that the code space is equal to input space dimension [4]. However, 
the image sparse representation based on overcomplete mechanism [5] meets the below 
three properties: sparse, divisibility and the shift invariance when it is used to represent 
the image data. The simulation of overcomplete mechanism plays an important role in 
solving image processing problems, such as object localization. 

However, the overcomplete representation increases the combinatorial search 
difficulty of sparse decomposition, meanwhile changes the symmetry between input 
space and code space, thus makes the model solution and calculation method 
complicated[6]. In order to solve the afore mentioned problem and effectively use the 
overcomplete representation model to achieve image object localization, this paper 
takes object localization of unstructured scenes as its problem background. Firstly, we 
design the algorithm to obtain overcomplete receptive fields of simple cells in primary 
visual cortex from unstructured scenes sequences based on sparse overcomplete 
representation model. Secondly, we design the algorithm to achieve object localization. 
Finally, the effectiveness of the model and algorithm is tested through the unstructured 
scenes experiments. The results show that this method can achieve the movement 
object localization. 

2 Computational Model 

The basic sparse coding model is: 

( ) ( )
=

=
m

i
ii syxAyxI

1

,,  (1)

Where ),( yxI is a nn × dimensional image, ),( yxAi  is a basis function with n-

dimensional column vector. m  is the number of basis functions, is is the response 
coefficient. If nm > ,and A  is full rank, then A  is overcomplete. 

From the physiological point, formula (1) is modeling the respond process of cells 
of visual cortex. Basis function set A simulates the receptive fields of visual cortex. 
Increase m to meet nm > , A  would contains more basic characteristics of the joint 
space, such as localization, orientation and frequency. We can clearly see that sparse 
overcomplete representation would enhance the robustness of system. 

However,if nm > ,two problems will be caused. The first one is that sparse 
decomposition about ),( yxI based on overcomplete needs combination search [7].So 
the approximation algorithm such as relaxation optimization algorithm [8] and greedy 
tracking algorithm [9] to solve this problem is needed. But the calculation of 
approximation algorithm is very complicated. The second problem is that  
overcomplete sparse coding model doesn't like the complete ICA model, in which row 
vector WA =−1 is defined as the receptive field.Therefore; a new method must be 
adopted to solve the problem of model solution. 

In this paper, we estimated the receptive field through overcomplete sparse coding 
model based on energy model [10]. Meanwhile, we defined an objective function to  
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measure the sparseness, and estimated the optimal receptive field W through 
maximizing the sparseness. First, we used the non-normalized log-likelihood function 
to define the energy model: 

( ) ( ) ( )
=

+−=
n

i

T
iin xwGWZwwxL

1
1 log,....,;log  (2)

Where x is a single observation data, ( )WZ is the normalization constant 

of iw , ( ) = 1,....,; 1 dxwwxL n , ( ) ( )( )∏
=

=
n

i

T
ii dxxwGWZ

1

exp .The classic log cosh function 

G ,which is used to replace the logarithm probability density of is , is defined as:  

( ) ( )uuG ii coshlogα−=  (3)

Where iα are parameters that are estimated following with iw . 
Maximization likelihood estimation needs to calculate ( )WZ firstly.However, under 

situation of overcomplete, the calculation is complicated. Therefore, score matching 
[11] is used to directly estimate the linear receptive field kw .The log density function of 
the data vector is defined as: 

( ) ( ) ( )nn

m

k

T
kk ZGp ααα ,...,,,...,log 11

1

wwxwx += 
=

 (4)

Where n  is the dimension of the data, m is the number of components, which is the 
number of the receptive fields.And the number of components m is larger than the 
dimension of the data n . x is the single sample data vector, that is ,an image 

patch,where the vector ( )knkk ww ,....,1=w is constrained to the unit norm. 
Use the gradient of the log-density function of data vector to define the score 

function.The model score function is defined as;  
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Where g  is the first derivative of G . 
We used the square of distance between model score function and data score 

function to get the objective function: 
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Where T  is the number of samples, denoted by ( ) ( ) ( )Txxx ,......,2,1 . 
We used the gradient descent algorithm to make the objective function minimization: 

( )
( )1( ) ( 1) ( ) w w t

J w
w t w t t

w
η = −

∂
= − −

∂
 (7)

Where ( )tη is the step of the negative gradient direction, which is the learning rate. 
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3 Algorithm 

3.1 Learning Algorithm of Receptive Field Overcomplete Set 

Input: sample images 
Output: the receptive field W  
Steps: 
Step1: random sampling to the images to obtain the training samples 

{ }nxxxX ,...,, 21= ;  

Step2: remove DC component of the ix ,whiten the samples X  by the principal 
component analysis (PCA) method, and project X  into whitenization space VXZ =  

Step3: use unit row vector to initialize the sW ; 
Step4: calculate ( )( )0wJ , move along the negative gradient direction, ....,2,1=t  

update W according to the formula (7), and normalize the unit vector; meanwhile 
update parametersα ; 

Step5: If the result is convergent or the number of iterations reaches the set value, 
then stop iteration, otherwise, return to step 4. 

Step6: Project sW  back into the original image space VWW s= . 

Then, we can obtain overcomplete receptive field of simple cell use this way. 
According to the properties of competitive response and visual sparse [12], only a 
small amount of neurons is activated to constitute the internal representation of image. 
So the object locating algorithm (OLA) selects N  neurons which have larger response 
to achieve image object localization. 

3.2 Image Locating Algorithm 

Input: test image 1I  and its corresponding background image 2I  

Output: results of object locating  
Steps: 
Step1: sequentially sampling image 1I and 2I , and obtain the image patches 

nXXX ,....,, 21 ; 

Step2: remove DC component of the iX ;calculate the neurons response according to 

the formula ii WXS =  

Step3: retain N  larger responses in each group iS ; 

Step4: obtain the perception results gS and dS of 1I and 2I ; 

Step5: gidi SSh −= , set dynamic thresholds
n

SS
n

i
gidi

=
−

= 1δ , if δ≥h , then iX  is 

the object patch. Store the coordinates of iX ; 

Step6: display the results of object locating. 
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4 Experiments and Data Analysis 

We selected the unstructured traffic images as test object of the above algorithm. 

4.1 Data Preprocessing and Learning the Receptive Field 

We select 14 images as the training images for learning the receptive fields. Using 
algorithm 1 for learning the receptive field. We can get 50000 image patches using 16 
* 16 window. Every patch is converted to a column vector. Input data set X  
256*50000 is acquired. We preprocess the data just as algorithm 1 and retain 128 prin-
cipal components after dimension reduction. Then, a representation with 512 receptive 
fields is estimated based on the energy model and score matching. The resulting recep-
tive fields are shown in Fig.1. The number of receptive fields is four times when  
compared to the  PCA dimensions. These results are exactly similar with the characte-
ristics that found in the simple cell receptive fields of V1 area. 
 

 

Fig. 1. Overcomplete set of receptive fields  

4.2 Experiment of Image Object Localization 

We select background image and test images of 512*512. Using algorithm 2 for con-
tent-aware. Firstly, sampling the test images sequentially, starting from the top left-
hand corner apex of the image and adopting16*16 pixels space sub window to sam-
ple, we can get the first image patch. And then shifting the window to right 16 pixels, 
we can get the second image patch. Repeat the above step until we gathered all 
patches of first line. Then let 16 pixels shift downward from the apex coordinate posi-
tion and image patches of the second line are collected. At last, we could sample the 
entire image. 

Response of neurons caused by one image patch is shown in Fig.2 (a). N neurons 
with larger response are shown in Fig.2 (b). The number N is determined by experi-
ment. 

The first experiment selected images with complex background. The images are 
taken from video supervision sequence, we do the grayscale processing. Fig.3 (a) is the 
test images. The corresponding results are shown in Fig.3 (b). The area of rectangular 
box is the target area marked by OLA algorithm. 
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(a) The neurons response of an image          (b) The result of neurons response when 5=N  

Fig. 2. The neurons response aroused by one image patch 

 
(a)Test image         (b) the result of targeting 

Fig. 3. Test results of the first experiments 

The second experiment selected vehicle image at high-speed. The test image is 
shown in Fig.4. The corresponding results are shown in Fig.5. The area of rectangular 
box is the target area marked by OLA algorithm. 

 

 
(a)one car                  (b)many cars 

Fig. 4. Two test images 

 
(a) the test results when 5=N                    (b) the test results when 1=N  

Fig. 5. Test results of the second experiments 
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The third experiment is comparison test. Under the same experimental conditions, 
respectively with Template Matching (TM) method and the edge detection based on 
wavelet method for the contrast experiment. The results can be seen in Fig.6. 

 
 

 
       (a)OLA algorithm     (b) IM algorithm   (c) edge detection algorithm 

Fig. 6. Contrast experiment 

4.3 Results Analysis 

As can be seen in Fig.6, OLA algorithm achieves the object localization accurately; the 
TM and edge detection methods all have erroneous judgment. 68 images were chosen 
for other experiments. Statistics results of three algorithms are shown in Table 1.  

Table 1. The statistics results of three algorithms  

algorithms 
image 

(numbers) 
located  correctly 

(numbers) 
located error 

(numbers) 
the accurate rates 

OLA 68 65 3 95.59% 
TM 68 52 16 76.47% 

edge de-
tection 

68 42 26 61.76% 

 
It can be seen from the Table 1, the accurate rate of object localization based on 

OLA algorithm has improved greatly compared with TM and edge detection methods. 
From the above experiments, we can see that the OLA algorithm can achieve the 

object localization under different conditions. However, there are still small amount of 
error patches, from Table 1, we know that the error have little effect to results. The 
edge of object exist error is attributed to vehicle and pedestrian in close distance, the 
error of leaves is caused by the swing. The error patches in Fig.5 (a) less than Fig.5 (b) 
shows that keeping N  neurons have more strong anti-jamming than retaining neuron 
with largest response. 

Experiment results show that OLA methods based on sparse overcomplete represen-
tation is effective for image object localization. It has a low error rate and high accura-
cy rate under unstructured background. And has anti-jamming and relatively strong 
robustness to leaves swing. 

5 Conclusion 

By simulating visual information processing mechanism and method, we established 
the image sparse overcomplete representation model, and then put forward OLA  
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algorithm. The algorithm solved the problem of the increasing of sparse decomposition 
search difficulty and is effectively used to realize image object localization. The algo-
rithm has an important theoretical and practical application value to traffic flow statis-
tics. The furthermore work is to solve the problem of error image patches caused by 
leaves swing and shadow. 
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Abstract. The discrete location of distribution center is a NP-hard issue and has 
been studying for many years. Inspired by the phenomenon of symbiosis in 
natural ecosystems, multi-swarm cooperative particle swarm optimizer 
(MCPSO) is proposed to solve the location problem. In MCPSO, the whole 
population is divided into several sub-swarms, which keeps a well balance of 
the exploration and exploitation in MCPSO. By competition and collaboration 
of the individuals in MCPSO the optimal location solution is obtained. The 
experimental results demonstrated that the MCPSO achieves rapid convergence 
rate and better solutions. 

Keywords: discrete location, distribution center, improved PSO. 

1 Introduction 

Determination of optimal distribution center location is an abiding challenge for 
researchers and professionals in the logistics sector. The location of distribution 
center, however, is a NP-hard problem due to its various variables and complex 
constraints, which makes it hard to be solved within polynomial time. Some 
mathematical methods have been developed to cope with the location problem, such 
as Gravity Method (GM) [1], Lagrangian Relaxation Algorithm (LRA) [2-4], Branch 
and Bound Method (BBM) [5].  

In recent years, with the rapid development of heuristic stochastic optimization 
algorithms, more and more techniques have been introduced to solve the location 
problem of distribution center, for instance, Genetic Algorithm [6-7], Simulated 
Annealing [8], Neural Network [9], etc. 

Based on the simulation of simplified social models, particle swarm optimization 
(PSO) is first introduced in [10] as a novel evolutionary computation tool that has 
been applied in many engineering fields. Nevertheless, PSO suffers premature 
convergence as a result of weak exploitation and exploration.  

                                                           
*  Corresponding authors. 
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In this paper, the distribution center location problem is studied with an improved 
PSO, Multi-swarm Cooperative PSO (MCPSO) [11].The Section 2 describes the 
location problem modeling. Section 3 provides a brief introduction of PSO. Section 4 
presents MCPSO algorithm. Section 5 introduces MCPSO-based location algorithm 
and experimental study followed by conclusions in Section 6. 

2 The Discrete Location Model for Distribution Centers 

The formulation extends the Median-based location model to include turnover cost 
and setup cost. The goal is to select a certain number of sites out of a finite set of 
potential sites to locate distribution centers while minimize total cost of the supply 
network. Before formulating the objective function, the issue is concentrated on the 
following situations. 
 

(1) The decision for distribution center location is based on a set of candidate sites. 
(2) The capacity of factory is capable of satisfying the demand of ending 

customers. 
(3) The potential distribution centers have capacity limitation. 
(4) The demand of customer is predictable. 
(5) Each customer only supplied by one distribution center and each distribution 

center satisfies at least one customer. 
(6) Transportation cost is directly proportional to the quantity of transportation. 
(7) Total cost includes turnover cost, setup cost and transportation cost. 
 

Some relevant notations are explained as follows: K  is a set of factories, I  is a set 
of candidate sites, J  represents the demand notes, the unit cost of shipping from 
factory k  to distribution center i  is given by kic , and that cost from distribution 

center i  to customer j  is given by ijx . The turnover cost in site i  is given by ig . 

Letting if  be the fixed facility cost of site i  and pq  denotes the predefined 

number of established distribution centers. 
To formulate our problem the following decision variables are introduced: for any 

i I∈ , j J∈ , ijy , iz  are a binary decision variables, 1ijy =  if demand note j  is 

supplied by facility i , and 0 otherwise, 1iz =  if a facility is located at candidate i ,  

and 0 otherwise. The transportation volume that from factory k  to distribution center 
i  and from distribution center i  to customer j  is denoted as kiw  and ijx , 

respectively, ijt  denotes  whether center i  covers demand note j , it take on the 

value 1 if distribution center i  provides goods with customer j , otherwise it is 0. 

The formulation for the above discrete location problem is 

1 1 1 1 1 1 1

min
l m m n l m m

ki ki ij ij i ki i i
k i i j k i i

U c w h x g w z f
= = = = = = =

= + + +     (1)

subject to: 
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0kiw ≥ , 0ijx ≥ , k K∈ , i I∈ , j J∈  (9)

Constraints (2) limit the supply of factories within their capacities. Constraints (3) 
ensure that each distribution center receives input that within its processing capacity. 
Constraint (4) states that the selected sites should not exceed the predefined number. 
Constraints (5) stipulate that each demand note is satisfied. Constraints (6) ensure that 
each customer is supplied by only one distribution center. Constraints (7) state that 
the input goods of each distribution center equals to its output, (8) and (9) are 
constraints for decision variables. 

3 Standard PSO 

PSO is a population-based, stochastic optimization algorithm based on the idea of a 
swarm moving over a given landscape. In PSO algorithm, each member of the 
population is called a “particle”, and each particle flies around in the d-dimensional 
search space with a velocity, which is constantly updated by the particle’s own 
experience and the experience of the whole swarm. The Standard PSO (SPSO) can be 
described as follows: 

1 1 2 2( 1) ( ) ( ( )) ( ( ))d d d d d d
i i i i iv t w v t c r pbest x t c r gbest x t+ = × + × × − + × × −  (10)

( 1) ( ) ( 1)d d d
i i ix t x t v t+ = + +  (11)

For 1, ,i s=   and 1, ,d n=  , where s  is the population size, n  is the problem 

dimension, 1c  and 2c  are acceleration coefficients, ( )d
iv t  is particle velocity, 

( )d
ix t  is particle i ’s current position, 1r  and 2r  is uniformly distributed function in 

the interval [0,1], w  is the inertia weight which provides the necessary diversity to 

the swarm by changing the momentum of particles, d
ipbest  is the location of the best 
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solution vector found by i , and dgbest  represents the best solution found so far in 

the population. 
In SPSO, there is only one swarm for evolution that the communication among 

particles is so simple, thus the whole population is easy to be trapped into the local 
optima. It is necessary to improve the convergence of SPSO, especially where exists a 
large number of sub-optima. 

4 Multi-swarm Cooperative PSO 

In ecosystems, many species have developed cooperative interactions with other 
species to improve their survival which is called symbiosis. The phenomenon of 
symbiosis can be found in all forms of life, from simple cells to birds and mammals. 
Inspired by this phenomenon, a master–slave mode is incorporated into the SPSO, 
and the multi-swarm (species) cooperative optimizer (MCPSO) is thus developed 
[11,12].  

In MCPSO, a population consists of one master swarm and several slave swarms. 
The slave swarms mainly explore the feasible space, while the master swarm focuses 
on exploitation. The master-slave communication is showed in Fig. 1. 

 

Fig. 1. The master-slave model 

Each slave swarm executes a single PSO or its variants within MCPSO. When all 
slave swarms are ready with the new generations, each slave swarm then sends their 
best individual to the master swarm, and the best fitness of all received individuals 
would be selected and employed for evolution according to the following equations: 

1 1 2 2( 1) ( ) * ( ( ) ( )) * ( ( ) ( ))M M M M M M
id id id id gd idv t wv t c r p t x t c r p t x t+ = + − + −

 

3 3* ( ( ) ( ))S M
gd idc r p t x t+ −  (12)

( 1) ( ) ( 1)M M M
id id idx t x t v t+ = + +  (13)

where ( )M
idp t  is the best previous position of  particle i  in master swarm, ( )M

gdp t  

is the best previous position of the master swarm, ( )S
gdp t  is the best previous position 

in the slave swarms, 3c  is acceleration coefficient which determines the 

communication intensity that the slave swarms impact the master swarm. 
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5 MCPSO-Based Location Algorithm 

5.1 Particle Coding 

The key to implement MCPSO-based location is to develop an efficient particle 
representation method. In the above location model, there are two types of variables, 
the binary variables (e.g. iz  and ijy ) and the numeric variables (e.g. kiw  and ijx ). 

For the binary decision variables, discrete binary method is convenient to code the 
particle. However, it may be inefficient for the numeric variables, e.g., for a company 
with l factories, m candidate sites and n demand notes, then the potential problem 
scale of kiw  and ijx  is l m×  and m n× , respectively. Apparently, the algorithm 

efficiency would deteriorate dramatically with the increase of problem scale.  
Besides, the representation of floating number by binary method is lack of  
accuracy. Therefore, a hybrid parallel coding method is employed as shown in  
Table 1. 

Table 1. Particle coding structure 

Variable 
Candidate 

1 2 3 …… m 
yij 00…0 y21y21…y2n y31y31…y3n …… 

00…0 

wki 0 wk2 wk3 0 

5.2 Constraint Handling and Fitness Function 

We make use of annealing approach [8] to establish the penalty factor τ , i.e., 

0 (1 )tτ τ= + , where 0τ  is the initial value, then penalty coefficient is given by (14): 

0

(1 )

(2 )

t
r

τ
+=
×  

(14)

According to (14), an infeasible solution may not be penalized enough at the 
beginning, while it may be penalized seriously in the lately stage, hence, population 
likely to concentrate on local exploitation. 

With the proposed penalty function method, the location model problem can be 
transformed into an unconstrained one, and the fitness function is built as (15):  

2

0

1
( )

2 q
i A

t
fitness U d x

τ ∈

+= + ×
 

(15)

where ( )qd x  is a real-valued function:  

1 2 3 4 5( ) max{0, , , , , }qd x nc nc nc nc nc=
, 1,2, ,1 2q l m n= + + +  (16)
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where iinc , 1,2,3,4,5ii = , is given as follows: 1 ki k
i I

nc w A
∈

= − , k K∈ ; 

2 ki i
k K

nc w M
∈

= − , i I∈ ; 3 i
i I

nc z p
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= − ; 4 j ij
i I

nc D x
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= − , j J∈ ; 

5 | |ij ki
j J k K

nc x w ε
∈ ∈

= − −  , i I∈ . 

5.3 Experimental Study and Discussion 

A company has established a factory in southern China, and it aims to build no more 
than 4 distribution centers to serve 15 demand notes. The number of candidate sites is 
10. The detailed data and parameter settings are given in [13]. 

Experiments are conducted to compare MCPSO with SPSO. When conducting 
MCPSO-based algorithm, one master swarm and three slave swarms are set up in a 
population. For master swarm, 1 2 3 1.333c c c= = = , and for slave swarms the 

coefficients are set at 2. The population size for each slave swarm is 50 and the 
maximum generation is set at 100. Comparing with MCPSO, the population size of 
SPSO is set at 200. Besides, SPSO has the same parameters settings as well as 
MCPSO. 50 runs for each algorithm are carried out. The evolution and convergence 
of MCPSO and SPSO are shown in Fig. 2, and the results are presented in Table 2. 

Fig. 2 (a) and (b) illustrate how the algorithms evolve and converge during the 
evolutions. In Fig. 2 (a), although the master swarm gets inferior values at the 
beginning, its fitness figure decreases steeply and overtakes the slave swarms at about 
18th iteration, then the master swarm continuously evolves. With collaboration 
between the master swarms and the slave swarms, MCPSO gain a superior 
performance. According to Fig. 2 (b), SPSO is trapping into local optima in the 9th 
iteration, and the whole algorithm gets stagnated that no better solution is found.  

Comparing with SPSO, as shown in Table 2, MCPSO generates a feasible solution 
that without any penalty cost, which has practical values in the facility location. 

Comparison is also conducted between the proposed algorithm and GA. GA is 
carried out with the population size of 50, for maximum of 100 iterations, the 
Roulette Wheel Selection is used to select the best individuals. The probability of 
crossover and mutation is set at 0.4 and 0.05, respectively. The results in Table 3 are 
the average of minimum values and standard deviations for 30 trials. 

In Table 3, the MCPSO-based algorithm achieves the best mean result and 
standard deviation over the other algorithms. SPSO gains the second place in the 
average cost, while its standard deviation is worse than GA. This phenomenon is 
probably attributed to its premature convergence and stochastic instability.  

In addition, comparing with some traditional location methods, such as [1], [14], 
the proposed MCPSO-based algorithm not only demonstrates the turnover of  
each selected location center, but also presents additional valued information (e.g. 
service coverage, transportation volume) for the decision makers to optimize supply 
network. 
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(a) (b) 

Fig. 2. The median convergence characteristics: (a) MCPSO-based algorithm; (2) SPSO 

Table 2. Solution results 

Algorithm Decision Coverage of each facility Total cost Penalty cost 

MCPSO 

5 3,5,11,12,14 

291279 0 6 2,4,6,7 

8 1,8,9,10,13,15 

SPSO 

5 3,4,9,11,14 

329090 1333.3 8 2,5,6,12,15 

10 1,7,8,10,13 

Table 3. The results of MCPSO, SPSO and GA 

Algorithm MCPSO SPSO GA 

Average cost 293565 ± 5993 316582 ± 18562 328962 ± 10256 

6 Conclusion 

In this paper we considered an extension of the traditional Median-based distribution 
center location model in terms of fixed cost, turnover cost and transportation cost, 
which is highly applicable in distribution center location. A MCPSO-based algorithm 
is proposed to solve the NP-hard location model. Due to the discrete characteristics of 
this location model, a hybrid parallel coding method is developed and the SA factor is 
integrated into penalty coefficient. A real-world location problem is employed to 
assess to the performance of MCPSO-based algorithm. In the experimental 
simulation, MCPSO-based location algorithm shows a superior result and overtakes 
that of GA and SPSO algorithm.  

There are still several problems remaining to be investigated, such as how to make 
the swarms more adaptive in evolution, and how to apply the algorithms of this kind 
to more real-world engineering problems. 
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Abstract. This paper proposed an Improved Bacterial Foraging Optimization 
(IBFO) algorithm to enhance the optimization ability of original Bacterial  
Foraging Optimization. In the new algorithm, Social cooperation is introduced 
to guide the bacteria tumbling towards better directions. Meanwhile, adaptive 
step size is employed in chemotaxis process. The new algorithm is tested on a 
set of benchmark functions. Canonical BFO, Particle Swarm Optimization and 
Genetic Algorithm are employed for comparison. Experiment results show that 
the IBFO algorithm offers significant improvements over the original BFO al-
gorithm and is a competitive optimizer for numerical optimization. 

Keywords: bacterial foraging optimization, social cooperation, adaptive search 
strategies. 

1 Introduction 

Bacterial Foraging Optimization (BFO) is a novel swarm intelligence algorithm first 
proposed by Passino in 2002 [1]. It is inspired by the foraging and chemotactic beha-
viors of bacteria. Recently, BFO algorithm and its variants have been used for many 
numerical optimization [2] or engineering optimization problems [3-4]. 

However, original BFO algorithm has some weaknesses. First, the tumble angles 
are generated randomly. Useful information can’t be shared between bacteria. Second, 
the step size in the original BFO is a constant. If the step size is large at the end stage, 
it is hard to converge to the optimal point. In this paper, we proposed an Improved 
Bacterial Foraging Optimization (IBFO). Two adaptive strategies are used in IBFO to 
improve its optimization ability. First, social cooperation is introduced to enhance the 
information sharing between bacteria. Then, adaptive step size is employed, which 
could make the bacteria use different search step sizes in different stages.  

The rest of the paper is organized as followed. Section 2 introduces the original 
BFO algorithm. In section 3, the proposed IBFO algorithm is described in detail. In 
Section 4, the IBFO algorithm is tested on a set of benchmark functions compared 
with several other algorithms. Results are presented and discussed. Finally, conclu-
sions are drawn in Section 5. 
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2 Original Bacterial Foraging Optimization 

The E. coli bacterium is one of the earliest bacterium which has been researched. It 
has a plasma membrane, cell wall, and several flagella which are randomly distributed 
around its cell wall 1. By the rotation of the flagella, E. coli can “tumble” or “run” in 
the nutrient solution. By simulating the foraging process of bacteria, Passino proposed 
the BFO algorithm. The main steps of BFO are explained as followed. 

2.1 Chemotaxis 

In BFO, the position updating which simulates the chemotaxis procedure is used the 
Eq. (1) as followed. θt is the position of the bacterium in the tth chemotaxis step. C(i) 
presents the step size. Φ(i) is a randomly produced unit vector which stands for the 
tumble angle.  

)()(1 iiCt
i

t
i φθθ +=+

 
 (1)

In each chemotactic step, the bacterium generated a tumble direction firstly. Then the 
bacterium moves in the direction using Eq. (1). If the nutrient concentration in the new 
position is higher than the last position, it will run one more step in the same direction. 
This procedure continues until the nutrient get worse or the maximum run step is 
reached. The maximum run step is controlled by a parameter called Ns. 

2.2 Reproduction 

For every Nc times of chemotactic steps, a reproduction step is taken in the bacteria 
population. The bacteria are sorted in descending order by their nutrient values. Bacte-
ria in the first half of the population will split into two. Bacteria in the residual half of 
the population die. By this operator, individuals with higher nutrient are survived and 
reproduced, which guarantees the potential optimal areas are searched more carefully. 

2.3 Eliminate and Dispersal 

After every Nre times of reproduction steps, an eliminate-dispersal event happens. For 
each bacterium, it will be moved to a random place according to a certain probability, 
known as Pe. This operator enhances the diversity of the algorithm. 

3 Improved Bacterial Foraging Optimization 

3.1 Social Cooperation 

As we known, swarm intelligence is emerged by the cooperation of simple individuals 
[5]. However, the social cooperation hasn’t been used in original BFO algorithm. In 
chemotactic steps, the tumble directions are generated randomly. Information carried 
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by the bacteria in rich-nutrient positions is not utilized. In our IBFO, the tumble direc-
tions are generated using Eq. (2). Where θgbest is the global best of the population found 
so far. θi, pbest  is the ith bacterium’s personal historical best. The tumble direction is 
then normalized as unit vector and the position updating is still using the Eq. (1). 

)()( , ipbestiigbesti θθθθ −+−=Δ
 

 (2)

The direction generating equation is similar with the velocity updating equation of 
PSO algorithm [6]. They all used the global best and personal best. However, they are 
not the same. First, there is no inertia term in Eq. (2). In chemotactic steps of bacteria,  
inertia term will enlarge the difference of between θgbest, θi, pbest and the current position 
tremendously. Second, there are no learning factors in Eq. (2) as the direction will be 
normalized to unit vector. By social cooperation, the bacteria will move to better areas 
with higher probability as good information is fully utilized. 

3.2 Adaptive Step Size 

As it mentioned above, the constant step size will make the population hard to converge to 
the optimal point. In an intelligence optimization algorithm, it is important to balance its 
exploration ability and exploitation ability. Generally, in the early stage of an algorithm, 
we should enhance the exploration ability to search all the areas. In the later stage of the 
algorithm, we should enhance the exploitation ability to search the good areas intensively. 

There are various step size varying strategies [7-8]. In IBFO, we use the decreasing 
step size. The step size will decrease with the iteration, as shown in Eq. (3). Cs is the 
initial step size. Ce is the ending step size. NowEva is the current function evaluations 
count. TotEva is the total function evaluations. In the early stage of IBFO algorithm, 
we use larger step size to guarantee the exploration ability. And at the end stage, small-
er step size is used to make sure the algorithm can converge to the optimal point. 

TotEvaNowEvaCCCC ess /)( ×−−=   (3)

4 Experiments 

In this section, we tested the optimization ability of IBFO algorithm on six benchmark 
functions. Original BFO, PSO and Genetic Algorithm (GA) were employed for  
comparison.  

4.1 Benchmark Functions 

The six benchmark functions are listed in Table 1. They are widely adopted by other re-
searchers to test their algorithms in many works [9-10]. Dimension of all functions are 20. 

To compare algorithms fairly, we use number of function evaluations (FEs) as a 
measure criterion in this paper. It is also used in many other works [11-12]. All algo-
rithms were terminated after 60,000 function evaluations. 
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4.2 Parameter Settings for the Involved Algorithms 

The population sizes S of all algorithms are 50. In original BFO and IBFO algorithm, 
the parameters are set as followed: Nc=50, Ns=4, Nre=4, Ned=10, Pe=0.25, C=0.1, 
Sr=S/2=25. The initial step size of IBFO Cs=0.1(Ub-Lb), ending step Ce=0.00001(Ub-
Lb) where Lb and Ub refer the lower bound and upper bound of the variables of the 
problems. In PSO algorithm, ω decreased from 0.9 to 0.7. C1=C2=2.0 [13]. 
Vmin=0.1×Lb, Vmax=0.1×Ub. In GA, Pc is 0.95 and Pm is 0.1. 

Table 1. Benchmark functions used in the experiment 
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4.3 Experiment Results and Statistical Analysis 

The results of IBFO, BFO PSO and GA on the benchmark functions are listed in Table 
2. Best values of them on each function are marked as bold. Convergence plots of the 
algorithms on these functions are shown in Fig. 1. 

It is clear from table 2 that IBFO obtained the best values on five of all six func-
tions. PSO is best on the rest one. BFO and GA performed worst. On Rosenbrock and 
Rastrigin functions, all algorithms didn’t performed well. However, the results of 
IBFO are a little better than that of PSO. On Ackley function, BFO, PSO and GA all 
performed badly while only IBFO obtained remarkable results. IBFO converged fast at 
the end stage and seemed was able to continue improving its result. On Griewank func-
tion, it got a rank of 2. However, it is only a little worse than PSO. On Schwefel2.22, it 
performed better than the other three algorithms, too. Overall, IBFO shows significant 
improvement over the original BFO algorithm. And its optimization ability is better 
than the classic PSO and GA algorithms on most functions. 
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Fig. 1. Convergence plots of IBFO, BFO, PSO and GA algorithms on functions 
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Table 2. Results obtained by the IBFO, BFO, PSO and GA algorithms 

Function IBFO BFO PSO GA 

f1 
Mean 3.16004e-007 6.17635e-001 4.52322e-006 6.61625e-001 

Std 1.50001e-007 1.94300e-001 3.34529e-006 2.34433e-001 

f2 
Mean 2.05631e+001 2.02447e+003 2.49117e+001 6.56345e+002 

Std 1.71408e+001 8.62087e+002 2.12081e+001 4.55687e+002 

f3 
Mean 1.32458e+001 4.94922e+002 3.35838e+001 6.80152e+001 

Std 5.41958e+000 6.74151e+001 1.07949e+001 1.77908e+001 

f4 
Mean 1.00880e-002 1.95483e+001 1.10071e+000 1.86919e+001 

Std 1.47724e-003 3.71818e-001 9.14650e-001 1.30767e-000 

f5 
Mean 4.96128e-002 3.00705e+000 3.89587e-002 3.11937e+000 

Std 3.97896e-002 4.5062e-001 3.13277e-002 8.55760e-001 

f6 
Mean 8.51024e-003 5.43634e+001 1.39941e-001 4.92696e+000 

Std 1.71202e-003 1.20626e+001 1.87068e-001 1.09457e+000 

5 Conclusions 

This paper analyzes the shortages of original BFO algorithm. To overcome its short-
ages, an Improved Bacterial Foraging Optimization (IBFO) algorithm is proposed. 
Social cooperation and adaptive step size strategies are used in IBFO. In the chemo-
tactic steps, the tumble angles are no longer generated randomly. Instead, they are 
produced using the information of the bacteria’s global best, the bacterium’ personal 
best and its current position. The step size in chemotactic processes decreases linearly 
with iterations too, which could balance its exploration ability and exploitation ability. 

To test the optimization ability of IBFO algorithm, it is tested on a set of bench-
mark functions compared with original BFO, PSO and GA algorithms. The results 
show that IBFO algorithm performed best on five functions of all six. On the rest one, 
it is only a little worse than PSO. In general, the proposed IBFO algorithm offers 
significant improvements over original BFO, and is a competitive algorithm for opti-
mization compared other algorithms. 
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Abstract. This paper presents the study of modelling root growth behaviours in 
the soil. The purpose of the study is to investigate a novel biologically inspired 
methodology for optimization of numerical function. A mathematical frame-
work is designed to model root growth patterns. Under this framework, the inte-
ractions between the soil and root growth are investigated. A novel approach 
called “root growth algorithm” (RGA) is derived in the framework and simula-
tion studies are undertaken to evaluate this algorithm. The simulation results 
show that the proposed model can reflect the root growth behaviours and the 
numerical results also demonstrate RGA is a powerful search and optimization 
technique for numerical function optimization. 

Keywords: Root growth, simulation, numerical function optimization,  
modelling. 

1 Introduction 

Nature ecosystems have been the rich source of mechanisms for designing computa-
tional systems to solve difficult engineering and computer science problems. Model-
ing is an important tool for the comprehension of complex systems such as nature 
ecosystems and the model inspired from nature ecosystem is instantiated as an opti-
mizer for numerical function and engineering optimization. 

Computational root growth models or “virtual root system of plant” are increasing-
ly seen as a useful tool for comprehending complex relationships between plant phy-
siology, root system development, and the resulting plant form. Therefore accurate 
root growth models for simulation of root-soil interactions are of major significance. 
In the field of modeling root system of plant, there already exists a variety of elabo-
rate approaches [1-3]. However, the complexity of the root–soil system requires an 
accurate and detailed description not only of each subsystem, but also of their mutual 
linkage and influence. 
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In pursuit of finding solution to the optimization problems many researchers have 
been drawing inspiration from the nature [4]. A lot of such biologically inspired algo-
rithms have been developed namely Genetic Algorithm (GA) [5], Particle Swarm 
Optimization (PSO) [6], Artificial Immune System (AIS) [7] and Artificial Bee Colo-
ny (ABC) [8]. Plant growth simulation algorithm (PGSA) is a powerful evolutionary 
algorithm simulating plant growth that has been proposed for solving integer pro-
gramming [9]. These algorithms with their stochastic means are well equipped to 
handle such problems. However, the algorithms inspired from plant root models are 
very limited.  

This study presents a root growth model which can simulate plant root and formu-
lated as an optimization algorithm for numerical function optimization. This paper is 
structured as follows: root growth model is presented in Section 2. The self-adaptive 
growth of root hairs is simulated in Section 3. In Section 4, experimental settings and 
experimental results are given. Finally, Section 5 concludes the paper. 

2 Proposed Root Growth Model 

2.1 Description for Growth Behavior of Root System 

At the end of the 1960s, A. Lindenmayer introduced Transformational-generative 
grammar into biology and developed a variant of a formal grammar, namely L-
Systems, most famously used to model the growth processes of plant development. L-
Systems are based on simple rewriting rules and branching rules and successfully 
make a formal description for the plant growth. We use L-Systems to describe growth 
behavior of root system as follows:  

• A seed germinates in the soil, partly becoming stems of plant above the earth's 
surface.  The other part grows down, becoming plant root system. New root hairs 
grow from the root tips. 

• More new root hairs grow from the root tips of old root hairs. The behavior of root 
system which is repeated is called as branching of the root tips. 

• Most root hairs and root tips are similar to each other. The entire root system of 
plant has self-similar structure. The root system of each plant is composed of nu-
merous root hairs and root tips with similar structure.  

2.2 Plant Morphology 

The uneven concentration of nutrients in the soil makes root hairs growing towards dif-
ferent directions. This characteristic of root growth relates to the morphogenesis model in 
biological theory. When the rhizome of root system grows, three or four growing points 
with different rotation directions will be generated at each root tip. The rotation diversi-
fies the growth direction of the root tip. Root tips from which root hairs germinate con-
tain undifferentiated cells. These cells are considered as fluid bags in which there are 
homogeneous chemical constituents. One of chemical constituents is a version of the 
growth hormone, called as morphactin. The morphactin concentration determines wheth-
er cells start to divide. When cells start to divide, root hairs appear.  
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With regard to the process of root growth, there have been the following conclu-
sions in biology: 

• If root system of plant have more than one root tip, which root tips could germi-
nate root hairs depends on their morphactin concentration. The probability of new 
root hairs germinating is higher from root tips with larger morphactin concentra-
tion than root tips with less ones. 

• The morphactin concentration in cells is not static, but depends on its surround-
ings. After new root hairs germinate and grow, the morphactin concentration will 
be reallocated among new root tips in line with the new concentration of nutrients 
in the soil. 

In order to simulate the above process, it is assumed that the sum of the morphactin 
concentration of is constant (considered as 1) in the morphactin state space of the 
multi-cellular closed system. If there are n root tips xi (i=1, 2, ⋯, n) which are D-
dimensional vectors, the morphactin concentration of any cell is defined as Ei (i=1, 2, ⋯, n). The morphactin concentration of each root tip can be expressed as: 
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where f (*) is objective function which represents the spatial distribution of nutrients 
in the soil. In expression (1), the morphactin concentration of each root tip is deter-
mined by the relative position of each point and environmental information (objective 
function value) at this position. When new root hairs germinate, the morphactin con-
centration may be changed. 

2.3 Branching of the Root Tips 

There are four rules for branching of the root as follow: 

• Plant growth begins from a seed.  
• In each cycle of growth process, some excellent root tips which have larger mor-

phactin concentration values are selected to branch. 
• The distance should not be close between the selected root tips in order to make 

spatial distribution of the root system wider and increase the diversity of the fit-
ness values.  

• If the number of the root tips selected equals the predefined value, the loop of the 
selection process terminates. 

In order to produce a new growing point from the old root tip in memory, the pro-
posed model uses the following expression: 

( )2 -1ij ij

lj

ij

x j k
pg

x j k

δ + × == 
≠

     (2)

where k∈{1, 2, ⋯, D} are randomly chosen indexes and j∈{1, 2, ⋯, D}. pgl (i=1, 
2, ⋯, S) are S new growing points. δij is a random number between [-1, 1]. 
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2.4 Root Hair Growth 

Root hair growth depends on its growth angle and growth length. The growth angle is 
a vector for measuring the growth direction of root hair. The growth angle of each 
root hair φi (i=1, 2, ⋯, n) which is produced randomly can be expressed as:  

( ) ( )1 2, , , D rand Dφ φ φ =
 (3)

( )1 2

2 2 2
1 2 D

, , , D
i

φ φ φϕ
φ φ φ

=
+ + +




 

 (4)

The growth length of each root hair is defined as δi (i=1, 2, ⋯, n) which is an impor-
tant parameter in the root growth model. Some strategies of tuning the parameter can 
produce multiple versions of the root growth model. After growing, a new root tip is 
produced by the following expression: 

i i i ix x δ ϕ= +    (5)

2.5 Root Growth Algorithm 

The root growth model proposed is instantiated as root growth algorithm (RGA) for 
simulation of root system of plant and numerical function optimization. The threshold 
of the distance between root tips and the growth length of each root hair are important 
parameters for RGA. The flowchart of the RGA is presented in Figure 1.  

 

Fig. 1. The flowchart of the RGA 

3 Simulating Self-adaptive Growth of Root Hairs 

Simulating self-adaptive growth of root hairs is important for learning relationships 
between the nutrient concentration of the soil and the growth length of root hairs. 
Rastrigin function is used as soil environment in computer. Rastrigin function is pre-
sented in Section 4.1 and the setting of the parameters is the same as one in Section 
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4.2. The growth length of each root hair δi (i =1, 2, ⋯, n) is the master variable for 
self-adaptive growth of root hairs. The growth length of all root hairs change as their 
fitness values change. The pseudocode and the formula of the way of self-adaptive 
growth are listed in Table 1 in which τ is a nonnegative number. Figure 6 shows the 
simulation of the self-adaptive growth way. The roots of plant grow towards the same 
direction with the high concentration of nutrients. From the view point of the optimi-
zation, the self-adaptive growth way can make all points moving toward the area with 
the largest fitness value and then these points move around back and forth for inten-
sive search. So RGA using the way of self-adaptive growth can obtain better optimal 
solution easily and quickly.  

Table 1. Pseudocode for self-adaptive growth way  

Set: δi = Initial value 
FOR each generation 

FOR each point xi 
Set: δi = |Ei| / |Ei + τ| 

END FOR 
END FOR 

 

Fig. 2. The simulation of self-adaptive growth way 

4 Numerical Experiments for Optimization 

4.1 Benchmark Functions 

The set of benchmark functions contains five functions that are commonly used in 
evolutionary computation literature [10–12] to show solution quality and convergence 
rate. The five function are Sphere function, Rosenbrock function, Ackley function, 
Griewank function and Rastrigin function. The first two functions are unimodal prob-
lems and the remaining functions are multimodal. The functions are listed below. The 
dimensions, initialization ranges, global optimum, and the criterion of each function 
are listed in Table 2. 
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Table 2. Parameters of the benchmark functions 

Function  Dimensions Initial range  Minimum 

Sphere 30 [−100, 100]D 0 
Rosenbrock 30 [−30, 30]D 0 
Ackley 30 [−32.768, 32.768] D 0 
Griewank 30 [−600, 600]D 0 
Rastrigin 30 [−10,10] D 0 

4.2 Settings 

For the experiments, the value of the common parameter, total evaluation number, 
used in each algorithm was chosen to be the same. The maximal number of fitness 
function evaluations was 200,000 for all functions.  

For GA, a binary coded standard GA were employed. The rate of single point cros-
sover operation was 0.8. Mutation rate was 0.01. The selection method was stochastic 
uniform sampling technique. Generation gap is the proportion of the population to be 
replaced. Chosen generation gap value in experiments was 0.9. For DE, F was set to 
0.5. Crossover rate was chosen to be 0.9 as recommended in [13]. For PSO, inertia 
weight was 0.6 and cognitive and social components were both set to1.8 [14].  

The parameter settings of RGA for simulation and optimization are listed in Table 3. 
All parameter values have been tested many times to obtain better simulation and 
optimal solution and then were used.  

Table 3. Parameter setting of RGA 

Simulation settings Optimization settings Value 
The number of seed The number of initial population 1 
The maximum number of root tips The maximum number of population 100 
The initial length of each root fair δi The initial value of the parameter δi 1 
The distance threshold between root tips  A parameter 1 
Branching number of each root tip selected A parameter 4 
S S 4 
α α 1.2 
β β 0.8 
τ τ 0.25~1.5 
λ λ 200 

4.3 Numerical Results and Comparison 

The GA, DE, PSO and RGA algorithms are compared on five functions described in 
the previous section and are listed in Table 2. Each of the experiments in this section 
was repeated 30 times. The mean values, the standard deviation, the minimum values 
and the maximum values produced by the algorithms have been recorded in Table 4. 
The best values obtained by the four algorithms for each function are marked as bold.  
As shown in Table 4, RGA algorithm can obtain better performance than the other 
three algorithms on Sphere, Rosenbrock, Rastrigin, and Griewank functions while 
PSO algorithm shows better performance on Ackley. On Sphere function, PSO and 
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RGA obtained satisfying results. However, RGA algorithm showed the best perfor-
mance. Rosenbrock function is a unimodal non-separable function. On Rosenbrock 
function, RGA algorithm showed the best performance and PSO was a little worse 
than RGA. GA and DE cannot obtain better performance on this function. Ackley and 
Griewank functions are two multimodal non-separable functions. On these two func-
tions, the results obtained by RGA and PSO were significantly better than GA and DE. 
On Ackley function, RGA showed a better converge performance than PSO, but on 
Griewank function, RGA converged better. PSO algorithm converged fast at the be-
ginning and trapped in the local optimum soon on Griewank function. Rastrigin func-
tion is a multimodal variable-separable function. The convergence profile of RGA 
was significantly better than the other three algorithms and GA, DE and PSO also 
trapped in the local optimum soon on Rastrigin function. 

Overall, RGA algorithm can obtain good performance on most functions with high-
er-dimension, especially on the multimodal variable-separable functions. RGA based 
on root growth model is appropriate for numerical function optimization. 

Table 4. Comparison of results obtained by GA, DE, PSO and RGA 

Function GA DE PSO RGA 

Sphere 

Mean 0.92505 22.6724 2.25409e-008 1.09852e-008 
Std 1.29811 28.6836 1.76046e-008 1.61596e-008 
Min 0.50220 3.69461 1.06366e-008 5.90561e-024 
Max 3.19916 55.6673 4.27632e-008 2.95410e-008 

Rosenbrock 

Mean 4.30021e+003 11859.6 36.0147 21.2087 
Std 638.258 5221.57 37.1823 0.808404 
Min 3.66262e+003 7170.21 12.1717 20.3453 
Max 4.93916e+003 17486.4 78.8579 21.9481 

Ackley 

Mean 4.90392 12.8558 6.44018e-007 0.532827 

Std 0.42856 1.06169 4.68484e-007 0.460087 
Min 4.57918 11.6323 2.42885e-007 0.00157042 
Max 5.38955 13.5347 1.1589e-006 0.80068 

Griewank 

Mean 1.81473 1.38865 0.0338252 0.0180136 
Std 0.20679 0.290332 0.0483038 0.0214339 
Min 1.58355 1.05381 4.98359e-006 3.53763e-007 
Max 1.98206 1.57037 0.0891463 0.0417191 

Rastrigin 

Mean 87.1626 156.074 28.5221 4.28574e-004 
Std 12.4927 70.4707 9.02802 9.69091e-005 
Min 79.1588 96.8458 21.8891 3.35807e-004 
Max 101.558 234.011 38.8034 5.29153e-004 

5 Conclusion 

In this paper, we present a root growth model based on root growth behaviours in the 
soil. By using this model as a computational metaphor, we propose a novel algorithm 
called “root growth algorithm” (RGA) for simulation of plant root system and  
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numerical function optimization. The self-adaptive growth of root hairs, are simulated 
and he characteristics of root growth are showed in the form of images. The numerical 
results obtained from the proposed algorithm have been compared with those obtained 
from GA, DE and PSO. It is seen from the comparison that RGA performs better than 
GA, DE and PSO. RGA can optimize numerical function better. 
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Abstract. Bio-inspired optimization techniques using analogy of swarming 
principles and social behavior in nature have been adopted to solve a variety of 
problems. In this paper, Bacterial foraging optimization (BFO) was employed 
to achieve high-quality solutions to engineering optimization problems. Two 
modifications of BFO, BFO with linear decreasing chemotaxis step (BFO-
LDC) and BFO with non-linear decreasing chemotaxis step (BFO-NDC) were 
proposed to further improve the performance of the original algorithm. In order 
to illustrate the efficiency of the proposed method (BFO-LDC and BFO-NDC) 
for engineering problem, an engineering design problem was selected as testing 
functions, and the performance is compared against some state-of-the-art 
approaches. The experimental results demonstrated that the modified BFOs are 
of greater efficiency and can be used as general approach for engineering 
problems. 

Keywords: Engineering problem, constrained handling, optimization, bacterial 
foraging, linear decreasing chemotaxis, non-linear decreasing chemotaxis. 

1 Introduction 

In 2002, a new optimization algorithm based on foraging behavior of bacteria was 
introduced by Passino [1]. Although lots of significant research articles published so 
far have focused on analysis of the foraging behavior and self adaptability properties 
of BFO as an unconstrained optimizer, till date, little such analysis has been done for 
solving the constrained engineering optimization problems. 

Constrained Optimization Problems arise in numerous applications [2]. Yet 
constraint handing remains to be one of the most difficult parts encountered in 
practical engineering design optimization. Real-world limitations frequently introduce 
multiple, non-linear and non-trivial constraints on a design so that feasible solutions 
would be restricted to a small subset of the design space.  In general, engineering 
optimization problem can be defined as follows: 

                                                           
*  Corresponding authors. 
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Minimize { } n
n RxxxXXf ∈= ,,,),( 21   

subject to:  piXgi ,,2,1,0)( =≤  

and      miXhi ,,2,1,0)( ==  

where    niuxl iii ,,2,1, =≤≤  

(1)

The objective function f is defined on an n-dimensional search space in nR . 

Constraints ig and equality constraints ih are called active constraints.  

Many approaches, especially evolution algorithms, have received a lot of attention 
regarding their potential for solving constrained engineering optimization problems 
over the past several years. The society and civilization simulation proposed by Ray 
& Liew [3], made use of intra- and intersociety interactions within a formal society 
and civilization model to solve engineering optimization problems. Belegundu [4] 
used Various mathematical programming methods for optimal design of structural 
systems. C.Coello [5] proposed an evolution strategy which is called Simple multi-
membered Evolution Strategy (SMES) to solve global nonlinear optimization 
problems. However, most of the work is centered on some algorithms such as Particle 
Swarm Optimization (PSO), Genetic Algorithm (GA) or other evolutionary 
algorithms. In this paper, the performance of two Bacterial-inspired Algorithms 
proposed by Niu B. et al. [6] -BFO-LDC and BFO-NDC in solving constrained 
engineering problems was investigated and compared with results from other 
methods.  

The paper is organized as follows: the description of the two improved algorithms-
BFO-LDC and BFO-NDC is provided in section 2. Then, the process of solving 
constrained engineering optimization problems by two bacterial-inspired algorithms 
will be presented in section 3, together with constraint handling, pseudo-code of 
algorithm, experimental settings and the results. Finally, the paper ends with 
conclusions and ideas for future work reported in section 4. 

2 Modified Bacterial Foraging Optimization 

Bacterial Foraging Optimization (BFO) algorithm has been applied to model E. coli 
foraging behavior and optimization problems. Bacteria have the tendency to migrate 
toward the nutrient-rich areas and this behavior is termed ‘chemotaxis’. In the original 
BFO, each bacterium updated its position of chemotaxis procedure is the key step. 
However, the chemotaxis step length C  is a constant. If this rule holds true, 
balancing between the global and local search ability will be difficult and as a result, 
the accuracy and searching speed will be affected. To solve this problem, after solving 
multi-objective optimization [7] and portfolio optimization by symbiotic multi-swarm 
PSO [8], Niu B. et al. [6]proposed a simple scheme to modulate the chemotaxis step 
size to improve its convergence behavior. In the following section, two novel variants 
of original BFO were proposed, i.e. BFO-LDC that employed linear variation and 
BFO-NDC with non-linear variation of chemotaxis step length. 
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2.1 BFO with Linear Decreasing Chemotaxis Step (BFO-LDC) 

In this method, a linearly varying chemotaxis step length over iterations is used. The 

chemotaxis step length starts with a high value maxC  and linearly decreases to 

minC  at the maximal number of iterations. The mathematical representations of the 

BFO method are given as shown in:  

max ( )maxmin min
max

iter iter
C C C Cj iter

−
= + −  (2)

where maxiter  is the maximal number of iterations, j  is the current number of 

iterations,  jth  is the chemotaxis step. With max minC C= , the system becomes a 

special case of fixed chemotaxis step length, as the original proposed BFO algorithm. 
From hereafter, this BFO algorithm will be referred to as bacterial foraging optimizer 
with linear decreasing chemotaxis (BFO-LDC). 

2.2 BFO with Non-linear Decreasing Chemotaxis Step (BFO-NDC) 

Different from the linearly decreasing strategy, a nonlinear function modulated 
chemotaxis step adaptation with time is used to improve the performance of BFO 
algorithm. The key element is the determination of the chemotaxis step length as a 
nonlinear function of the present iteration number at each time step. The proposed 
adaptation of C is given as: 

2exp( ( ) ) ( )maxmin min
max

iter
C C C Cj iter

λ= + − × × −  (3)

where maxiter , iter  is the same as linearly decreasing strategy. λ , the nonlinear 

modulation index. The system starts with a high initial chemotaxis step length 

( maxC ) which should allow it to explore new search areas aggressively and then 

decreases it gradually according to (4) following different paths for different values of 

λ  to reach minC at maxiter iter= . 

3 Solving Engineering Optimization Problems by Bacterial-
Inspired Algorithms 

3.1 Constraint Handling-Penalty Function Approach 

Penalty function approach is the most widely used method for problems with 
evolutionary algorithm. This approach converts the constrained problem to an 
unconstrained one by introducing a penalty term into the original objective function to 
penalize constraint violations. Through this, unconstrained optimization algorithm, 
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the violations can be minimized. If the penalty values are high, the minimization 
algorithms are likely to be trapped in local minima. On the other hand, if penalty 
values are low, feasible optimal solutions can hardly be detected.  

Penalty functions can be grouped into two main categories: stationary and non-
stationary. Stationary penalty functions use fixed penalty values throughout the 
minimization while non-stationary penalty functions use dynamically modified 
penalty values. In this paper, the stationary one is adopted. 

The basic form of the penalty function is as follows: 

)()()()( xHMxGMxfxF ×Σ+×Σ+=  

axgxG ×= )](,0max[)(  

bxhxH ×= )()(                     

(4)

)(xf is the original objective function of the constrained optimization problem, 

)(xF is the new objective function , M is a constant called penalty factor. An initial 

value of M has to be provided by the user and there are no rigorous ways of finding 
this initial value. This getting the fittest penalty factor is the most difficult part in 
using the method we may face. )(xG and )(xH are functions of  the constraints, 

)(xg and )(xh are the original constrains. Finally, a and b are both constant, the 

value is one or two. In our experiments, a stationary assignment penalty function was 
used, which means M is fixed.  

3.2 BFOs for Engineering Optimization 

We illustrate the pseudo-code of the modified BFOs. The main features of BFO-LDC 
and BFO-NDC can be summarized in Table 1. 

3.3 Settings 

Bacterial foraging optimization algorithm includes six parameters. S is population 

size, Nc  is chemotactic step,
 

Nre  
is the number of reproduction steps to be 

taken, Ned is the number of elimination-dispersal events, and for each elimination-

dispersal event each bacterium in the population is subjected to elimination-dispersal 

with probability edP , N s is the largest number of step along the random search 

direction. For the engineering problem in the experiment, we 

choose 50=S , 1000Nc = , 5Nre = , 2Ned = , 4Ns = ,and 0.25edP = .The 

chemotaxis step length starts with a high value 0.2startC =  and linearly decreases 

to min 0.01C = in BFO-LDC , and 0.6startC = , min 0.05C = in BFO-NDC. In penalty 

function, 1,50000 === baM . 
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Table 1. The pseudo-code of BFO-LDC and BFO-NDC 

INITIALIZE.  
Set parameters S , sN , cN , reN , edN , edP , iθ ,

startC ,
minC , λ , ( )iC

 
The chemotaxis step start length

startC  and it decreases 

linearly to the chemotaxis step length
minC , nonlinear 

modulation index ( λ ). 
Constrain handing by Penalty Function Approach as 
penalty function 4. 
WHILE (the termination conditions are not met) 
FOR ( 1: edl N= )  Elimination-Dispersal loop 

FOR ( 1: rek N= )  Reproduction loop 

FOR ( 1: cj N= )  Chemotaxis loop 

     For each bacterium i 
Tumble: Generate a random vector ( ) ni RΔ ∈ . 

Move: Let 

)()(

)(
)(),,(),,1(

ii

i
iclkjlkj

T

ii

ΔΔ

Δ+=+ θθ
             

This results in a step of the start size 

startc in the direction of the tumble for 

bacteria i . 
Swim: Let 0m =  (counter for swim length). 

While ( sm N< ) 1.m m= +  

If lastJlkjiJ <+ ),,1,( , let ( , 1, , )lastJ J i j k l= + ; 

Calculate the new ( , 1, , )J i j k l+ using ( 1, , )i j k lθ +  

Else 
let .sm N=  

    END 
END 

END FOR  Chemotaxis loop end 

Select highest
i
healthJ bacteria and reproduce. 

END FOR  Reproduction loop end 
With probability Ped , eliminates and disperse each 

bacteria. 
END FOR  Elimination and Dispersal loop end 

END WHILE 
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3.4 Experiments and Results 

In this section, a well-known engineering problem---A tension/compression spring 
design---from the real-world optimization literature is used. This problem posed a 
challenge for constraint-handling engineering problem and is good measurements for 
testing the ability of the proposed algorithms. 

The constrained optimization problem is the minimization of the weight of spring. 
It consists of minimizing the weight of a tension/compression spring subject to 
constraints on shear stress, surge frequency and minimum deflection. The design 
variables are the mean coil diameter )( 1xD = , the wire diameter )( 2xd = and the 

number of active coils )( 3xN = , and the problem involves four nonlinear inequality 

constrains. The best feasible solution found by BFO-LDC and BFO-NDC is 
01273838.0*)( =xf and 01275064.0*)( =xf  respectively. The problem has been 

studied by Ray and Liew [4], CDE [9], Belegundu [3], Arora [10] and Mahdavi et al. 
[11]. The problem can be described as follows: 

Minimize: 

lxxxf ×+= )22()( 21                            (5) 

Subject to: 

0
22

2
)(

21
2
1

21
1 ≤−

+
+= σP

xxx

xx
xg  

0
22

)(
21

2
1

2
2 ≤−

+
= σP

xxx

x
xg  

0
2

1
)(

12

3 ≤−
+

= σP
xx

xg  

where 10 1 ≤≤ x and 10 2 ≤≤ x , cml 100= ,
2/2 cmKNP = , and 2/2 cmKN=σ . 

Five independent runs are performed in MATLAB 7.0. And then we measured the 
quality of results and the robustness of BFO-LDC and BFO-NDC (the standard 
deviation values) by compared with other methods. The statistical results are 
summarized in Table 2. As it can be seen, both BFO-LDC and BFO-NDC 
outperformed the two compared approaches proposed by Belegundu and Mahdavi et 
al. Our method and Arora’s showed similar performances. Although Ray and Liew 
and CDE gave better results than BFO-LDC or BFO-NDC, our method showed better 
performance in terms of robustness. When the computational cost (i.e., the number of 
fitness functions evaluations---FFEs) is concerned, it could be noted that the results of 
CDE requires 240,000 FFEs, while those of BFO-LDC and BFO-NDC were obtained 
after only 50,000 FFEs. So we can conclude that the computational cost of BFO-LDC 
and BFO-NDC is less than that of CDE. 
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Table 2. Comparing of tension/compression spring design problem results of BFO-LDC and 
BFO-NDC with respect to the other state-of-the-art algorithms 

Design problem Best Mean Worst SD 
BFO-LDC 0.01273838 0.01275498 0.01277329 1.3774e-005 
BFO-NDC 0.01275064 0.01277656 0.01279454 1.9135e-005 

BFO 0.01273111 0.01276133 0.01281023 2.9571e-005 
Ray and Liew 0.012669249 0.012922669 0.016717272 5.9e-04 

CDE 0.0126702 0.012703 0.012790 2.7e-05 
Belegundu 0.012833 NA NA NA 

Arora 0.012730 NA NA NA 
Mahdavi et al. 0.0128874 NA NA NA 

4 Conclusions and Future Work 

It is well known that nearly all engineering optimization problems in the real world 
would involve multiple, non-linear and non-trivial constraints due to many 
limitations. From an engineering standpoint, a better, faster, cheaper solution is 
always desired. 

In this paper, two novel variants of the original BFO were proposed: BFO-LDC 
that employed linear variation and BFO-NDC with non-linear variation of chemotaxis 
step length. The experimental results showed that the proposed BFO-LDC and BFO-
NDC algorithms are effective methods for handling constraints of engineering 
problems. 

Future works should focus on comparing the two proposed methods BFO-LDC and 
BFO-NDC with PSO, GA and other algorithms and effort should be made to optimize 
the performance of them. In addition, studying of the applications in more complex 
practical optimization problems in engineering is necessary for thorough investigation 
of the properties and performances of BFO-LDC and BFO-NDC. Meanwhile, we are 
also setting about to explore other proposed methods for chemotaxis step to improve 
the performance of BFO. 
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Abstract. This paper presents a new multiobjective particle swarm optimization 
(MOPSO) technique to solve environmental/economic dispatch (EED) problem. 
The EED problem is a non-linear constrained multiobjective optimization prob-
lem. The Multi-objective Dynamic Multi-Swarm Particle Swarm Optimizer 
(DMS-MO-PSO) proposed employs novel pbest and lbest updating criteria 
which are more suitable for solving multi-objective problems. In this work, the 
standard IEEE 30-bus six-generator test system is used and simulation results 
showed that the proposed approach is efficient and confirms its potential to 
solve the multiobjective EED problem. 

Keywords: environmental/economic dispatch, particle warm optimization, 
multi-objective optimization, evolutionary algorithm. 

1 Introduction 

The passage of the clean air act amendments in 1990 has forced the utilities to reduce 
their SO2 and NOX emissions by 40 percent from 1980 levels [1].Therefore, not only 
cost but also emission objective have to be considered. Environmental/Economic 
dispatch (EED) is a multi-objective problem having conflicting objectives, as the 
minimization of cost and minimization of the pollution. This leads to a trade-off anal-
ysis to define admissible dispatch policies for any demand level [2]. 

In the past decade, the meta-heuristic optimization methods have been used to 
solve EED problems primarily due to their nice feature of population-based search 
[3]. With the development of multi-objective evolutionary, a number of effective 
multi-objective evolutionary search strategies [4]such as the novel Nondominated 
Sorting Genetic Algorithm (NSGA) [5], Niched Pareto Genetic Algorithm 
(NPGA)[6], Strength Pareto Evolutionary Algorithm (SPEA)[7] and NSGA-II [8] 
have been successful used to solve EED problem. 

Particle swarm optimization (PSO) is an effective search method that based on 
swarm intelligence. Although PSO has been applied to many areas [9]-[13], few  



658 J.-J. Liang et al. 

efficient works have been reported to implement MOPSO for solving EED problems. 
In this paper, the Multiobjective Dynamic Multi-Swarm Particle Swarm Optimizer is 
proposed for Environmental/Economic Dispatch Problem. The DMS-MO-PSO [14] 
algorithm uses an external archive and a novel pbest and lbest updating strategy to 
solve the EED problem. 

The rest of the paper is organized as follows. In section 2, we present the problem 
formulation. Section 3 and 4 gives a brief description about the DMS-MO-PSO algo-
rithm and constrain method used respectively. The experimental results and discus-
sions are provided in Section 5 and Section 6 concludes the paper. 

2 Problem Formulation 

2.1 Problem Objectives  

Objective 1: The total fuel cost )( GPF can be expressed as 

)()( 2

1
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Where N is the number of generators, ia , ib , ic  are the cost coefficients of the ith  

generator, and 
iGP is the real power output of the ith  generator. GP  is the vector of 

real power outputs and defined as 
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Objective 2: The total emission )( GPE can be expressed as  
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Where iα , iβ , iγ , iξ , iλ  are coefficients of the ith generator emission characteristics. 

2.2 Problem Constraints 

Constraint 1: Generation capacity constraint 
For stable system operation, real power output of each generator is restricted by lower 
and upper limits as follows: 

NiPPP
iii GGG ,,1,maxmin =≤≤

 
 (4)

Where min
iGP and max

iGP  are the minimum and maximum power generated by the 

ith generator. 
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Constraint 2: Power balance constraint 
The total power generation must cover the total demand PD and the real power loss in 
transmission lines Ploss. This relation can be expressed as 

0
1

=−−
=

loss

N

i
DG PPP

i
     (5)

As a matter of fact, the power loss in transmission lines can be calculated by different 
methods such as B matrix loss formula method. The system loss formula can be ex-
pressed as follows: 
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where ijB is the transmission loss coefficient, 0iB  is the ith  element of the loss coef-

ficient vector. 00B  is the loss coefficient constant. B-coefficients are needed, they are 

shown as follows: 
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2.3 The Standard IEEE 30-Bus 6-Generator Test System [15].  

In this paper the standard IEEE 30-bus 6-generator system is used. The power sys-
tem’s total demand is 2.834 p.u. The system parameters are listed in Table1, including 
fuel cost and emission coefficients and each generator’s limit.  

Table 1. Parameters of the standard IEEE 30-bus six-generator test 

 G1 G2 G3 G4 G5 G6 
a 10 10 20 10 20 10 
b 200 150 180 100 180 150 
c 100 120 40 60 40 100 

α  4.091 2.543 4.258 5.326 4.258 6.131 

β  -5.554 -6.047 -5.094 -3.55 -5.094 -5.555 

γ  6.49 5.638 4.586 3.38 4.586 5.151 

ξ  2.0e-4 5.0e-4 1.0e-6 2.0e-3 1.0e-6 1.0e-5 

λ  2.857 3.333 8.000 2.000 8.000 6.667 
Pi

min 0.05 0.05 0.05 0.05 0.05 0.05 
Pi

max 0.50 0.60 1.00 1.20 1.00 0.60 
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3 DMS-MO-PSO  

The dynamic multi-swarm particle swarm optimizer (DMS-PSO) [16-17] is con-
structed based on the local version of PSO. In the proposed approach, the population 
was divided into small sized swarms and each swarm uses its own members to search 
the space. Every R generations, the population is regrouped randomly and starts 
searching using a new configuration of swarms. R is called regrouping period. In this 
way, the good information obtained by each swarm is exchanged among the swarms 
and the diversity of the population is increased simultaneously.  

Base on DMS-PSO, an extended version for multi-objective optimization is pro-
posed in [14]. An external archive is added to keep a historical record of the non-
dominated solutions obtained during the search process. The maximum size of the 
archive Nmax is predefined. The technique of updating the external archive is similar to 
the NSGAII. Different from other multi-objective PSOs, in DMS-MO-PSO, lbest are 
chosen from the best non-dominated solutions set in the external archive.  

4 Constraints Handling 

To solving multi-objective optimization problems with constraints, we need to adopt 
certain constraint handling method. In this paper, the superiority of feasible solutions 
technique is used [18]. In this technique, feasible solutions always dominate infeasi-
ble. Thus in order to simplify the constraints handling mechanism, we modify the 
objective functions of EED problems as follows: 
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Here max (F(PG)) and  max(E(PG)) are the maximum F and E value found so far. 

5 Experimental Results and Discussions 

5.1 Experimental Setup  

To demonstrate the effectiveness of the proposed approach, two cases have been con-
sidered which are listed as follows: 
 

Case 1: The generation capacity and the power balance constraints without consi-
dering Ploss. 

Case 2: The generation capacity and the power balance constraints with consider-
ing Ploss. 

The results obtained by proposed approach are compared with FCPSO [6], NSGA [5], 
NPGA [7], SPEA [10], MOPSO [19], IMOPSO [19]. As reported in literature, for all 
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the six compared algorithms, the size of the archive is set as 50, the population size is 
also selected as 50 and the maximum generation number is 7000. For DMS-MO-PSO, 
the sub-swarm number is set to 5 and in each sub-swarm there are five particles.  
Thus the population size is 25, which is just a half of others. And the maximum num-
ber of iteration is set to 3000, which means we only use about 21% fitness evaluations 
for DMS-MO-PSO. 

5.2 Experimental Results 

Fig. 1 shows the pareto-optimal front of the proposed approach of case 1. Table 2 and 
3 show the two non-dominated solutions that represent the best cost and best emission 
for case 1. It can be seen from these tables DMS-MO-PSO is able to generate better or 
similar performance with much less number of function evaluations. 
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Fig. 1. DMS-MO-PSO Pareto-optimal front in case 1 

Table 2. The result of best cost in case 1 

 NPGA 
[6] 

NSGA 
[5] 

SPEA 
[7] 

FCPSO 
[10] 

MOPSO 
[19] 

IMPSOD
E[19] 

DMS-
MO-PSO 

P1 0.1080 0.1567 0.1099 0.1070 0.1018 0.1060 0.1102 
P2 0.3284 0.2870 0.3186 0.2897 0.2900 0.3063 0.2998 
P3 0.5386 0.4671 0.5400 0.5250 0.5404 0.5209 0.5250 
P4 1.0067 1.0467 0.9903 1.0150 1.0175 1.0140 1.0169 
P5 0.4949 0.5037 0.5336 0.5300 0.5292 0.5262 0.5231 
P6 0.3574 0.3729 0.36507 0.3673 0.3548 0.3602 0.3590 

Cost 600.259 600.572 600.22 600.131 600.142 600.118 600.1116 
Emission 0.22116 0.22282 0.2206 0.22226 0.22282 0.2220 0.2222 

Table 3. The result of best emission in case 1 

 NPGA 
[6] 

NSGA 
[5] 

SPEA 
[7] 

FCPSO 
[10] 

MOPSO 
[19] 

IMPSOD
E [19] 

DMS-
MO-PSO 

P1 0.4002 0.4394 0.4240 0.4097 0.3993 0.4018 0.3964 
P2 0.4474 0.4511 0.4577 0.4550 0.4536 0.4583 0.4572 
P3 0.5166 0.5105 0.5301 0.5363 0.5478 0.5426 0.5318 
P4 0.3688 0.3871 0.3721 0.3842 0.3801 0.3844 0.4095 
P5 0.5751 0.5553 0.5311 0.5348 0.5408 0.5415 0.5367 
P6 0.5259 0.4905 0.5180 0.5140 0.5124 0.5052 0.5025 

Cost 639.182 639.231 640.42 638.357 637.969 637.775 635.4356 
Emission 0.19433 0.19436 0.1942 0.1942 0.19421 0.1942 0.1942 
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Beside best cost and best emission, the most important criterion is to select the best 
compromise solution from the final non-dominated solutions. The best solution will 
be extracted by using a fuzzy-based mechanism [20] that defined as follows: 
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where iF is the ith  objective function of a solution in the Pareto-optimal. max
iF  

and min
iF  are the maximum and minimum values of the objective function, 
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M is the number of objectives, N is the number of solutions in pareto-optimal front. 
The best compromise solution is the one with the maximum ][kμ . The best compro-

mise solutions of these six algorithms for case 1 are calculated listed in the Table 4. 

Table 4. Compromise solution in case 1 

 NPGA 
[5] 

NSGA 
[4] 

SPEA 
[6] 

MOPSO 
[19] 

IMPSODE
[19] 

DMS- 
MO-PSO 

P1 0.2696 0.2571 0.2623 0.2484 0.2445 0.2415 
P2 0.3673 0.3774 0.3765 0.3779 0.3771 0.3741 
P3 0.5594 0.5381 0.5428 0.5409 0.5416 0.4974 
P4 0.6496 0.6872 0.6838 0.7117 0.7190 0.7270 
P5 0.5396 0.5404 0.5381 0.5324 0.5229 0.5631 
P6 0.4486 0.4337 0.4305 0.4224 0.4346 0.4273 

Cost 612.127 610.067 610.300 608.737 608.414 608.1710 
Emission 0.19941 0.20060 0.2004 0.2015 0.2018 0.2022 

 
From Table 4, it is clear that using the proposed DMS-MO-PSO method can give 

us a stable result with much less number of function evaluations. The better perfor-
mance is due to the high diversity and fast converge speed generated by the dynamic 
multiple swarms. 

Fig. 2 shows the pareto-optimal front obtained by the proposed approach for case 
2. The best cost, best emission, and compromise solutions found by DMS-MO-PSO 
for case 2 are presented in Table 5. 
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Fig. 2. DMS-MO-PSO Pareto-optimal front in case 2 

Table 5. Results achieved for case 2 

 Best Cost Best Emission Compromise Solution 
P1 0.1214 0.3891 0.2423 
P2 0.3012 0.4565 0.3672 
P3 0.6203 0.5505 0.5806 
P4 0.9592 0.4173 0.7496 
P5 0.5157 0.5392 0.5234 
P6 0.3528 0.5127 0.4031 

Cost 608.8074 641.6982   614.1244 
Emission 0.2186   0.1942 0.2033 

6 Conclusions 

In this work, a novel DMS-MO-PSO has been employed to solve the environmental / 
economic dispatch problem. The proposed algorithm is compared with a number of 
algorithms in the literature. Due to the high diversity and fast converge speed generat-
ed by the dynamic multiple swarms; DMS-MO-PSO is able to generate stable and 
satisfactory performance over multi-objective problems. From the experimental re-
sults, we can observe that the proposed algorithm performs well on the EED prob-
lems.  
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