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Preface

The Second International Conference on Advances in Computing and Information
Technology (ACITY-2012) was held in Chennai, India, during July 13–15, 2012.
ACITY attracted many local and international delegates, presenting a balanced mix-
ture of intellect from the East and from the West. The goal of this conference series
is to bring together researchers and practitioners from academia and industry and share
cutting-edge development in the field. The conference will provide an excellent interna-
tional forum for sharing knowledge and results in theory, methodology and applications
of Computer Science and Information Technology. Authors are invited to contribute to
the conference by submitting articles that illustrate research results, projects, survey
work and industrial experiences describing significant advances in all areas of Com-
puter Science and Information Technology.

The ACITY-2012 Committees rigorously invited submissions for many months from
researchers, scientists, engineers, students and practitioners related to the relevant
themes and tracks of the conference. This effort guaranteed submissions from an unpar-
alleled number of internationally recognized top-level researchers. All the submissions
underwent a strenuous peer-review process which comprised expert reviewers. These
reviewers were selected from a talented pool of Technical Committee members and ex-
ternal reviewers on the basis of their expertise. The papers were then reviewed based on
their contributions, technical content, originality and clarity. The entire process, which
includes the submission, review and acceptance processes, was done electronically. The
overall acceptance rate of ACITY-2012 is less than 20%. Extended versions of selected
papers from the conference will be invited for publication in several international jour-
nals. All these efforts undertaken by the Organizing and Technical Committees led to
an exciting, rich and a high quality technical conference program, which featured high-
impact presentations for all attendees to enjoy, appreciate and expand their expertise
in the latest developments in various research areas of Computer Science and Informa-
tion Technology. In closing, ACITY-2012 brought together researchers, scientists, en-
gineers, students and practitioners to exchange and share their experiences, new ideas
and research results in all aspects of the main workshop themes and tracks, and to dis-
cuss the practical challenges encountered and the solutions adopted. We would like to
thank the General and Program Chairs, organization staff, the members of the Technical
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Program Committees and external reviewers for their excellent and tireless work. We
sincerely wish that all attendees benefited scientifically from the conference and wish
them every success in their research.

It is the humble wish of the conference organizers that the professional dialogue
among the researchers, scientists, engineers, students and educators continues beyond
the event and that the friendships and collaborations forged will linger and prosper for
many years to come.

Natarajan Meghanathan
Dhinaharan Nagamalai

Nabendu Chaki
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Abstract. This paper investigates the analysis, control and synchronization of
the hyperchaotic Zhou system (2009) via adaptive control. First, an adaptive
control scheme is derived to stabilize the hyperchaotic Zhou system with un-
known parameters to its unstable equilibrium at the origin. Then an adaptive syn-
chronization scheme is derived to achieve global chaos synchronization of the
identical hyperchaotic Zhou systems with unknown parameters. The results de-
rived for adaptive stabilization and synchronization for the hyperchaotic system
are established using the Lyapunov stability theory. Numerical simulations are
shown to demonstrate the effectiveness of the adaptive control and synchroniza-
tion schemes derived in this paper.

Keywords: Adaptive control, hyperchaos, synchronization, hyperchaotic Zhou
system.

1 Introduction

Hyperchaotic system is defined as a chaotic system with more than one positive Lya-
punov exponent. Hyperchaotic system has the characteristics of high capacity, high se-
curity and high efficiency. Typical examples of hyperchaotic systems are hyperchaotic
Rössler system [1], hyperchaotic Lorenz-Haken system [2] and hyperchaotic Chua’s
circuit [3].

The problem of controlling a chaotic system was introduced by Ott et al. ([4], 1990).
The control of chaotic systems is basically to design state feedback control laws that
stabilizes the chaotic systems around the unstable equilibrium points. Active control
method is used when the system parameters are known and adaptive control method is
used when some or all of the system parameters are unknown ([4]-[6]).

Chaos synchronization is a phenomenon that may occur when two or more chaotic
oscillators are coupled or when a chaotic oscillator drives another chaotic oscillator.
In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the idea of
chaos synchronization is to use the output of the master system to control the slave
system so that the output of the slave system tracks the output of the master system
asymptotically.

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 1–10.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Since the pioneering work by Pecora and Carroll ([7], 1990), several approaches have
been proposed for chaos synchronization such as the active control method ([8]-[9]),
adaptive control method ([10]-[12]), sampled-data control method [13], backstepping
method [14], sliding mode control method ([15]-[16]), etc.

This paper investigates the analysis, control and synchronization for the hyperchaotic
Zhou system (Zhou et al. [17], 2009). First, we derive adaptive feedback control for
the hyperchaotic Zhou system about its unstable equilibrium at the origin. Then we
derive adaptive synchronization scheme for the identical hyperchaotic Zhou systems.
The adaptive control and synchronization results derived in this paper are established
using Lyapunov stability theory [18].

This paper has been organized as follows. In Section 2, we give a system descrip-
tion and qualitative analysis of the hyperchaotic Zhou system. In Section 3, we derive
results for the adaptive control of the hyperchaotic Zhou system with unknown param-
eters. In Section 4, we derive results for the adaptive synchronization of the identical
hyperchaotic Zhou systems with unknown parameters. In Section 5, we summarize the
main results obtained in this paper.

2 Analysis of the Hyperchaotic Zhou System

The hyperchaotic Zhou system ([17], 2009) is described by the 4D dynamics

ẋ1 = a(x2 − x1) + x4

ẋ2 = cx2 − x1x3

ẋ3 = −bx3 + x1x2

ẋ4 = dx1 + 0.5x2x3

(1)

where x1, x2, x3, x4 are the state variables of the system and a, b, c, d are constant,
positive parameters of the system.

The system (1) is symmetrical about the x3-axis because it is invariant under the
coordinate transformation

(x1, x2, x3, x4) → (−x1,−x2, x3,−x4)

and the phase portrait of the system (1) in x1x2x4-three dimensional space is symmet-
rical about the origin.

The system (1) is hyperchaotic when

a = 35, b = 3, c = 12 and 0 < d ≤ 34.8 (2)

Figure 1 describes the phase portrait of the hyperchaotic system (1) where the pa-
rameters are takes as in (2) with d = 1.

Obviously, the hyperchaotic system (1) has only an equilibrium point at the origin.
The linearization matrix of the system (1) at the origin is given by

A =

⎡
⎢⎢⎢⎣
−a a 0 1

0 c 0 0

0 0 −b 0

d 0 0 0

⎤
⎥⎥⎥⎦
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Fig. 1. Phase Portrait of the Hyperchaotic Zhou System

The eigenvalues of A are

λ1 = c, λ2 = −b, λ3 =
−a+

√
a2 + 4d

2
, λ4 =

−a−√
a2 + 4d

2

Since λ1 = c > 0, it follows by the Lyapunov stability theory [18] that the origin is an
unstable equilibrium of the system (1).

3 Adaptive Control of the Hyperchaotic Zhou System

3.1 Main Results

In this section, we discuss the adaptive controller design for globally stabilizing the
hyperchaotic Zhou system (2009), when the parameter values are unknown.

Thus, we consider the controlled hyperchaotic Zhou system described by the
dynamics

ẋ1 = a(x2 − x1) + x4 + u1

ẋ2 = cx2 − x1x3 + u2

ẋ3 = −bx3 + x1x2 + u3

ẋ4 = dx1 + 0.5x2x3 + u4

(3)

where u1, u2, u3, u4 are feedback controllers to be designed using the states x1, x2,
x3, x4 and estimates â, b̂, ĉ, d̂ of the unknown system parameters a, b, c, d of the system.

Next, we consider the following adaptive control functions

u1 = −â(x2 − x1)− x4 − k1x1

u2 = −ĉx2 + x1x3 − k2x2

u3 = b̂x3 − x1x2 − k3x3

u4 = −d̂x1 − 0.5x2x3 − k4x4

(4)



4 S. Vaidyanathan

where â, b̂, ĉ and d̂ are the estimates of the system parameters a, b, c and d, respectively,
and ki, (i = 1, 2, 3, 4) are positive constants.

Substituting the control law (4) into the plant equation (3), we obtain

ẋ1 = (a− â)(x2 − x1)− k1x1

ẋ2 = (c− ĉ)x2 − k2x2

ẋ3 = −(b− b̂)x3 − k3x3

ẋ4 = (d− d̂)x1 − k4x4

(5)

We define the parameter estimation error as

ea = a− â, eb = b− b̂, ec = c− ĉ, ed = d− d̂ (6)

Using (6), the state dynamics (3) can be simplified as

ẋ1 = ea(x2 − x1)− k1x1

ẋ2 = ecx2 − k2x2

ẋ3 = −ebx3 − k3x3

ẋ4 = edx1 − k4x4

(7)

We use Lyapunov approach for the derivation of the update law for adjusting the pa-
rameter estimates â, b̂, ĉ and d̂.

Consider the quadratic Lyapunov function defined by

V (x1, x2, x3, x4, ea, eb, ec, ed) =
1

2

(
x2
1 + x2

2 + x2
3 + x2

4 + e2a + e2b + e2c + e2d
)

(8)

which is a positive definite function on IR8.
Note that

ėa = − ˙̂a, ėb = − ˙̂
b, ėc = − ˙̂c, ėd = − ˙̂

d (9)

Differentiating V along the trajectories of (5) and using (9), we obtain

V̇ = −k1x
2
1 − k2x

2
2 − k3x

2
3 − k4x

2
4 + ea

[
x1(x2 − x1)− ˙̂a

]
+eb

[
−x2

3 − ˙̂
b
]
+ ec

[
x2
2 − ˙̂c

]
+ ed

[
x1x4 − ˙̂

d
] (10)

In view of Eq. (10), the estimated parameters are updated by the following law:

˙̂a = x1(x2 − x1) + k5ea
˙̂
b = −x2

3 + k6eb
˙̂c = x2

2 + k7ec
˙̂
d = x1x4 + k8ed

(11)

where k5, k6, k7 and k8 are positive constants.
Next, we prove the following result.

Theorem 1. The hyperchaotic Zhou system (3) with unknown parameters is globally
and exponentially stabilized by the adaptive control law (4), where the update law for
the parameters is given by (11) and ki, (i = 1, 2, . . . , 8) are positive constants.
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Proof. Substituting (11) into (10), we obtain

V̇ = −k1x
2
1 − k2x

2
2 − k3x

2
3 − k4x

2
4 − k5e

2
a − k6e

2
b − k7e

2
c − k8e

2
d (12)

which is a negative definite function on IR8.
Thus, by Lyapunov stability theory [18], it follows that the plant dynamics (7) is

globally exponentially stable and also that the parameter estimate errors ea, eb, ec, ed
converge to zero exponentially with time. ��

3.2 Numerical Results

For the simulations, the fourth order Runge-Kutta method with step-size h = 10−8

is used to solve the hyperchaotic Zhou system (3) with the adaptive control law (4)
and the parameter update law (11). The parameters of the system (3) are selected as
a = 35, b = 3, c = 12 and d = 1. We also take ki = 4 for i = 1, 2, . . . , 8.

Suppose that the initial values of the estimated parameters are

â(0) = 8, b̂(0) = 24, ĉ(0) = 30, d̂(0) = 17

Suppose that we take the initial values of the states of the system (3) as

x1(0) = −6, x2(0) = 7, x3(0) = 20, x4(0) = −18

Figure 2 shows that the states of the closed-loop system (7) converge to the equilibrium
E0 = (0, 0, 0, 0) exponentially with time. Figure 3 shows that the estimates â, b̂, ĉ, d̂
converge to the system parameters a, b, c, d exponentially with time.
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Fig. 2. Time History of the States of the Controlled Hyperchaotic Zhou System
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Fig. 3. Time History of the Parameter Estimates â(t), b̂(t), ĉ(t), d̂(t)

4 Adaptive Synchronization of the Hyperchaotic Zhou System

4.1 Main Results

In this section, we discuss the adaptive synchronizer design for the identical hyper-
chaotic Zhou systems (2009) with unknown parameters.

As the master system, we consider the hyperchaotic Zhou dynamics described by

ẋ1 = a(x2 − x1) + x4

ẋ2 = cx2 − x1x3

ẋ3 = −bx3 + x1x2

ẋ4 = dx1 + 0.5x2x3

(13)

where x1, x2, x3, x4 are the state variables and a, b, c, d are unknown system
parameters.

As the slave system, we consider the controlled hyperchaotic Zhou dynamics de-
scribed by

ẏ1 = a(y2 − y1) + y4 + u1

ẏ2 = cy2 − y1y3 + u2

ẏ3 = −by3 + y1y2 + u3

ẏ4 = dy1 + 0.5y2y3 + u4

(14)

where y1, y2, y3 are the state variables and u1, u2, u3 are the nonlinear controllers to be
designed.

The synchronization error e is defined by

ei = yi − xi, (i = 1, 2, 3, 4) (15)
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Then the error dynamics is obtained as

ė1 = a(e2 − e1) + e4 + u1

ė2 = ce2 − y1y3 + x1x3 + u2

ė3 = −be3 + y1y2 − x1x2 + u3

ė4 = de1 + 0.5(y2y3 − x2x3) + u4

(16)

We define the adaptive synchronizing law

u1 = −â(e2 − e1)− e4 − k1e1
u2 = −ĉe2 + y1y3 − x1x3 − k2e2

u3 = b̂e3 − y1y2 + x1x2 − k3e3

u4 = −d̂e1 − 0.5(y2y3 − x2x3)− k4e4

(17)

where â, b̂, ĉ and d̂ are estimates of the system parameters a, b, c and d, respectively,
and ki, (i = 1, 2, 3, 4) are positive constants.

Substituting (17) into (16), we obtain the closed-loop error dynamics as

ė1 = (a− â)(e2 − e1)− k1e1
ė2 = (c− ĉ)e2 − k2e2

ė3 = −(b− b̂)e3 − k3e3

ė4 = (d− d̂)e1 − k4e4

(18)

We define the parameter estimation error as

ea = a− â, eb = b− b̂, ec = c− ĉand ed = d− d̂ (19)

Substituting (19) into (18), the error dynamics (18) can be simplified as

ė1 = ea(e2 − e1)− k1e1
ė2 = ece2 − k2e2
ė3 = −ebe3 − k3e3
ė4 = ede1 − k4e4

(20)

We use Lyapunov approach for the derivation of the update law for adjusting the pa-
rameter estimates â, b̂, ĉ and d̂.

Consider the quadratic Lyapunov function defined by

V (e1, e2, e3, e4, ea, eb, ec, ed) =
1

2

(
e21 + e22 + e23 + e24 + e2a + e2b + e2c + e2d

)
(21)

which is a positive definite function on IR8.
Note that

ėa = − ˙̂a, ėb = − ˙̂
b, ėc = − ˙̂c, ėd = − ˙̂

d. (22)

Differentiating V along the trajectories of (20) and using (22), we obtain

V̇ = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 + ea

[
e1(e2 − e1)− ˙̂a

]
+eb

[
−e23 − ˙̂

b
]
+ ec

[
e22 − ˙̂c

]
+ ed

[
e1e4 − ˙̂

d
] (23)



8 S. Vaidyanathan

In view of Eq. (23), the estimated parameters are updated by the following law:

˙̂a = e1(e2 − e1) + k5ea
˙̂
b = −e23 + k6eb
˙̂c = e22 + k7ec
˙̂
d = e1e4 + k8ed

(24)

where k5, k6, k7 and k8 are positive constants.

Theorem 2. The identical hyperchaotic Zhou systems (13) and (14) with unknown pa-
rameters are globally and exponentially synchronized by the adaptive control law (17),
where the update law for the parameters is given by (24) and ki, (i = 1, 2, . . . , 6) are
positive constants.

Proof. Substituting (24) into (23), we obtain

V̇ = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 − k5e

2
a − k6e

2
b − k7e

2
c − k8e

2
d (25)

which is a negative definite function on IR8.
Thus, by Lyapunov stability theory [18], it follows that the error dynamics (20) is

globally exponentially stable and also that the parameter estimate errors ea, eb, ec, ed
converge to zero exponentially with time. ��

4.2 Numerical Results

For the numerical simulations, the fourth order Runge-Kutta method with step-size h =
10−8 is used to solve the hyperchaotic Zhou systems (13) and (14) with the adaptive
control law (17) and the parameter update law (24).

The parameters of the hyperchaotic Zhou systems are selected as a = 35, b = 3, c =
12 and d = 1.

We also take ki = 4 for i = 1, 2, . . . , 8.
Suppose that the initial values of the estimated parameters are

â(0) = 7, b̂(0) = 16, ĉ(0) = 20, d̂(0) = 9

Suppose that the initial values of the master system (13) are taken as

x1(0) = 7, x2(0) = −14, x3(0) = 12, x4(0) = −17

Suppose that the initial values of the slave system (14) are taken as

y1(0) = −8, y2(0) = 25, y3(0) = 9, y4(0) = 12

Figure 4 shows that the identical hyperchaotic Zhou systems (13) and (14) are expo-
nentially synchronized with time. Figure 5 shows that the parameter estimates â, b̂, ĉ, d̂
converge to the system parameters a, b, c, d exponentially with time.
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Fig. 4. Time History of the Synchronization Error for Identical Hyperchaotic Zhou Systems
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5 Conclusions

In this paper, we derived results for the adaptive controller and synchronizer for the
hyperchaotic Zhou system (Zhou et al. 2009) with unknown parameters. First, we de-
signed an adaptive control scheme to stabilize the hyperchaotic Zhou system to its un-
stable equilibrium point at the origin based on the Lyapunov stability theory. Then we
designed an adaptive synchronization scheme for the global chaos synchronization of
the identical hyperchaotic Zhou systems with unknown parameters. Our synchroniza-
tion results were established using the Lyapunov stability theory. Numerical simulations
are presented to demonstrate the effectiveness of the adaptive controller and synchro-
nizer schemes derived for the hyperchaotic Zhou system (2009).
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Abstract. Today’s market evolution and high volatility of business require-
ments put an increasing emphasis on the ability for systems to accommodate the 
changes required by new organizational needs while maintaining security objec-
tives satisfiability. This is all the more true in case of collaboration and intero-
perability between different organizations and thus between their information 
systems. Ontology mapping has been used for interoperability and several map-
ping systems have evolved to support the same. Usual solutions do not take care 
of security. That is almost all systems do a mapping of ontologies which are un-
secured. We have developed a system for mapping secured ontologies using 
graph similarity concept. Here we give no importance to the strings that de-
scribe ontology concepts, properties etc. Because these strings may be en-
crypted in the secured ontology. Instead we use the pure graphical structure to 
determine mapping between various concepts of given two secured ontologies. 
The paper also gives the measure of accuracy of experiment in a tabular form in 
terms of precision, recall and F-measure. 

1   Introduction 

Researchers have developed several tools that enable organizations to share informa-
tion, largely, most of these have not taken into the account the necessity of maintain-
ing privacy and confidentiality of data and metadata of the organizations who want to 
share information. Consider the scenario of two different country military wanting  
to share information about a mission at hand while preserving the privacy of their  
systems. To the best of our knowledge current systems do not allow this type of  
information sharing.  

Need for secured information sharing also exists for intra organizational informa-
tion sharing too. Within the organizations different departments may use different 
systems which are autonomously constructed. The secure interoperability may be re-
quired here too. 

Privacy should be maintained for both data and metadata. Metadata describes how 
data is organized (data schema), how access are controlled in the organization( the in-
ternal access control policy and role hierarchies) and the semantics of the data used in 
the organization(ontology). 

Organizations looking to interoperate are largely using metadata like ontologies to 
capture the semantics of the terms used in the information sources maintained by the 
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organizations. Normally it has been assumed that these ontologies will be published 
by the organizations. Published ontologies from different organizations are mapped 
and matching rules are generated. Queries to information sources are rewritten using 
these matching rules so that vocabulary used in the query matches with the vocabu-
lary of information source. 

Unlike the traditional way some organizations may not like to publish their meta-
data or share it with other external users. Yet they want interoperation. In this case the 
privacy of the metadata must be preserved. The external user should not have access 
to ontologies in clear text. So ontologies may be encrypted and then published. The 
mapping system should now be able to recognize mapping in this encrypted ontology. 
Here we present one such system. 

2   Related Work 

The present ontology mapping systems can be classified into the following categories. 

1. Word Similarity based: Here matching is performed based on similarity of 
words describing concepts, properties or names of concepts and properties occurring 
in the ontology.[4] 

2. Structure based: Here structure of ontologies has been used for matching  
concepts.[5][6][7]. 

3. Instance based:  These take the instances under concepts to find matching.[8]. 
These methods are further subdivided into Opaque and pattern based. In Opaque  
instance matching we use statistical properties like distribution, entropy and mutual 
information etc. In Pattern based method instance pattern are matched. 

4. Inference Based: The semantics of concepts under ontologies are expressed  
as rules in a logical language and then the matching is performed using an inference 
engine. 

There are also hybrid algorithms for matching ontologies. 

[1] discusses need for secured data sharing in or among organization and [2] ex-
plains need for secured data mining. [3] proposes two methods  for  privacy preserv-
ing ontology matching. One of which is semi-automatic. And the other requires the 
dictionaries or thesauri or corpuses to be encrypted. Our method falls purely under 
structure based ontology matching which can be applied to encrypted ontologies. [4] 
defines a graph matching technique we used,  in the literature. 

3   Graph Matching Technique Used 

3.1   Generalizing Hubs and Authorities[17] 

Efficient web search engines such as Google are often based on the idea of characte-
rizing the most important vertices in a graph representing the connections or links be-
tween pages on the web. One such method, proposed by Kleinberg [16], identifies in a 
set of pages relevant to a query search the subset of pages that are good hubs or the 
subset of pages that are good authorities. For example, for the query “university,” the 
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home-pages of Oxford, Harvard, and other universities are good authorities, whereas 
web-pages that point to these home-pages are good hubs. Good hubs are pages that 
point to good authorities, and good authorities are pages that are pointed to by good 
hubs. From these implicit relations, Kleinberg derives an iterative method that assigns 
an “authority score” and a “hub score” to every vertex of a given graph. These scores 
can be obtained as the limit of a converging iterative process, which is described in 
section below. 

Let G = (V,E) be a graph with vertex set V and with edge set E and let hj and aj be 
the hub and authority scores of vertex j. We let these scores be initialized by some 
positive values and then update them simultaneously for all vertices according to the 
following mutually reinforcing relation: the hub score of vertex j is set equal to the 
sum of the authority scores of all vertices pointed to by j, and, similarly, the authority 
score of vertex j is set equal to the sum of the hub scores of all vertices pointing to j: 

 

Let B be the matrix whose entry (i, j) is equal to the number of edges between the ver-
tices i and j in G (the adjacency matrix of G), and let h and a be the vectors of hub 
and authority scores. The above updating equations then take the simple form 

 
which we denote in compact form by 

 

Where 

 
Notice that the matrix M is symmetric and nonnegative. We are interested only in the 
relative scores and  we will therefore consider the normalized vector sequence 

 
Where||..||2 is the Euclidean vector norm. Notice that the above matrix M has the prop-
erty that 

 
and from this equality it follows that, if the dominant invariant subspaces associated 
with BBT and BTB have dimension 1, then the normalized hub and authority scores are 
simply given by the normalized dominant eigenvectors of BBT and BTB. This is the de-
finition used in [16] for the authority and hub scores of the vertices of G. The  
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arbitrary choice of z0 = 1 made in [16] is shown here to have an extrenal norm justifi-
cation. Notice that when the invariant subspace has dimension 1, then there is nothing 
particular about the starting vector 1, since any other positive vector z0 would give the 
same result. We now generalize this construction. The authority score of vertex j of G 
can be thought of as a similarity score between vertex j of G and vertex authority of 
the graph 

hubauthority 

and, similarly, the hub score of vertex j of G can be seen as a similarity score between 
vertex j and vertex hub. The mutually reinforcing updating iteration used above can 
be generalized to graphs that are different from the hub–authority structure graph. 

The idea of this generalization is easier to grasp with an example; we illustrate it 
first on the path graph with three vertices and then provide a definition for arbitrary 
graphs. Let G be a graph with edge set E and adjacency matrix B and consider the 
structure graph 

123 

With each vertex j of G we now associate three scores xi1, xi2, and xi3, one for each 
vertex of the structure graph. We initialize these scores with some positive value and 
then update them according to the following mutually reinforcing relation: 

 
or, in matrix form (we denote by xj the column vector with entries xij ), 

 
which we again denote xk+1 = Mxk. The situation is now identical to that of the pre-
vious example and all convergence arguments given there apply here as well. We now 
come to a description of the general case. Assume that we have two directed graphs 
GA and GB with nA and nB vertices and edge sets EA and EB. We think of GA as a 
structure graph that plays the role of the graphs hub −→ authority and 1 −→ 2 −→ 3 
in the above examples. We consider real scores xij for i = 1, . . . , nB and j = 1, . . . , 
nA and simultaneously update all scores according to the following updating  
equations: 

 

This equation can be given an interpretation in terms of the product graph of GA and 
GB. The product graph of GA and GB is a graph that has nA.nB vertices and that has 
an edge between vertices (i1, j1) and (i2, j2) if there is an edge between i1 and i2 in 
GA and there is an edge between j1 and j2 in GB. The above updating equation is then 
equivalent to replacing the scores of all vertices of the product graph by the sum of 
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the scores of the vertices linked by an outgoing or incoming edge. Equation can also 
be written in more compact matrix form. Let Xk be the nB × nA matrix of entries xij at 
iteration k. Then the updating equations take the simple form 

 

where A and B are the adjacency matrices of GA and GB. This equation is further re-
vised by Laure Ninove [18] as follows Where XK is replaced by Sk 

 
BSkA

t +BtSkA 
|| BSkA

t+BtSkA|| 

4   Secured Ontology Mapping Using Graph Matching 

First we explain the graph matching technique we used. Consider the two graphs Ga 
and Gb shown in Figure 1. Suppose we want to match vertex 1 of Ga with vertex 4 of 
Gb , we need to find how much similar the vertices 2 of Ga and 2 of Gb ,  and  2 of 
Ga and 1 of Gb.  

 

Fig. 1. Graphs to be matched 

If A is the adjacency matrix of Ga and B is the adjacency matrix of Gb and S is the 
similarity matrix defined as follows between vertices we can get the total similarity 
matrix between individual vertices can be calculated using the formula 

           BSAt +BtSA 
    || BSAt+BtSA|| 

Here At stands for transpose of A.  S is the initial similarity matrix. The size of S is 
nXm. 

Where m is number of concepts in first ontology and  n is number of ontology con-
cepts in second. 



16 K. Manjula Shenoy, K.C. Shet, and U. Dinesh Acharya 

The secured mapping method generates adjacency matrices based on hierarchical 
relationship of concepts of the encrypted ontologies  as per the following algorithm. S 
is the unity matrix initially. 

 
Algorithm 1. Generating Adjacency matrix for the encrypted ontology given 

Let O be the ontology given and A for adjacency matrix. If n is the number of  
concepts in ontology O then A has order nXn. 

1. Initialize A [i][j]=0 for all i and j between 0 and n. 
2. For i= 1to n   

                   Begin  
                          Str=get ith concept of O 
                          Collection = get all super classes of Str.  
                          For each Object x  in the  Collection  
                                  Begin 
                                                For  j = 1 to n 
                                                If jth concept of O matches with x then   
        A[i][j]=1; 
                                   End 
                           End 

5   Results 

The evaluation of the proposed system above is carried out for OAEI systematic 
benchmark suite.  Since we compare for equality of names, and give importance to 
structure we need not encrypt the ontology for study of evaluation measures. The 
evaluation measures we considered are Precision, Recall and F-measure. Precision 
gives the ratio of correctly found correspondences over the total number of returned 
correspondences. If R is the reference alignment and A is the found alignment then 
the ratio for precision is      

 
Recall is the ratio of correctly found correspondences to the total number of expected 
correspondences. The formula is 

 
The following formula is used for finding F-measure. 

 
Here α is between 0 and 1. If α is 1 F-measure is same as precision otherwise if it is 0 
then F-measure is same as recall. Usually it is taken as 0.5. 
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Table 1 gives the dataset and the results of experiments in terms of evaluation 
measures stated above. 

Table 1. Result analysis 

Benchmark test no Precision Recall F-measure 
101       1 0.8 0.88 
103       1 0.8 0.88 
104       1 0.8 0.88 

6   Conclusion 

Maintaining privacy in interoperation systems is becoming increasingly important. 
Ontology matching is the primary means of resolving semantic heterogeneity. Ontol-
ogy matching helps establish semantic correspondence rules that are used for query 
rewriting and translation in interoperation systems. For information systems that want 
maximum privacy, the privacy of their ontologies must be maintained. Our system 
gives a method to map ontologies which are secured. Limitations of our system is ac-
curacy in terms of precision and recall. The future work would be to improve this. 
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Abstract. There are various real world situations where, a portion of the image 
is lost or damaged which needs an image restoration. A Prior knowledge of the 
image may not be available for restoring the image, which demands for a know-
ledge derivation from the image itself. Restoring the lost portions of the image 
based on the knowledge obtained from the image area surrounding the lost area 
is called as Digital Image Inpainting. The information content in the lost area 
could contain structural information like edges or textural information like re-
peating patterns. This knowledge is derived from the boundary area surrounding 
the lost area. Based on this, the lost area is restored by looking at similar infor-
mation in the same image. Experimentation have been done on various images 
and observed that the algorithm restores the image in a visually plausible way. 

1   Introduction 

The restoration process can be viewed as an algorithm that fills the gap with the in-
formation obtained from the rest of the image. The results would look natural enough 
that observer without prior knowledge of the original image will not notice the gaps. 
A Preliminary version of this is “Cloning Brush tool” in Adobe Photoshop where the 
user has to provide the information of what to fill in. There are two major methods of 
restoring the missing data. The traditional method concentrates on the structural in-
formation called the isophotes [3], which are lines of similar color. A series of diffe-
rential equations are used iteratively to extend these lines in to the missing area using 
the information obtained from the boundary pixels. Another section of algorithms are 
based on Texture synthesis [1]. This method restores the missing data from an initial 
seed. Before a pixel is synthesized, its neighbors are sampled. Then the whole image 
is queried to find out a source pixel with similar neighbors. At this point, the source 
pixel is copied to the pixel to be synthesized. This is called as pixel based texture  
synthesis. Alternatively Patch based texture synthesis[6,11] could be used for in-
creased computational efficiency, where a small area (patch) is synthesized rather 
than a single pixel. 

Both structural and texture synthesis methods have their strengths and weaknesses. 
The former extends the linear structures well but introduces artifacts such as blur. The 
later avoids the blur but does not extend the linear structures. In general, if the thick-
ness of the area to be restored is very less than the structural methods are advanta-
geous. On the other hand if the thickness is large the texture methods give better re-
sults. This paper uses an algorithm similar to exemplar based method as discussed in 
[6]. It propagates both the texture and the structure and hence restores the missing da-
ta with a good visual quality. 
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The algorithm first fills the information in lost area that lies near the structural area 
and the boundary and then proceeds to other areas. The image texture is propagated 
by direct sampling of the source region. For such restoration the whole image is 
searched for an area that closely matches the boundary. The restoration is done from 
the boundary towards the center. This kind of filling from the boundary towards the 
center is called as “fill front”. Moreover the filling is done in a patch-wise manner. So 
every time when a patch is filled, the boundary changes and the boundary is detected 
again and updated. To ensure a better quality of the image the algorithm checks the 
boundary area for sharp changes like edges and assigns more weights to the unknown 
pixels closer to the edges. The algorithm also gives more weights to the pixels near 
the boundary. The pixel with highest weight is considered for filling first. The algo-
rithm stops when all pixels in the damaged area are restored or synthesized. The re-
sults have been obtained for various parameters.  

2   Restoration Algorithm 

The inpainting algorithm discussed in this paper accepts a damaged image as input 
with the damaged areas marked in special color. The algorithm first groups the pixels 
with the special color as unknown. For ease of comparison, we adopt notation similar 
to that used in the inpainting literature. The lost area which is the region to be filled is 
called as the target region indicated by Ω as shown in the fig. 1. The boundary be-
tween the known and the unknown area or the contour is denoted by δΩ. The unaf-
fected image area is called the source region, Φ. 

 

Fig. 1. Inpainting Problem  

The algorithm in this paper accomplishes restoration on a patch wise manner where 
a patch is a small window or a square matrix of pixels. The terminologies used in this 
paper are derived from Crimsini et.al. For a pixel ‘p’ the patch ψp is formed with ‘p’ 
as the centre as shown in fig. 2a. The patch contains some unknown pixels from Ω 
and some known pixels from Φ with ‘p’ belonging to the boundary. A patch that is 
similar to the known pixels is searched in the entire image (excluding the unknown 
pixels), (i.e.) patch that closely matches with the known pixels of ψp is searched in Φ. 
The patch that yields minimum SSD (Sum of Squared differences) value is taken as 
the best match. This is called as the exemplar patch. The best-match sample from the 
source region comes from the patch ψq as shown in fig. 2b. The values corresponding 
to the unknown pixels are copied from the best matched patch. The unknown pixels of 
ψp are copied from corresponding locations of ψq. A higher number of known pixels 
in the patch ψp increase the confidence of accuracy. Since the pixels are copied as 
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such blurring of edges is avoided. If any other patch near ‘p’ is considered first for 
restoration, edges(structure) will not be extended correctly. Hence the pixels on the 
boundary and the pixels near the edges have to be given a higher priority for restora-
tion process. These priorities are termed as Confidence and Data terms respectively. 

The patch priority is computed as the product of confidence term and data term. 
The patch with maximum priority value is restored first. Once when the highest prior-
ity patch is filled, there will be a change in the confidence values and the boundary as 
shown in fig. 2c. The confidence term of that particular patch will be updated as the 
sum of all the confidence values of the newly filled pixels divided by the total number 
of pixels in the patch. The new boundary is detected and the process is repeated until 
all the patches are filled and till the number of boundary pixels becomes zero. 

          

       Fig. 2a. Higher Priority patch ψp  Fig. 2b. Matching patches ψq   Fig. 2c. ψp filled 

Fig. 2. Inpainting of a patch ψp  

Confidence Term C(p) 
The confidence term of a patch denotes the amount of maximum reliable information 
about the source region in a particular patch. Initially the confidence value is assigned 
as 0 for the target region(Ω) and 1 for the source region(Φ). The confidence value for 
a patch ψp is calculated as in equation 1 
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ΨΦ∈ p
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)(                                            (1) 

Where, C(q) is the confidence value of those pixels belonging to the source region 
and the patch ψp..The denominator is the area of the patch, which is the total number 
of pixels in the patch.  

Data term D(p) 
The data term gives the structure information of the image. The structure is measured 
in terms of magnitude of image gradient. The data term for the target region is set as 0 
initially. The data term for a patch ψp is calculated as in equation 2 

α
ppD

Φ∇
=)(                                                   (2) 

Where pΦ∇  is the maximum value of the image gradient in the patch, α is a norma-

lization factor. Sobel’s Gradient operator [9] is used to calculate the image gradient. 
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The restoration process is given by the following algorithm: 

1. Extract the manually selected target region and its initial front (boundary).  
2. Repeat until there is no boundary pixel: 
a. Identify the δΩ. If the target region exit. 
b. Compute priorities P(p) 

P(p)  =  C(p) * D(p), where C(p) is the confidence term and D(p) is the data term. 
c. Find the patch Ψp with the maximum priority, 
i.e., p = arg max p for all P(p). 
d. Find the best matching patch Ψq Є Φ in source region that minimizes d(Ψ p; Ψ q), 
where d is the Sum of Squared Distance(SSD). 
e. Copy image data from Ψ q to Ψ p for all pixels belonging to the target region. 
f. Update C(p) and the D(p) for the newly filled pixels. 

3   Experimentation 

The algorithm is implemented in Java. Using an image manipulation software the user 
specifies the area to be inpainted with a special color. This image is then given to the 
inpainting algorithm which extracts this unique colored area as mask. The boundary 
of the mask and the confidence term for all pixels in the mask area are calculated. 
While inpainting a colored image, spurious colors are generated by the algorithm if 
different colored channels are inpainted separately. In order to avoid this, the data 
term is calculated individually for each channels and its average is considered for the 
total priority. The patch with highest priority is chosen for filling. For any patch in the 
source region the distance is calculated for each color channel and a sum of the three 
is stored for that corresponding patch. The patch with a minimum total distance is 
considered as best match. The algorithm proceeds as specified in the previous section.  

For any image the patch size should be slightly greater than the smallest texture 
element (Texel). Hence, size of the patch is a constraint of acute interest. Change in 
patch size can bring about visible changes in the output of the system and its perfor-
mance. The experimentation is done for different patch sizes like 3,5,7,9. The patch 
size once selected would be maintained through the whole process. While searching 
for the best samples in the source region, patches are considered in two different for-
mat: overlapping (O) and non- overlapping (NO). Experimentation is done for both 
cases Fig. 3 is a snapshot of the implementation showing the image to be inpainted. 
The user is allowed to choose the image, the patch size and the type of patches. The 
output of the modules of the algorithm could also be viewed. Fig 4 shows a snapshot 
where the image has been restored partially. 

The performance of the algorithm is measured by the speed and the accuracy of 
restoration. The accuracy of the restoration is a usually a subjective process where an 
observer looks at the inpainted image and able to locate where it is modified. The ob-
jective measure can be used when a reference image is available so that the area to be 
inpainted is already known. When the area is not known the image is restored using 
Adobe Photoshop where the user specifies what has to be filled in the inpainting area 
and this is taken as the Reference image. In either case the accuracy and the error in 
reconstruction is calculated with respect to the reference image. 
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Fig. 3. Screen shot of the implementation showing the image to be inpainted  

 

Fig. 4. Screen shot of the implementation showing a partially restored image 

  
Fig. 5a. Before inpainting Fig. 5b.After inpainting 

Fig. 5. Inpainting larger area  
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Experimentation is done for various sizes of target area. Fig. 5a and 6a shows a set 
of input images with larger (L) and smaller (S) target size respectively. Fig. 5b and 6b 
shows the corresponding restored images. The time and accuracy for these images are 
tabulated in Table 1 for various patch sizes and patch types. 

 

  
Fig. 6a. Before inpainting Fig. 6b. After inpainting  

Fig. 6. Inpainting smaller area 

Table 1. Performance of Restoration algorithm for images in Fig 5 and 6 

 
 
In Table 1 NO and O represents non overlapping patches and Overlapping patches 

respectively. L and S represents larger and smaller target area respectively. It could be 
observed that the overlapping patches gives better accuracy and lesser error than Non-
Overlapping patches which implies that reconstruction is better in the former case. 
The time consumed for reconstruction is more for Larger and Overlapping patches 
when compared to Smaller and Non-Overlapping Patches.  
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4   Conclusion 

The experiments have been conducted on various images involving natural scenes, 
regular structured images, different shapes and sizes of the area to be restored. The 
algorithm is robust towards changes in shape and topology of the region to be res-
tored. It preserves edge sharpness and avoids spurious colors. It is observed from the 
results that, overlapping small patches gives better results even for a composite tex-
tured image such as a natural scene image. But when the image has uniform texture or 
no structure, non overlapping patches of any size gives good results. The system gives 
moderate result when the information for filling is not available anywhere in the rest 
of the image.  
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Abstract. This paper introduces the use of Harmony Search with novel fitness 
function in order to assign higher weights to informative features while noisy 
irrelevant features are given low weights. The fitness function is based on the 
Area Under the receiver operating characteristics Curve (AUC). The aim of this 
feature weighting is to improve the performance of the k-NN algorithm. 
Experimental results show that the proposed method can improve the 
classification performance of the k-NN algorithm in comparison with the other 
important method in realm of feature weighting such as Mutual Information, 
Genetic Algorithm, Tabu Search and chi-squared (χ2). Furthermore, on synthetic 
data sets, this method is able to allocate very low weight to the noisy irrelevant 
features which may be considered as the eliminated features from the data set.  

Keywords: AUC, Harmony Search, Feature weighting, Noisy feature elimination, 
k-NN. 

1   Introduction 

In non-parametric density estimation algorithms, the distribution of data is calculated 
without any particular assumption on its parameters. Two popular approaches in these 
algorithms are: Kernel Density Estimation (KDE) and k-Nearest Neighbor (k-NN). K-
NN is a simple classifier that has been used in various real world applications. In 
some cases k-NN is vulnerable with some problems, such as few instances, noisy data 
and too many features, which decrease the performance of k-NN. To improve the 
performance of this classifier, many solutions are introduced. One of the approaches 
to solve those mentioned problems is searching in feature space to find optimal subset 
of features that can improve the classification accuracy of k-NN. This goal can be 
achieved by assigning the weight to all features in order to eliminate irrelevant ones 
from noisy data sets. In this paper, we attack this problem and introduce a novel 
algorithm to deal with. At first, proposed approach assigns different weight to feature 
using Harmony Search and AUC measure as the fitness function. In other words, 
Harmony Search with statistical measure as a fitness function has been used to 
allocate optimal weights to all features to achieve better classification accuracy. 
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This paper is organized as follows: in section 2, related work in this domain is 
reviewed. AUC and Receiver Operating Characteristics (ROC) curve are described in 
section 3. The proposed method is presented in section 4. Section 5 includes data set, 
experimental results and discussion, and conclusion is mentioned in the last section of 
paper. 

2   Related Works 

There is much research considering the problem of feature selection. It has been used 
when I) the number of features is larger than the number of training data, II) the 
number of features is too large for feasible computation III) many features include 
noisy value. These issues can result in a significant drop in classification performance. 

Many methods have been proposed for feature ranking, i.e. Weight Adjusted k 
Nearest Neighbor (WAKNN) which is introduced by Han [7] to overcome the 
problem of curse of dimensionality. He implemented his idea on the text classification 
using k-NN. In his work, each attribute takes a weight using the Mutual Information 
(MI) between each word and the class variable. In the domain of feature weighting, 
another work refers to Weighted Artificial Immune Recognition System (WAIRS) 
[10]. In this paper, MI is the main algorithm for feature weighting. Note that the 
weighted attributes were added to the AIRS. Classification is the final step of AIRS 
algorithm that is performed by k-NN.  

Jankowski and Copernicus recommended weighted k Nearest Neighbor (WkNN) 
idea [8]. In each fold of their algorithm, the initial weights for all features are set to 1. 
During each fold, the values of the weights are summed (subtracted) with Δ value. If 
the upsdated value can improve the accuracy of the k-NN, the new value is replaced 
with old one for corresponding feature. After each fold, weighting procedure returns a 
vector of weights. After all folds, i.e. 10 folds, the algorithm computes a normalized 
vector which is a summation of 10 vectors.  

GAW is a common solution for weighting attributes that is suggested by Tang and 
Tseng [11]. GAW is based on the Genetic Algorithm (GA) with real representation. In 
this paper, weighing approach is used to improve the accuracy of Weighted Fuzzy k-
NN (WFKNN) classifier. Guvenir and Akkus studied on Weighted k Nearest 
Neighbor Feature Projection (WkNNFP) [6]. In WkNNFP, Single Feature Accuracy 
(SFA) procedure is utilized for feature weighting. In SFA, weight of each feature is 
determined according to accuracy which is obtained by considering only this feature. 

Tabu Search (TS) is proposed as a weighting method in [13]. In this paper, a 
Hybrid Tabu Search/K-NN algorithm is proposed to perform both feature selection 
and feature weighting simultaneously. In other words, k-NN is used each weight set 
generated by TS. It searches heuristically in a local neighborhood area and moves 
from a solution to its best admissible neighbor. 

The proposed chi-squared (χ2) Feature Weighting (χ2FW) method can be classified 
as a mutual information approach for assigning features weights [12]. In this sense, 
the mutual information (the Chi-Squared statistical score) between the values of a 
feature and the class of the training instances are used to assign feature weights [12].  
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The algorithm uses Sequential Weighting as the weighting criteria in order to give 
weights to the features. The weighting criteria ranks features according to their χ2 
scores. In other words, the features having the lowest χ2 score have their weights set 
to 1, those with the second lowest-scored features have their weight set to 2 and so on. 
The process goes on until weights are assigned to the highest χ2 scored features [12].  
In the wide range of weighting approach, algorithm processes the usefulness of each 
feature independently. So, the non-linear interaction between features has been 
ignored. While in the proposed method, each Harmony vector takes into account  
this interaction and also their importance (not its importance) on the classification 
problem.   

3   Receiver Operating Characteristic (ROC) 

The Receiver Operating Characteristic (ROC) curve is a two dimensional illustration 
of the classifier performance. It is suitable solution to analyze the classification 
accuracy in the binary class problem. For this purpose, the ROC curve plots the True 
Positive rate (Sensitivity) versus False Positive rate (1- Specificity). The ROC is a 
strong and statistical tool to compare binary classifiers. Sensitivity and Specificity are 
described in (1) and (2). To plot the ROC curve, the sensitivity and specificity need to 
be calculated as follows [3]: 

• True Positive (TP) = number of predicted positive cases that are actually positive. 
• True Negative (TN) = number of predicted negative cases that are actually 

negative. 
• False Positive (FP) = number of predicted positive cases that are actually negative. 
• False Negative (FN) = number of predicted negative cases that are actually 

positive. 

                                                                                           (1) 

                                                                                             (2)      

The AUC is a part of the area of the unit square. The AUC is a scalar value, in 
interval [0--1], to show the discriminative power of binary classifiers. If the value of 
AUC is less than "0.5", it shows undesirable result, but if the AUC value of classifier 
is close to "1", it shows a remarkable performance for binary classification. Equation 
(3) shows the AUC formula. 

                                     ∑                                 (3) 

3   Proposed Method 

The aim of this study is to improve the classification accuracy of the k-NN algorithm. 
One of the best solutions to improve the k-NN classification is that the informative 
features are given large weights while noisy irrelevant features are given low weights. 
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In this respect, a great approach is needed to select the best features easily. For this 
purpose, first contribution of the paper has focused on the Harmony-based feature 
weighting. The Harmony Search is one of the best and popular search tools. Harmony 
Search as a weighting procedure is a novel approach which can classify input 
instances with informative and relevant feature. The second contribution of the paper 
is to use the AUC as a fitness function for Harmony vectors. 

First of all, the data set has been split to the unseen data and training sets. Next, the 
10-fold cross validation function has been used to validate the k-NN. Then in each 
fold, the Harmony Search procedure is called. In Harmony algorithm, a population of 
n Harmony vector has been produced randomly and the fitness function of population 
(Harmony Vectors) is computed. Note that Harmony vectors includes real value in 
range [0--1]. After that, fitness value of each Harmony vector is calculated using 
AUC function. Then evaluated Harmony vectors are used in evolutionary progress. 
The cycle of Harmony Search will be described later. The evolutionary process has 
continued until the conditions are satisfied, i.e. variance of fitness value for the best 
Harmony vector is lower than a predefined threshold. After each fold, the training 
error should be computed with the validation set. For this propose, Harmony 
algorithm returns a vector (in size of features) with the best real values in range [0--1] 
(each value refers to corresponding feature). After that, the weighted features are 
stored to the k-NN algorithm for classification. Note that all weights will be employed 
in edited version of Minkowski metric (8) to compute the distance between training 
and testing instances. After 10 folds, best features are given higher weights while the 
irrelevant ones are given low weights and then they have been used in the k-NN. 
Finally, the testing error has been computed. 

3.1   Harmony Search (HS) 

Harmony Search (HS) is a metaheuristic algorithm that is proposed by Geem et al. 
[2]. HS is inspired by improvisation process of music player and mimicking its 
phenomenon [2]. In improvisation process, musician plays a note to find best 
Harmony. Similar to this process, in engineering problem, a decision variable 
generates a value to find global optimum. HS is a derivative-free, does not require 
initialization setting for decisions values, free from divergence and can deal with both 
types of variables (discrete and continuous) [2,9].  

A new Harmony vector can be made by choosing a pitch from following rules: 1) 
playing one pitch from memory (musician's memory); 2) playing a pitch near to 
pitches in the memory; and 3) playing a random pitch from possible range of pitches. 
Likewise, in HS algorithm, the value of a decision variable is selected according to 
one of the following rules: 1) selecting a value from Harmony Memory (HM); 2) 
selecting a value near to values of HM; and 3) selecting a random value in the 
possible range of values. HS includes some parameters which are described as follow:  

HM (Harmony Memory) encloses all the generated Harmony vectors. Equation (4) 
shows the memory. HMS (HM Size) determines the number of Harmony vectors in 
HM. Each vector is a solution for optimization problem. Note that in experimental 
results, value of HMS is set to 100. 
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                                                                                                                                  (4) 

 

 
HMCR (HM Considering Rate) is a probability number to select a value from HM for 
decision variable (rule 1 and 2) that is illustrated in (5). To satisfy the third above rule, 
we use (1-HMCR) to choose a random value out of the HM but in possible range of 
values. HMCR is a high value because in the music domain, each musician has a 
specific methodology and follows its method in the most melodies. Note that in 
experimental results, value of HMCR is set to 0.9. 

  

                                                                                                                              (5) 

 

PAR (Pitch-Adjusting Rate) is a probability number to determine the rate of small 
changes in values of the variable. We will see in Algorithm 1 that the probability of 
PAR is checked inside the condition of HMCR. In other words, if the random 
generated value is lower than the HMCR, the condition of PAR will be checked, 
otherwise the PAR condition is not checked. This probability is used to satisfy second 
above rule. The PAR value is calculated according to (6). The value of the PAR is 
small because musician follows its method and selects rarely a random Harmony. 
Note that in experimental results, value of PAR is set to 0.1. 

                                                                                                                                                     

                                                                                                                            (6)                                  
 

bw is an arbitrary distance bandwidth that shows the range of small changes in values 
of variable. MaxImp is the maximum number of iterations. Note that in experimental 
results, value of bw is set to 0.001. 

3.2   Fitness Function 

The fitness function used in the HS is based on the AUC [13]. In the AUC algorithm, 
each instance takes a probability score based on its label of neighbors. To compute the 
probability, first, the distance of each sample to the others has been calculated using 
(8) which uses the weight of all features. Then, the labels of k nearest neighbors to 
this sample are considered. The score of each sample has been computed with (7). 

                                                                                                                                  (7) 

 

The Minkowski metric for the weighted feature is changed to (8) which considers the 
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It is also referred to as the Lk norm. So, the Euclidean distance is the L2 norm, and the 
L1 norm refers to the Manhattan one. After the computation of scores, TP and FP rates 
are measured, and the ROC curve is plotted. At last, to compute the value of the AUC, 
the area of all trapezoids, which are located under the ROC curve, is calculated. The 
summation of all these areas can be considered as the AUC and fitness of Harmony 
vector. 

4   Experimental Results 

In the testing phase, 10-fold cross validation used to validate empirical results. After 
each fold, the validation set has been used to compute the training error of the k-NN 
classification. After 10 fold, the testing error of the k-NN classification has been 
calculated using the testing set (unseen data). The results of the testing have been 
reported in Tables 2 and 3. The data sets used for the analysis of the model have been 
indexed in Table 1. Experimental results were achieved in two types. In the first type, 
our presented method deals with 9 binary class (multi-class) distribution of data which 
are mentioned in Table 3. All data sets were chosen from UCI repository [1]. Next 
type of testing is applied in order to analyze the behavior of the proposed method on 
generated irrelevant features (Table 2). For the second type, our method tested on the 
seven synthetic data sets which are randomly generated with some relevant and 
irrelevant features [12, 13]. All the synthetic data sets contain 500 samples in the 
binary class distribution. The values of all features (relevant/irrelevant) are randomly 
picked from distribution in interval [0--1]. In all synthetic data sets, a data point 
belongs to positive class if the average value of relevant features for this instance is 
smaller than the threshold; otherwise it belongs to negative class. The threshold is set 
as the average values of all features in whole data. So, for each data set, the threshold 
is deterministic. Table 2 compares the performance of the proposed method with the 
simple k-NN on the synthetic data sets.  

4.1   Discussion 

In this section, results of the proposed method are compared with some important 
feature weighting methods, Mutual Information (MI), Genetic Algorithm (GA), Tabu 
Search (TS) and chi-squared Feature Weighting (χ2FW). Note that the basic classifier 
used in the all mentioned weighting methods is the k-NN. Experimental results show 
that the proposed method can improve the classification performance of the k-NN. 
Furthermore, in a number of cases, k-NN classifier with the Harmony-based 
weighting method can perform better than the simple k-NN (without feature ranking). 
In Table 2, effecting of weighting method on k-NN classification is presented. For this 
purpose, we generated some data sets with different number of relevant and irrelevant 
features. Experimental results show that in all cases of generated data sets, the 
proposed method outperforms the simple k-NN without weighting mechanism.  
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Algorithm 1 HS procedure 
Input(s): Parameter setting 
Output: Best Harmony solution (vector) 
  1: Initial new vector (x') with zero values for all features 
  2: for solution :=1 to HMS 
  3:      Generate random Harmony vector in range [0 1] 
  4:      call the fitness function to compute the fitness of solution  
  5: end for 
  6: for iteration :=1 to MaxImp 
  7:     for feature :=1 to no. of features 
  8:           if rand(0,1) < HMCR then 
  9:              xiteration

' ← select randomly a value of column feature from HM        
10:              if rand(0,1) < PAR then 
12:                  xiteration

' ← xiteration
' + rand(0,1).bw(i); 

13:              end if 
14:           else 
15:              xiteration

' ← randomly select any pitch within bounds          
16:           end if 
17:     end for 
18:     calculate the fitness of new vector x' 
19:     if fitness(x') > fitness (worst vector) 
20:         replace the new vector x' with the worst one 
21:     end if  
22: end for 

________________________________________________ 

Table 1. Data sets is used in this experiment. Number of features and number of samples in 
each data set is mentioned. 

Dataset # features # samples # class 

Glass 10 214 6 

Ionosphere 34 351 2 

Iris 4 150 3 

Hepatitis 19 155 2 

Pima 8 760 2 

Sonar 60 208 2 

Soybean 35 307 19 

Vote 16 435 2 

WBC 10 699 2 
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Table 2. Empirical results of classic k-NN and the proposed approach when irrelevant features 
incorporated into the synthetic data sets 

#  Relevant 

features 

# 
Irrelevant

Features 

Feature 

weighting

Original 

k-NN 

4 6 16.21±1.24 25.01±0.67 

5 5 22.12±1.36 24.54±1.13 

5 8 16.48±0.86 22.87±1.32 

6 4 24.72±1.01 26.65±0.63 

8 5 18.54±0.58 20.72±1.78 

10 10 22.04±0.53 26.98±1.54 

Table 3. Comparison of classification errors between the proposed method and the other 
weighting methods. The best results on each data set is highlighted in bold face. Note that the 
last column refers to results of the proposed method. 

 

k-NN 
without 

weighting 
 

Weighting based 

MI GA TS 
χ2 
FW 

Proposed 
method 

WBC 93.99 95.56 94.52 95.02 96.63 97.82 

Glass 88.43 92.78 89.56 90.40 90.56 94.03 

Hepatitis 84.51 81.29 87.72 84.25 80.74 85.58 

Ionosphere 89.74 89.46 85.48 93.80 90.35 95.72 

Iris 93.33 92.67 96.84 96.70 95.02 97.73 

Pima 69.02 75.01 67.36 74.59 75.97 77.43 

Sonar 85.03 95.95 89.85 94.20 92.51 97.10 

Soybean 89.01 91.55 92.08 90.78 89.65 85.19 

Vote 92.93 95.64 92.65 94.03 94.52 96.13 

 
 

In Table 3, the proposed method outperforms the rest on the data sets such as WBC, 
Glass, Ionosphere, Iris, Pima, Sonar and Vote. In comparison with the mentioned 
weighting methods for k-NN classifier, experimental results prove that the feature 
weighting scheme based on Harmony Search is an impressive solution to improve the 
accuracy of k-NN classifier.  

WAKNN computes the weight of each feature according to value of MI between 
this feature and class label [7]. The reason of WAKNN's weak performance is that 
they process the usefulness of each feature independently. So, the nonlinear 
interaction between features has been ignored. In other words, WAKNN considers  
 



 Harmony-Based Feature Weighting to Improve the Nearest Neighbor Classification 35 

the correlation between each feature and the class label independently from other 
features. In some cases, there are two features which the correlation between each 
feature and the class label is low, but the correlation between the combination of them 
as a features subset and the class label is high. However in the proposed method, each 
Harmony vector considers the contribution of all features on the classification 
problem. The Table compares the proposed method with GAW which gives weight to 
features according to GA [11]. In our approach, one of the important advantages is 
AUC fitness function. In GAW, classification accuracy rate of the test set (known 
instances which were tested) is employed for fitness function. Comparison between 
fitness functions of GA and HS illustrates that the AUC is a dominant function and 
assign fitness to Harmony vector with high confidence because of its statistical 
property. So, k-NN classifier with the HS-based weighting algorithm and the AUC 
fitness function outperforms the k-NN with Genetic-based feature weighting.  

The problem of TS is that this kind of search causes the objective function to 
deteriorate [13]. In other words, it may be fall into local optimum without any 
reaching to the best set of weights (in task of feature weighting). Chi-squared Feature 
Weighting (χ2FW) is a weighting method that is calculated according to (9). In (9), i 
and j are discrete variables which can assume l and c possible values, respectively. nij 
and eij are the observed frequency and the expected frequency, respectively. Similar to 
WAKNN, the chi-squared method processes the usefulness of each feature 
independently. So, the nonlinear interaction between features has been ignored. In 
some cases, we need to analyze the effect of a group of features on the classification 
problem instead of considering just one feature. 

                                              ∑ ∑                                             (9) 

Our algorithm shows poor performance on the Soybean and Hepatitis data sets. The 
reason of poor performance is that the weights are inefficient for features. 

5   Conclusion 

In this paper, a novel method has been introduced for feature weighting. The proposed 
method of feature weighting is based on HS. The best Harmony vector returns real 
values in range [0--1] for all features. The weighting of features is based on the fitness 
of the Harmony vector. The fitness of Harmony vector has been calculated using the 
AUC, a statistical measure to compare classifiers. The experimental results show that 
the proposed method improves the k-NN classification. In some cases, the proposed 
method helps the k-NN to result in more accurate classification than some other 
method in the realm of feature weighting such as MI, TS and GA. Furthermore, in the 
synthetic datasets, this method is able to allocate very low weight to the noisy 
irrelevant features which may be considered as the eliminated features from the 
dataset. 
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Abstract. Microarray experiments normally produce data sets with multiple 
missing expression values, due to various experimental problems. Unfortunately, 
many algorithms for gene expression analysis require a complete matrix of gene 
expression values as input. Therefore, effective missing value estimation 
methods are needed to minimize the effect of incomplete data during analysis of 
gene expression data using these algorithms. In this paper, missing values in 
different microarray data sets are estimated using different partition-based 
clustering algorithms to emphasize the fact that clustering based methods are 
also useful tool for prediction of missing values. However, clustering approaches 
have not been yet highlighted to predict missing values in gene expression data. 
The estimation accuracy of different clustering methods are compared with the 
widely used KNNimpute and SKNNimpute methods on various microarray data 
sets with different rate of missing entries. The experimental results show the 
effectiveness of clustering based methods compared to other existing methods in 
terms of Root Mean Square error. 

Keywords: Microarray analysis, missing value estimation, c-means, fuzzy  
c-means, possibilistic c-means, fuzzy possibilistic c-means. 

1   Introduction 

Recent advancement of microarray technologies has made the experimental study of 
gene expression data faster and more efficient. Microarray techniques, such as DNA 
chip and high density oligonucleotide chip are powerful biotechnologies as they are 
able to record the expression levels of thousands of genes simultaneously [1].  

The data generated in a set of microarray experiments are usually gathered in a 
matrix with genes in rows and experimental conditions in columns. Frequently, these 
matrices contain missing values (MVs). This is due to the occurrence of imperfections 
during the microarray experiment (e.g. insufficient resolution, spotting problems, 
deposition of dust or scratches on the slide, hybridization failures etc.) that create 
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suspected values, which are usually thrown away and set as missing [2]. In large-scale 
studies involving thousands to tens of genes and dozens to hundreds of experiments, 
the problem of missing values may be severe. Virtually every experiment contains 
some missing entries and more than 90% of genes are effected. The presence of 
missing gene expression values constitutes a problem for downstream data analysis, 
since many of the methods employed, such as principal component analysis [3] or 
singular value decomposition [4] (e.g. classification and model-based clustering 
techniques) require complete matrices . Due to economic reasons or biological sample 
availability, repeating the microarray experiments in order to obtain a complete gene 
expression matrix is usually not feasible and also analysis results can be influenced by 
the estimation of replacing the missing values. Thus, in order to minimize the effect 
of missing values on analysis and avoid improper analysis, missing value estimation 
is an important preprocess. 

Generally, the procedures for dealing with the randomly present missing data can 
be grouped into three categories [5], [2]: (1) Ignorance-based procedures: This is the 
most trivial approach to deal with data sets when the proportion of complete data is 
small, but the elimination brings a loss of information; (2) Model-based procedures: 
This is a missing data recovery method, which defines a model for the partially 
missing data. However, the complexity of the method prevents the applications of 
large data sets; (3) Imputation-based procedures: This is the type of missing data 
substitution methods, which fill the missing values by certain means of 
approximation. Statistical imputation belongs to this category, where the missing 
values are substituted by a statistically inspired value that has a high likelihood for the 
true occurrence, for example the mean values computed from the set of non-missing 
data records. 

There are several simple ways to deal with missing values such as deleting genes 
with missing values from further analysis, filling the missing entires with zeroes, or 
imputing missing values of the average expression level for the gene (’row average’) 
[2] etc. Two advanced estimation methods for missing value estimation in microarray 
data have been proposed by Troyankaya et al. [5]; a weighted K-nearest neighbor 
method (KNNimpute) and a singular value decomposition method (SVDimpute). 
KNNimpute method is proposed as a robust and sensitive method for missing value 
estimation. It uses the KNN procedure to select genes, and uses weighted linear 
combinations to predict missing values. Recently, there is an estimation method called 
sequential K-nearest neighbor method (SKNNimpute) [6] for microarray data. This 
imputes missing values sequentially from the gene having least missing values and 
uses the imputed value for the latter imputation. Efficiencies of KNNimpute and 
SKNNimpute are better than the above mentioned simple methods in terms of missing 
value prediction error on non time series or noisy data. SVDimpute that takes all gene 
profile correlation information into consideration yields best results on time series 
data with low noise levels. However, estimation abilities of KNNimpute and 
SKNNimpute depend on the important model parameter K-value, the number of gene 
neighbor used to estimate the missing value. The parameter is usually specified by the 
user, which requires the user have some domain knowledge. There is no theoretical 
way, however, to determine these parameters appropriately. Several other methods 
have also been developed to estimate missing values. Bayesian principal component 
analysis (BPCA) [7] is shown to perform exceptionally well [8], [9]. However, BPCA 
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is a sophisticated method that is highly dependent on the number of principal axes [8]. 
The fixed-rank approximation algorithm (FRAA) proposed by Friedland et al. [10] 
carries out the estimation of all missing entries in the gene expression data matrix 
simultaneously based on the singular value decomposition (SVD) method. Local 
least-squares imputation (LLSimpute) by Kim et al. [11] exploits the local similarity 
structures in the data and uses the least-squares optimization method to find the 
missing values that are represented as a linear combination of similar genes. 
However, the prediction error generated using these methods still impacts on the 
performance of statistical and machine learning algorithms including class prediction, 
class discovery, and differential gene identification algorithms [12]. There is, thus, 
considerable potential to develop new techniques that will provide minimal prediction 
errors for different types of microarray data including both time and non-time series 
sequences. 

Current research demonstrates that if the correlation/similarity between genes is 
exploited then missing value prediction error can be reduced significantly [13] in gene 
expression data. Cluster analysis [14], which partitions the given data set into distinct 
subgroups, is also applied to predict missing values in microarray data. Intuitively, 
objects in a cluster are more similar to each other than those belonging to different 
clusters. In this sense, objects in a cluster are more correlated with each other, whereas 
objects in different clusters are less correlated. As it can partitions different objects into 
groups, based on some similarity/dissimilarity criterion, it can also be used to discover 
structures based on similarity/dissimilarity in gene expression data without providing 
any interpretation. After clustering, missing values present in a gene can be predicted 
more accurately from other similar genes belonging to the same cluster. 

In this paper, prediction accuracies are given for estimation of missing values in 
microarray gene expression data with respect to RMS error, using different partition 
based clustering algorithms. The effectiveness of the partition-based clustering 
methods, along with a comparison with SKNN and KNN imputation methods, is 
demonstrated on three microarray data sets. 

2   Different Partition-Based Clustering Algorithms for Estimaion 
of Missing Values 

In this section different partition-based clustering algorithms are described and then a 
new imputation method has been demonstrated to predict missing values in 
microarray gene expression data. 

2.1   Notation 

Throughout this paper, microarray data are represented by matrices with rows 
corresponding to genes and columns to experimental conditions. In particular, G 
represents original data matrix (with real MVs), while S is a complete gene 
expression matrix without any missing values with N genes and E experiments (with 
N >> E) after preprocessing G. In this S matrix, data are randomly deleted to create 
test data matrix T. X represents a set containing N number of genes. Every gene 
contains E number of attributes. 
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2.2   c-Means Clustering Algorithm 

The algorithm proceeds by partitioning N number of objects into c nonempty subsets. 
During each partition, the centroids or means of the clusters are computed. This 
process iterates until the criterion function converges. Typically, the square-error 
criterion is used, defined as 

                                   (1) 

The main steps of the c-means algorithm [15] are as follows: 

1) Arbitrarily choose c number of object from X and they are assigned in mi, i = 1 to c 
as initial cluster means. 
2) Assign each data object xk to the cluster Ui for the closest mean. 
3) Compute new mean for each cluster using 

                                        (2) 

where |Ui| is the number of objects in cluster Ui. 
4) Iterate until criterion function converges, i.e., there are no more new assignments. 

2.3   Fuzzy c-Means (FCM) Clustering Algorithm 

This is a fuzzification of the c-means clustering algorithm. It partitions a set of N 
objects {xk} into c clusters by minimizing the objective function 

                                 (3) 

where 1 ≤ p < 1 is the fuzzifier, mi is the ith cluster center, μik Є [0, 1] is the 
membership of the kth pattern and ||.|| is the distance norm, such that 

                                       (4) 

and 

                                         (5) 

dik = ||xk − mi||
2, subject to   and   
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The algorithm [16] proceeds as follows: 

1) Pick the initial means mi, i = 1, · · · , c. choose value for fuzzifier p and threshold ε. 
Set the iteration counter t = 1. 
2) Repeat Steps 3-4, by incrementing t, until |μik(t) − μik(t − 1)| > ε. 
3) Compute μik by eqn. (5) for c clusters and N data objects. 
4) Update means mi by eqn. (4). 

2.4   Possibilistic c-Means (PCM) Clustering Algorithm 

It partitions a set of N objects {xk} into c clusters by minimizing the objective 
function 

               (6) 

where 1 ≤ q < 1 is the fuzzifier, mi is the ith cluster center, tik Є[0, 1] is the typical 
membership of the kth pattern, ηi are suitable positive integers and ||.|| is the distance 
norm, such that 

                                         (7) 

and  

                                         (8) 

and 

                                        (9) 

here typically K is chosen to be 1. The main steps of the PCM algorithm [17] are as 
follows: 

1) Pick the initial means mi, i = 1, · · · , c. choose value for fuzzifier p and threshold ε. 
Set the iteration counter it = 1. 
2) Repeat Steps 3-4, by incrementing it, until |tik(it) − tik(it − 1)| > ε. 
3) Compute tik by eqn. (8) for c clusters and N data objects. 
4) Update means mi by eqn. (7). 

2.5   Fuzzy-Possibilistic c-Means (FPCM) Clustering Algorithm 

It partitions a set of N objects {xk} into c clusters by minimizing the objective 
function 
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                       (10) 

subject to the constraints p > 1, q > 1, 0 ≤  μik, tik ≤ 1, and 

                                           (12) 

and 

                                               (12) 

and 

                                   (13) 

here μik is the fuzzy membership value given in eqn. (5) and tik is the typical or 
possibilistic membership value given in eqn.(8), p and q are fuzzifiers. 

The main steps of the FPCM algorithm [18] are as follows: 

1) Pick the initial means mi, i = 1, · · · , c. choose value for fuzzifier p, q and threshold 
ε. Set the iteration counter it = 1. 
2) Repeat Steps 3-4, by incrementing it, until |μik(it) + tik(it) − μik(it − 1) + tik(it − 1)|  
> ε. 
3) Compute μik by eqn. (5) and tik by eqn. (8) for c clusters and N data objects. 
4) Update means mi by eqn. (13). 

2.6   Imputation of Missing Values 

Initially, all missing values in T are replaced by the estimation given by row (gene) 
averages to obtain a complete matrix. Specially, this step of gene average substitution, 
performed in all clustering methods, provides the possibility of contributing the 
maximum number of genes for estimating the missing values. Then any one of the 
above mentioned clustering algorithms are executed on this complete matrix. The 
missing values are imputed by making use of the weighted mean of the values of the 
corresponding attribute over all clusters. The weighting factors are the membership 
degrees uik of a gene xk to the ith cluster. The missing gene expression value xkj is 
imputed by: 

                                        (14) 
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where uik is the membership value of kth gene in the ith cluster. vij represents value of jth 
attribute of mean of ith cluster and l is the fuzzifier. For hard c-mean clustering 
membership values are either 0 or 1. 

The main steps of the imputation algorithm is as follows: 

1) Initially all missing values in T are replaced by the estimation given by row (gene) 
averages for obtaining a complete matrix. 
2) Apply any one of the above mentioned clustering algorithm to cluster genes. 
3) Estimate missing values by using eqn.(14) with the means obtained from clustering 
result. 
4) Repeat steps 1 and 2 for different number of clusters. 

3   Experimental Results 

The above mentioned different partition-based clustering algorithms are compared 
with the previously developed KNNimpute and SKNNimpute methods by imputation 
of microarray data. Data sets used in this work are selected from publically available 
microarray data. Three microarray data sets are used: cluster analysis and display of 
genome-wide expression patterns (data 1) [19], Genomic expression programs in the 
response of yeast cells to environmental changes (data 2) [20] and the transcriptional 
program in the response of human fibroblast to serum (data 3)[21]. The metric used to 
assess the accuracy of estimation is Root Mean Squared (RMS) error which is 
calculated as follows: 

                            (15) 

where Rh is the real value, Ih is the imputed value, and n is the number of missing 
values. 

Before any further process, each data set is preprocessed for the evaluation, by 
removing rows and columns containing missing expression values greater than 50% 
and rest are replaced by row average values, yielding complete matrices. For every 
data set between 1 and 20% of the data are deleted at random to create test data set. 
Each method is then used to recover the introduced missing values for each data set, 
and the estimated values are compared to those in the original data set. 

Every clustering method is executed for c = 5 to 50, where c is the number of 
clusters. The experiments show that for c > 50 the clustering results detoriates. The 
value of fuzzifier is varied from 1.2 to 2. For every clustering method best result (i.e. 
minimum RMS error) is taken for different values of fuzzifier as well as for different 
values of number of clusters (c).The result is shown for different rate of missing 
entries present in every data set. 

The efficiency of different partition-based clustering methods mentioned here are 
compared with the KNNimpute and the SKNNimpute methods by applying them to 
three microarray data sets with different missing rates. Both KNNimpute and 
SKNNimpute methods require the value of k which is the number of nearest 
neighbors used in imputation. When k is between 5 and 20, they have given good  
performances. Accordingly, minimal RMS errors of these two methods are shown by 
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varying k between 5 to 20 in every data set with different rates of missing values. In 
Table 1, prediction accuracies of different clustering methods are shown for different 
number of clusters. In Table 2, only best results are shown for data 2 and Data 3 using 
different clustering algorithms. 

In figure 1, it is found that c-mean has given best results compared to all other 
partition-based clustering algorithms mentioned here and also with respect to 
KNNimpute and SKNNimpute methods for all different rates of missing entries in 
data 1 and data 2. FCM, PCM, and FPCM clustering methods also have given better 
results with respect to KNNimpute and SKNNimpute methods for all cases in data 1 
and data 2. For data 3, FCM gives best results for all rates of missing. The other 
clustering methods have also given better results compared to KNNimpute and 
SKNNimpute methods for data 3. 

Table 1. Comparative Performance Analysis of Different Clustering Methods on Data 1 

 

Table 2. Best Performance of Different Clustering Methods on Data 2 and Data 3 
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Fig. 1. Comparison of accuracy of Different clustering methods with KNNimpute and 
SKNNimpute methods for three types of data sets over 1 to 20% data missing. The accuracies 
are evaluated by RMS error. 
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4   Conclusion 

In this paper, the performance accuracy of different partition-based clustering 
algorithms for missing value estimation in microarray data sets are compared with 
KNNimpute and SKNNimpute methods. The experimental results show that in all 
cases clustering methods have given better results than KNNimpute and SKNNimpute 
methods in terms of RMS error. So, it can be concluded that clustering methods are 
also very effective for missing value estimation in microarray gene expression data. 
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Abstract. Though many systems are available for discrimination between earth-
quakes and explosions, our introduces new advances and some rudimental results 
of our ongoing research project. To discriminate between earthquakes and explo-
sions, temporal and spectral features extracted from seismic waves, additional 
some seismological parameters (such as epicenter depth, location, magnitude) are 
crux for rapid and correct recognizing event sources (earthquakes or explosions). 
Seismological parameters are used as the first step to screen out obvious earth-
quake events. Fourier transforms (FFT), chirp-Z transforms, wavelet transforms 
have been conducted and some prominent features are acquired by present expe-
rimental dataset. In some experiments, wavelet features plus support vector classi-
fication (SVC) have reached very high correct recognition rate (>90%). This  
proposed paper can be used in evolving scenarios. 

Keywords: Classification, Recognition, Earthquake, Explosion, Tempo-
Spectral features, Support Vector Machines (SVC). 

1   Introduction 

The research on seismic signal processing, analysis, and further discrimination of 
earthquakes and explosions plays a fundamental role in the development of seismolo-
gy, and is also indispensable for public welfare and world peace. Modern digital 
seismographs may record seismic waves of earthquakes and significant explosions 
occurring sequentially or simultaneously. These sequential or simultaneous occurring 
characteristics would be harmful to properly explain the recorded seismic waves and 
might beget some false conclusions. So it is very meaningful to separate earthquake 
events and explosion events which may occur sequentially or simultaneously from 
recorded seismic waves. The separation of simultaneously occurring earthquake and 
explosion events is one aim of our next researches, and should be investigated in fur-
ther researches by some special signal processing techniques such as independent 
component analysis [1]. 

We are presently focused on the separation of sequentially occurring earthquake 
and explosion events or unrelated earthquake and explosion events. Sequentially oc-
curring continuous or intermittent events have been processed, and saved in seismic 
wave files so that each file contains only one event, earthquake or explosion. 
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2   Discriminative Features 

It has been shown [2][3] that the hypocenters of earthquakes are almost deeper than 
those of explosions.  This may impact the travel ways of seismic waves. In addition, 
the origin mechanisms of the 2 event types differ essentially. Many different temporal 
and spectral features  (the ratio of different magnitude scales [4], seismic phase,  
P-wave initial arrival time, the direction of P-wave initial arrival, the ratio of P/S-
wave magnitude values, relationship of waves, complexity of wave, ratio of spec-
trums, cestrum, instantaneous spectrum, etc) have been proposed and investigated, but 
no ideal feature(s) is widely accepted due to the problem's complexity and proposed 
and some encouraging rudimentary results have been acquired [5]. Initially by Fourier 
transform (FFT), overall spectrum layout is acquired. Fourier transform transfers a 
time domain signal into frequency domain. In the discrete form, its definition is as 
following: 
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transform is a classical algorithm with thinning spectrum [6]. This algorithm is formulated 
from discrete Fourier transform. For N - points length time signal x(n) , the Chirp-Z 
transform is defined as [7]: 
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Where ℘−== jj eWWeAA 00 , ; A, W both is Real numbers. If A0 >1, the integral or 

accumulative path of CZT is outside the unit circle; otherwise, the path is inside the 
unit circle. If W0 >1, the path rotates inwards; otherwise, rotates outwards. If A0  = 
W0  = 1, the path is an arc along the unit circle. 

0Θ   is the onset angular frequency, 

℘  is the sampling interval also known as angular increment. 

Let θr = θ0 + rϕ0 , r = 0, 1, L, M -1 are interested points of frequency range. If θ0 = 0, 

M = N, Chirp-z transform and discrete Fourier transform are the same. If ϕ0   = 2π / M < 

2π / N, CZT sampling spectrum X (z r ) is finer than DFT, it may acquire more precise 
spectrum characters. 

The result [5] of an experiment for discriminating 40 earthquakes and 40 explo-
sions with 0.01 Hz-5 Hz frequency range are listed in Figure 1. In this figure, abscissa 
axis represents the logarithm value of average energy (normalized), the ordinate axis 
means the logarithm value of dominant frequencies; and Red circles represent ex-
plosion events, Blue asterisks represent earthquake events. 
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Fig. 1. Rudimentary result [5] of chirp-z transforms 

This means that appropriaten=0 window length of seismic signal may also be an im-
portant role in the classification of earthquake and explosion. But these seemingly en-
couraging results are very limited when applied to more other sites events.  

Features extracted from chirp-z transform and wavelet transform are actually tem-
poral-spectral quantities. How to combine theses temporal-spectral features with clas-
sical event features, wave temporal and spectral features for acquiring more robust 
classification and recognition result is imperative but challenging due to heterogeneity 
of earth structure and complexity of event behaviors. Thus, location comparability 
and magnitude scale comparability are fundamental requirements for high accurate 
explosion recognition. 

3   Recognition Features 

In pattern recognition field, recognition and classification are often interchangeably 
used though their meanings are subtle different from each other. Strictly speaking, 
recognition is identified a new sample as one of some several presumable classes, and 
classification is the process of designing some rule(s), then designating each of a 
group of samples to one of correspondent class. For a pattern recognition system, rec-
ognition is often considered in testing and practical application phases, and classifica-
tion is often considered in training and learning phases. A typical pattern recognition 
system is sketched in Figure 2. 

The transform of 4-wavelet packet has also already been investigated to extract 3 
types of wave features - energy ratio, Shannon entropy and logarithmic energy entropy: 
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These features are supplied to a classifier of v-SVC (support vector classifier) for ve-
rifying the capabilities of these features. In three approaches of pattern recognition: 
syntactic, neural and statistical, the last one is main force in many practical recogni-
tion applications. In the statistical approach of pattern recognition, the main focus of 
researches is acquiring some technique for best generalization of decision rules which 
derived from training samples in experimental data sets. This approach requires a po-
werful computational capability, demanding some flexible use of numerical programs 
for studying the data set as well as tools for evaluating the data analysis procedures 
themselves. As many new techniques are still being proposed in the literature, an 
easy, robust one. 

 

Fig. 2. Sketch of Pattern Recognition system 

The results [8] showed that the feature of Shannon entropy is the best candidature 
to discriminate earthquake and explosion among the above three features. Classifica-
tions by v -SVC are carried out for more elaborate recognition tests. The results show 
that window length is also an important factor for recognition rate. The recognition 
rates of several different window lengths are ranged from 81% to 98%. The best  
window length is 2000 sampling points which achieves 98% programming tool or 
platform is needed that enables a fast and flexible algorithm implementation. Hereby 
the use of a widely available numerical toolset like Matlab may be profitable for both, 
the use of existing techniques, as well as for the study of new algorithms. Moreover, 
because of its general nature in comparison with more specialized statistical environ-
ments, it offers an easy integration with the preprocessing of data of any nature. This 
may certainly be facilitated by the large set of toolboxes available in Matlab. So the 
recognition algorithms are current implemented in Matlab. 

Because of abounding pattern recognition algorithm existing in literature, each dif-
ferent algorithm may be best for its suitable situation and sample data structure. But 
none of any single algorithm is good for any structural samples. So, basing upon the 
careful analysis of present problem's sample structure, several typical algorithms have 
been selected to accommodate the classification of earthquake and explosion. They 
are Fisher's classifier, a classic linear classifier which suitable to linear classifiable 
problem; ICHAM (Improved Continuous Hamming's Method) classifier, which suita-
ble to interleaving conglobation sample structure problem; general linear classifier, 
different from Fisher's by no need to calculate covariance and ever applicable to some  
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non-linear classifiable problem if incurring errors is acceptable; Parzen's classifier, 
which not needs any presumption and completely learned from data; and a  
v-SVC(support vector classifier), which entirely is in a new frame and theoretically 
can be used to formulate almost any shape of delimitating boundary line for any struc-
ture's samples, linear classifiable and non-linear classifiable. 

The parameters [8] for ν-SVC are set as follows: 

ν =0.5; Kernel is Sigmoid  

))tanh((),( cxxxxk jiji +−Υ=  

Where ji xx ,  are ththji −− sample vector(s) respectively. Parameters in Sigmoid ker-

nel: γ = 1 / 100, c = 0. 

4   Decision Support System 

Construction of suitable decision support system is the best solution for explosion 
recognition and earthquake vs. explosion events classification. The schematic layout 
for the decision support system of recognizing natural earthquake events and explo-
sion events is displayed in Figure 3 and a snapshot of user operation interface is dis-
played in Figure 4. The developing platform of this system is MS Visual Studio 2008, 
programming language is C#. Most seismic signal processing algorithms are coding 
and developing in Matlab (v7.1) and packed as dll (dynamic-link library) files. 

 

Fig. 3. Layout of the decision support system 
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Fig. 4. Interface of the decision support system 

E Event wave data that stored in popular seismic data formats such as evt, sed, sac, 
and txt can be read in and processing in current developing phase, more data formats, 
especially seed (Standard for the Exchange of Earthquake Data), are planning to add 
into the system. Prevailing seismic wave data are stored as one file for one event, 
which may contain more than 100 observatory stations, and generally each station has 
3 channels (UD, EW, NS). Thus, the size of one wave data file may larger than 
500MB for some events. 

Raw seismic wave records may contain a great deal of silent void data, outburst 
disturbing data, environmental noising data, device trending excursion, etc. So some 
appropriate data preprocessing must be applied before any meaningful signal 
processing and wave feature extraction. 

Event features such as event magnitude(s) (Ms, Mb, etc), hypocenter depth, epi-
center longitude/latitude, must be inputted into the system by user(s), and stored in an 
event catalog database. However, the raw event wave file cannot be directly stored in 
database due to its huge size (may > 500MB/single file). But the name of raw event 
wave file must be associated with event catalog, and can be simultaneously stored in 
the database. 

Temporal features extracted from event waves shall be acquired by user's interact-
ing operation with the waves in the software interface. P-wave initial arrive time,  
S -wave initial arrive time, P-wave initial magnitude, P-wave maximal magnitude,  
S-wave maximal magnitude etc, these temporal-related wave signal values can be ob-
served and measured in seismic wave graph. Temporal features can be gotten or cal-
culated from these measurements. 
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Spectral features are computation-consuming quantities. In order to utilize Matlab's 
powerful scientific computing capabilities, all spectral features extraction algo-
rithms(chirp- Z, wavelet, Hilbert-Huang etc) are coded and completed in Matlab and 
these algorithms are packed in several DLL files for convenient called by the system's 
user. 

Explosion recognition and classification of earthquake and explosion events are the 
core parts of the system. Several pattern classification algorithms (SVC, Fisher's, 
ICHAM, Linear, and Parzen's Classifier) have been implemented in the system. Of 
these algorithms, SVC (support vector classifier) is the most robust one for our 
present experiments. 

5   The Working of Next Step 

The main and core parts of system's software have basically been completed, but there 
are still many problems waiting to be solved. Algorithms' bugs may unceasingly be 
found, and algorithms' limitations also perhaps will be faced when more event data ar-
riving and more experiments being conducted. So algorithms improvements and ever 
adaptations are always needed. Statistical decision module is also needed due to dif-
ferent pattern recognition algorithm may derive inconsistent conclusions for just one 
event source (explosion or earthquake). 

For clarification, the workings of next step are briefly listed as follows: 

• Refining user interface, wave operation, wave signal filtering; 
• Debugging temporal, spectral, tempo-spectral feature extraction algorithms; 
• Implementing features browse and update; 
• Refining explosion recognition algorithm; 
• Completing statistical decision and inference module. 
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Abstract. The concept system with rich content is the key to improve the per-
formance of knowledge-based artificial intelligence knowledge system. And a 
sufficient number of concepts, rich in semantic association, to meet the multi-
tasking and developed concept system are one of the major challenges of  
knowledge engineering. It is the fundamental goal of conceptualization of 
knowledge, too. In this paper, for the study of natural language processing, 
from the perspective of development of the concept, a framework is proposed to 
building concept system. 

Keywords: Natural Language Processing, concept system, ontology, semantics, 
knowledge. 

1   Activities of Senior Intelligence  

The Original intention of artificial intelligence is to simulate person's intelligence. 
However, because we know little about the generating process of living beings’ (es-
pecially human) intelligent behavior, we can only explore the problem that is easier to 
solve by existing tools. The knowledge expressions that are used by existing systems 
of artificial intelligence are all aimed at particular application. That is problem 
oriented. Both Symbolisms and Connectivism are all approximation of knowledge re-
presentation. With the development of artificial intelligence in deep and application, 
many problems put forward a challenge for the existing technology of artificial intel-
ligence. The applications that had been paid more attention are as the following sev-
eral aspects [1]. 

(1)Although we have find much new applicable technology about machine transla-
tion, automatic abstract, question-answering system and so on in the field of natural 
language processing, it is the calculation of concept which is not the keyword match-
ing even in a small category, such as what is the meaning of “Li go tomorrow”. 

(2)In the field of problem solving, being different from weak method and the method 
of expert system which put the state space search as its core ,many new applications 
put forward higher request to the method which is based on knowledge ,and it out-
stands more and more knowledge intensive features. For example, the low temperature 
disaster happened in the middle and low areas of the Yangzi River before the Festival 
Spring in 2008 years. Its rescue involved the weather, traffic, electric power, medical 
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treatment, civil affairs, and many other fields of knowledge. It no longer meets the rea-
soning realization of the classic expert system but the concept association. 

(3)In the field of Web information processing, for the extraction of the interested in-
formation and the filter of the harmful information online, we have developed the text 
mining, public opinion monitor, vertical search and other new demand, and the user 
hope to put the Web as a problem solver but not a resource pool. 

(4)In the filed of scene analysis, for the computer vision and pattern recognition, we 
apply ourselves to the understanding of the image consistently and we hope to find 
the public emergencies, to recognize and alarm the internal theft of self-service bank, 
to find the old man’s abnormal step appearance by accompanying robot and to fore-
cast the production of food, and so on, through the image analysis which is captured 
by camera or remote sensing satellite. 

(5)In the field of distributed computing, such as MAS (Multi-Agent Systems) and the 
robot football, it is not simple the task distribution or data distribution but needs fu-
sion, collaboration and coordination. 

(6)The challenge of NP problem. For example, the problem of protein folding is the 
process to study how a string of amino acids could fold almost in a moment and form 
a kind of very complex three-dimensional structure protein. It would take 10127 years 
for a super computer which used the verisimilitude for this project calculation to look 
for the final folding form of a short sequence which consists of only 100 amino acids 
[2]. There are a lot of problems like this. 

The common between previous six problems and the problems of traditional artificial 
intelligence is the needing of knowledge, but they have the absent distinction. To 
solve them, senior intelligence system has to deal with a lot of variables. It is not a 
stack of simple concept (knowledge), but needs to understand the dependent of con-
cept and highlights the knowledge hidden behind them. 

In order to realize the senior intelligence, we need to construct a knowledge system 
which is rich in content, used neatly, explicit and can be stated. It is concept system 
that supports the system. 

2   The Development of Concept System  

In daily life, a seemingly simple common sense issue may involve a lot of complex 
association of concept, and these concepts and the connections between the concept is 
gained in the process of people's cognitive development. In the process of cognitive 
development, a child gets new concepts constantly and finds the dependent relation-
ship between them and the existing concepts. The child's concept structure become 
complicated and complete gradually through such a long process of accumulation. 

Here is a list of several influential concept systems: 

2.1   FramNet  

FramNet treats the frame as its core and it is based on the real corpus. It puts many 
lemmas that have the same semantic roles in the same frame and uses frame elements 



 Building Concept System from the Perspective of Development of the Concept 59 

which have individual character to describe the protean semanteme of nature lan-
guage. Then it reveals the various semanteme of each word in each meaning and the 
possibility of syntactic integrating by the marked sentence[3]. For example, the word 
"hit" can be expressed as "zonk" and can also be treated as "create an accident or bad 
effect". How can we distinguish its meanings? Generally speaking, a word’s different 
meanings are associated with the different meaning framework that the word partici-
pates in. When the meaning of a word is based on a particular frame, we would say 
that the word has activated a framework. Accordingly, the word "hit" activates a "hit 
the target" framework in a certain context environment and it also may activates a 
specific "cause harm" framework in another context environment[2]. 

2.2   Semantic Web  

In brief, semantic Web is a kind of intelligent network that can understand human 
language. It can not only understand the human language, but also can make the 
communication between people and computer as easy as the communication between 
people. The core of it: it can add the semanteme (Meta data) that the computer can 
understand by the documents on the World Wide Web (such as the HTML), so that 
the entire Internet could become a general medium of information exchange. We can 
improve the resources’ usability and usefulness of the World Wide Web and its inter-
connection by the following methods. 

Although semantic web is a better network, its realization is a complex and huge 
engineering. The realization of semantic web is finished by XML Language and 
framework of resource description (RDF). XML is a tool used to define markup lan-
guage. It includes XML declaration, DTD (document type definition) which is used to 
define the grammar of language, the detail instruction which is used to describe marks 
and the document itself. The document itself contains marks and content too. RDF is 
used to express the content of webpage. 

The system structure of semantic web is shown in figure 1. 

 

Fig. 1. The system structure of semantic web  
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The first layer: Unicode +URI (international code+ uniform resource logo). It is the 
foundation of the whole system structure. Unicode is a character set and is the code 
that is responsible for handling resources. URI is responsible for the identification of 
resources .it makes the precise retrieval of information and intelligence possible. 

The second layer: xML + NS (Namespaee) + XMLSehema (extensible markup 
language + name domain + program of extensible markup language). It is responsible 
for representing the content and structure of data from grammar. XML uses a set of 
elements which is programmed prior to mark on the data and provides convenience 
for the computer processing. Name domain can distinguish the data elements’ belong 
and can transform the synonyms between different name domains. 

The third layer: RDF + RDFSchema (framework of resource description+ frame-
work program of resource description). It is responsible for providing semantic model 
to describe the content and structure of information on the Web. RDF is a language of 
describing the information resources on the Web and its goal is to establish a frame-
work which is used for the coexistence of a variety of metadata standard. The frame-
work can make full use of all sorts of metadata and start exchange and use of data 
which is based on Web. RDFSchema uses the expression system that machine can 
understand to define the vocabulary of description resources. 

The forth layer: Ontologyvoeabula (the collection of ontology vocabulary). It is re-
sponsible for the definition of sharing knowledge and the description of the relation-
ship between the various resources. 

The fifth floor: Logic. It is responsible for providing the inference rule of justice 
and logic and the basis for the intelligence service. 

The sixth layer: Proof. It provides support for the signature of mutual validation 
and data exchange among intelligence agents. 

The seventh layer: Trust. It provides trust guarantee. 
The reasoning from the fifth layer to the seventh layer is on the based of the nether 

4 layers. 
The system structure of semantic web is under construction and the research of this 

system structure has not formed a logical description and theory system which is sa-
tisfying and strict at current international scope. 

2.3   Concept Map  

Concept map is a more modern method of knowledge representation. It was first pro-
posed by John f. Sowa in 1984 and was a model of expressing language in network 
[6]. Concept map is a directed and connected graph that is represented by graph. It in-
cludes two nodes: concept node and concept relation node. The direction of the arc 
represents the relationship between concept knot and concept relation knot. Concept 
node represents a concrete or abstract entity in the field of question .concept relations 
note points out a kind of relationship that involves in one or more concept nodes. 

In the concept map, concept node is represented with a rectangular and concept re-
lation node is represented with an ellipse. Directed arc marks up the adjacent concept 
nodes of the concept relation node. Each concept map can represent a proposition and 
a typical knowledge base contains a lot of figures like this. For example, the concept 
map in picture 3 represents the proposition of "zhangsan gives lisi a red book ".  
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Fig. 2. Concept map examples 

We can operate on concept map and create a new concept map. The formal rules of 
operation: copy, restrict, connect and simplify. 

Concept map is a logic system which is based on semantic network. It is not only 
straightforward but also easy to operate for concept map to express the knowledge. It 
can produce new concept relevance and inference rule with the operating of concept 
map. In addition, the concept map can also create a mapping relationship with natural 
language directly. These advantages that concept map involves make it more suitable 
for expressing concept structure. Concept map has been favored by many researchers 
since it was putted forward and they have applied it in many different fields (such as 
knowledge engineering, information retrieval). Comparing with the classic method of 
knowledge representation, Concept map is more coincident with human's thinking and 
language habits. But it can only express some simple concept relations and is not ap-
plicable to express commonsense knowledge that contains complex concept structure. 
Conducting knowledge representing with concept map needs to analyze the structure 
of knowledge said, so its acquisition needs the participation of experts and it can not 
be gained automatically by intelligent system. In addition, for the solving of a com-
plex question, reasoning based on concept map is easy to produce redundancy or 
cause the disaccord of reasoning result. Therefore, an intelligent system based  
on concept map can only do some simple problem solving and it is not competent  
for commonsense problem solving that contains a large amount of complex concept 
relevance. 

2.4   Concept Lattice  

Concept lattice is a complete concept hierarchical structure that reflects the contact 
between objects and attributes and the relations between generalization and speciali-
zation. Each node of Concept lattice is a formal concept and it consists of two parts: 
the denotation and the connotation. Denotation is the examples that concept covers 
and connotation is the description of concept which covers the common features of 
examples. In addition, concept lattice manifests the relationship between generaliza-
tion and specialization of these concepts concisely and vividly by Hasse diagram. 
Concept lattice is regarded as a powerful tool for data analysis. The process of creat-
ing concept lattice from data set (which is called formal background in concept  
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lattice) is a kind of process of concept clustering in essence. However, concept lattice 
can be used for many tasks of machine learning. Concept lattice has been applied ex-
tensively and successfully since it is putted forward. For example, we can extract mul-
tiple types of knowledge from concept lattice such as some properties and rules [8]. 
We can organize and manage a lot of information effectively by the concept lattice in 
information retrieval. 

We can represent knowledge by concept lattice. We can also add the new obtain-
ment of concept to the existing concept lattice by the structure algorithm of concept 
lattice, so as to we can update knowledge base constantly. Concept lattice can de-
scribe the category and hierarchical relationships of concept lattice clearly. It also can 
extract many common characteristics or rules of practical examples and organize 
them effectively. However, concept lattice is not suitable for expressing concept 
which has dynamic characteristics. We can obtain common properties of relevant 
concepts by concept lattice that is the connotation of concept. It is not good at ex-
pressing knowledge of common sense because the concept relations of commonsense 
knowledge contains are too complex and the concept relations that concept lattice can 
describe are too simple—they are only some relations of generalization and speciali-
zation. In addition, concept lattice has some problems itself. Such as the constructing 
efficiency of concept lattice, if the constructing algorithm is inappropriate, the number 
of concept lattice nodes may grow according to index level and this will cause a large 
number of redundant data. 

2.5   HowNet     

HowNet is a common sense knowledge which regards the concept that a Chinese 
word or an English word represents as its object and treats the relations between con-
cepts or attributes of concept as its basic content [4]. With the investigation and anal-
ysis about 6000 Chinese characters, HowNet abstracts more than one thousand mete-
senses. Mete-sense is the minimum unit which is the most basic and whose meaning 
can't be segmented in HowNet. It is the basic factor to explain the dictionary of know-
ledge and other vocabulary entries are all defined by it. Computerization is the impor-
tant characteristic of know nets. HowNet is oriented to computer and it is established 
by computer. It may be an intelligent component of computer in the future. As a 
knowledge system, HowNet is a net but not a tree in fact [5]. 

HowNet also focus on reflecting the relationships between concepts or various 
attributes of concept. HowNet teaches the knowledge network system of figure 3 to 
the computer clearly and makes knowledge operable for the computer. 

In general, the relationships that HowNet described between mete-senses  
mainly include hyponymy and, synonymy, amtonymy, the part-whole relation, the 
attributes-host relation, the material–product relation, the agency/experience/ subject 
of relation-event relation, the recipient/content/subjacency etc event relation, the tool-
event relation, the place–event relation, the time-event relation, the value-attribute re-
lation, the entity-value relation, the role-event relation and the correlative relationship 
and so on. 
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Fig. 3. Knowledge representations which is based on HowNet  

2.6   HNC  

HNC theory is a theory system about the understanding of natural language. It is a 
theory system that is based on semantic expression and mixes semanteme, grammar 
and pragmatic together. [7] HNC theory's goal is taking the association venation of 
concept as the main line, establishing a kind of natural language expression pattern 
and computer pattern of understanding and processing that can simulate the percep-
tion process of brain language and making the computer obtain the ability of digesting 
fuzzy. 

HNC is based on the following two hypotheses: 

Hypothesis 1: symbols of language space are different in thousands ways. However, 
there is only a kind of symbol of language concept space. 

Hypothesis 2: role is in the internal and mutual space of all things and it must produce 
some role. It must be accompanying with a process or transfer before achieving final 
effect and it must be appearing a new relation or state after achieving final effect. 
New effect can induce new role and it recycles and recycles. This is the basic rule that 
all things exists and develops and this is also the basic rule of language expressing 
and concept reasoning (it becomes role and effect chain rule). 

It introduces the language concept space. The meaning of the words can be mapped to 
the system of concept sign and it can be expressed by the combination of the con-
cepts. HNC generalizes the symbolic expression of the natural language concept as 
the followings: 

{Category string} {Hierarchical string} {Symbol of combination structure} 
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It means: the lambda expression of concept is consisted of category symbols, hierar-
chical symbols and combination symbols. Category string and hierarchical string con-
stitute a lambda expression of concept primitive. Two or more concept primitives 
constitute a new concept by the combination of the combination structure symbol. 
The simple concept is consisted of a single concept primitive and the Compound con-
cept is consisted of several concept primitives. 

Example: Sun Zhongshan led the Xinhai revolution and overthrew the autocratic mo-
narchy system which rules people thousands of years in china. It is great significant to 
the social progress, but it also fails to change the tragic fate of Chinese and society 
property of semi-colonial and semi-feudal in china. 

Semantic tagging of the example’s language concept space: 

SG=R011X*20J#R0B1=<R411J>#R0B2=<!24R411X*21J[HE|]>+ReCS0jD1*20J#R
eC= {PS*10J} +(lby)XY0*22J [7] 

2.7   Ontology  

Ontology is the clear specifications of conceptualization. It mainly includes four  
aspects: 

(l)Conceptualization: abstract model of the objective world phenomenon. 

(2)Clear: concepts and the relations among them are defined precisely. 

(3)Formalization:accurate and mathematical description.It can be read by computer. 

(4)Sharing: the knowledge that ontology reflects is recognized by its users. 

Although there are many different ways about definition, different researchers have 
the unified understanding to ontology. They all take ontology as a semantic founda-
tion of different subjects’ (person, machine, software system, etc) communicating  
(dialogue, interoperability, sharing and so on) in the interior of field. That is ontology 
provides a consensus of clear definition. The goal of this consensus is mainly to ser-
vice for the machine. 

Many tools of ontology construction have been made in the past 10 years, such as 
from Ontolingua, OntoSaurus, WebOnto to Protege-2000, WebODE, OilEd, OntoE-
dit, KAON, Text-To-Onto, etc. These tools provide a graphical interface which is 
friendly and a mechanism of consistency check. With these tools, the users can con-
centrate on the organization of the ontology content without knowing the details of 
ontology description language and they also avoid a lot of mistakes and make it con-
venient for ontology construction. But, these tools only provide the editing function of 
ontology and what supports it is still the way of constructing ontology by hand. Even 
with these ontology editing tools, users still need to enter and edit the name,  
constraint, attributes, etc of each concept. The structure of the ontology is a five tuple 
---O: = {C, R, Ao, F, S}. Here the C and R are two disjoint sets. The elements of C 
are called concepts and the elements of R are called relationship. Ao represents ontol-
ogy axiom, F represents function and S represents example. We can see that the  
relation of ontology, example, function and axiom are all based on the basis of the 



 Building Concept System from the Perspective of Development of the Concept 65 

concept and the concept system plays an important role on the construction ontology 
from the structure of the ontology. 

3   Conclusions  

Concept system reflects the dependence of the concepts, which is the core of know-
ledge system, and has played a role lurking in the background. People's cognitive  
ability all comes from that. Thus the research of concept structure is helpful for im-
proving the problem solving ability of knowledge system, especially the open field. 
The research of concept system is asked to solve three problems: how to represent and 
store concept system, how to construct concept system gradually and how to realize 
all kinds of intelligent task using concept system. 
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Abstract. The Information and Communication Technologies (ICT) are being 
increasingly used by various governments to deliver their services at the loca-
tions convenient to its citizens. E-government is a kind of governmental admin-
istration which is based on ICT Services. The essence of e-government is using 
information technology to break the boundary of administrative organizations, 
and build up a virtual electronic government. E-government initiatives are 
common in most countries as they promise a transparent, citizen-centric gov-
ernment and reduce operational cost. Emerging with E-government, theories 
and practices of public administration have stepped into a new knowledge era. 
E-government presents a tremendous impetus to move forward with higher 
quality, cost-effective, government services and a better relationship between 
citizens and government. This paper discusses the different issues, challenges, 
adoption factors for e-government implementation and, presents a conceptual 
demarcation on these factors. 

Keywords: e-government, definitions, services, adoption factors, and challenges. 

1   Introduction 

The current society had a phenomenal transformation due to the advance of Internet. 
It has opened a new medium of communication for individuals, business, and gov-
ernment organization, providing more opportunities to communicate and get informa-
tion in an entirely new way. It has made governmental information and services  
accessible in ways that could not have been conceived two decades ago [1]. In the 
past, government organizations paid little attention to service quality or responsive-
ness to clients, but this changed with the approach of E-Government. E-government 
refers to the use by state authorities of ICT, in particular, the Internet and web-based 
technology, to deliver information and services and to encourage civic participation 
[2]. E-government is simply a facility using Information Technology (IT) to deliver 
public services directly to the customer, where the customers are citizens, business or 
other government entity [3, 4]. This phenomenon of e-government is increasingly at-
tracting the attention of community citizens including politicians, economists, deci-
sion and policy makers amongst others. It has improved managerial effectiveness,  
and promoted democratic values of public services. It has the promise of increasing 
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accessibility to information, enhancing efficiency and facilitation of greater access to 
government officials [5, 6]. It is the medium of delivering improved services to citi-
zens, businesses, and other constituents of society through drastically changing the 
way governments manage information. However, the e-Government challenge is not a 
technological one. Rather, the challenge is to use technologies to improve the capaci-
ties of government institutions, while improving the quality of life of citizens by rede-
fining the relationship between citizens and their government [1]. The development of 
e-government also means increased electronic co-operation within and among public 
organizations which even puts demands on development that is not technology 
oriented. The development towards e-government involves social changes of work 
roles, attitudes and new competence needs [7]. 

2   E-Government  

E-Government initially began as an intra-governmental communication tool. Initially 
the government organizations developed websites with information, then developed 
to online transactions - which made the citizens to  engage in online participation 
that connect citizens and decision-makers [8–11]. E-government represents a funda-
mental change in the whole public sector structure, values, culture and the ways of 
conducting business by utilizing the potential of ICT as a tool in the government 
agency [12]. The Internet is indeed the most powerful and popular means of deliver-
ing the services to the customers or citizens. Hence, Web sites have been employed 
as a platform for delivering a wide range of government services electronically.  
E-government websites help citizens to gain information on government processes 
and services and hence participating in democratic processes from anywhere at any 
time. E-Government improves the efficiency and effectiveness all government opera-
tions, with citizens, as well as with other organizations. E-government applications 
include online payment of tax, bills, filling and submission of applications for sever-
al purposes; e-voting etc. e-Government gives citizens more control on interaction 
with the government; citizens can avail of the governmental services from anywhere 
and anytime [1]. E-Government is considered as tool for easy administration of go-
vernmental activities. Its success depends on its vast usage and management of its in-
frastructure. Utilization of e-government will provide benefits to the management 
philosophy of governments. Thus the citizens can collaboratively participate in deci-
sion making [13, 14]. Initially E-Government incurs a great cost in building infra-
structure but gradually it implementation results in vast savings towards govern-
ment’s activities. It also increases transparency, and reduce corrupt activities in 
public service delivery. Table 1 depicts E-Government defined by various related 
study in the near past. 
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Table 1. E-government Definitions 

Citations  Definition 

[16, 17] 
E-government is defined as the use of ICT to make government more 
accessible, effective, and accountable. 

[13, 18, 19] 
E-Government refers to the delivery of [government] information and 
services online through the Internet or other digital means. 

 [20] 

E-government refers to strategies, organizational forms and processes, as 
well as information technology employed so as to enhance access to and 
delivery of government information and services to citizens, businesses, 
government employees and other agencies. 

[21, 22] 
E-Government is the use of ICTs in public administrations combined with 
organizational change and new skills in order to improve public services 
and democratic processes and strengthen support to public policies. 

[23] 
E-government is the process of offering better government service to the 
public. 

[13, 14] 
E-government is defined as the combination e-administration and 
e-democracy to achieve the objective of balanced e-government.  

[13, 18] 
E-Government is the delivery of fast services to citizens, businesses, and 
other members of the society. 

[24–26] 

E-Government refers to the strategic application of ICT to “provide citizens 
and organizations with more convenient access to government information 
and services; and to provide delivery of public services to citizens, business 
partners and suppliers, and those working in the public sector” 

[15, 27] 
E-government is the continuous optimization of service delivery channel, 
citizen’s participation and governance. 

[15] 

E-government can be defined as a way for governments to use the most in-
novative information and communication technologies, particularly web-
based Internet applications, to provide citizens and businesses with more 
convenient access to government information and services, to improve the 
quality of the services and to provide greater opportunities to participate in 
democratic institutions and processes. 

3   E-Government Services 

Like any other electronic services, e-government also constitutes various types of ser-
vices. According to Fang [15] different types of e-government services are catego-
rized in to eight types. 1) Government-to-Citizen (G2C); 2) Citizen-to-Government 
(C2G); 3) Government-to-Business (G2B); 4) Business -to-Government (B2G);  
5) Government-to-Employee (G2E); 6) Government-to-Government (G2G); 7)  
Government-to-Nonprofit (G2N); 8) Nonprofit-to-Government (N2G). Table 2 gives 
definition for these of e-government services. 
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Table 2. E-Government services 

Types Definition 

Government-to-
Citizen (G2C) 

It is an e-government service, from government to citizen in the form of 
offering valuable information and know-how’s. 

Citizen-to-
Government (C2G) 

It is an e-government service, offered for payment of bills and other 
valuable feedback from the citizen to government. 

Government-to-
Business (G2B) 

It is an e-government service providing transactions and procurement 
facilities for government purchases and call for tenders. 

Business -to-
Government (B2G) 

It is an e-government service providing communication, collaboration, 
transactions and procurement of goods and services for business  
initiatives. 

Government-to-
Employee (G2E) 

It is an e-government initiative that will facilitate the management of 
the civil service and internal communication with governmental  
employees to encourage paperless office. 

Government-to-
Government (G2G) 

It is an e-government initiative to provide the Government's depart-
ments or agencies cooperation and communication online. It includes 
internal exchange of information and commodities. 

Government-to-
Nonprofit (G2N) 

It is an e-government initiative that provides information and communi-
cation from government to nonprofit organizations, political parties and 
social organizations, Legislature, etc. 

Nonprofit-to-
Government (N2G) 

It is an e-government initiative that enable exchange of information and 
communication from non-profit organization to government organiza-
tions, political parties and social organizations, Legislature, etc. 

4   Discussion: E-Government Adoption Factors  

The adoption factors for e-government services should be thoroughly known before 
any adoption model is constructed. Many researchers have understood the initiatives 
that encourage the adoption of e-government services in different environments. 
These studies have shown that despite different environments having different charac-
teristics, there are general initiatives that promote e-government adoption by ordinary 
citizens. However, it is worth mentioning that certain situations have unique factors 
which may either impend or aid the adoption of e-government services. In order to 
have a basic understanding of these varying factors, this study review’s the adoption 
models that have been studied in different locations. The factors that influence the 
adoption of e-government websites are information quality, system quality and ser-
vice quality. Information quality is concerned with the measure of the information 
that the system produces and delivers i.e., characteristics of information produced by 
e-government Web sites. Quality of information is believed to be the most salient  
factor for predicting customer decision-making behavior and user intention to use a 
particular system [30]. The fundamental dimensions of information quality are com-
posed of five dimensions: accuracy, timeliness, relevance, understandability, and 
completeness [31–33].  
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System quality refers to the features and performance characteristics of e-
government Web sites regarding the quality in use or the citizen’s view of quality. It 
is an important determinant of user acceptance, user satisfaction and system use. In 
order for the citizens to continually use the e-government website or for the success-
fulness of e-government website system quality should be high. Service quality refers 
to the quality of personal support services provided to citizens through e-government 
Web sites, such as answering questions, taking requests, and providing sophisticated 
solutions to citizen’s problems. It is an important determinant of customer satisfaction 
and is needed as citizens differ in knowledge, education and experience [30]. Quality 
of service is composed of five dimensions: tangibles, empathy, reliability, responsive-
ness and assurance [34]. Choudrie and Dwivedi [35] found that citizens’ awareness as 
a factor for the adoption of e-government. Citizens with fulltime internet access are 
more likely to be aware of and adopt e-government services. These authors also add 
that the demographic characteristics of citizens such as the age, gender, education, 
and social class have an imperative role in explaining the citizen’s awareness and 
adoption of e-government services. While, Warkentin [36]  proposed a e-government 
adoption conceptual model with citizen trust as the underlying catalyst. The author 
proposes perceived risk, perceived behavioral control, usefulness, and perceived ease 
of use. Perceived risk is normally defined as a fear of losing personal information or 
money, and fear of being spied on the Internet. Warkentin states that Perceived risk is 
negatively related to adoption. The author posits that the perception that an individual 
has of control over how personal information will be used, and control over how and 
when information can be acquired, could encourage adoption. Perceived usefulness 
on the other hand is simply defined as the utility of the system to the user, and per-
ceived ease of use is termed as a system that is easy to use [36]. 

Alomari, Woods and Sandhu [37] attempted to identify the main factors that influ-
ence citizens’ intention to adopt e-government websites in Jordan, using a theoretical 
framework consisting of Diffusion of Innovation Theory (DOI) and the Technology 
Acceptance Model (TAM) and, they found that Trust in government, website design, 
beliefs, complexity and perceived usefulness were significant factors in Jordanian  
citizens’ intention to use e-government websites. Deltor and Hupfer [38] identified in-
ternal factors within government that affect the adoption and use of government web-
sites and suggest that Partner cooperation, Ability to change internal work processes, 
IT workforce, funding, citizen participation in design, portal strategies and policies, 
leadership, marketing and governance as factors for e-government adoption. Chen 
et.al [39] uses UTAUT model to study on the factors affecting e-government adoption 
and found that performance expectancy, effort expectancy, social influence, and faci-
litating conditions impact citizen satisfaction. Rokhman [40] Conducted citizen’s wil-
lingness to accept and adopt e-government services and found that relative advantage 
and compatibility proven as useful factors to predict intention to use e-government 
services. Gilbert and Balestrini [41] bring attitude-based and service-quality-based 
approaches together. They propose perceived (confidentiality, ease of use, safety, re-
liability, visual appeal and enjoyment) and perceived relative benefits as the adoption 
factors for e-government. Phang et al., [25] made a study on senior citizen’s adoption 
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of e-government and they found that compatibility, personal image, perceived ease of 
use and internet safety perceptions are the main factors for e-government adoption. 
Table 3 shows brief classification of the adoption factors. These adoption factors of e-
government were not classified properly in previous literatures. This study demarcates 
the adoption factors as technological, financial, website quality, user/human, mana-
gerial and political perspectives as described in table 3. 

Table 3. E-government adoption factor 

Factors Items Description Studies 

Technological 

Standardization procedures, technical infrastruc-
ture, security measures[data and software protec-
tion, data transfer over networks, safety of  
electronic payments 

The degree of 
Technological  
ability achieved for 
Effective E-
Business adoption. 

[10, 13, 
43–45]  

Financial  
Appropriate budget allocation, commitment of 
funding 

The degree of 
Technological abili-
ty achieved for Ef-
fective E-Business 
adoption. 

[20, 45] 

Web site  
quality 

Information quality, system quality, service 
quality, perceived usefulness, perceived ease of 
use, user friendliness of the system, scope of the 
system, Multi-lingual and multi-cultural 
Issues, protection of information assets, maintain 
integrity of electronic records, compatibility,  
internet safety perceptions. 

The degree of Web 
site quality ability 
achieved for Effec-
tive E-Business 
adoption. 

[46, 47] 

Human or user 

ICT skills, technology expertise, perceived be-
havioral control, age, Perceived risk ,Uncertainty 
avoidance, trust, Security, privacy, Fears for job 
loss by the adoption of new technologies and 
procedures, Past experience specific to the 
project, Communication skills, ease of access to 
the system, cost of use of the system, local lan-
guage, personal image. 

The degree of user 
ability achieved for 
Effective E-
Business adoption. 

[36, 41] 

Managerial 

Technology culture of management Personnel, 
Project familiarization of management Person-
nel,  project management, appropriate hierarchy 
in management, qualifications of the officials, 
active support from management, Lack of IT 
knowledge staffs, lack of IT full time  
employees, staff, Awareness and training 

The degree of Ma-
nagerial ability 
achieved for Effec-
tive E-Business 
adoption. 

[45] 

Political 
 

Long-term, unified support, Technology culture 
of political leadership, Project familiarization  
of political leadership, Jurisdiction conflict  
resolution between government agencies,  
statutory/legislative requirements, Regulatory 
barriers; regulatory support. 

The degree of Polit-
ical ability achieved 
for Effective E-
Business adoption. 

[45] 
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5   Discussions: E-Government Challenges 

Implementation of e-government projects can cause number of challenges as it is the 
redefining of complete government processes. There are a number of impediments 
that potentially block e-Government adoption. Barriers can be any factors that cause 
hindrance to government in developing new or further improving the existing e-
government applications. Initial use of e-government Web sites is an important indi-
cator of e-government success. Some information system research indicated that its 
eventual success depends on its continued use rather than first-time use [17, 28, 29]. 
However, the desired outcome is not achieved unless a significant number of citizens 
move beyond the initial adoption and use e-government web sites on a persistent basis 
[17]. According to case studies from different countries, there are many challenges 
and issues that need to be addressed for successful implementation of e-government. 
There are distinct factors that command the adoption of e-government, and these fac-
tors depend on the local context of any country. But there is no clear classification of 
these adoption factors. Warkentin et al [36] describes e-government adoption as the 
citizen intention to participate in government activity electronically to receive infor-
mation and request services from the government. According to Carter and Belanger 
[42] it is intent to use, while Gilbert and Balestrini [41] measure it as willingness to 
use e-Government services. Altogether it can be stated as a simple decision to use, or 
not to use, e-government services. The next level of challenge of e-government is to 
make it frequently used by the citizen. Using e-government service once in a year 
would not be considered as a meaningful usage of its application. Citizens technical 
awareness – on how to adapt to frequent technical changes in the services – is another 
very important challenge of adoption. The successful adoption of e-government can 
be achieved by developing a set of e-government competencies/adoption factors and 
investigating the significant relationships of those factors on its performance. 

6   Conclusion  

Recent advances in ICTs are giving organizations a new competitive edge. Growing 
impact of ICT, surge in the usage and adoption of E-government services. The globali-
zation of organizations facilitated by the advent of telecommunications and internet 
technologies has promoted adoption of E-government. The best practices of  
E-government are revolutionizing not just technology itself but the whole process 
through which services are provided. This study helps better understand E-government 
and identifies various competence factors like technological, managerial, political, user 
and website quality for E-government adoption. This study would provide researchers 
to do an empirical examination on the identified factors of E-government with its  
performance .This study would also help managers decide to what extent their organi-
zations should invest in E-government by matching the E-government attributes to 
their own organization’s characteristics. Our investigation of E- government adoption 
factors may help both researcher and potential adopters.  
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Abstract. There are several area of the software engineering in which we can 
use the function point analysis (FPA) like project planning, project construction, 
software implementation etc. In software development, accuracy and efficiency 
of cost estimation methodology for a web based application is very important. 
The proposed web based application (i.e. Expert webest tool), is to produce 
accurate cost estimation and risk estimation throughout the software 
development cycle to determine feasibility of software project. Cost of the 
software projects depends on the project size, project type, cost adjustment 
factor, cost driven factors, nature and characteristics of the project. Software 
estimation needs to estimates or predict the software costs and software risk 
early in the software life-cycle.  

In this paper we proposed the Expert webest tool  in Java, this tool is used to 
two different purpose, first to estimate the cost of the software & secondly, to 
estimate the risk in the software. Most of the software's fails due to over budget, 
delay in the delivery of the software & so on. Function point is a well known 
established method to estimate the size of software projects. Its measure of 
software size that uses logical functional terms, business owners & user, more 
readily understand. 

The management of risks is a central issue in the planning and management of 
any venture. In the field of software, Risk Management is a critical discipline. The 
process of risk management embodies the identification, analysis, planning, 
tracking, controlling, and communication of risk. It gives us a structured 
mechanism to provide visibility into threats to projects success. Risk management 
is a discipline for living with the possibility that future events may cause adverse 
effects. Risk management partly means reducing uncertainty. The propose tool 
indicates the risk & estimates risk using risk exposure. Management team to 
estimates the cost & risk within a planned budget and provide a fundamental 
motivation towards the development of web based application project. Find 
heuristic risk assessment using cost factors, indicating product & project risk 
using some risk factors & check some risk management strategies in under 
estimation development time.  
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1   Introduction 

Software estimation is a step by step approach to estimating the cost & risk for every 
project. Estimation area of the software development is size, effort invested, 
development time, technology used & quality. Web cost project or application is 
needed accurate cost estimation, producing accurate result. The recommenced steps 
are used to identify the risks, determine the risk exposure, develop strategies to 
mitigate the risks, handle the risks. 

Improving the functions of project management is a main concern in software 
development organizations. Suitable budgeting & cost is essential ingredients of a 
successful project. In that essence the total cost of product must be known at the early 
design stage, with the maximum of accuracy in order to simplify the trial & error 
process [1].The cost of software projects depends on the nature & characteristics of 
the projects and therefore, the accuracy of the estimation model rely on the data by 
some evaluation affected by high degree of imprecision & uncertainty.  

Albrecht's model [5] of functional specification requires the identification of 5 
types of components, namely External input, External output, External inquiry 
element processes, logical internal elementary processes & logical internal & external 
interface files. The actual calculation process itself is accomplished in 3 stages: 

1. Find out the unadjusted function point (UFP) 
2. Find out the value adjusted factor (VAF) 
3. Find out the adjusted function points (AFP), other details advised please refer 

to [2][3]. 

Estimated cost mapped to function points. FPA is a measurement of functional 
requirement in terms of business transaction & business data. Transaction can be 
classified into three types of external inputs, external outputs, & external inquiries [3, 
15]. The process of risk management embodies the identification, quantification, 
response & control of risk. We need to balance the cost & indicating risk & minimize 
or reducing that risk. There are two dimensions of software risk, project risk and 
product risk.  

We have explained the Expert webest tool is organized as follows. In section 2, we 
present the background and related work. In section 2, we have explained the Expert 
webest tool. In section 3, we have explained experimental work carried out. Finally 
we conclude the paper in section 4. 

1   Background and Related Work 

The objective of this paper is to produce nearly accurate cost estimation & risk 
minimization reliable and accurate estimation of software development cost and risk 
estimation are needed throughout the software development cycle to determine 
feasibility of software project. 
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Cost of the software projects depends on the project size, project type, cost 
adjustment factor, cost driven factors, nature and characteristics of the project [1]. 
Software cost estimation needs to estimates or predict the project costs early in the 
software life-cycle. Many different models of the software cost & effort estimation 
have been developed and used during past decades, they are expressed such 
predefined functions like size of the product, level of reuse parameters etc., therefore 
an accurate estimation of the project cost of a software project will most likely lead to 
more successful results & on time completion. 

Function point is a measure of software size that uses logical functional terms 
inputs and outputs. A risk is in exposure to loss or injury or a factor, thing, element or 
course that involves uncertain danger. Risk assessment involves risk identification, 
risk analysis, risk planning & risk controlling. Software risk can be internal or 
external; the internal risks come from risk factor within the organization. The external 
risks come from out of the organization & are difficult to control. Software risks can 
be grouped into project risks, process risks & product risks. [13]. The proposed 
architecture gives the incremental risk as the software progress from phase to phase. 
In [4] the author have developed a software estimation tool based on software 
engineering metrics model, but in this tool there is no description regarding the 
costing of the software using ISBSG (International Software Benchmarking standard 
Group Release Report).  

 

Fig. 1. Architecture of the proposed Expert webest Tool 

In this paper we have developed the architecture of the Expert webest tool in order 
to estimate the cost & risk of software. Architecture of the proposed Expert webest 
tool is given in fig.(1). 
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2   Expert Webest Tool 

The proposed tool i.e. Expert webest tool, indicate the risk of project & estimate the 
cost of project. A tool namely Expert webest tool has been developed in the research 
by using java programming language and java eclipse based on techniques selected 
which is combination of applying function point & risk management process. Find out 
the cost of software & estimate the risk of the software. 

“Estimation is a prediction that is equally likely above or below the actual results”. 
Estimation uncertainty occurs because an estimate is a probabilistic assessment of 
future condition. Risk assessment provides a snapshot of the risk situation & is part of 
a viable risk management program. There are four key factors of risk assessment & 
these factors are risk identification, risk analysis, risk planning & risk controlling. The 
first step of this tool is to calculate the function point of an input to the measurement 
error, model error & assumption error. The architecture of the proposed tool is given 
in fig.(1) adopted from [5]. 

2.1   Estimate the Cost of Project 

In the proposed tool we have used the International Software Benchmarking 
Standards Group (ISBSG). The ISBSG delivers a database of software project history 
data that is used for estimation, benchmarking and project management. It is an 
international group of representatives from international metrics organizations who 
collect project data from countries like, India, Hong Kong, Germany, Japan, and 
USA. ISBSG Release 6 Report provides the cost value for the software projects. Cost 
data is derived from 56 projects representing a broad cross section of the software 
industry. After going through these software projects, the ISBSG conclude that 
median cost to develop a function point is $US 716, and the average cost is $ US 849 
per function point. For more information about the ISBSG please visit: 
www.ISBSG.org.au[3]. In the calculation of the function point, calculating the value 
adjustment factor (VAF) is an indicate of the general functionality provided to the 
user. The VAF is derived from the sum of the degree of influence (DI) of the 14 
general system characteristics (GSCs). The 14 GSCs show in table 1. The DI of each 
one of these characteristics ranges from 0 to 5 as follows: 

(i)  0 – no influence; 
(ii) 1 – incidental influence; 
(iii) 2 – moderate influence; 
(iv) 3 – average influence; 
(v) 4 – significant influence; and 
(vi) 5 – strong influence. 

 
The third and the last stage is the final calculation of the function points. With the 
help of the following equation we can get the total points of an application. 

AFP = UFP * VAF [3, 9, 10, and 16] 



 Expert Webest Tool: A Web Based Application, Estimate the Cost and Risk 81 

Table 1. The general characteristics of a system 

 
 

Where AFP = adjusted function points; UFP = unadjusted function points; and VAF 
= value adjustment factor. [1, 8, 9] Function points are computed by completing the 
table 1. Five information domain characteristics are determined and counts are 
provided in appropriate table location [9]. In table 2, the type of components, i.e. 
External Input (EI), External Output (EO), External Query (EQ), Internal Logical File 
(ILF), External Interface File (EIF) and UFP is the unadjusted function point. Once 
these data have been collected, a complexity value is associated with each count. 
Organization that use FP methods develop criteria for determining whether a 
particular entity is simple, average, or complex. To compute the AFP the following 
relationship is used [11, 12, and 13]. Fig.(2), show the size calculation using the 
function points &  fig (3) show the chart of function point verses effort calculation. 

AFP= UFP * [0.65+0.01 * Σ i=1…14 (DI)] 

 

Fig. 2. Snapshot of how to “Expert webest tool” calculate the function points 
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Table 2. Computed Unadjusted function point values [15, 16] 

 

2.2    Estimation of the Risk  

Each software model has some weakness & also has some advantages. Every software 
project is exposed to adverse external influences, the so called project risks, which 
affect the cost and the duration of the project and, possibly, the quality of the 
products. With a risk analysis it can be determined for a specific project what the risks 
are. These risks then should be included in a systematic and formal manner in the 
project estimate in order to obtain a realistic and reliable project estimate and a 
realistic project plan. There are three dimensions of software risk i.e. technical risk, 
organization & environmental risk. Risk assessment provides a snapshot of the risk 
 
 

 

Fig. 3. Graphical representation function point verses effort estimation 
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situation & is part of a viable risk management program. There are 3 key factors of 
risk assessment and these factors are risk identification, risk analysis & risk 
prioritization [14]. 

 Risk identification produce list of projects specific risk items, likely to 
compromise a project success. A typical risk identification technique includes 
examination of drivers, assumption, analysis & checklist. 

 Risk analysis assesses the loss probability & loss magnitude for each identified 
risk item and it access compound risk in the risk interaction [11]. Typical 
technique include performance models, cost models network analysis etc. 

 Risk prioritization produces a ranked ordering of the risk items identified and 
analyzed. Typical techniques include risk exposure analysis, risk reduction 
leverage etc. 

 Risk planning helps to prepare you to address each risk items including the 
coordination of individuals risk item plans with each other & with the overall 
project plans. 

 Risk monitoring involves tracking the project's program towards resolving its 
risk items & tracking corrective action where appropriate. 

2.3   Estimating Uncertainty Risks 

The most critical aspect to any long-term risk management or estimation plan is to 
recognize and communicate the fact that it is something that will become more exact, 
or accurate, over time. Initially the model estimates the source of uncertainty using 
measurement error, model error & assumption error. We have considered the concept 
of function points to explain the measurement error, model error & assumption error. 
Function point is an important software metrics which is used to calculate the 
approximate LOC, cost & effort of software 

A.  Measurement Error (MeE) 
For measurement error (MeE) this is the recognition that some of the input variables 
in an estimation model might have inherent accuracy limitations. (This is definitely 
the case with function point-type metrics, which are generally going to be about 12% 
inaccurate). As a result of Chris F. kemerer [6], function points are assumed to be at 
least 12% inaccurate. Thus if we estimate a product size of 2000 points, measurement 
error could mean that the read size is anywhere between 1760 and 1140. 

B.  Model Error (MoE) 
For model errors (MoE), this is the recognition that the model used for estimation 
cannot generally include all the factors that affect the effort required to produce a 
software product. Factors that affect effort but are not included explicitly in the model 
contribute to the model error and this needs to be recognized. This error occurs 
because all empirical models are abstraction of reality. For eg. Such as 0.5 person-
days per function point is usually obtained from results observed for recalled from 
previous projects. Model is expected to all right on average. If you have a base model 
on past project data, you should calculate the associated inaccuracy by using the mean 
magnitude relative error. Thus if you have an estimation model with an inherent 20% 
inaccuracy & your product is 1000 function points in size, your estimate is likely to 
be between  400 & 600 person-days. 
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C. Assumption Error (AsE) 
The assumption error (AsE) happens when someone makes incorrect assumptions 
about the model's input parameters. So what we try to show management is that if you 
can identify your assumptions, you can investigate the effect of their being invalid by 
assessing both the probability that an assumption is incorrect and the resulting impact 
on the estimate. (This is just basic risk analysis but sort of gussied up to make it seem 
more technical than it is.) For eg. Your assessment that a product size is 1300 function 
points rests on the assumption that you have correctly identified all the customer 
requirements. If you can identify your assumption, you can investigate the effect of 
their being invalid by assessing both the probability that an assumption is incorrect & 
the resulting impact on the estimate. This is a form of risk analysis. 

3   Experimental Work 

In this section we have presented how the proposed Expert webest tool would be 
useful to estimate the risk in software and also to estimate the cost of software. For 
more detail about the Software requirements elicitation and prioritization, please refer 
to [6, 7, 8, 9 and 10]. According to the measurement error the actual size of the 
function point varies from 44-56. In order to find out the model error we have 
assumed that the 0.2 person–days per function point. No estimation model can include 
all factors that affect the effort required to produce a software product. Suppose we 
have an estimation model with an inherent 20% inaccuracy and our product is of 50 
function points in size, our estimation is likely to be between 8-12 person days. The 
assumption error occurs when we have some incorrect assumption about the models 
input parameter. Our assumption is that the product size is of 50 function points rest 
on the assumption that we have correctly identified all the requirements. If we can 
identify our assumption, we can investigate the effect of their invalid by assessing 
both the probability that an assumption is incorrect and the resulting impact on the 
estimate. This is the called the risk analysis. If we assume that there is 0.4 
probabilities that the requirement complexity has been underestimated, so we estimate 
another 2 function point. We can estimate the risk exposure from the following 
formula 

RE = (E2 - E1) * P2, [11, 13] 

Here RE means "Risk Exposure", E1 is the effort value if your original assumption is 
true (1000), E2 is the effort value if your new assumption is true (1100) and P2 is the 
probability that the new assumption is valid (0.1). So let E1 will then be the most 
likely estimate originally made (200 person-days) and E2 is the most likely alternative 
to that (220 = 1,100 * 0.2 person-days). So you get: RE = (220 - 200) * 0.1. This 
gives you 2 person-days. That is your risk exposure. So this risk exposure of two 
person-days corresponds to the contingency you need to protect yourself against 
regarding the assumption error. 

Where MeE is Measurement error, MoE is Assumption error, AsE is Model error 
& RE is Risk Exposure. The results for the given software that we have got from the 
proposed Expert webest tool are summarized in table 2. 
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Fig. 4. Table 2, approximately results from Expert webest tool  

So this risk exposure of two person-days corresponds to the contingency you need 
to protect yourself against regarding the assumption error. All in all this is not a bad 
contingency and is easily placed in the buffer of most project plans. However, the 
probabilistic nature of risk means that the allowed contingency cannot protect a 
project if the original assumption is wrong to begin with. 

4   Conclusion 

In this proposed Expert webest tool focuses on developing estimation tool for web 
based application. This tool namely (Expert webest tool) is developing by using java 
as development language & java eclipse as the development tool. Proposed tool easily 
estimate the risk in software & also to estimate cost of the software. 

The cost estimation depends on the calculation of function points, cost adjustment 
factors & reuse. Function point approach as an input parameter into the “Expert 
webest tool”. This information is needed in the calculation of effort, schedule & total 
cost for the project. 

The risk estimation based on the risk assessment of software projects. Risk 
identification, risk analysis & risk prioritization are the main subparts of risk 
assessment. From proposed model it is easy to calculate the risk at different phase as 
the software projects progresses from phase to phase. 

From further research, it is highly recommended that other cost estimating method 
is considered such as Price-to-win as an added method to cost estimation for web 
based application & software requirements after adding the thread in to it & then we 
will prioritize it using analytic hierarchy process & quality function deployment, & 
after this we will generate the results of that software using the proposed Expert 
webest tool. 
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Abstract. Todays, Intelligent and web-based E-learning is one of regarded top-
ics. So researchers are trying to optimize and expand its application in the field 
of education. The aim of this paper is developing of E-learning software which 
is customizable, dynamic, intelligent and adaptive with Pedagogy view for 
learners in intelligent schools. This system is an integration of adaptive web-
based E-learning with expert systems as well. Learning process in this system is 
as follows. First intelligent tutor determines learning style and characteristics of 
learner by a questionnaire and then makes his model.  After that the expert sys-
tem simulator plans a pre-test and then calculates his score. If the learner gets 
the required score, the concept will be trained. Finally the learner will be eva-
luated by a post-test. The proposed system can improves the education efficien-
cy highly as well as decreases the costs and problems of an expert tutor.  As a 
result, every time and everywhere (ETEW) learning would be provided via web 
in this system. Moreover the learners can enjoy a cheap remote learning even at 
home in a virtual simulated physical class.  So they can learn thousands courses 
very simple and fast. 

Keywords: Expert Tutor, Intelligent Learning, Adaptive Learning, E-learning, 
Web-based learning. 

1   Introduction 

The application of computers in learning began on 1980. Many efforts have been 
done in order to update and optimize electronic learning (E-learning) yet which great 
and dramatic advances have been observed in recent years. Generally, E-learning 
means to improve educational efficiency using information and communication tech-
nology [1]. 

At the first, some Medias like CDs or web applied for E-learning. But these kinds 
of education are static, non-intelligent and inflexible. Because the course subject had 
been organized by prior procedure and then trained to different learner in the same 
style. Diversity of learners leaded to decrease the efficiency of this style. In fact,  
repeating some lessons was needed for some learners in this method and also some 
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lessons must be removed for some other learners. Later the researchers in pedagogy 
sciences (training/learning methods) concluded that the learning must be dynamic and 
intelligent. The fact is that an expert tutor can adapts the sequence of lessons and 
speed of training with aptitude and characteristics of learner. He can also adjust the 
expression style with learner’s mood as well as cancels the class due to incorporate 
mental conditions of the learner.  

Nowadays, “web-based learning” and “intelligent learning” is one of the most re-
garded topics in education [2,3]. Moreover, expert tutor is infrequent and expensive. 
A web-based tutor has some benefits like tirelessly, predominate on concepts, low 
cost and invariant of time and place. However millions learners of the world can learn 
by thousands of expert tutor via web in an intelligent and virtual schools.    

This paper introduces an intelligent system to apply the abilities of expert systems. 
So E-learning would be efficient, adaptive and performed by computer and web. 
Adaptation of web-based contexts is very important, because the contexts would be 
used by millions variant learners. So the concept, which is developed for one user, 
isn’t applicable for others [3].  

The proposed system determines the learning style by a test. Then the learning 
process starts. Gradually, some characteristics of learner may be change by learner's 
progress. These improvements would be saved by system in learning process. So 
learner model gets more accurate step by step. System can receives scientific and 
mental feedback of learner expertise and intellectually and then change the learning 
style during the process. This web-based system is developed to facilitate learning 
every time and everywhere (ETEW).  Web-based content is installed and supported in 
one place while millions learners of the world can use it just via a computer connected 
to the internet [4]. The aim of proposed system is that to offer the content which the 
user is not aware about it.   

The rest of this paper is organized as follows. Section 2 defines an intelligent  
E-learning system and presents some available samples. Then it deliberates adaptive 
E-learning and some learning styles in section 3. Section 4 describes the proposed E-
learning system which is intelligent, adaptive, customized and web-based. Finally this 
paper concludes in section 5. 

2   Intelligent E-Learning System 

The adaptive intelligent systems are not novel at all. All of these systems are a kind of 
“Intelligent Tutoring Systems (ITS)” or “Adaptive Hypermedia Systems” [5]. E-
learning systems are categorized into two classes: intelligent and non-intelligent. Non-
intelligent learning is static, inflexible as mentioned. In these systems, tutor develops 
course topics previously. Then software engineer presents them in variant methods 
and the same style to learners.  The same style for variant learners is the biggest dis-
advantage of these systems. Since there are different kinds of learners in E-learning 
systems in aspect of awareness and mentality, it intensively needs to organize the 
course contents intelligent and present them to the learner well.    

The aim of intelligent E-learning is to realize the customized and adaptive E-
learning using of course content, learner type and education method [6].  This system  
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Fig. 1. Process of Intelligent Tutoring System 

can recognize the student type. Then it can chooses appropriate course content from 
knowledge base and present the contents in proper style to the learners. Figure 1 
shows the process of ITS. 

Some available intelligent E-learning systems are introduced in the following to 
handle the pragmatics of three elements: content, learner model and education me-
thods for adaptive and customized learning.  

– VCA System [7]: To train the learners, it considers individual differences and 
talents of learners to develop a virtual classmate agent.  

– SQL-Tutor System [8]: It has been developed by guided exploration. This 
system selects some questions in basis of learner’s model. Then it evaluates 
learner’s answer. It updates the model based on answer validity. Choosing 
questions would be repeated based on model.  

– Lisp-Tutor system [9]: This system guides the learner intelligently in each 
step of problem solving without considering his answers. This system tries to 
teach LISP.  

– DeSIGN System [10,11]:  This is a software to teach American Language to 
deaf learners. This system teaches English words by elements of “train-test” 
and “teacher” graphically. This system is used in Pittsburg deaf School now.  

– EIAS system [12]: It is as adviser for collaborative learning.  
– CAES system [13]: It has been developed by integration of shipping simula-

tion and intelligent decision system. Its task is to teach shipping to captains in 
virtual turbulent sea.  
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– UC-Links [14]: It is an intelligent system to present the courses in the univer-
sities.  

– GENITOR system [15]: It is the generator of training programs.  
– ICATS [16]: This system coordinates the expert system with multimedia sys-

tem in an intelligent learning system. 

3   Adaptive E-Learning 

The adaptive E-learning is very important in order to improve efficiency and effec-
tiveness of educational environments. These systems can also be responsible and 
compatible with the heterogeneous population of learners. An E-learning which is ef-
ficient, adaptive and dynamic can recognize learning style of learner by pedagogy 
principles. It can adapt the learners with current status of system. Then it changes its 
behavior dynamically and presents the learning concepts according to learner’s mod-
el. This way leads to improve learning rate finally.   

Some psychologist and pedagogy researchers applied many models in adaptive E-
learning systems to model behavior and learning style of learners. This model has 
many advantages in comparison with others. They are proper analysis, recognition of 
ideal learning style and application of educational science in modeling [17]. Next sec-
tion introduces styles of learning based on Jakson model and questionnaire. 

3.1   Learning Styles 

An adaptive E-learning system is based on accurate recognition of behaviors and in-
dividual characteristics. In addition of aptitude, personality and behavior, learning 
style is very important as well [17]. 

This paper is based on five learning style which is summarizes in Table 1: 

– Sensation seeking (SS): These people are impulsive and aren’t patient. New 
situations are exciting so that they can’t wait and would like to experience and 
explore it immediately. They believe to action and perform multiple tasks si-
multaneously. These people would rather to explore their environment by 
themselves and also learn by test and error.  

– Goal Oriented achievers (GOA): They adjust certain and difficult goals. 
They try to increase their abilities by attaining skills and collecting required 
cognitive resources to realize their goals.  They think that troubles are as in-
structive challenges.  Furthermore they believe that can realize to whatever 
they want.  

– Emotionally Intelligent Achievers (EIA): Emotional independence and ra-
tional thinking are prominent characteristic of them. They are patient learners 
who have the best efficiency after perceiving of logic behind a problem. They 
can generalize well from one problem to others. They often divide a problem 
to smaller and intelligible ones in this process.  

– Conscientious Achievers (CA): They are responsible and wise people. They 
can learn well by collecting, analysis and review some information before  
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action. They prefer to analyze all problem aspects. Thus they can relate dis-
crete data to each other and avoid making a mistake. These people usually 
have extensive knowledge in areas of interest.  

– Deep learning Achievers (DLA): they have deep perception of concepts. 
They want to know how can use previous taught practically. They may learn 
well when would be aware of note value. So they can test that theory or idea. 
In fact, learning is difficult for them, when they don’t know the target [17]. 

Table 1. Summarizes the Mentioned Learning Styles 

Learning style Comment 

Sensation Seeking They believe that experiences create learning. 

Goal-oriented Achievers 
They set difficult and certain target. They have  
self-confidence to achieve them. 

Emotionally Intelligent  
Achievers 

They are rational and goal-oriented instead of  
dependent and sentimental. 

Conscientious Achievers They are responsible and insight creator. 

Deep learning Achievers They are interested in learning highly. 

4   Proposed System 

A web-based, adaptive and intelligent tutor is an E-learning system based on web 
which can be used remotely and ETEW. It can determine learner type (especially in 
aspect of learning style), learning content and presentation technique adaptively. So 
that it be updated automatically with learner’s characteristics and behavior. This sys-
tem uses traditional intelligent E-learning. The first E-learning system which is web-
based and intelligent, has been reported on 1995[5,18]. Learning all courses is custo-
mized well at home via web in this system. So learners can solve some examples and 
proper exercises ETEW. Finally he can attend in course examination which would be 
virtual or physical. Figure 2 shows the elements of intelligent tutor.  

 

 

Fig. 2. Elements of Intelligent Tutor 
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4.1   Learning Environment 

Learner can visits website of intelligent virtual school by authentication and logging 
in the system. An intelligent Graphical User Interface (GUI) is an interface between 
learners and intelligent tutor. This section of system can affect learning efficiency. An 
intelligent virtual class has some properties like graphical properties, audio and video 
to make learning attractive. Moreover, some tools are available to simplify learning 
process. Learners can communicate well with this inanimate and non-physical system 
by these tools. Some facilities are: 

– Computer games- preferably intellectual games and  commensurate with the 
level of learner 

– Frequently asked questions (FAQ)- which consists of commonly questions and 
proper answers 

– Video chat and email- for visual communication between tutor and learners 

4.2   Training Method 

Knowledge of expert tutor includes of two parts, course knowledge (learning content) 
and learning technique.  Course knowledge is theoretic information, technical content 
and probably experiments which expert tutor notes. Learning technique is some expe-
riences which he have got during teaching years [19]. An expert tutor determines 
learner level in according to IQ, understanding, behaviors, talent and individual cha-
racteristic like physical class. Learner level consists of “weak”, “slow learner”, 
“smart”, “genius” and so on. Tutor teaches educational content corresponding to 
learner level in proper method such as film, dynamic view, and game and even bring-
ing up puzzle while he get feedback from learner during training. So learner level may 
be changed.  Tutor helps learner to learn by “the best way” in proposed system. 

The expert tutor offers an education method based on learner’s type. Furthermore 
each course section has individual significance which is different with the others.  
Tutor often determine different scores for variant sections according to education me-
thod. Moreover he marks highest score to the most important section of course in all 
education methods.  

There are two approaches in E-learning development. In the first one, a problem 
comes and some examples would be solved then. Finally the learners try an exam. In 
second approach, content is divided to some parts such as chapter, section, important 
subsection and so on. The learners take an exam at the end of learning. It is clear the 
second approach is more effective and has higher level than the first one. In this pa-
per, the proposed system uses the second approach. The smallest part of any topic 
which can’t divide more is called “concept”. It is usually equivalent a lesson in physi-
cal class. Educational concepts transfer to knowledge base in this system. Then the 
system can distinguish all concepts and relocate all parts. Sometimes a lesson is 
needed to repeat, relocate or even remove for a learner. Most of available systems 
guide a learner to a special aim intelligently in learning process. While only a few in-
telligent systems provides selecting subsections of a concept for a learner.    
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This system uses a three layered structure to offer and implement a concept: 

1. Pre-test 
2. Learning concept 
3. Post-test 

The pre-test includes of some questions planned by an expert tutor to determine learn-
er’s primary knowledge level. The learning concept depends on learner level. So the 
best method to train a learner is determined. Then learning process starts up. After 
learning is done, a post-test evaluate the learner by some questions. Figure 3 shows 
block diagram of proposed system. 

4.3   Learning Styles 

Learner evaluation is significant. It has two levels, conceptual and objective. Evaluat-
ing in concept level refers to learner understanding of lesson concept and evaluating 
in objective level denotes to learner understanding of lesson topic. Knowledge level 
of learner is determined with concept level and objective level. The tutor can extract 
proper questions from question base through an expert system, pre-test and post-test. 
He notes that a specific score is given to each question.  

 

Fig. 3. Block Diagram of Proposed System 

Selecting question should satisfy some rules. First, the questions should not be re-
petitious even if a learner would be trained one concept several times. Second, the 
question must be planned for all sections of a concept entirely. Third, expert tutor 
plans questions in all level. Sequence, number and level of questions are determined 
according to learner level and learning type intelligently.  Sum of scores is calculated 
and learner level is determined after answering the questions.   

Table 2 presents five categories of learner’s knowledge level about a concept [20, 21]: 

Table 2. Categories of Knowledge Level 

Knowledge Level Score 

Excellent 86-100 

Very good 71-85 

Good 51-70 

Average 31-50 
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This system updates the learner’s model during progress of question answering. 
This system can also save last academic status of learner and all his learning records. 

5   Conclusion 

A web-based, adaptive and intelligent tutor by expert system was presented in this  
research. Previous E-learning systems offer predefined and static learning concept se-
quentially to learners. While proposed system can adapts with learning styles (i.e. 
Sensation Seeking, Goal Oriented achievers, Emotionally Intelligent Achievers and 
Conscientious Achievers), aptitude, characteristics and behaviors of a learner. It acts 
as an intelligent tutor which can perform three processes - pre-test, learning concept 
and post-test - according to characteristic learner. This system uses expert simulator 
and its knowledge base as well. It is also web-based which leads to be simple learn-
ing, low-cost, available everywhere and every time. Consequently thousands of stu-
dents can learn simultaneous and integrated efficiently. 

Nowadays the most educational systems try to be electronic, online, intelligent, 
adaptive and dynamic. The proposed system tries to get these properties. Moreover it 
doesn’t have any drawback of previous system and human expert tutor.  It can im-
prove efficiency of pedagogy and education too. In other words, it helps learners to 
study in “the best way”. 
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Abstract. Traffic Synchronization mechanisms aim at minimizing traffic bottle 
necks, controlling traffic flow, by means of dynamic adjustments in Traffic 
Signal timings. This paper presents a two level synchronization approach, Local 
Synchronization and Global Synchronization for synchronizing the traffic flow. 
Focusing upon determining the traffic light timings based not only upon the 
current lane densities perform the local synchronization which itself is 
standalone, and also the determination of the green time of the traffic signals 
based on the densities of the peer junctions at various levels, along with a set of 
parameters associated with these to provide Global Synchronization, easing out 
the traffic flow from the heavier density areas to the lower density zones. 
Hence, implementing two level intelligence platforms, the system serves as a 
reliable standalone traffic control system control even if either one of the 
intelligence platform goes down.  

1   Introduction 

Did you know? Worldwide, each person spends almost 16 minutes daily waiting for 
the traffic lights to change, contributing 3 years of his entire life, that is 4.3% of a 
human life being spent simply waiting at the traffic cross points. When it comes to the 
traffic in India, especially at Kochi city, Kerala, this waiting time would be manifolds. 

Kochi city, where the traffic literally overflows roads, in order to cover  11.8 Km 
from The Ernakulum South to The Aluva Junction, it should take not more than 17.7 
min at a standard allowed speed of 40 Km/hr, “in an ideal case”. Practically, the same 
distance takes more than 2 hours, with the traffic getting stuck at the junctions of The 
Kaloor, Ernakulam North Bridge, Palarivattom and Edapally. The commuters being 
left stranded for hours, snailing at a pace of less than 5Kmph. 

While travelling home (Kochi) from the college (Kalady) and vice versa, we felt a 
great deal of time, simply being wasted at the traffic blocks, which turns into a chaos 
specially at the late evening and the morning hours, with vehicles in a fix and the 
traffic police trying their head out to resolve the mess. We wished to help out the 
traffic police officials by providing them with a real time solution for the increasing 
jams in Kochi. Hence, put forth our efforts towards reducing this time gap due to the 
traffic blocks which in turn became the driving force behind our project. 
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In India, Traffic lights’ signaling is pre-set time based switching system and 
employs control booths equipped with switches to control the traffic lights when the 
timer based system can no longer control the traffic flow effectively. Especially, when 
it comes to peak hours, it’s a common sight to have police personals on duty waving 
out to the traffic in lanes, struggling to minimize the chances of blocks. Longer 
waiting times means long queues of vehicles, pollution, ultimately a chaos. With the 
limitation posed on widening of roads by the infrastructure in the congested city, the 
existing technology will descend down in performance with the vehicles increasing 
day by day. The proposed technology performs local control, based on current lane 
densities making decisions via the information collected from the IR sensors using 
algorithm [1] or by making use of a video sensor based traffic density collection [2]. 
The main focus area of this paper is on traffic synchronization.  

2   Existing System 

The city of Kochi, since ages has been known as the Queen of the Arabian Sea. It is 
blessed with water, land and air links amidst greenery making it a beautiful place to 
live in. The city had seen a rapid growth within a span of a few decades right since 
Indian invasion by the Britishers. Developed in fragments, sea routes from Kochi 
were exploited for the exports especially for spices, hardly any attention was given to 
planning of the city. With the boom of the export businesses, the habitation knew no 
bounds. More and more houses, buildings, factories came up day by day, with no 
thought being casted over a proper planning. It was too late when realized. Since then, 
the Traffic Police have been working hard, devising newer methods to tackle the 
increasing traffic but none of these is successful in the long run. The earth at Kochi is 
quite unstable, leading to frequent repairs of roads, rains making conditions worse 
with lots of money spent by the government in road maintenance. Through a brief 
interview with the Traffic Assistant Police Commissioner, Edapally, we could devise 
the Problem Statement as: 

1) Poor public awareness on alternate routes. 
2) Nil traffic Synchronization. 
3) Infrastructure Bottle Neck- widening of roads. 
4) No Real Time Update on traffic Status. 

Traffic lights are set up on a tender basis. Keltron Company has been helping out the 
traffic controllers in the city by designing traffic lights. No surveys have been carried 
out for analyzing the traffic flow of the entire area under observation. As per 
International standards, the traffic should not be kept waiting more than 50 seconds. 
The best timer based traffic control system is the one which limits the red time to 10 
seconds. But as far as the timings at congested junctions in Kochi are concerned, this 
time extends more than one, one and a half minutes. Due to a lack of techniques that 
allow a dynamic change in the timings, the signals would be rendered operation-less 
especially at the peak hours with the traffic police personals manually controlling the 
traffic which should have been the other way instead. The VHF sets serve as the 
backbone for the traffic police to communicate among themselves and stay updated 
with the traffic status of the neighboring junctions. There are no mechanisms, such as  
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a central display at the control room, indicating the current traffic status of the area. 
The alternate routes available too are not properly utilized to reroute the incoming 
traffic, in case there arises congestion. 

 

3   Proposed Technology 

Off the problems, the area that could be focused well was the traffic synchronization, 
where density based time calculations for the traffic lights would be a better option. 

3.1   Architecture 

The overall System would be as specified as in Figure 1, where a number of Junctions 
having a high level embedded device serve as clients for a central Server, which 
directs each client with the control Information to synchronize the traffic in the area. 

 

 

Fig. 1. Overall System Architecture 
The junction PCs are connected to a centralized traffic server monitoring  

the traffic density in each junction. 

 

 

Fig. 2. Architecture of Junction  

The junction PCs control the traffic lights using microcontrollers with a difference that the 
green time for each traffic signal is set by the junction PC.  
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Each junction consists of a Personal Computer or a High level embedded device 
connected to a central server. The Junction PC is the one that determines the duration 
for which a lane should be given green. It hence controls the traffic lights using 
Microcontrollers.  

The proposed technology for can be explained in two levels: 

1) Physical Level 
The Junction PC collects traffic density information through the sensors placed in 

each lane, and quantizes it. The density information are passed to the main server 
every second. The system controls the traffic in a junction by switching the traffic 
lights based on algorithm in [1] for local synchronization.  

 

Fig. 3. Local Synchronization 
Achieving local synchronization by determining green time using the density values of each 

lane L1, L2 etc. collected from the sensors A1, A2 etc. 

 
The Algorithm [1] performs the switching of the traffic signals S1, S2, S3 and S4 

based on the traffic density of lanes L1, L2, L3 and L4. These function in a cyclic 
manner as the traditional Traffic Lights with a difference that the switching pattern is 
based on the densities instead of the pre-determined time based switching, deciding 
the green time for each lane, dynamically. 

2) Logical Level 
From a logical view point, the system can be assumed to be composed of two 

levels of intelligence: 

a) Level 1 Intelligence 
The level 1 intelligence is provided by the algorithm [1]. The system will hold well 

even if the server goes down routing traffic in a standalone mode independent of other 
junctions. It will still function as a man without intelligence, still capable of 
performing his day to day chores. 
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b) Level 2 Intelligence 
Level-2 intelligence takes into account the densities of the neighboring junctions 

too. The green time now will have a factor that will help ease out the load at the 
nearby junctions too. That is the system gets intelligent when connected to the server.  

4   Functional Units 

1) The Junction PC: 
Main task of this unit is to collect the vehicle count from the sensors, quantize it, 

form it into an Update packet (Fig 2a) consisting of Start of packet (SOP), Junction 
ID (JnID), densities of the four lanes (D1, D2, D3 and D4) numbered clockwise 
starting from north of the junction, a priority field (P) indicating an orange state in the 
junction, also it indicates a request seeking the lane densities of the nearby junctions. 
The density update packet is sent to server periodically. 

 

 

Fig. 4. Update Packet Format 
SOP-Start of packet JnID – ID of the Junction D1,D2,D3,D4 – Lane densities P – Priority Field 

EOP – End of Packet 

 
2) Server: 

The server works as a high speed router. A sevlet deals with the incoming request 
and responses. It has mainly two tasks: 

a) Accept Update packet: Update the density table of the traffic 
Synchronization database with the information from the update packet. For a 
high speed routing, the sevlet maintains a buffer area: 

 
 

int[n][6] buffer; 
 

n = Total number of junctions under     coverage. 
 

It stores density values corresponding to each junction with the Junction ID 
(JnID) serving as the index, next four fields to store the density values and a 
field to store the time stamp. 

 

b) Provide Response to request: To provide the density information of the 
neighboring junctions when the incoming packet has the priority field set. For 
this purpose it maintains another buffer area:  
 

String [n][6] buffer; 
 

n = Total number of junctions under     coverage. 

The buffer contains the Junction Id as the index, followed by associated 4 
junctions and of which level the association is. The understanding of the 
levels can be analyzed with the following figures:  
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Fig. 5. Levels of Synchronization 
The Inner circle represents level-1 Peer junctions And the outer Circle, the level  

2 peer junctions 

 
The Junction forming the nearest neighbor circle can be called as the level – 1 of 

synchronization and the junctions falling in the next outer circle is referred as level – 
2 of synchronization. The response packet would be as in figure 6. 

 

Fig. 6. Response packet 
Level – Level of peer junctions 

 

3) Central Map Display 
The proposed system also provides a map display at the police control room where 

the authorized police personals can have access to the Real-Time traffic scenario of 
the entire city and traffic densities at the corresponding junctions. This will help the 
police to control the traffic flow in and out of the city and also provide with alternate 
routes when any traffic congesting situations arise.  
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5   Test Results 

A few simulations were carried out at the level 1, in order to test the efficiency of the 
system by applying the configuration parameters of the junction [Refer Index]. One of 
the major questions in the simulation was how far will the system be successful in 
controlling the traffic providing a green timed based on the density.  

The simulations pointed out, yet a bit shocking result. On keeping the green time a 
fixed constant value that is 1 min, the density builds to a total of 3726.6 vehicles as 
shown in table 1, now this is an average green time provided it usually climbs up to 
more than 3 min, one can guess out the number of vehicles accumulated in that case. 
Hence, a fixed timing cannot be followed. 

Table 1. Simulation Results 

 
 
When we tried out with a pure density based technology, the results were 

favorable. The total number of vehicles accumulated in the junction was 3232.9, 
much better result as compared to fixed timer based. Yet the density based green 
times went on escalating as time passed due to increasing number of vehicles in each 
lane hence it had to be clamped to a level. Now the question was what the level 
should be.  

 
Fig. 8. Density v/s Flow Rate Curve 
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We randomly started with a value of 1 min, to see how better it would be as 
compared to the fixed green time of 1 min. And we had it, it read 3384.1 far better to 
3726.6. When compared to the purely density based results, the results were 
satisfactory except for those of flow rate 3. Our next aim was to reduce this value. 
Hence we clamped the density based system to 5 minutes. 

In this case, the density values followed the same curve as that of the purely 
density based system hence; we concluded that higher the clamping limit the curve 
tends to move closer to the pure density based curve. 

Next, we tried with a clamp limit of 2 min, this one was better than even 1 min 
clamp limit value as the densities now accumulated to 3233.1 rather than 3384.1, 
hence a better result and it was successful in reducing the traffic accumulated in lane 
with flow rate 3 too. Hence, this was the best suite. 

6   Advantages 

The density based traffic synchronization is a much better technology in handling the 
traffic congestions as it offers: 

1) Quick Response: 
The server acting as a high speed router provides a quick response to the increasing 

density. Also the central map display alerts the traffic police when it senses an 
abnormal growth in the traffic densities, hence providing a quicker response before 
the situation turns worse. 

 

2) Robust 
Being designed in a mutually independent manner, the system will not fail even if 

the central server crashes or vice versa even if a junction PC goes down. In case of a 
server failure or the junction PC break down, the police authority will be notified.  

3) Scalable 
 

Newer junctions can be integrated smoothly into the system with minimum 
modifications into the existing system, by updating a few parameters like the distance 
from the nearest junctions etc. The system can be expanded to cover all the junctions 
in the state and finally the country too. Hence, moving towards a well organized 
traffic control system. 

4) Integrated 
 

The system can work well with the video sensor based technology and is 
independent of the method used to collect the traffic density information. This feature 
can be expanded to track vehicles while on road with the help of the video sensor 
system. 

 

5) Hierarchical 
 

The system is based on a hierarchical approach, by which a high level control and 
coordination of traffics of larger areas can be handled with ease. The city junctions 
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may be controller by a central server for the city, which in turn would be controlled 
by the state server which would further be controlled by a central national server. 

 
6) Re-Configurable 

The system can be reconfigured as the synchronization factor can be formulated 
independently for each junction. Hence, offering better and long term sustenance to 
the system. 

7   Future Enhancement 

It is still a common site here in Kochi, with emergency vehicles too not spared by the 
traffic chaos. The emergency services as the ambulances and the fire Engines too end 
up in blocks with no way out situations, even though these are the highest priority 
services. By using Zigby tags or high frequency VHF tags in these emergency 
vehicles, the system can be enhanced to provide priority to such services by ensuring 
that the lanes having these vehicles get the least waiting time and the overall route of 
the vehicle is synchronized such that as soon as the vehicle approaches the 
corresponding junction signal goes green. This technology will require tracking the 
path and the speed of the emergency vehicle to synchronize the traffic flow of the 
route in the best efficient manner.  

8   Conclusion 

Various traffic synchronizations algorithms have been designed and a few 
implemented too, but the model based approach supersedes them in terms that the 
system at no point, can fail. If it does so, the system can still be recovered by making 
it able to handle the situation by working over the system manually and come up with 
optimized algorithms to deal the newly created situation of the traffic bottle neck. An 
article from the Hindu stated of implementation of traffic synchronization algorithms 
implemented based on video processing at Anna Salai [3], Tamil Nadu. The system 
implemented on an experimental basis covered a large area with a good number of 
traffic signals, but collapsed when ultimately the traffic at each lane turned equal. 
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Abstract. In our previous work we introduced Partition sort and found it to be 
more robust compared to the Quick sort in average case. This paper does a more 
comprehensive comparative study of the relative performance of these two 
algorithms with focus on parameterized complexity analysis. The empirical 
results revealed that Partition sort is the better choice for discrete distribution 
inputs, whereas Quick sort was found to have a clear edge for continuous  
data sets.  

Keywords: Partition Sort, Quick sort, average case, parameterized complexity, 
robustness. 

1   Introduction 

The true color of an algorithm cannot be explored completely until it is subjected to 
the parameterized complexity analysis. This paper is a continuation of our previously 
published work [8] which dealt with design and subsequent analysis (both 
mathematical and empirical) of Partition Sort algorithm. Our objective there was the 
development of a divide and conquer based fast as well as a robust sorting algorithm 
compared to the popular Quick Sort. Here, in this paper our intention is to perform an 
empirical study of the relative average case performance of Partition and Quick Sorts 
through their parameterized complexity analysis for various probability distribution 
data (both uniform and non uniform). In [8] we have theoretically proved that 
Partition Sort has better worst case complexity (nlog2

2n). 
It is also evident from our experimentation that the idea of comparing two 

algorithms on the very same fixed parameters(s) value(s) is not a sufficient mean in 
itself. In this light the relative performance order, for various distribution data, 
obtained in [8] needs to be reviewed. We have carried out this reviewing task through 
a comprehensive parameterized complexity analysis. The experimental results 
exhibited that with its robust characteristics the Partition sort has an edge over Quick 
sort for discrete distribution (especially non uniform) data sets. However, for 
continuous data sets it is the Quick sort which performed better. Although inferior to 

                                                           
* Corresponding author. 



108 N.K. Singh and S. Chakraborty 

Quick sort for Continuous data sets, the robustness of Partition sort remained 
unchallenged. It is important to notice that Quick sort fails to exhibit the average case 
robustness property for major discrete distribution inputs [9].  

2   Parameterized Complexity Analysis 

Parameterized complexity is a branch of computational complexity theory in 
computer science that focuses on classifying computational problems according to 
their inherent difficulty with respect to multiple parameters of the input. The 
complexity of a problem is then measured as a function in those parameters [10]. The 
parameterized complexity analysis is done for average case performance of candidate 
algorithms. Average complexity is explained best by the weight based statistical 
bounds and their empirical estimates, the so called empirical O (also denoted by the 
symbol Oemp). The statistical bounds are different from mathematical bounds in the 
sense that here the operations are weighed. Weighing permits collective consideration 
of all operations for determining the bound. Also such a bound is guaranteed to be 
realistic [1, 2].  

This section includes the experimental results of parameterized complexity 
analysis performed over Partition and Quick sort algorithms. Each time data (in 
second) is taken for input size N=50000, and is averaged over 100 readings. Average 
case analysis was done by directly working on program run time to estimate the 
weight based statistical bound over a finite range by running computer experiments 
[5, 7]. The terms T(QS) and T(PS) represents the mean time for Quick and Partition 
sorts respectively.  

System Specification: All the computer experiments were carried out using 
PENTIUM 1600 MHZ processor and 512 MB RAM.  

2.1   Empirical Study of Binomial Distribution Inputs 

The Binomial distribution has two distinct parameters, namely m and p. As the first 
case study, Binomial distribution inputs were taken with parameter m fixed at 1000 
and p varied in the range [0.1 - 0.9]. The experimental results for both Quick  
and Partition sorts are shown in Table 1 and Fig. 1. The result exhibits that Partition 
Sort has a clear performance edge over the quick sort over the range of p values  
(0.1 to 0.9 in our case). It is interesting to notice that the response for Quick sort 
follows the bath tub pattern, whereas for Partition sort it seems to follow an inverted 
bath tub pattern! 

Table 1. Binomial distribution for N=50000, m=1000 fixed and p varying 

P 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
T(QS) 0.1943 0.14632 0.13108 0.12126 0.1194 0.1206 0.1294 0.1472 0.19586 
T(PS) 0.09084 0.09662 0.09884 0.10198 0.10186 0.10034 0.0989 0.09884 0.09096 
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Fig. 1. Binomial distribution input curve 

Table 2. Binomial distribution for p=0.5 fixed and m varying 

M 100 300 500 700 900 1100 1300 1500 
T(QS) 0.35874 0.21028 0.16554 0.14094 0.125 0.11604 0.10596 0.0969 
T(PS) 0.07968 0.09066 0.09586 0.09968 0.10154 0.10438 0.10282 0.10618 

 
 

 

Fig. 2. Binomial distribution input curve 

Next we obtained the Binomial inputs for p fixed at 0.5 and m varying in the 
interval 100 through 1500. The corresponding empirical result is given through Table 
2 and Fig. 2. The result revealed that for fixed p value the running time is a decreasing 
function on m for Quick sort but an increasing function for the Partition sort 
algorithm. The relative plot in Fig. 2 suggests that Partition sort behaves smoothly 
over the considered range of m values compared to Quick sort algorithm.  
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For Binomial distribution inputs, Partition sort has average complexity Yavg(n, m, p) 
=Oemp(nlog2n) [1], whereas Quick sort exhibits Yavg(n, m, p) =Oemp(n

2) complexity[2].  

2.2   Empirical Study of Discrete Uniform Distribution Data 

The Discrete Uniform distribution U[1, 2…K] with probability 1/K for each variate 
value evidently depends on the parameter K. For this distribution inputs were taken 
for varying K values in the range [10–10000]. The corresponding experimental result 
is given in Table 3 and Fig. 3. The experimental result is suggesting that the Partition 
sort’s performance is superior for smaller K values. However, for larger K values it’s 
the Quick sort which ultimately wins the race. The intersection points of these two 
curves lie somewhat in between 50-100.  

Table 3. Discrete Uniform distribution for N=50000 

K 10 25 50 100 200 300 400 500 1000 10000 
T(QS) 0.7365 0.3615 0.24376 0.14104 0.08442 0.06214 0.05174 0.04672 0.0364 0.0304 
T(PS) 0.13576 0.16854 0.18926 0.20372 0.22786 0.22618 0.23312 0.24374 0.24682 0.26306 

 

 

Fig. 3. Discrete Uniform distribution input curve 

For Discrete Uniform distribution inputs, Partition sort has average complexity 
Yavg(n, K) =Oemp(nlog2n) [8], whereas Quick sort exhibits Yavg(n, K) =Oemp(n

2) 
complexity[9].  

2.3   Empirical Study of Poisson Distribution Data 

The Poisson distribution exp(-λ) λx/x!, x=0, 1, 2… depends on the parameter λ, which 
is both the mean and the variance of the distribution. Lambda ( λ ) should not be large 
as it is associated to rare events. In our experiment we have taken λ value in the range 
of 1 to 5 in the interval of 1. The corresponding experimental result is as shown in 
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Table 4 and Fig. 4. The Partition sort does a clean sweep when it comes to Poisson 
distribution inputs. So we strongly recommend Partition sort to Quick sort if we have 
reasons to believe that sorting elements can be approximated by a Poisson model 
(which can be statistically tested using, e.g., Chi-Square goodness of fit test). 

For Poisson distribution inputs, Partition sort has average complexity Yavg(n, λ) 
=Oemp(nlog2n) [8], whereas Quick sort exhibits Yavg(n, λ) =Oemp(n

2) complexity[9].   

Table 4. Poisson distribution for N=50000  

. λ 1 2 3 4 5 
T(QS) 2.0573 1.41938 1.15706 1.0021 0.90826 
T(PS) 0.08654 0.10788 0.1167 0.11904 0.12224 

 

 

Fig. 4. Poisson distribution input curve 

2.4   Empirical Study of Continuous Uniform Distribution Data 

The Continuous uniform distribution depends on the parameter of [a, b] where a is the 
minimum value of parameter and b is maximum value parameter. Here we have taken 
a=0 and b=1 and simulated a U [0, 1] variate and multiplied it with the positive real 
theta (θ) to generate U [0, θ] variate. The corresponding experimental result is as 
given in Table 5 and Fig. 5. This result revealed that although both the curves seemed 
to be independent of the parameter θ, the performance of Quick sort is superior to that 
of partition sort algorithm.  

For Continuous distribution inputs, both Partition and Quick sorts exhibit Yavg(n, θ) 
=Oemp(nlog2n) complexity[8, 9].   

Table 5. Continuous Uniform distribution for N=50000 

 Θ 1 10 100 1000 10000 
T(QS) 0.0325 0.0322 0.0316 0.03188 0.0325 
T(PS) 0.27258 0.26666 0.27886 0.27472 0.28078 
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Fig. 5. Continuous Uniform distribution input curve 

3   Conclusions  

The empirical study performed over Partition and Quick sorts once again revealed 
that the parameterized complexity analysis is an essential part of statistical method of 
algorithmic analysis. Chakraborty et al. [3], in their work strongly advocated as to 
why for certain algorithms like sorting, the parameters of the input distribution should 
be taken into account for explaining the complexity, not just the parameter 
characterizing the size of the input. For other works advocating the necessity of 
parameterized complexity [4, 6] can be referred. The experimental results exhibited 
that with its robust characteristics the Partition sort has an edge over Quick sort for 
discrete distribution (especially non uniforms) data sets. However, for continuous data 
sets it is the Quick sort which performed better. Although inferior to Quick sort for 
Continuous data sets, the claim for robustness of Partition sort remained unchallenged 
[8]. It is important to notice that Quick sort fails to exhibit the average case robustness 
property for major discrete distribution inputs [9].  

References 

1. Chakraborty, S., Sourabh, S.K.: A Computer Experiment Oriented Approach to 
Algorithmic Complexity. Lambert Academic Publishing (2010) 

2. Chakraborty, S., Modi, D.N., Panigrahi, S.: Will the Weight-based Statistical Bounds 
Revolutionize the IT? International Journal of Computational Cognition 7(3), 16–22 
(2009) 

3. Chakraborty, S., Sourabh, S.K., Bose, M., Sushant, K.: Replacement sort revisited: The 
“gold standard” unearthed! Applied Mathematics and Computation 189(2), 384–394 
(2007) 

4. Downey, R.G., Fellows, M.R.: Parameterized Complexity. Springer (1999) 



 Partition Sort versus Quick Sort: A Comparative Average Case Analysis 113 

5. Fang, K.T., Li, R., Sudjianto, A.: Design and Modeling of Computer Experiments. 
Chapman and Hall (2006) 

6. Mahmoud, H.: Sorting: A Distribution Theory. John Wiley and Sons (2000) 
7. Sacks, J., Weltch, W., Mitchel, T., Wynn, H.: Design and Analysis of Computer 

Experiments. Statistical Science 4(4) (1989) 
8. Singh, N.K., Chakraborty, S.: Partition Sort and Its Empirical Analysis. In: Das, V.V. (ed.) 

CIIT 2011. CCIS, vol. 250, pp. 340–346. Springer, Heidelberg (2011) 
9. Sourabh, S.K., Chakraborty, S.: How robust is quicksort average complexity? 

arXiv:0811.4376v1 (cs.DS) 
10. Wikipedia, http://en.wikipedia.org/wiki/Parameterized_complexity 



N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 115–123. 
springerlink.com                                                                     © Springer-Verlag Berlin Heidelberg 2013 

Removal of Inconsistent Training Data in Electronic Nose 
Using Rough Set  

Anil Kumar Bag1, Bipan Tudu2, Nabarun Bhattacharyya3,  
and Rajib Bandyopadhyay2 

1 Department of Applied Electronics and Instrumentation Engineering,  
Future Institute of Engineering and Management, Kolkata-700 150, India  

2 Department of Instrumentation and Electronics Engineering, Jadavpur University,  
Salt Lake Campus, Sector III, Block LB, Plot No. 8, Kolkata-700 098, India 

3 Centre for Development of Advanced Computing(C-DAC), E-2/1, Block – GP,  
Sector – V, Salt Lake, Kolkata-700 091, West Bengal, India  

anilkumarbag@gmail.com, {bt,rb}@iee.jusl.ac.in, 
nabarun.bhattacharya@cdac.in 

Abstract. Inconsistency in the electronic nose data set may appear due to noise 
that originates from various sources like electrical equipments, measuring in-
struments and some times the process itself. The presence of high noise leads to 
produce data that are of conflicting decision and thus encounters misleading or 
biased results. Also the performance of the electronic nose depends upon the 
number of relevant, irredundant features present in the data set. In an electronic 
nose the features correspond to the sensor array. While deploying an electronic 
nose for a specific application, it is observed that some of the features (sensors 
response) may not be required rather than only a subset of the sensor array con-
tributes to the decision, which implies the optimization of sensor array is also 
important. To obtain a consistent precise data set both the conflicting data and 
irrelevant features must be removed. The rough set theory proposed by Z. Paw-
lak, is capable of dealing with such an imprecise, inconsistent data set and in 
this paper, the rough-set based algorithm has been applied to remove the con-
flicting training patterns and optimize the sensor array in an electronic nose in-
strument used for sensing aroma of black tea samples.  

Keywords: Electronic nose, feature selection, reduct, rough set, sensor array. 

1   Introduction  

For the activity and performance evaluation of different application specific instru-
ment, it is necessary to create and maintain huge databases with activity specific  
information. Productive analysis on these databases is important for the strategic solu-
tion making which solely depends on the data consistency, irredundancy of feature  
information. The electronic nose [1] is an example of such an application specific in-
strument now a day extensively used in many food and agro industries for quality es-
timation of the products.  
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The electronic nose comprises of a sensor array and its associated electronic circui-
try. The knowledge base in electronic nose are feature information in the form of  
electrical sensual response produced by each individual sensor because of combined 
multidimensional effect of different innumerable attributes present in the food or agro 
products. These sensual responses in terms of numerical data pattern contain the sig-
nature, which is related to the quality of the exposed substance. Unfortunately, the li-
mitations in data collecting, the high complexity of sensory inputs, transient effects, 
and equipment failure restrict the classifier to be trained by the data that have the de-
sired characteristics in a statistically sufficient way. Thus, the data pattern produced 
may contain a number of irrelevant, redundant features and some decision conflicting 
data patterns leading poor granularity of representation of the information. Such a da-
ta set not only increases time complexity, also degrades classification accuracy. As 
the effective information for classification often lies within a lower dimensional fea-
ture space, the feature extraction or dimensionality reduction has proven to be a cru-
cial step in all analytical methods or applications. The aim of this work is to develop a 
strategy based on rough set theory that addresses discovery of relevant features or 
attributes and filtering of process signals in the presence of outliers/noise.  

Rough set [2] theory (RST) was proposed by Z. Pawlak in the early 1980s and has 
received more and more attention in the domain of artificial intelligence and cognitive 
sciences, especially in the spheres of machine learning, knowledge acquisition, know-
ledge discovery from databases, decision analysis, expert systems, inductive reason-
ing, data mining and pattern recognition. The philosophy behind the rough set theory 
was the observation that the presence of uncertainty and imprecision in knowledge 
base induces vague decision and vagueness may be caused by granularity of represen-
tation of the information. The tight granularity of representation of information in in-
formation system insists more objects to be in each equivalence class and thus leads 
to a consistent rule base. Thus, it is important to filter data in knowledge base in order 
to remove unnecessary granularity while keeping essential information.      

Few research articles have been reported to filter out the inconsistent and imprecise 
data. Duntsch et al. [3] developed a simple data filtering procedure that is compatible 
with the rough set approach in which the main tool is ‘binary information system’. 
The binary information system always is of larger dimension than the original infor-
mation system as binarization process splits each attribute to its sub-attribute based on 
the variation in attribute vales of the information system. Thus, the method generally 
results in an increased complexity. Another approach of data filtering based on rough 
set is reported by Yin et al. [4]. Here the improvement of granularity of information in 
each attribute is attempted using rough set but the newly formed information system 
is of same dimension as earlier. Brunner et al. [5] apply spatial filtering for motor im-
agery EEG data using independent component analysis (ICA) algorithms (Infomax, 
FastICA and SOBI). Some of these ICA algorithms use PCA for dimension reduction 
leading to information loss up to a certain extent and the performance of the algo-
rithms depends on the tuning of different parameters in it. Wavelet-based robust filter-
ing of process data hasbeen reported by Doymaz et al. [6] where, the strategy is based 
on the use of moving median (MM) filter in tandem with the coefficient de-noising 
approach. The limitation of this strategy lies in the choice of proper window size for 
MM filter, which depends upon the knowledge about the outliers present in the data 
and the proper threshold value for de-noising.   
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In this paper, we use rough set theory to remove redundant attributes as well as the 
inconsistent data or the data that have conflicting decisions. At the first step, the gra-
nularity of information is increased by discretization of the real valued attribute data. 
Then the irredundant attributes are selected using the concept of decision relative re-
duct [7], which is the set of most relevant and non-redundant features having highest 
significance in decision-making. This attribute reduced discretized data set forms the 
rule base. Finally, the objects corresponding to contradicting rules are removed from 
the rule base to form the consistent rules. Thus, the inconsistent data and superfluous 
features are removed from the large size inconsistent database. 

2   Rough Set Theory  

Z. Pawlak introduces the concept of rough set theory in the early 1980s. It is an excel-
lent mathematical tool for the analysis of a vague description of objects. The data in 
rough set theory is stored in a table called a decision table or sometimes the informa-
tion system IS . As rough set theory requires discrete features, the real valued attribute 
features are discretized before to be present for rough set analysis.  The rows of 
IS correspond to the objects and the columns correspond to features. The last column 
of IS , known as decision attribute indicates the class to which each example belongs. 
Formally, an information system is a quadruple   

( ), { }, ,IS U A d V f= ∪
                                                

(1) 

whereU is a non-empty finite set of objects, A is a non-empty finite set of attributes, 
V is the union of attribute domains (i.e., a A aV V∈=  , where aV  denotes the domain 

of attribute a) and f is a function such that for any u U∈ and a A∈ , ( ), af u a V∈  

while d is called decision attribute.  
For each possible subset of attributes B A⊆ , a decision table generates an equiva-

lence relation called an indiscernibility relation ( )IND B , where two objects 

( ),i ju u are members of the same equivalence class if and only if they cannot be dis-

cerned from each other on the basis of the set of attributes B . The equivalence classes 
of the B -Indiscernibility relation are denoted [ ]

B
u . Indiscernibility relation is defined 

as 

( ) ( ){ }, : , ( , ) ( , )i j i jIND B u u U U a B f u a f u a= ∈ × ∀ ∈ =   (2) 

which induces a partitioning of the universe U according to the attribute set B . 
The discernibility knowledge of the information system is commonly recorded in a 

symmetric U U× matrix called the discernibility matrix [8]. Thus any set 

X U⊆ can be approximated solely on the basis of information in B A⊆  by con-
structing a B -lower approximation and B -upper approximation of X . 

The B -lower approximation of X is defined as the union of all the elementary sets 
which are certainly in X  i.e. 
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Pre-processed data set contains real va-
lued attributes 

Assign decision attributes to form  
information system (IS) 

Discretization of attribute values us-
ing discretization algorithm 

Removal of irrelevant attributes from 
(IS) using reduct algorithm 

Remove objects corresponding to 
conflicting decisions  

Preliminary rule set generated  

New information system generated 
with reduced features and objects di-

mensions 

New rule set generated 

Generate consistent rules using rule 
generation algorithm 

 { }: [ ]BBX x x X= ⊆ .                                             (3)   

The B -upper approximation of X  is defined as the union of the elementary sets, 
which have a non-empty intersection with X  i.e.   

{ }: [ ]BBX x x X φ= ∩ ≠ .                                        (4) 

3   Feature Selection and Inconsistent Data Removal  

In rough set based data analysis, the decision table or the information system ( )IS is 

first formed from the experimental data following equation (1). However, rough set 
theory cannot deal with continuous 
attributes although the real datasets 
include continuous values. The solu-
tion lies in partitioning of the numer-
ical values into a number of intervals 
and treating each interval as a catego-
ry. This process of partitioning to  
different category is termed as discre-
tization [9], [10]. Feature selection 
may be considered as the process of 
finding an optimal subset from the 
original set of pattern features ac-
cording to some specified criterion. 
Rough set theory defines the reduct 
as a minimal set of attributes that de-
scribes all the variations in the data 
set. Therefore, the idea of feature se-
lection can be explored by using the 
concept of reduct. The algorithms for 
discretization and reduct generation 
can find in the paper published by the 
authors Bag et al. [11]. Thus, the 
newly formed information system 
consists of reduct set attributes with 
their discretized object values.  
Note that this newly formed informa-
tion system is a preliminary rule 
base, which may contain some con-
tradicting rules. Presence of such 
contradicting rules in the rule base 
will degrade the classification accu-
racy. In addition, it may be concluded 
that the objects corresponding to  
contradicting rules i.e. conflicting de-
cisions are imprecise, inconsistent  

Fig. 1. Operational flow chart 
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information about the features. Hence, the next step is removal of those conflicting 
objects from the information system. Now this reduced information system is used to 
get the optimized rules using rule generation algorithm stated in Bag et al. [11]. The 
operational flow chart for the whole process is shown in Fig.1.The sensors corres-
ponding to the attributes in the reduct set have been considered for the classification 
of black tea and the results have been compared between raw data set, data set with 
optimized sensors and final reduced data set.   

Removal of the objects with conflicting decisions is done in the following way   

• Objects with their attributes having same values are grouped together. 
• Search for the objects having different decision within each group and delete them 

from the information system. 

4   Experimental  

Electronic noses employ an array of chemical gas sensors. Extensive range of applica-
tions achieved by the use of several pattern recognition techniques that provides a 
higher degree of selectivity and reversibility to the systems. Degrading of these prop-
erties of the systems is due to the presence of redundant attributes as well as the  
inconsistent data rather the data that have conflicting decisions. Such problems suc-
cessfully are counteracted by the use of rough set theory. In practice, tea samples are 
tested by human sensory panel called “Tea Tasters”, who assign quality scores in the 
scale of 1 to 10 according to the quality of tea. This method is highly subjective, and 
the scores vary from taster to taster. In the pursuit of objective estimation of black tea 
quality by experimental means, co-relation of sensor array [12] output signature with 
Tea Tasters’ scores have already been accomplished by the authors in [13]with good 
accuracy, where a number of conventional neural network topologies have been uti-
lized. In the present study, rough set theory is used to optimize the features as well as 
to remove imprecise, inconsistent information about the features and generate the 
rules for the co-relation between sensor array signature and tea tasters’ scores. 

4.1   Customized Electronic Nose Setup for Black Tea     

A customized electronic nose setup has been developed for quality evaluation of tea 
aroma, the details of which are presented in [13]. Eight gas sensors from Figaro, Ja-
pan – TGS 2610, TGS 2620, TGS 2611, TGS 2600, TGS 816, TGS 831, TGS 832, 
and TGS 823 constitute the sensor array for the setup. The outputs of the sensors are 
acquired in the PC through peripheral component interconnect (PCI) data acquisition 
cards (PCI 6035E from National Instruments). The MOS sensors are conductometric 
in nature, and their resistance decreases when subjected to the odor vapor molecules. 

The change in resistance with respect to their original values ( )0RRΔ  is converted 

into voltage and is then taken to the PC through analog-to-digital converter cards for 
subsequent analysis in the computational model. 

The experimental conditions of the electronic nose for classification of black tea 
aroma are given as follows: 
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• Amount of black tea sample = 50 grams,  
• Temperature = 0 060 3C C± ,  
• Headspace generation time = 30s, 
• Data collection time =  100s, 
• Purging time = 100s,  
• Airflow rate = 5 ml/s. 

4.2   Sample Details with Tea Taster’s Score     

Experiments have been carried out on 102 different tea samples from Tocklai TRA, 
Assam in India. One experienced tea taster has been assigned to evaluate the samples 
and assign a score against the aroma for each tea sample. These aroma scores given 
by the taster have been considered for the correlation study with the computational 
model. The tea of samples and their scores as given by the tea taster are given in  
Table 1.  

Table 1. Sample Details  

Sample serial number 

( Set of objects :U ) 
Number of samples Aroma score 

01-12 12 6 

13 - 42 30 7.5 

43-58 16 8.5 

59-102 44 10 

5   Results and Discussion  

Tea samples collected form the gardens were presented to the electronic nose and the 
knowledge base in terms of feature information in the form of electrical response pro-
duced by each individual sensor in the array because of combined multidimensional 
effect of different innumerable attributes present in tea. These sensual responses in 
terms of numerical data pattern contain the signature, which is related to the quality of 
the exposed substance. The quality measures of the tea are the aroma scores (as indi-
cated in Table 1) given by the experienced taster and these scores are assigned with 
the data patterns. The numerical data patterns thus produced are arranged in the form 
of an information system following the tabular form of OBJECT→ATTRIBUTE 
VALUE relationship. As rough set theory cannot deal with continuous attributes al-
though the real datasets include continuous values, so the attribute values are discre-
tized. The reduct finding algorithm selects the optimized features i.e. the sensors. In 
our experiment it is seen that for the tea samples considered, only four sensors were 
selected. Table 2 shows the sensors before and after the optimization process. The 
presence of outliers in the dataset degrades the classification accuracy. Therefore the 
objects with conflicting decisions are removed to get a consistent data set. The data 
dimension before and after sensor optimization with consistent data is shown in  
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Table 2. Sensor Array Before and After Optimization  

Sensor array in E-nose Optimized sensor array 

TGS 2610, TGS 2620, 

TGS 2611, TGS 2600, 

TGS 816, TGS 831, 

TGS 832 and TGS 823 

TGS 2610, TGS 2600, 

TGS 832and TGS 823 

Table 3. Data Dimension Before and After Data Reduction  

Original dimension 
Data dimension after 

sensor optimization 

Data dimension after 

sensor optimization and 

removing inconsistent data 

102 × 8 102 × 4 52 × 4 

 
Table 3. The next few subsections show that the optimized set of sensors and consis-
tent data set shows better results than the inconsistent data with non-optimized fea-
tures and hence the efficacy of the rough set-based approach is demonstrated.   

5.1   Performance Analysis with Class Separability Index  

Separability index [14] is defined as the fraction of a set of data points whose classifi-
cation labels are the same as those of their nearest neighbors. Thus it is a measure of 
the degree to which inputs associated with the same output tend to cluster together. 
This measure is defined by the ratio of the trace of the ‘between class scatter matrix’ 
(SB) to that of the ‘within class scatter matrix’ (SW), and the expressions are given  
below: 

( ) ( )
1

c
T

B i i i
i

S n m m m m
=

= − −                                       (8)  

, ,
1 1

( )( )
inc

T
w i j i i j i

i j

S x m x m
= =

 
= − − 

 
                               (9) 

where, c is the number of classes, in denotes the number of samples in the thi class, 

and jix , denotes the thj sample in the thi class. im  mean vectors of the samples in 

the thi class and m denotes the mean vector of the samples. The results with class  
separability index are shown in Table 4. 

It is seen that after sensor optimization the separability index improved and is  
further improved when the decision conflicting objects were filtered from the feature 
optimized data set. The improvement in separability index due to feature optimization 
and removal of decision conflicting data shows the utility of the method. 
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Table 4. Separability Index for Different Set of Sensors 

 
 
 
 
 

5.2   Classification Accuracy Using BPMLP Algorithm and Rule Based Rough 
Set Classifier  

The back propagation multilayer perceptron (BPMLP) algorithm [15] has been used 
to compare the accuracy of prediction with the original data set and the final reduced 
data set. The number of input nodes is equal to the number of sensors and the number 
of output nodes is four corresponding to the scores given by the taster. Only one hid-
den layer has been considered with 8 nodes in the model of the neural network. We 
follow here the 10-fold cross validation [16], [17] method to determine the accuracy 
of classification. Here the training dataset comprises of 90% data samples and the 
classification accuracy has been calculated by testing on remaining 10% samples. The 
results are shown below in Table 5. 

The rough set classifier uses the rule set for classification. The data size is reduced 
from 102×8 to 52×4. As the final data set does not contain any decision conflicting 
objects, consistent rule base is generated and so classification accuracy is 100%.   

Table 5. Classification Accuracy using BPMLP and Rough Set 

Data  
dimensions 

Classification accu-
racy 

BPMLP Rough Set 

102 × 8 63.63 % -- 

52 × 4 83.33 % 100 % 

6   Conclusion   

The theory of rough set has been developed to deal with vagueness and inconsistent 
data. In gas sensor based electronic noses, there are lot of uncertainties in the data 
from the sensors. Moreover, the optimum sensor set is not known for a particular ap-
plication beforehand. The presence of non-contributing sensors and the conflicting 
decisions in the training data make the rough set based classifier an appropriate one 
for such applications. In this paper, it has been demonstrated that rough set based 
classifier can optimize the sensor set and it can remove the conflicting training pat-
terns before classification. The method has been tested at two different tea gardens in 
India and the results presented in the paper prove the efficacy of the method. 

Data dimensions Separability Index 

102 × 8 0.1868 

102 × 4 0.1900 

52 × 4 1.6169 
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Abstract. Wireless Sensor Networks (WSN) are presently creating scenarios of 
decentralised architectures where application intelligence is distributed among 
devices. Decentralised architectures are composed of networks that contain sen-
sors and actuators. Actuators base their action on the data gathered by sensors. 
In this paper, a decentralised routing algorithm called DRATC for time critical 
applications like fire monitoring and extinguishing is proposed that makes use 
of the Decentralised Threshold Sensitive routing algorithm. The sensing envi-
ronment consists of many Monitoring Nodes that sense fire and report the data 
to the Cluster Head. The Cluster Head directs the Extinguishing Node to extin-
guish the fire before sending the data to the Base Station. 

Keywords: Wireless Sensor Networks, Decentralised routing algorithm,  
Clusters, Cluster Head, sensors, actuator.  

1   Introduction 

Wireless Sensor Networks(WSN) consists of small ,low powered sensing devices 
equipped with programmable computing , multiple parameter sensing and wireless 
communication  capability . WSNs offer information about environment, habitat, re-
mote structures, military applications, healthcare and inhospitable terrains. The sen-
sors should react immediately to drastic changes in the environment, for example in 
time critical applications like fire detection. The end user should be aware of the 
ground situation with minimum delay by making use of the limited wireless band-
width. 

Firefighting is life threatening event and even though some systems exist to pro-
vide information about the fire, the most important that are required during fire-
fighting are proximity of the firefighters to the danger, health status of the firefighters, 
better radio communication, and proper information of the building floor plans. They 
also face sudden dangers like ignition of room, explosions occurring due to sudden 
oxygen entry in oxygen starved fire locations, hidden fires in walls and release  
of toxic gases[4]. Wireless Sensor Networks could be of great importance in such  
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applications where sensors are used to detect fires and actuators are used to extinguish 
the fire. 

WSN routing algorithms pay much attention to energy savings as it is impossible to 
replace or recharge batteries of sensor nodes. The operating states of a sensor node 
can be categorised as transmitting, receiving and idle or sleep states. A sensor node in 
transmitting state consumes the most energy while in receiving or idle states con-
sumes a little less energy. The energy consumption for data transmission is directly 
proportional to the square of a wireless transmission distance. A WSN therefore uses 
routing protocols that are, capable of data aggregation, distribution of energy dissipa-
tion evenly and energy efficient in order to increase the network lifetime. 

This paper makes use of the Local Clustering and Threshold Sensitive routing algo-
rithm [6] for threshold sensing. But the data transmission is done using Schedule 
Channel Polling(SCP) since SCP is proved  to be more energy efficient than TDMA 
for event based reporting like fire sensing. Mini-slot structure works fine in short 
range wireless transmission environment however it cannot work in a Wireless Long 
Distance Environment (WILD)[5].  

The contributions of this paper are described as follows. 

(1) A solution for data gathering from the environment based on a certain thresh-
old like finding all places where temperature level is greater than say T. This is 
done by Monitoring Nodes (MN) and they report the data to the Cluster 
Head(CH) in a single hop. 

(2) The Extinguishing Node(EN) is the actuator and  takes care of extinguishing 
the fire in case the CH orders it to extinguish fire in a certain direction based 
on the intensity of  the fire. 

(3) If many Monitoring Nodes(MNs) sense higher temperature then the Extin-
guishing Node(EN) is informed of a high intensity fire and  appropriate extin-
guishing takes place. 

2   Related Work 

In this section, related routing protocols, with a focus on clustering sensor nodes in 
WSNs are discussed. 

In TEEN[2], at every cluster change time, in addition the  attributes ,the CH  
broadcasts to its members, 

Hard Threshold (HT): This is a threshold value for the sensed attribute. It is the ab-
solute value of the attribute beyond which, the node sensing this value must switch on 
its transmitter and report to its CH. 

Soft Threshold (ST): This is a small change in the value of the sensed attribute 
which triggers the node to switch on its transmitter and transmit. 

The HT tries to reduce the number of transmission by allowing the nodes to trans-
mit only when the sensed attribute is in the range of interest. The ST further reduces 
the number of transmissions by eliminating all the transmissions which have other-
wise occurred when there is little or no change in the sensed attribute once the HT. 

But the main drawback of this algorithm is that if the thresholds are not reached, 
the nodes will not communicate, the user will not get any data from the network, and 
will not come to know even if the nodes die. Therefore this scheme is not suited for 
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applications where it is necessary to get data on a regular basis. Another problem with 
this algorithm is that there should not be any collisions in the cluster. So a TDMA or 
CDMA schedule is necessary to solve this problem. 

APTEEN[1] is a variation of TEEN, designed as a hybrid protocol that changes the 
periodicity or threshold values used to provide a periodic state view of the network. It 
uses combination of proactive and reactive network’s features. The CH selection in 
APTEEN is based on the mechanism used in LEACH-C. The cluster exists for a pe-
riod called the cluster period, and the BS regroups the clusters, at a time called the 
cluster change time. APTEEN uses modified TDMA, where each node in the cluster 
is assigned a transmission slot, to avoid collisions. For query responses, APTEEN 
uses node pairs. This implies adjacent nodes that sense similar data, but only one of 
them responds to a query; the other can go to sleep. These two nodes can take the role 
of handling queries alternately, which helps them saving resources.  

Power-Efficient Gathering in Sensor Information Systems(PEGASIS) [7] is an ex-
tension of the LEACH protocol, which chains from sensor nodes so that each node 
transmits and receives from a neighbour and only one node is selected from that chain 
to transmit to the Base Station(sink). The data is gathered and moves from node to 
node, aggregated and eventually sent to Base Station (BS). The chain construction is 
done in a greedy way. Unlike LEACH, PEGASIS avoids cluster formation and uses 
only one node in a chain to transmit to the BS instead using multiple nodes. A sensor 
transmits to its local neighbours in the data fusion phase instead of sending directly to 
its CH as in the case of LEACH.  

In [3] the optimal planning of sensor’s states in cluster-based sensor networks is 
discussed. Typically any sensor can be turned on, turned off, or promoted cluster head 
and a different power consumption level is associated with each of these states. An 
energy-optimal topology that maximizes network lifetime ensuring simultaneous full 
area coverage and sensor connectivity to cluster heads which are constrained to form 
a spanning tree is used as a routing topology. 

3   Reference Network Model 

As mentioned in the introduction, this paper focuses on how to gather information 
from the environment based on a certain threshold, the locations where the tempera-
ture is higher than the threshold. Accordingly the following assumptions of the WSN 
are made. 

• The network consists of many Monitoring Nodes(MN) that sense the envi-
ronment and form static clusters; one actuator or  Extinguishing Node(EN) in 
every cluster and one MN that acts as a Cluster Head(CH) in every cluster. 

• All Monitoring Nodes(MN) are homogeneous and have the same initial  
energy supply; 

• All the MNs can directly communicate with the Cluster Head(CH) in their 
region; 

• The CH can order the actuator or EN to start or stop extinguishing based on 
the intensity of the fire. 
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• The radio channel  is symmetric, i.e., the energy consumption for transmit-
ting a message from one node to another is the same as on the reverse  
direction; and 

• Energy consumption for a data transmission only depends on 

 (1)  the size of the data packet 
 (2)  the  distance  between the sender and  receiver 
 
Figure 1 illustrates the architectural model of such a WSN with MNs and Extin-
guisher Nodes (ENs).  

The clusters dynamically change later depending on the available energy of the 
other nodes and CH are elected based on rotation. The network is assumed as a 50 x 
50 m network of Sensor Nodes as in Figure 1. 

 

 

Fig. 1. Architectural model of WSN of 100 nodes showing Monitoring Nodes(CN) in clusters  
and  one actuator or Extinguishing Node(EN) for every cluster 

For energy analysis the first order radio model is adopted. Energy consumption in 
the circuitry for running the transmitter or receiver and in radio amplifier for wireless 
communication are Eciruitry = 50 nJ/bit and Eamplifier = 100 pJ/bit/m2 respectively. The 
value of Eamplifier is directly proportional to the square of transmission distance. 

Therefore the energy for transmitting a packet where k is the size of the transmitted   
packets, and d is the distance between a transmitter and receiver is 

Etansmit(k,d) = Eciruitry   x  k  + Eamplifier  x  k x  d 2                 (1) 

The energy for receiving a packet is  

Ereceive  (d) =  Eciruitry   x  k                                                  (2) 

An efficient routing algorithm aims at reducing the energy required for transmission 
and receiving and so DRATC is aimed at energy efficiency as described in the section 
below. 
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4   Decentralised Routing Algorithm for Time Critical (Dratc) 
Applications 

DRATC works in the following phases: 

4.1   The Clustering and Initial Cluster Head Set-Up Phase 

The main activities of this phase are creation of clusters and selection of initial CH by 
the Base Station. 

The network contains some Monitoring Nodes (MN) that form clusters in a region. 
The clusters are static and every cluster has one Extinguisher Node (EN) as shown in 
figure 1. The Cluster Heads for every cluster are created based on the decision taken 
by the Base Station (BS). Since all the nodes have the same energy initially, the BS 
decides Cluster Heads from the MNs in a cluster based on their locations .Every re-
gion has a midpoint where the Extinguisher Node(EN) is placed and the node that is 
closest to the EN is selected as CH initially. The CH thus selected by the BS will not 
be CH again until all other nodes with higher energy level is selected as CH since be-
ing a CH drains the battery of  the  node .Thus the clusters are static but Cluster heads 
are dynamic within each cluster. 

4.2   Threshold Sensitive Data Transmission Using the Slotted Protocol Schedule 
Channel Polling (SCP)  

Data Transmission is done by the MNs if the sensed value is greater than the Thresh-
old as is in our previous work[6].The SCP protocol [8]  is used for data gathering 
whenever the a fire is sensed. This protocol is proved to be more energy efficient than 
most of the slotted MAC protocols as seen in the performance evaluation of the algo-
rithm.The MNs contend for the channel in case the temperature crosses the Threshold 
and then the CH check if it has data to receive. If there is no MN that crosses the 
Threshold then, all MNs will observe a clear channel and go to sleep immediately. 
Figure 2 illustrates this process 

 
Fig. 2. SCP-sender only contention resolution by means of stretched preamble 

 
Each slot starts with a contention window. At that moment, if a MN wants to send 

data, it chooses a random moment within this window. If the channel is clear, the MN 
switches on its radio and starts sending a preamble .The preamble acts as a busy tone 
and continues until the end of the contention window and thereby locks out any po-
tential senders. Right after the contention window the CH wakes up and performs a 
carrier sense to see if there is a preamble followed by a message. Without any traffic, 
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SCP-MAC thus only needs to perform one carrier sense per slot making it the most 
efficient protocol of its class.  

Using SCP-MAC schedule as described above, each sensor transmits the sensed in-
formation to the CH if the sensed information is above the Hard Threshold(HT).The 
sensed value is stored in an internal variable called sensedvalue (SV).The nodes will 
send again the value of SV only if it differs from SV by an amount equal to or greater 
than a Soft Threshold(ST ).Whenever a node transmits the data, SV is set equal to the 
current value of the sensed attribute. Thus, the HT tries to reduce the number of 
transmissions by allowing the nodes to transmit only when the sensed attribute is in 
the range of interest. The ST further reduces the number of transmissions by eliminat-
ing all the transmissions which might have otherwise occurred when there is little or 
no change in the sensed attribute once the hard threshold as in algorithm below. 
_____________________________________________________________________  
Algorithm for threshold sensing. 
If  ( (newsensordata  > HT)   or  (( newsensordata  - SV )   > =  ST) ) then 
 let  SV = newsensordata; 
                    Send SV along with rem_energy_level  of  Sensor Node 
                    to Cluster Head; 
else  send only rem_energy_level of SensorNode   to the Cluster Head. 

 
During this phase, for each time slot, the sensor nodes will sense the environment 

and let its value be newsensordata and the energy available at each node be 
rem_energy_level. 

After the clusters are formed, the ENs keep sensing the environment and if the 
temperature exceeds the Threshold(T), it sends data immediately to the CH. The CH 
receives the sensed data and sends the extinguishing instruction to the EN. If more 
than one MN sends data exceeding the Threshold(T), then the data is aggregated and 
sent to the EN. The EN extinguishes the fire based on the data send and the direction 
of the MNs and the CH sends the aggregated data to the BS for the user. 

4.3   Cluster Head Change after a Round of Fire Detection and Extinguishing 

The CH changes after every round of detecting temperature greater than the Thresh-
old. The MNs that do not sense the fire send their remaining energy levels and the 
next CH  is determined  as given below. 

 

Algorithm for Cluster Head Selection in every cluster after every round of  
Threshold sensing   

1. For every cluster, select a Monitoring Node(MN) with maximum resid-
ual energy as Cluster Head 

2. In case of ties, calculate the Euclidean distance between the EN of that 
cluster and  the  MNs of equal residual energy. 

3. Select the MN with the least distance to the EN found in step 2 as the 
next CH 

_____________________________________________________________________  
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In case more than one node has the same energy level, then the node that is closer 
to the EN is chosen as the CH. This ensures that the CH can communicate with the 
EN to extinguish the fire faster since the lower the distance between the nodes , faster 
the data transmission. The CH keeps their transmitters on during this phase to listen to 
the MNs. 

Assuming that there are N nodes in a cluster, and the time for each frame is tf and 
the channel bandwidth is Bw, Each node will get ts = tf/N seconds in which to transmit 
data. Assuming a 1 bit/sec/Hz signalling scheme, each node can transmit 

                      Bw ts = Bw  tf/N bits per frame                                (3) 

                   or Rb = Bw/N  bps.                                                 (4) 

Once data from all the MNs have been received, in case of sensing a fire, the CH per-
forms data fusion and reduces the amount of raw data that have to be sent to the Base 
Station. The compressed data, along with the information required by the BS to prop-
erly identify and decode the cluster data, are routed back to the BS by CH-CH routing 
path created by the BS. 

Radio interference is another issue in neighbouring clusters. Code Division Multi-
ple Access (CDMA)codes are used to counteract this problem. Each cluster is as-
signed a spreading code that the nodes in the cluster use to distinguish from those 
nodes in neighbouring clusters. Once the data gathering process is complete, The CH 
uses the same spreading code assigned to the cluster to route data back to the BS.  Af-
ter this phase the BS uses the data sent by the CH regarding the energy levels of the 
nodes to determine the next CH for the static clusters.  

5   Performance Evaluation 

The performance of DRATC was assessed by simulation using NS2. Performance is 
measured by quantitative metrics like average energy consumption and number of 
nodes alive. A random network of size 100 nodes where each node has an initial en-
ergy of 2J was considered. Further the number of data frames transmitted for each 
round is set at 50 and the data message size is fixed at 100 bytes of which 25 bytes 
represent the length of the packet header, 75 bytes for the sensed data. The simulation 
is done for the network where all nodes are assigned an initial energy of 2J. 
 

 

Fig. 3(a). Average energy consumption during a round in a 50 x 50 m network 
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Fig. 3(b) Number of nodes alive after 100 rounds in a network of 100 nodes 

The 75 bytes used for sensed data are not always transmitted as this is relevant 
only to the nodes that cross the threshold. On an average if we assume that only 50% 
of the nodes send their data we found that k (the number of bits transmitted) is re-
duced by N/2 * 75*100 bits for every round of transmission. This significantly saves 
energy of the transmitting sensor nodes and the receiving CH as shown in Equation 
(1) and (2). 

Further, assuming that there are only 50% of the nodes in a network that transmit 
sensed data because of thresholds, the number of bits transmitted are reduced and thus 
energy can be saved as seen in equation (3) and (4). The transmission distance deter-
mines the energy consumption and so in DRATC the transmission distance is reduced 
because the data is transmitted to the actuator instead of the BS.  

In DRATC 97 nodes were alive after 100 rounds, while only 75 nodes are alive in 
LEACH,72 were alive in TEEN and 95 in LCTS. This proves that DRATC is more 
energy efficient than its comparatives. 

6   Conclusion 

This algorithm is proposed with an aim to provide a solution to time critical applica-
tions like fire extinguishing. SCP-MAC is used for data gathering since TDMA is not 
suitable for time critical applications. This protocol helps in reducing the energy of 
the transmitter and receiver and therefore increases the network lifetime.   

Performance of the proposed DRATC routing algorithm is assessed by simulation 
and compared with other clustering protocols like LEACH, LCTS and TEEN. The 
simulation results show that DRATC outperforms its comparatives by using a decen-
tralised approach using actuators to take care of extinguishing in the clusters itself in-
stead of data being sent to the BS for decision making. This reduces the transmission 
distance and helps in energy savings and also ascertains faster actions taken by CH to 
order the EN in case of fire. Further the nodes that do not meet the threshold are se-
lected as cluster heads since they have more energy than the other nodes because they 
are not involved in sensing. Therefore DRATC provides an energy efficient routing 
scheme for vast range of time critical applications like temperature sensing and fire 
monitoring and extinguishing. 
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Abstract. Unified communications is evolving with each passing day, by 
making its presence felt in several new user scenarios. It enables the consumer 
to avail information through various channels, thus ensuring a faster message 
delivery. Therefore, the time taken to take a decision based on the information 
or the time taken to act on the information is reduced, resulting in an enterprise 
becoming more agile, and meeting the ever increasing demand of its customers 
(internal or external). 

Unified communications comprises many user scenarios, such as display of 
presence information of email recipients, exchange of information using Instant 
Messenger, video chat over Instant Messenger and so on. Till date, solutions 
related to unified communications have been predominantly deployed on 
desktop / laptop computers and only a small subset of use cases are enabled on 
the mobile platforms. The server component for desktop / laptop and mobile 
devices is the same to keep the information delivered through various media the 
same. One of the most important developments is the enablement of enterprise 
applications / processes / workflows on the mobile devices for faster decisions, 
capitalizing on the ubiquitous presence of mobile devices around the globe. 
Once, enterprise applications are deployed over mobile platforms / networks, 
we need to be mindful about: 

• How to prevent data theft / data corruption when data flows through the 
network? 
 

• How to prevent data theft when the mobile device is lost / 
misplaced? 

The first problem can be handled through the use of various digital security 
mechanisms such as Cryptography APIs, Hashing, and Asymmetric Key 
Encryption. This paper explores a unique way of providing a solution to the 
second problem by extending the concept of Unified Communications to 
embrace enterprise applications / workflows / processes. The solution described 
in this paper integrates the enterprise application server with an IVR based 
approach to minimize enterprise data theft if a mobile device is lost. 
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Some of the solutions available in market to lock out lost devices or erase data on 
lost devices, and their associated challenges are shown below: 

 
Solution 
Provider 

Some Salient 
Features 

Challenges 

YouGetItBa
ck.com[7] 

• SMS the lock 
code from 
another mobile 
device to lock 
lost device 

• Lock lost device 
from their web 
site 
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device is lost 

Microsoft[8] • Lock & Erase 
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device is lost 
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Lookout 
Mobile 
Security[9] 

• Lock & Erase 
data on mobile 
devices 

• Works only for 
iOS& Android 
devices. Doesn’t 
work on other 
mobile platforms 

2   Drawbacks of Existing Approach 

Following are the drawbacks of the existing approaches to prevent access to the 
confidential enterprise data: 

• It is time consuming for the user to access a desktop / laptop to visit the Internet 
site to wipe off / reset a device to factory settings. It provides enough time for the 
miscreant to steal enterprise data. 

• It is time consuming to block the mobile device’s voice and data traffic,even if the 
telecom operator is informed immediately. This also provides a very large window 
for data theft. 

• Enterprises will have to bear the cost of anadministrator being employed 24 X 7 to 
take up calls from enterprise users to prevent access to enterprise applications 
from their lost mobile devices. 

• It is difficult to access the de-provisioning portal if the device is lost, and the user 
does not have a desktop/laptop. 

• Existing solutions in market work only on some mobile platforms or only in 
constrained scenarios. 
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Fig. 4. Serving Mobile Requests 

ncept that can be extended to all the enterprise mobile w
ations can refer to the same in memory database to find 
d access to enterprise applications. The in memory datab
tore containing information about each provisioned mob
rder to speed up retrieval of provisioning information
s information has to be retrieved for each mobile request

Device 

lost, the access to the enterprise web applications from 
ked / prevented as soon as possible. This is done by call

s of 
also 

ecks 
web 

web 
out 

base 
bile 

n of 
t. 

the 
ling 



 Application Secu

up a preconfigured telephon
call. Once, authentication is
enterprise applications. The

When a user loses the m
up a preconfigured helplin
minimize data theft, rather 
requires the user to find a 
another phone (either publi
person for de provisioning)
telephone network based so

F

The telephone network i
an automated voice respon
where the user provides 
Unified Communications S
mobile information databa
updated to state that web r
provisioned. The in memo
status of mobile device. On
subsequent web requests fro

4   Advantages with S

The advantages of the solut

urity in Mobile Devices Using Unified Communications 

ne number and authenticating oneself in the ensuing vo
s successful, the mobile device is prevented from access
e architecture for de provisioning is depicted in Figure 5
mobile device, providing a solution which involves call
ne to de provision a mobile device, is the best way
than providing a web based solution. Web based solut
laptop / desktop when the mobile device is lost. Find

ic phone booth or borrowing a mobile device from anot
) is much easier than finding a desktop / laptop. Henc

olution is suggested to de provision a mobile device. 
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Fig. 6. Data Theft Window 
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• The integration between the telephone network and the enterprise application 
database is achieved through Unified Communication Server. 

This paper would suggest enhancing this idea to achieve the same end result using 
Short Messaging Services to prevent access to enterprise applications from lost / 
stolen mobile devices. 
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Abstract. Image fusion is the process of reducing uncertainty and minimizing 
redundancy while extracting all the useful information from the source images. 
Image fusion process is required for different applications like medical imaging, 
remote sensing, machine vision, biometrics and military applications. In this 
paper, an iterative fuzzy logic approach utilized to fuse images from different 
sensors, in order to enhance visualization. The proposed work further explores 
comparison between fuzzy based image fusion and iterative fuzzy fusion 
technique along with quality evaluation indices for image fusion like image 
quality index, mutual information measure, root mean square error, peak signal 
to noise ratio, entropy and correlation coefficient. Experimental results obtained 
from fusion process prove that the use of the proposed iterative fuzzy fusion can 
efficiently preserve the spectral information while improving the spatial 
resolution of the remote sensing images and medical imaging. 

Keywords: image fusion, panchromatic, multispectral, fuzzy logic, image 
quality index, mutual information measure, entropy, correlation coefficient. 

1   Introduction 

Image fusion is a technique to combine information from two or more images of a 
scene into a single composite image that is more informative and is more suitable for 
visual perception or computer processing. Image fusion approach has been used in 
great many disciplines like medical imaging, remote sensing, navigation aid, machine 
vision, automatic change detection, biometrics and military applications etc. 
Multisensor image fusion for surveillance systems is proposed in which fuzzy logic 
approach utilized to fuse images from different sensors, in order to enhance 
visualization for surveillance [1]. In [2] urban remote image fusion using fuzzy rules 
approach utilized to refine the resolution of urban multi-spectral images using the 
corresponding high-resolution panchromatic images. After the decomposition of two 
input images by wavelet transform three texture features are extracted and then a 
fuzzy fusion rule is used to merge wavelet coefficients from the two images according 
to the extracted features. In [3] image fusion algorithm based on fuzzy logic and 
wavelet, aimed at the visible and infrared image fusion and address an algorithm 
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based on the discrete wavelet transform and fuzzy logic. In [3] the technique created 
two fuzzy relations, and estimated the importance of every wavelet coefficient with 
fuzzy reasoning. In [4] an Iterative Fuzzy and Neuro Fuzzy approach proposed for 
fusing medical images and remote sensing images and found that the technique very 
useful in medical imaging and other areas, where quality of image is more important 
than the real time application. In [ 5] a new method is proposed for Pixel-Level 
Multisensor image fusion based on Fuzzy Logic in which  the membership function 
and fuzzy rules of the new algorithm is defined using the Fuzzy Inference System. A 
fuzzy radial basis function neural networks is used to perform auto-adaptive image 
fusion and in experiment multimodal medical image fusion based on gradient pyramid 
is performed for comparison [6]. In [7] a novel method is proposed using combine 
framework of wavelet transform and fuzzy logic and it provides novel tradeoff 
solution between the spectral and spatial fidelity and preserves more detail spectral 
and spatial information. Pixel & Feature Level Multi-Resolution Image Fusion based 
on Fuzzy logic in which images are first segmented into regions with fuzzy clustering 
and are then fed into a fusion system, based on fuzzy if-then rules [8]. 

2   Basic Elements of Fuzzy Approach 

Fuzzy based image fusion requires basic elements to be introduced and exploited. 

2.1   Fuzzy Logic 

The necessity of fuzzy logic derives from the fact that most modes of human 
reasoning and especially common sense reasoning are approximate in nature.  

The essential characteristics of fuzzy logic as founded by Zader Lotfi are as 
follows 
 

• In fuzzy logic, exact reasoning is viewed as a limiting case of approximate 
reasoning 

• In fuzzy logic everything is a matter of degree 
• Any logical system can be fuzzified as 
• In fuzzy logic, knowledge is interpreted as a collection of elastic or, 

equivalently, fuzzy constraint on a collection of variables 
•  Inference is viewed as a process of propagation of elastic constraints 

 

The goal of this approach is to describe powerful features of fuzzy sets when used 
specially for image information processing.  

It has been chosen to focus on the following points: 

• Fuzzy sets are to represent spatial information in images along with its 
imprecision 

• Operations recently generalized to fuzzy sets in order to manage spatial 
information and 

• Information fusion using fuzzy combination operators 
• Fast computation using fuzzy number operations.  
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2.2   Fuzzy Sets 

In [9] Zadeh proposed that fuzzy set is a class of objects with a continuum of grades 
of membership. Fuzzy set is characterized by a membership function which assigns to 
each object a grade of membership ranging between zero and one. It was introduced 
as a mean to model the vagueness and ambiguity in complex systems. The idea of 
fuzzy sets is simple and natural. 

2.3   Membership Functions 

The membership function is a graphical representation of the magnitude of 
participation of each input in the input space. Input space is often referred as the 
universe of discourse or universal set, which contain all the possible elements of 
concern in each particular application. It associates a weighting with each of the 
inputs that are processed, define functional overlap between inputs, and ultimately 
determines an output response. The rules use the input membership values as 
weighting factors to determine their influence on the fuzzy output sets of the final 
output conclusion. Once the functions are inferred, scaled, and combined, they are 
defuzzified into a crisp output, which drives the system. There are different 
membership functions associated with each input and output response [10].  

2.4   Fuzzy Rules  

Human beings make decisions based on rules. Fuzzy machines, which always tend to 
mimic the behavior of man, work the same way. However, the decision and the means 
of choosing that decision are replaced by fuzzy sets and the rules are replaced by 
fuzzy rules. Fuzzy rules also operate using a series of if-then statements. For instance, 
if X then A, if Y then B, where A and B are all sets of X and Y. Fuzzy rules define 
fuzzy patches, which is the key idea in fuzzy logic.  

3   Fuzzy Logic Based Image Fusion  

Fuzzy image processing is not a unique theory. Fuzzy image processing is the collection 
of all approaches that understand, represent and process the images, their segments 
and features as fuzzy sets. The representation and processing depend on the selected 
fuzzy technique and on the problem to be solved.  

3.1   Fuzzy Logic in Image Processing 

Fuzzy image processing has three main stages: Image fuzzification, Modification of 
membership values and Image defuzzification. The coding of image data 
(fuzzification) and decoding of the results (defuzzification) are steps that make 
possible to process images with fuzzy techniques. The main power of fuzzy image 
processing is in the middle step (modification of membership values). After the image 
data are transformed from gray-level plane to the membership plane (fuzzification), 
appropriate fuzzy techniques modify the membership values [11]. 
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3.2   Steps Involved in Image Fusion Using Fuzzy Logic 

The original image in the gray level plane is subjected to fuzzification and the 
modification of membership functions is carried out in the membership plane. The 
result is the output image obtained after the defuzzification process [12].  

3.3   Steps Involved in Iterative Image Fusion Using Fuzzy Logic 

The input image in the gray level plane is subjected to fuzzification and the 
modification of membership functions is carried out in the membership plane. The 
result is the output image obtained after the defuzzification process.  

Algorithm steps for iterative image fusion using fuzzy logic approach [13]. 

• Read first image in variable I1 and find its size (rows: rl, columns: c1). 
• Read second image in variable I2 and find its size (rows:r2, columns: c2). 
• Variables I1 and I2 are images in matrix form where each pixel value is in 

the range from 0-255. Use Gray Colormap. 
• Compare rows and columns of both input images. If the two images are not 

of the same size, select the portion, which are of same size. 
• Convert the images in column form which has C= rl*cl entries. 
• Make a fis (Fuzzy) file, which has two input images. 
• Decide number and type of membership functions for both the input images 

by tuning the membership functions. Input images in antecedent are resolved 
to a degree of membership ranging 0 to 255 

• Make rules for input images, which resolve the two antecedents to a single 
number from 0 to 255. 

• For num=l to C in steps of one, apply fuzzification using the rules developed 
above on the corresponding pixel values of the input images which gives a 
fuzzy set represented by a membership function and results in output image  
in column format 

• continue the fusion process with two inputs, in which one of the inputs is the 
latest output and second is the required input image. 

• Convert the column form to matrix form and display the fused image. 
 

Membership functions and rules considered in the fuzzy system 
 

1. if (input1 is mf1) and (input2 is mf1) then (output1 is mf1)  
2. if (input1 is mf2) and (input2 is mf1) then (output1 is mf2)  
3. if (input1 is mf2) and (input2 is mf2) then (output1 is mf2)  
4. if (input1 is mf3) or (input2 is mf2) then (output1 is mf3)  
5. if (input1 is mf1) and (input2 is mf3) then (output1 is mf1)  
6. if (input1 is mf3) or (input2 is mf3) then (output1 is mf2)  

4   Evaluation Indices of Image Fusion 

Evaluation measures are used to evaluate the quality of the fused image. The fused 
images are evaluated, taking the following parameters into consideration. 
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4.1   Image Quality Index 

Image quality index (IQI) measures the similarity between two images (I1 & I2) and 
its value ranges from -1 to 1. IQI is equal to 1 if both images are identical. IQI 
measure is given by [14] 
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4.2   Mutual Information Measure  

Mutual information measure (MIM) furnishes the amount of information of one 
image in another. This gives the guidelines for selecting the best fusion method. 
Given two images M (i, j) and N (i, j) and MIM between them is defined as:  
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Where, PM (x) and PN (y) are the probability density functions in the individual 
images, and PMN (x, y) is joint probability density function.  

4.3   Root Mean Square Error  

The root mean square error (RMSE) measures the amount of change per pixel due to 
the processing. The RMSE between a reference image R and the fused image F is 
given by 
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4.4   Peak Signal to Noise Ratio 

Peak signal to noise ratio (PSNR) can be calculated by using the formula 
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Where MSE is the mean square error and L is the number of gray levels in the image.  

4.5   Entropy 

The entropy of an image is a measure of information content. It is the average number 
of bits needed to quantize the intensities in the image. It is defined as: 
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))(log*( 2 ppE −=  (5) 

Where p contains the histogram counts returned from imhist. 

4.6   Correlation Coefficient 

The Correlation Coefficient (CC) method is used to determine how closely the input 
and output images co-vary. Correlation coefficient is widely used for comparing 
images. It is widely used in statistical analysis, pattern recognition, and image 
processing. 
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Where, Xi is the intensity of the ith pixel in image1, Yi is the intensity of the ith pixel in 
image2, X is the mean intensity of image1 and Y is the mean intensity of image2. 

5   Experimental Results and Analysis 

In this section, we performed fusion between a panchromatic (PAN) image and 
multispectral (MS) image with proposed algorithm. Case 1, Case 2 Panchromatic and 
Multispectral images of the Hyderabad city, AP, INDIA are acquired from the IRS 1D 
LISS III sensor at 05:40:44, Case 3 images are MRI  and CT scan images of brain. 

The proposed algorithm has been implemented using Matlab 10.0. It can be seen 
from the above table and the image results that the iterative fuzzy logic approach are 
having much better results when compared with the fuzzy logic approach. Table 1 
show that proposed iterative fuzzy logic approach gives comparatively better IQI, 
MIM and PSNR and Correlation Coefficient through preserving more spectral and 
spatial information. Considerable differences in evaluation indices are obtained 
through iterative fuzzy logic with lower RMSE values. Iterative image fusion using  
 

            
        Case 1:       (a)       (b)           (c)              (d) 

Fig. 1. Some example images (a), (b), (e), (f), (i) and (j): original input images; (c), (g) and (k): 
fused images by fuzzy logic  and  (d), (h) and (l):  fused images by iterarative  fuzzy logic.  
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          Case 2:          (e)                             (f)                       (g)               (h) 

        
      Case 3:            (i)       (j)                              (k)                 (l)    

Fig. 1. (continued) 

Table 1. The evaluation indices of image fusion based on fuzzy and iterative fuzzy logic 

Method IQI MIM RMSE PSNR Entropy Correlation 
Coefficient 
with MS/MRI 

Correlation 
Coefficient 
with PAN/CT 

Fuzzy Logic  
(Case 1) 
(Case 2) 
(Case 3) 

 

 
0.9491 
0.9758 
0.7696 
 

 
1.4662 
0.4628 
1.4684 
 

 
37.2497 
44.8448 
41.8933 
 

 
16.7084 
15.0966 
15.6879 
 

 
5.1603 
4.4881 
5.7515 
 

 
0.7589 
0.5833 
0.8941 

 
0.7127 
0.5808 
0.6470 

Iterative Fuzzy 
Logic  
(Case 1) 
(Case 2) 
(Case 3) 

 
 
0.9680 
0.9883 
0.8624 

 
 
2.9638 
1.1439 
1.6859 

 
 
30.7766 
29.5840 
30.7798 

 
 
18.3664 
18.7097 
18.3655 

 
 
4.4974 
5.5088 
5.2903 

 
 
0.8555 
0.8163 
0.9658 

 
 
0.7495 
0.6824 
0.4747 

 
 

fuzzy logic improves visualization and information from the source images which are 
important in many different applications. Therefore it is ascertained from 
experimental results that iterative fuzzy logic based image fusion schemes perform 
better results in remote sensing and medical imaging applications. 

6   Conclusions 

In this paper, iterative image fusion using fuzzy logic approach for remote sensing 
and medical imaging has been explored. In order to evaluate the outputs and compare 
the methods, the assessment criteria, evaluation indices of image fusion are employed. 
The experimental results clearly show that the introduction of the iterative image 
fusion using fuzzy logic gives a considerable improvement on the performance of the 
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fusion process. The iterative fuzzy technique can be further extended to real time 
images and to integrate valid evaluation metric of image fusion schemes. Image 
fusion using neuro fuzzy logic, iterative neuro fuzzy, automatic determinations of the 
percentage of overlapping among fuzzy sets, membership functions and determination 
of fuzzy rules are also worthy of research. The work could be extended to video 
image processing for real time processing. 
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Abstract. The over abundance of information on the web, makes information 
retrieval a difficult process. Today’s search engines give too many results out of 
which only few are relevant. A user has to browse through the result pages to 
get the desired result.  Web search result clustering is the clustering of results 
returned by the search engines into meaningful groups. This paper throws light 
and categorizes various clustering techniques that have been applied on the web 
search result. 

Keywords: Information Retrieval, document-clustering, web search result. 

1   Introduction 

The information available on the web is unstructured, disorganized, dynamic and het-
erogeneous in nature and enormously large. Moreover the process of retrieval is 
highly affected by the vague query put up by the average user. Today’s search engines 
return too many results which are not necessarily relevant to the user’s need. Usually 
user has to traverse several search result pages to get to the desired result. A way of 
assisting users in finding what they are looking for quickly is to group the search re-
sults by topic. The user does not have to reformulate the query, but can merely click 
on the topic most accurately describing his or her specific information need. This 
grouping of result is called Clustering. More specifically, it is a process of grouping 
similar documents into clusters so that documents of one cluster are different from the 
documents of other clusters. There are many web clustering engines available on the 
web (Carrot2, Vivisimo, SnakeT, Grouper etc) which give the search results in forms 
of clusters. A web clustering engine takes the result, returned by the search engine as 
input and performs clustering and labelling on that result. This process is  usually seen 
as complementary rather than alternative and different to the search engine [1]. The 
main use for web search result clustering is not to improve the actual ranking, but to 
give the user a quick overview of the results. Having divided the result set into clus-
ters, the user can quickly narrow down his search further by selecting a cluster. This 
resembles query refinement, but avoids the need to query the search engine for each 
step. Web search result clustering has been the focus of IR community since the 
emergence of web search engine. Therefore numerous works has been done in this ar-
ea. The Scatter/Gather system by [2] is held as the predecessor and conceptual father 
of all web search result clustering. Web Search engine is the most commonly used 
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tool for information retrieval on the web; however, its current status is far from satis-
faction for several possible reasons [3]: 

 Information on the Web multiply continuously; 
 Different users have different requirements and  expectations for 

search results; 
 Users want whole picture of their search result on the first page of 

the search engine. 
 Sometimes search request cannot be expressed clearly just in sever-

al keywords; 
 Synonymous and polysemous words  make searching more compli-

cated; 
 Users may be just interested in “most qualified” information or 

small part of information returned while thousands of pages are re-
turned from search engine; 

 Many returned pages are useless or irrelevant; 
 Many useful information/pages are not returned for some reasons. 

2   Traditional Clustering Techniques 

Clustering in IR context can be classified as pre-retrieval and post-retrieval. In prere-
trieval clustering approach, all the documents that contain the query terms are  
retrieved and a clustering is done using some similarity function. The result is then 
presented to the user.  While in postretrieval clustering approach, clustering is applied 
on the documents that are returned by the search engine. Clustering whether prere-
trieval or post retrieval can be classified into main two categories:  Hierarchical clus-
tering and Flat clustering. Although there are numerous clustering techniques but 
these clustering methods form the basis for other clustering techniques. Hierarchical 
clustering methods group the documents into a hierarchical tree structure by Agglom-
erative (bottom-up) approach or Divisive (top-down) approach. [4] [5]. Hierarchical 
methods are widely adopted, but its time complexity of O(n2) struggle to meet the 
speed requirements of the web. The K-Means algorithm is the most common flat clus-
tering and comes in many flavors [Steinbach].  Although it has O(n) time complexity, 
it produces a fixed number (k) of flat clusters and a “bad choice” in the random selec-
tion of initial clusters can severely degrade performance. 

Above mentioned clustering techniques use the vector based representation of the 
document where documents are grouped only when they share exact common indi-
vidual words separately. Frequent itemset clustering technique is characterized by  
focusing on grouping documents that share sets of frequently occurring phrases.  In 
[6] Fung et al propose using the data mining notion of frequent itemsets to cluster 
documents. Frequent itemsets originate from association rule mining. The idea is that 
documents that share a set of words i.e. itemsets that appear frequently are related, 
and this is used to cluster documents. 

The traditional clustering techniques can be applied on web search result. In case 
of hierarchical approach, there is tradeoff between quick result and good quality re-
sult. Since web search result clustering is an online process, time can’t be traded. 
Usually operating on document vectors with a time complexity of O(n2) or more, 
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clustering more than a few hundred snippets is often unfeasible. Another problem is 
that if two clusters are incorrectly merged in an early state there is no way of fixing 
this later in the process. Finding the best halting criterion that works well with all que-
ries can also be very difficult. In flat clustering approach, the number of clusters 
should be known prior to clustering. The search engine returns thousands of docu-
ments for a simple query. It is difficult to know in advance that how many clusters 
will be formed from the numerous documents. Several problems exist with this  
approach: It can only produce a fixed number of clusters (k). It performs optimally 
when the clusters are spherical but we have no reason to assume that documents clus-
ters are spherical. Finally, a “bad choice” in the random selection of initial clusters 
can severely degrade performance. 

3   Search Result Clustering  

Clustering of web search results has been studied in the area of Information Retrieval 
(IR). The goal of clustering search result is to give user an idea of what the result con-
tains. This idea is in the form of clusters. Clustering in context of web search result 
means organizing query result pages into groups based on their similarity between 
each other. Vivisimo, Carrot2, Kartoo etc are some of common commercial clustering 
engines available. Search result clustering techniques specific to the search engine re-
sult can be broadly classified as content-based and topology-based clustering. Docu-
ment snippet clustering can be classified as the content-based clustering. Graph based 
clustering can be categorized as topology-based clustering.     

 
Fig. 1. A generic web search result clustering system using snippets 

3.1   Document Snippet Clustering 

A common technique used by clustering engines is to cluster so-called document 
snippets rather than entire documents. Snippets are the small paragraphs often dis-
played along with web search results to give the user a suggestion of the document 
contents. Snippets are considerably smaller than the documents (typically only  
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100-200 characters), thereby drastically reducing the computational cost of the clus-
tering. This is very important since scalability and performance are major challenges 
for most clustering engines. When building clusters based only on short extracts from 
the documents, the quality of the snippets returned by the search engine naturally be-
comes very important. Snippet generation approaches vary from naive (e.g. first 
words in the document) to more sophisticated (e.g. display the passage containing the 
most words from the query or multiple passages containing all or most of the query 
keywords). 

Clustering algorithms differ in their sensitivity to document length, but generally 
the effect of using snippets as opposed to entire documents is surprisingly small as 
demonstrated by [7]. Only about 15% average loss of precision for the clusters was 
found when using snippets rather than entire documents. The article suggests that this 
is caused by the search engines efforts to extract meaningful snippets concerning the 
user query, which reduces the noise present in the original document so much that the 
results do not deteriorate significantly. This further emphasizes the importance of 
high quality snippet extraction for snippet clustering approaches. In [8], Yao et al put 
forward a token-based web-snippet clustering. Direct probability graph is used to rep-
resent the snippet features. The documents which share the same features are grouped 
into one cluster. 

An important snippet-based clustering, Suffix Tree Clustering (STC), is based on 
the Suffix Tree Document (STD) model which was proposed by Zamir et al [7]. The 
STC algorithm was used in their meta-searching engine to cluster the document snip-
pets returned from other search engine in realtime. The similarity between documents 
is based on matching phrases rather than on single words only. A phrase in this con-
text is an ordered sequence of one or more words. The STC algorithm focuses on 
clustering document snippets returned by the search engine, faster than standard data 
mining approaches. Its time complexity is linear to the number of snippets, making it 
attractive when clustering a large number of documents. There are numerous works 
available, which are derived from STC algorithm [9] [10]. In [11], authors propose an 
online clustering method using the STC algorithm. This algorithm groups web search 
results through a hierarchical, semantic and online clustering approach and named as 
SHOC. It consists of three steps-data collection and cleaning, feature extraction and 
identifying and organizing clusters. The problem with STC is the use of continuous 
phrases as the only features measuring similarity between documents. It can cause 
certain problems in languages where the positional order of parts of speech in a sen-
tence may change. In [12], Osinski proposes a method where first, labels for clusters 
are defined using the input document snippets and then documents are assigned to 
these clusters according to their similarity with the labels.  

In [13], Mecca et al use Singular Value Decomposition (SVD) on documents re-
turned by the search engine as a whole instead of document snippets. Their algorithm 
has been integrated with Noodles search engine. 

3.2   Graph-Based Search Result Clustering 

The documents returned by the search engine in answer of a query can be looked as a 
subgraph of the whole web graph. The documents to be clustered can be viewed as a 
set of nodes and the edges between the nodes represent the relationship between them. 
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The edges bare a weight, which denotes the strength of that relationship. Graph based 
algorithms rely on graph partitioning, that is, they identify the clusters by cutting edg-
es from the graph such that the edge-cut, i.e. the sum of the weights of the edges that 
are cut, is minimized. Since each edge in the graph represents the similarity between 
the documents, by cutting the edges with the minimum sum of weights the  
algorithm minimizes the similarity between documents in different clusters. The basic 
idea is that the weights of the edges in the same cluster will be greater than the 
weights of the edges across clusters. Hence, the resulting cluster will contain highly 
related documents. Sha et al [14] propose a web search result clustering based on lex-
ical graph. Authors show that lexical graph structure is suitable in finding the word  
relationship and synonyms. The web search result is structured as a graph. They assert 
that their method performs better than STC and k-means. Navigelli et al [15] use 
graph-based clustering approach to cluster web search results. They first use graph 
clustering for word sense disambiguation and then cluster the results based on their 
semantic similarity.    

Search engine like Google uses the hyperlink structure of the web to retrieve query 
results. This hyperlink structure is basically a directed graph, where a node represents 
a page and a link is characterize d by a directed edge. The pioneer works in the field 
of link-based web search are [16] and [17]. They have inspired many other works. 
Applying clustering on the hyperlink structure of web documents is an evolving area 
in IR research. Wang et al  in [18], propose a web search result clustering which 
makes use of the hyperlinks between the pages and employs the HITS [16] algorithm 
and k-means clustering. Authorities are pages that are recognized as providing signif-
icant, trustworthy, and useful information on a topic. Hubs are index pages that  
provide lots of useful links to relevant content pages. PageRank uses an alternative 
link-analysis method. It ranks pages just by authority. Its applied to the entire web ra-
ther than a local neighborhood of pages surrounding the results of a query. In [19], 
Bradic uses the graph structure of the document that is preserved in the search result. 
Then this subgraph is partitioned to form topic related clusters. 

3.3   Rank-Based and Hybrid Search Result Clustering 

Clustering can be applied on the ranked result returned by the search engine or rank-
ing can be done within each clusters formed. Leuski et al [20] propose a method 
where ranking and clustering are combined. The approach first traverses through the 
ranked list returned by the search engine until a relevant document is found. This 
document is then used as a cluster seed and clustering is performed on unexamined 
documents. Duhan et al [21] combine the power of ranking and clustering. First they 
cluster the documents in accordance with the query and then apply ranking within 
each cluster.  Combining the topology and contents of the documents on the web, 
search result clustering can perform proficiently. Wang et al [18] propose a web 
search result clustering which makes use of the hyperlinks between the pages and em-
ploys the HITS algorithm and k-means clustering.  Bekkerman et al [22] propose a 
multiagent, and bidirectional based heuristic search in the web graph to form clusters. 
They apply beam search in the search result graph in parallel to traditional topical 
clustering method on the clusters so formed. In [23], authors propose an approach 
based on the topology i.e. hyperlink and contents of the documents returned by the 
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Table 1. Search Result Clustering 

Clustering Type Input Data General Clustering Methods 

Snippet-based Document Snippets returned by the Search 
Engine 

STC, SHOC, SVD and other Hierar-
chical and flat clustering methods 

Graph-based Underlying Web graph of the search result Graph Clustering Methods 

Hybrid Underlying web graph and the content of 
the documents of the search result 

Combination of graph and semantic 
or lexical based clustering methods 

Rank-based Documents returned in the ranked search 
result 

Various Hierarchical and Flat cluster-
ing methods 

 
search engine. They first apply heuristic search on the web search result graph to form 
cluster and then perform Latent Semantic Indexing process in each cluster to derive 
semantic similarity between documents.  

4   Discussion and Future Work 

Users want a complete depiction of their search result at once. Clustering is the best 
possible solution for this problem. Clustering in a data mining setting has been  
researched for decades. Lately, document clustering used to cluster web search engine 
results has received much attention. Although commercial clustering engines exist, 
clustering is yet to be deployed on major search engines like Google. As the primary 
aim of a search results clustering is to decrease the effort required to find relevant  
information, user experience of clustering-based search result is of crucial im-
portance. Part of this experience is the speed at which the results are delivered to the  
user. Ideally, clustering should not introduce a noticeable delay to normal query pro-
cessing.  This is presumably because of the computational overhead caused by  
data mining methods. It should have a low response time. Another issue related to 
search result clustering is labelling the clusters. The labels should be such that they 
must define the clusters. Unfortunately, regardless of how good the document group-
ing is, users are not likely to click on clusters if the labels are ill-defined. Defining ac-
curate labels for cluster is an interesting and important area of research in the field of 
IR.  Clustering performance is also a major issue, because web users expect fast  
response times.   
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Abstract. The classical concept of information entropy can be useful in 
analyzing data pertaining to bioinformatics. In the present work, this has been 
utilized in understanding of the regulation of HLA gene expression by the 
inducible promoter region binding transcription factors (TFs). Human HLA 
surface expression data acquired through flow cytometry and corresponding 
different TFs expression data acquired through semi-quantitative PCR have 
been used in this work. The gene regulation phenomenon is considered as an 
information propagation channel with an amount of distortion. Information 
entropies computed for the source, receiver and computation of channel 
equivocation and mutual information are used to characterize the phenomenon 
of HLA gene regulation. The results obtained in the current exercise reveals that 
the state of leukemia alters the role of each TF, which tally with the current 
hypotheses about HLA gene regulation in different leukemias. Hence, this work 
shows the applicability of information theory in understanding of HLA gene 
regulation derived from human data.  

Keywords: MHC expression, Information entropy, channel entropy.  

1.   Introduction  

Human leukocytic antigen (HLA) class I (HLA – ABC) molecules in conjunction 
with β2-microglobulin (β2M) molecule are present in almost all the nucleated cell 
surface of the human. HLA molecules class II (HLA – DP, DQ and DR) is present 
only on the cell surface of B-cell, T – helper cells, macrophage and dendritic cells of 
the immune system. It has been reported that in cancer cells HLA class I gene 
expression is frequently down-regulated that may enable them to escape from immune 
attack. It is noted that HLA downregulation is also evident in leukamia cells both at 
the transcriptional and at the translational level [1-3]. Therefore understanding the 
mechanism of HLA gene regulation would be of interest in cancer/leukemia 
immunology. In this connection it would be interesting to note that in cancer no 
mutation has been identified in HLA gene so far [2].   

Transfection experiments with different combinations of construct of the HLA 
upstream sequence together with marker gene reveal several regulatory sequence 
elements present in the HLA promoter region. They are named as enhancer (Enh) A 
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and B. TF NF-κB (Rel) binds to Enh A region. Enh B region (also known as MARM, 
MHC antigen regulatory module) is composed of X1, site α (in class I)/X2 (in class 
II), CREB-1 (cyclic AMP responsive element) binding site and inverted CCAAT box. 
Another sequence element called IRE (Interferon responsive element) or IRSE 
(Interferon responsive sequence element) is also present that partially overlaps with 
Enh A and is responsible for binding with different interferon regulatory transcription 
factors (IRF). Several TFs, namely RFX5 (regulatory factor – X5), RFXB (or 
RFXANK), RFXAP and CIITA (HLA class II transactivator) bind to site α. Though 
there is sequence homology between Enh A and Enh B sequence, however, Enh A 
together with IRE element is absent in HLA class II promoter sequence element [4].  

Enh A is responsible for the constitutive expression of HLA class I gene, whereas 
Enh B is responsible for interferon (IFN) induced expression via CIITA promoter [5-9]. 
Alteration in binding of NF-κB to EnhA causes downregulation in the constitutive 
expression of HLA class I [10]. Aberrant NF-κB activity, mutations and rearrangements 
of NF-κB/IκB have been described in various types of leukemia and lymphomas [11-
12]. IRFs have also been correlated to the response to IFN therapy in leukemia [13-14].  

It has been shown that CIITA has an intrinsic histone acetyl transferases activity 
[15]. A cytokine IK has been identified that has been shown to downregulate the 
activity of CIITA even in the presence of IFN- stimulated B cells [8-9]. However, in 
most of the AML and B-ALL and 5-17% T-ALL showed HLA-DR expression on the 
blasts’ cell surface and lack of HLA class II in T-cell malignancy is due to loss of 
CIITA expression [1, 16-18]. IK over-expression is also documented in cutaneous T 
cell lymphoma [19].  

For understanding gene regulation, conventionally experimental biologists perturb 
the system either over-expressing the gene of interest (GI) (say, TF) within a cell line 
deficient to that gene or silencing the GI followed by estimation of the effect on the 
downstream target gene. For human cancer cases, information regarding inherited 
mutation of HLA is not known and aberrant expression or binding of TF to Enh A is 
already reported. Therefore, it would be interesting to find out the possibility (role) of 
switching over/synergistic activation of other Enh region. Moreover, in such 
understanding, particularly in human disease cases, that sort of straight-forward 
experimental approaches may not be suitable. Therefore it has been suggested that 
Enh B has a tissue specific function and plays a significant role in pathogenic 
transformation [20]. In view of this, a recent attempt has been made to find out the 
relative importance of different TFs in HLA class I regulation in leukemia by using 
non-parametric statistical analysis [21].  

Moreover, with the recent perspectives of Systems Biology, development of 
powerful analytical tool is more desirable in understanding of gene regulation of a 
system without any artificial forceful perturbation. In recent times, information 
theoretic tools (like entropy analysis, mutual information) have been used in the 
development of sets of over- and/or under-expressed genes (clustering) from 
microarray profile of different gene expression [22, 23]. Very recently, mutual 
information has been utilized to reveal the genetic and epigenetic regulation of target 
genes by TFs [24]. However in the earlier approaches data are obtained from cell line 
based experimentation. Contrary to those earlier approaches, we have utilized the 
information theory to reveal the relative importance of different TFs involved with the 
HLA expression under the condition of human hematological malignancies. Hence we 
have chosen the gene expression profile of diagnosed de novo leukemia cases.  
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2   Conceptual Frameworks  

The classical concept involves a source of information that emanates certain symbols 
according to a probability distribution. These symbols pass through a channel and are 
received at the other end. The received symbol probabilities are different from the 
source to an extent depending upon the distortion properties of the channel.  

This concept can be extended to cover data points of a TF attribute which acts as 
the source and an attribute surface expression (SE) as the receiver with the 
phenomenon of gene regulation as the underlying channel. Using measures of average 
uncertainty for the source, receiver and the channel, one can throw light on the 
phenomenon of gene regulation. Information entropy function provides us with this 
important metric. Information entropies computed for the source, receiver and 
computation of channel equivocation and mutual information could be useful to 
characterize the phenomenon of gene regulation. Below we provide detailed 
theoretical background on the concepts used in this work.  

Information Entropy Background. Given the n data points pertaining to a variable, 
the range is sub-divided into q intervals and if fi is the number of data points occurring 
in the ith interval, then pi = fi / n defines a probability distribution for the variable over 

the chosen q intervals. Entropy (H) = ∑
i=1

q

pi × log (1/pi) gives a measure of surprise 

associated with this probability distribution of the variable. In general for r-based 
logarithm,  

I (E) = - logr (1/pE) r-ary units. 

In natural logarithms (base e) the units are nats. In our calculation we have calculated 
all values to 10 based logarithm. That means here r =10.  

Some of the properties of entropy function is listed here that would be useful for 
the present work [25-26].  

i) H is symmetric and continuous. This ensures that any choice of sub-interval 
changes can bring out the required uncertainty measure.  
ii) Hn+1 (p1, p2, p3,…, pn-1, 0) = Hn (p1, p2, p3,…pn) i.e., if an interval is empty, it does 
not affect entropy. This means extending the range to some global (max, min) does 
not affect the sample data point based calculation.  Due to this property, all the 
different groups (normal, disease) can be governed by the same sub-interval choice 
without affecting the desired metric. 
iii) Hn (p1, p2, p3,… pn) ≤ Hn (1/n, 1/n, 1/n,…1/n). This means that if the data is 
uniformly distributed the entropy will be maximum while the same falls down when 
the data is clustered more in a certain interval. This allows an upper bound on the 
chosen metric and thereby facilitates comparison.  

Joint entropy is the amount of average information provided by the two attributes 
jointly. The joint entropy approaches the summation of the individual entropies when 
the two taken attributes are independent. This allows any arbitrary sub-ranging of the 
two-dimensional array involving TF and SE pair while finding the metric.  
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H (X, Y) = ∑
X
∑
Y

p (X, Y) × log 
Y)p(X,

1
where X and Y are two random 

variables.  
The concept of information entropy has been widely applied in various fields [27]. 

In bioinformatics too, for characterization of gene sequence, this concept is used  
[28-29].  

3   Materials and Methods  

3.1   Collection of Data  

All gene expression data has been collected from the Ph.D. thesis of Jadavpur 
University, India, 2006 [21]. Primarily we have data of two attributes – HLA surface 
expression (HLA-ABC and HLA-DR) and transcriptional data (β2M, IRF-1, RFX5, 
RFXB, CIITA, CREB-1) of 10 normal volunteers (NV) and different leukemic 
patients [18 AML (acute myelogenous leukemia), 14 ALL (acute lymphocytic 
leukemia), 12 CML (chronic myelogenous leukemia) and 6 CLL (chronic 
lymphocytic leukemia)]. The demographic description of the patients is same as 
mentioned in the early work [3]. The TFs gene expression data and SE data were 
acquired through semi-quantitative reverse transcription polymerase chain reaction 
(RT-PCR) and by flow cytometric method respectively. The characteristics of the 
collected data are shown in Table 1 and 2 [21].  

Table 1. Cell surface HLA-ABC, β2-microglobulin and HLA-DR expression. Data are 
presented as mean ± SD; Mdn, Max and Min stands for median, maximum and minimum value 
obtained in the population.  

Sample HLA-ABC β2-microglobulin HLA-DR 

NV  
 

57.23±21.97 
Mdn 48.6 
Max 107.37 
Min 38.53 

83.705±26.91 
Mdn 75.84 
Max 145.32 
Min 60.26 

36.793±13.78 
Mdn 32.48 
Max 58.33 
Min 21.03 

AML 29.035 ± 17.325 
Mdn 28.02 
Max 59.81 
Min 1.12 

36.519±22.45 
Mdn 38.01 
Max 86.97 
Min 2.66 

51.508±46.29 
Mdn 42.96 
Max 165.01 
Min 1.19 

ALL 
and CLL  

 

32.721 ± 23.44 
Mdn 25.19 
Max 81.42 
Min 9.2 

54.083±36.05 
Mdn 44.56 
Max 145.1 
Min 11.24 

195.909±192.43 
Mdn 106.82 
Max 626.36 
Min 32.91 

* Note: In CML cases, identification of malignant cell diagnosis is not possible through flow 
cytometry, hence investigation on HLA surface expression is not done. Statistical test of 
significance is available in Ref. 3.  
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Table 2. Transcriptional expression of different TFs in leukemic and normal individuals. Data 
are presented as mean ± SD.  

 IRF1 RFX5 RFXB CIITA IK CREB1 

NV 1.049 
±0.632 

1.102 
±0.376

0.711 
±0.392 

0.412 
±0.353 

2.14 
±1.429 

0.0 
 

AML 1.37 
±1.451 
NS 

0.984 
±0.597 
NS  

1.83 
±0.588 
P<0.005

0.801 
±0.742 
NS 

1.986 
±1.98 
NS  

0.801 
±0.76 
P<0.001  

ALL 0.831 
±0.978 
NS 

1.181 
±0.5 
NS  

1.84 
±0.905 
P≤0.02  

0.735 
±0.486 
P≤0.02 

1.551 
±1.453 
NS  

0.533 
±0.286 
P<0.001  

CML 0.842 
±1.419 
P<0.02 

1.15 
±0.66 
NS  

1.528 
±1.1 
P<0.05  

0.717 
±0.668 
NS  

1.134 
±1.504 
P<0.02 

0.228 
±0.218 
P<0.001  

CLL 1.83 
±2.16 
NS 

1.234 
±0.411 
NS  

2.253 
±1.403 
P≤0.05 

0.795 
±0.491 
NS  

3.032 
±2.617 
NS  

0.155 
±0.158 
P<0.001  

NS: Not statistically significant; P means the level of statistical significance through Mann-
Whitney U test.  

3.2   Proposed Scheme  

Five attributes pertaining to TF and two attributes of HLA surface expression (SE) 
have been considered (Fig. 1A). For each pair (altogether 5×2 = 10 pairs) of TF and 
SE, we consider the existence of an informational channel through which the 
concerned TF manifest into the corresponding SE. Our aim is to examine these 
channels. For the chosen attributes we have collected data of individuals from normal 
population and some individuals with different leukemic conditions. We separately 
examine the channels in different disease groups and compare them with normal 
group. This gives an insight into the phenomenon through which a TF regulates the 
SE. The results are not in absolute terms but based on the comparative analysis.  

The TF and SE data collected is divided into a certain number of intervals. The 
number of intervals is analogous to the number of symbols in classical information 
theory. Calculation of the frequency distribution from data is analogous to the symbol 
probabilities at the source and the receiver side respectively.  

Now we have considered the joint probabilities of the symbols of the source (TF) 
and receiver (SE). In this way we convert the TF-SE pair into a source-receiver pair. 
Now we calculate the information entropies at the source H(X) and receiver H(Y). 
We also calculate the joint entropy of source and receiver pair H(X,Y) by considering 
the joint probabilities. These provide the measure of uncertainty and from these we 
derive the channel equivocation H(X|Y) or H(Y|X) i.e., the average conditional 
entropy of the source given the receiver symbol or vice versa.  

H (Y|X)  = H (X, Y) - H (X) and  
H (X|Y) =  H (X, Y) – H (Y).   
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Fig. 1. Analogy between transcriptional regulation and information channel (A) and Venn 
Diagram showing relation between different entropies (B) 

Mutual information I(X;Y) can now be calculated as:  

I(X;Y) = H(X) – H(X|Y) = H(Y) - H(Y|X) 

The channel equivocation is an important metric that provides the information about 
the nature of the channel, i.e., how the channel contributes to the uncertainty 
propagation from source to receiver. In analogy, the metric chosen by us could 
provide the uncertainty with which the TFs' express themselves into the SE. In other 
words, it gives an idea about the contribution of the channel in the propagation of 
uncertainty of TF into the uncertainty of SE. Venn diagram (Fig. 1B) shows how the 
different entropies are related to one another. Results indicate how differently the 
channel behaves from normal to disease cases. Also, the relative importance of 
propagation of a TF to SE would be manifested.  

3.3   Grading of Independence  

We sum the individual entropies of attributes already computed and we compare them 
with their joint entropies. If sum comes close to joint entropy values we can say that 
the two considered attributes are independent.  

So after finding the joint entropy we have given the grading to them that denotes 
the degree of independence between those two attributes. Say for a joint distribution 
of X, Y we obtain HX,Y = P units of entropy and Q be the individual sum of entropies, 

then, 
Q− P

Q  × 100 is taken as a measure to find the grade which is expressed as a 

range of percentage. Thus grading system indicates that the lesser the percentage or 
grade, the two attributes are more independent to each other; whereas higher is the 
grade, higher is the dependency.  
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4   Results  

4.1   Analysis of Single Attribute  

Table 3 indicates the extent of deterministic behavior of different attributes in 
different populations. In Table 3, if any attribute value is closer to the maximum 
value, the more is its information entropy or uncertainty. As discussed in entropy 
function properties, this also means that uncertainty will maximize if all the intervals 
are equally likely i.e., data points are scattered equally over the entire range. Here 
deterministic behavior implies that most of the attribute values fall within a few sub-
ranges while randomized behavior means that the attribute values are scattered over 
the entire range.  

It is observed that in acute leukemia (AML, ALL) the HLA-ABC expression is 
more randomized, whereas in CLL it is more deterministic compared to normal. 
Interestingly HLA-DR expression is fully deterministic for NV. The behavior is 
randomized in disease cases with ALL being most prominent.  

β2M expression is more randomized in diseased samples compared to NV. IRF1 
expression in CML sample is more deterministic, however, in other disease samples 
the values are randomized compared to normal population. Table 3 also indicates that 
RFX5 expression in all the diseased population is more randomized, most strikingly 
in CML cases. Similarly, CIITA is randomized in all the disease samples, most 
strikingly in ALL cases.  

Table 3. Entropy of different attributes 

 HLA-ABC  HLA-DR  β2M  IRF1  RFX5  CIITA  IK  

NV  0.6988  0.0000 0.4301  0.5301  0.4729  0.4582  0.5536  

AML  0.7270  0.2725  0.7346  0.6552  0.7348  0.5856  0.5022  

ALL  0.7465  0.6373  0.6382  0.6671  0.6242  0.7268  0.5353  

CML  ND ND  0.7400  0.4769  0.7903  0.4269  0.4167  

Total  0.8930 0.4732  0.8327  0.7338  0.7338  0.8261  0.6318  

Maximum  1.0414  0.9542  0.3030  1.0414  0.8451  0.8451  0.8451  

ND: not done due to inadequate data. Data from CLL group has not been considered 
due to inadequate sample size.  

4.2   Analysis of Combinations of Different Leukemias   

Next we have the conjunction of different disease conditions and performed entropy 
analysis to find out the behavior of individual parameters in different states and types 
of leukemia. This has been compared with the behavior of normal population (Table 
4). From Table 4 we observe that HLA-ABC in chronic leukemia cases (CML + CLL) 
and HLA-DR in myeloid leukemia (AML +CML) behave more deterministically. 
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Again, β2M is more scattered in different disease combination. However, CIITA, IK 
and IRF1 do not show any significant difference in behavior from NV.  

4.3   Joint Entropy Analysis  

Joint entropy analysis provides the dependency between two attributes and a 
comparison between disease and normal reflects the alteration in transcriptional 
efficiency. The joint entropy of different combinations and its comparison with the 
summation of their individual entropies have been tabulated and a grade has been 
provided as per the grading rule mentioned in the Methods section. Example cases are 
tabulated in Table 5. The table shows that in normal samples, CIITA is more potent in 
induction of HLA-DR (more dependency) compared to HLA-ABC. Generally, in 
disease cases, HLA is independent of CIITA with some minor dependency in case of 
lymphoid leukemia. The detailed results for all TFs can be derived from mutual 
information analysis.  

Table 4. Entropy of each attribute of different leukemia combinations 

Type of 
combination 

Malignancy  HLA-
ABC  

HLA-
DR  

β2M  IRF1  CIITA  IK  

Myeloid 
combination 

AML+CML  0.7270 0.2725  0.7429  0.6662 0.5855  0.5067  

Lymphoid 
combination 

ALL + CLL  0.7972 0.6926  0.8263 0.7290 0.7108 0.5067 

Acute 
combination  

AML+ ALL  0.7768 0.5164  0.7392  0.6761 0.7269  0.5506  

Chronic 
combination  

CML+ CLL  0.4771 0.4771  0.8412  0.6650 0.5058  0.6405  

All cases of 
Leukemia  

Total – NV  0.8189 0.8146  0.7999  0.7192 0.6820 0.6072  

 Total  0.8930 0.4332  0.8327  0.7338 0.8261  0.6318  

 Maximums  1.0414 0.9542 0.9030  1.0414 0.8451  0.8451  

Normal 
volunteers  

NV  0.6988 0.9031  0.4301  0.5301 0.4582  0.5536  

Table 5. HLA-ABC vs. CIITA and HLA-DR vs. CIITA. DS: total disease samples 

 HLA-ABC vs. CIITA HLA-DR vs. CIITA 

Type  Joint 
entropy 

Sum of 
entropies  

Grading*  Joint 
entropy 

Sum of 
entropies 

Grading*  

NV  0.6796  1.1570  C 0.4582 0.4582 A 
AML  0.9451  1.3126  B 0.6543 0.8581 B 

ALL  1.0414  1.4733  B 0.9319 1.3641 C 

Total (DS) 1.3149  1.7191  B 1.5133 1.2933 B 

Maximum  1.8865    1.7993   

*A: 0-15%, B: 15-30%, C: 30-45%, D: above 45%.  
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4.4   Mutual Information Analysis  

Quantitative mutual information analysis may reveal the relative importance of an 
attribute (TF) on the regulation of SE (HLA-ABC or HLA-DR) in normal and 
leukemic state (Table 6). If mutual information decreases, it indicates that the 
association becomes more independent and the channel (gene regulation) distorts the 
passage of information from TF to SE.  

From the analysis it is revealed that mutual information for RFXB is high in 
general. This indicates that both HLA class I and II (HLA-DR) are dependent on this 
TF with an indication that dependency of HLA class I is more than HLA-DR. This 
dependency becomes more pronounced in leukemic condition. Though under normal 
condition CIITA dependency of HLA-DR is more but under the condition of 
malignancy this dependency decreases for AML but increased in ALL cases. 
However, HLA-ABC is less dependent on RFX5 and CIITA in normal and myeloid 
leukemic cases. For lymphoid leukemia dependency is almost unaltered.  

Results imply that in induction of HLA-ABC, CREB1 has no role both in normal 
and leukemia, however, in lymphoid leukemia it plays a role. Similarly, in HLA-DR 
expression CREB1 has no role in normal and leukemia in general excepting lymphoid 
leukemia. The overall observation is that different TF plays different role in different 
type of leukemia (cell). IRF-1 is excluded from this study as this TF becomes 
functional through Enh A region and/or influence the Enh B region through CIITA. 
Similarly, IK is a cytokine, becomes active through its inverse effect on CIITA; hence 
is also excluded for this analysis.  

Table 6. Mutual information analysis 

HLA 
gene 

Type  I (X;Y) = H(X) – H(X│Y) 
CIITA RFX5 RFXB CREB1  

HLA-
ABC  

NV  0.4774 0.4751 0.6988 0.4304 
AML   0.3675 0.3857 0.7270 0.2289 
ALL  0.4319 0.3841 0.7465 0.3965 

HLA-
DR  

NV  0.6392 0.6392 0.5941 0 
AML  0.2038 0.112  0.5401 0.1331 
ALL  0.4322 0.405 0.6373 0.3728 

5   Discussion  

Conventionally in biology, classification and distinction between disease and normal 
is made from gene expression data obtained by microarray method followed by 
analysis through artificial intelligence (AI). However, criticism to such approach is 
that microarray only provides a range and AI is not truly a mechanistic way of 
analysis in understanding the biological mechanism [30]. Moreover, as for few genes 
particularly for HLA binding TFs together with HLA expression, no microarray chip 
data is available. So we depend on the PCR (Polymerase Chain Reaction) based gene 
expression data.  
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The available biological information is that disruption of the constitutive region 
binding transcription factor (TF) downregulates the HLA surface expression and 
information from in vitro experimental data suggest that each of the inducible region 
binding transcription factor (which are become activated only in emergency situation 
like infection) is enough to transcribe the gene expression, so multiple regression may 
not the ideal for analyzing the data of the present situation.  

From our analysis it is revealed that channel behaves differently from normal to 
disease cases. Also, the relative importance of propagation of a TF to SE is also 
manifested. This indicates that the immune escape mechanism by the reduction of 
HLA class I expression is due to unavailability of both the constitutive [10] and 
inducible region binding TFs. The approach of induction of HLA class I by inducible 
binding TFs [5-6] requires both CIITA and CREB1 factors in the myeloid leukemia 
cases whereas CREB1 in single could be sufficient for lymphoid leukemia cases. This 
finding tallies with the findings in [21].  

The parametric variation in population (signal) is a major concern of any 
biological investigation. However, the measurement uncertainty (noise) is another 
important aspect. So a high signal to noise ratio bears some significance. To reduce 
the noise and for quantitative accuracy, presently, experimental molecular biologists 
rely mainly on the data collected by Real-time PCR based method. If the 
measurement variability is high then every relation would appear as independent, 
however, in this exercise, relationship between some attributes become dependent on 
each other. This signifies that the measurement noise is less.  

In this connection it is necessary to mention that the coefficient of variation of the 
PCR reaction has been determined for the source data (and mentioned in 
Methodology section), together with the relative abundance of each of the gene 
expression with half log dilution and where possible PCR reaction was performed in 
triplicate and corroborate the semi-quantitative findings (RNA level data) with the 
flow cytometric (protein level data) for all the genes. Moreover in the source data, 
semi-quantitaive findings of different loci of HLA genes have been validated with the 
Real time PCR [3, 21].  

It is to be noted here that a lot of criticisms are also available for Real Time PCR 
methodology, namely, threshold settings, amount of input RNA and size of the target 
sequence in the PCR reaction etc. [31]. The only advantage of real time PCR based 
method over conventional PCR is that it can identify the differences in addition to 
PCR master mix in the PCR reaction (experimental error). It is worthwhile to mention 
here that both PCR based methods actually quantify the relative abundance of mRNA 
with respect to a house-keeping gene (RQ) in a sample.  

So we expect that the improved analytical tools could able to validate the low cost 
semi-quantitative PCR methodology for understanding the gene expression regulation 
in terms of them. Such data variability between samples and uncertainty associated 
with the measurement method could be tested by different conventional analytical 
tool rather than looking for instrumental sophistication. Thus in conjunction with the 
conventional analytical tools for association analysis (like nonparametric statistical 
test – χ2 test as in [21]), information theory may help in comprehensively narrowing 
down the experimental dimensionality (without any artificial perturbation of the 
system) as well as experimental cost.  
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Previously several biological conclusions have been drawn from the gene expression 
data with the aid of information theory. However, to the best of our knowledge, none of 
them utilized the concept of channel equivocation in understanding of complex gene 
regulation of HLA from human disease data. It is worthwhile to mention here that HLA 
gene regulation is complex in the sense that it has an inducible promoter region and 
tissue as well as pathogenic diversification. So, with this work we hope that 
information theory would be utilized in revealing that context specific regulation. 
Moreover, this analytical tool could be accepted by the experimental biological 
community in drawing the conclusion in understanding of gene regulatory mechanism 
in terms of transcriptional efficiency from the population based gene expression data 
specially from human disease cases.  
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Abstract. Image transmission plays an important role in recent studies of engi-
neering and scientific research fields. While transmitting the image, they have 
to be secured. Many approaches are available for secure transmission of images. 
This method focuses towards the use of invisible watermarking for encryption 
purpose. The attacker cannot able to find the difference when watermarking is 
used. There are two algorithms used for making the watermarking object. The 
performance evaluation is done by introducing various attacks to the water-
marked object and it is done using Matlab 7.11. 

Keywords: Digital image, watermarking, histogram, enhanced histogram modi-
fication for watermarking. 

1    Introduction 

The evolution of World Wide Web and Internet plays a great role in data transmis-
sion. The data can be in any form i.e. text, image or object. Many advanced  
researches such as medical diagnostics etc are in need of transferring the image 
through networks or Internet for fast diagnostics. Many fields in nowadays are focus-
ing towards digital image transmission for various purposes. The general methods 
used for secure transmission of image are cryptography and information hiding. The 
information hiding can be broadly classified as steganography and watermarking. 
Although cryptographic methods have long been applied in digital content security, 
the decrypted content requires further protection. This work focuses towards the use 
of invisible watermarking for secure image transmission. Digital watermarks can pro-
vide extra protection to the decrypted content since it is embedded into the content. 
Some of the main applications of watermarking are owner identification, copy protec-
tion, broadcast monitoring, and medical applications and data authentication. 

2   Motivation 

With digital multimedia distribution over World Wide Web, IPR (Intellectual Proper-
ty Rights) are more threatened than ever due to the possibility of unlimited copying 
[1-4]. Stephen wolthusen [5] has attempted to present the challenges faced by digital 
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watermarking techniques when entering the application domains envisioned for it. 
Frank enhances the hierarchical watermarking security by using the genetic algorithm 
to embed watermarks into the frequency domain of a host image. The algorithm not 
only detects vector quantization attacks, but also provides a fundamental platform for 
other fragile watermarking techniques [6].  

Hsu and Wu proposed an image authentication technique by embedding digital wa-
termarks into images. They embed the watermarks with visually recognizable patterns 
into the images by selectively modifying the middle frequency parts of the image [7].  

Tang and Hang [8] introduced a robust digital image watermarking scheme that 
combines image feature extraction and image normalization. The goal is to resist both 
geometric distortion and signal processing attacks. A feature extraction method called 
Mexican Hat wavelet scale interaction is used. The extracted feature points can sur-
vive a variety of attacks and be used as reference points for both watermark embed-
ding and detection.  

Invisible watermarking techniques with their limitations, attacks and implications 
are described [9]. This work helps to prove the importance of invisible watermarking 
and the problems faced by visible watermarking. 

3   Digital Watermarking Process 

The section 3.1 gives the short description of the generic watermarking process. the 
section 3.2 describes the attacks on watermarks and the section 3.3 describes the sys-
tem model considered for this work and the various kinds of attacks introduced in the 
system for performance evaluation. 

3.1   Generic Watermarking Process 

Digital image watermarking schemes can be modeled as a communication process in-
volving an embedder and a detector. A watermark signal is embedded into a cover 
image to produce a stego image. No extra space is required to store the signal. The 
stego image is then transmitted to the consumer. Distortions due to unintentional 
modification, malicious attacks could occur during this process. Finally watermark 
detector is applied to determine whether the watermark exists in a possibly distorted 
image. The entire process is shown in fig. 1. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. A generic watermarking system 
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In this work, the real image is considered and histogram is applied and the final 
image is the watermarked image. The actual embedder makes use of the original im-
age and the image obtained after applying histogram and then transmitted. While 
transmission some forms of distortions can be occurred. 

3.2    Attacks on Watermarks 

A watermarked image to be likely subjected to certain manipulations. Some of them 
may be unintentional such as usage of compression techniques or some of them may 
be intentional such as cropping, re-watermarking, etc. Some of the forms of attacks 
are:  

a. Lossy compression: Many compression schemes like jpeg and mpeg can poten-
tially degrade the data’s quality through irretrievable loss of data.  

b. Geometric distortions: They are specific to images, videos and include opera-
tions such as rotations, translation, scaling and cropping.  

c. Common signal processing operations: Some of the common operations are D/A 
conversion, A/D conversion, re-sampling, filtering, color reduction, addition of con-
stant offset values to the pixel values and local exchange of pixels.   

d. Other intentional attacks: Some intentional attacks include printing and rescan-
ning and re-watermarking.  

3.3    System Model 

For experimentation, a sample Lena image of 256 x 256 pixel of jpeg type is consid-
ered for original image. For the watermarked object, the same original image after 
performing enhanced histogram modification is considered. The entire process is car-
ried out using the image simulator, MatLab 7.0 and the performance is evaluated by 
introducing various attacks in the original image. The attacks used in this work are 
Median filters, Cropping, Rotation and Compression. 

4    Enhanced Histogram Modification for Watermarking 

This algorithm is used for getting the watermarked image, which is useful for encryp-
tion process. The histogram modification is done in two steps. They are: i) using R 
and G components of image, which is given in Algorithm1, ii) using B component of 
the image, the steps to be involved in this algorithm are given in Algorithm2. 

 
Algorithm 1 

 
1. Decompose the original image into R, G and B  
components. The segment is called HRG histogram. From 
the R and G component a 2D Histogram of R and G  
component is made. 
 
2. Generate a watermark w which is a pseudo random bi-
nary pattern of size L*L. L=2n 1<L<256 
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3. Segment the histogram HRG into blocks of size 16x16.  
 
4. Find the blocks which are having nonzero values > m, 
where m=28, to embed the watermark sequence.  

 
5. The modification is done according to the  
conditions:  
 

a. If  W(j,k)=0  then  BHrg(j,k)=0  
 

b. If  W(j,k)=1  then  BHrg(j,k)=non  zero  value.  
 
To   Enforce   BHrg(j,k)  to    be zero   the   nonzero   bin value 
of  BHrg(j,k)  is distributed uniformly between its four 
neighbours. To make BHrg(j,k)to be non zero ,the non-
zero neighbours bin value is transferred. 
 
6. After the modification the watermarked components Rw 
and Gw are restored. 
 

Algorithm 2 
 
This algorithm is done for the second modification on the histogram based on B 

component and features extracted from the image. 
 

1. To extract the image feature the Rw component is used. 
 

2. JPEG compression is used which eliminates the high 
frequency components of the image.Rf(x,y)is calculated 
according to 

Rf(x,y)=∑  ∑  Rw(x+(!x))(y+(!y))/N 

3. Divide Rf and B component into Pi regions of size 
16*16.  
 

4. For each Pi, a 2D histogram composed by Rf and B com-
ponent made.  
 

5. Each 2D histogram is partitioned into four blocks.  
 

6. The watermark bit is embedded into the 2D histogram 
modifying the bin values of B components. Some bins are 
moved from one block to another modifying the bin values. 
If wmk(i)==1, then some bins in BB and BC are moved into 
BA and BD and if wmk(i)==0 then some pixels in BA and BD 
are moved in to BB and BC.  
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5    Detection Process 

The watermark is extracted from the watermarked image using the detection algo-
rithm. Algorithm3 is used for the detection process.  

Algorithm 3 

1. Obtain the different watermarked components from 
the watermarked image. 

 
2. Obtain the watermark component with all zeros. 
 

3. Extract the watermark from the blocks having non-
zero values greater than 128.Here 128 is set as a thresh-
old value, to determine in how many blocks the watermark 
is being embedded. 

 
4. Then we compare the original watermark with extracted 
one. 

6   Experimental Results 

In [10], the algorithm for histogram modification is specified. But the algorithm will 
first find a block which has some nonzero pixel values. Only that single block is con-
sidered and made the histogram updating process. But the algorithms specified in this 
work will find the number of blocks which has n number of nonzero pixel values. If m 
number of blocks is available with n nonzero pixel values, then m blocks are consid-
ered for histogram modification and finally obtained the watermarked image for the 
embedding process. The output is shown in fig. 2 and fig. 3. The original image is 
given in fig.2 and the watermarked image after embedding is shown in fig. 3. There is 
no much difference between fig.2 and fig.3. After introducing the attacks, the picture 
is withstanding its original quality. 
 

 

 
 
 

 
 
 
 
 

               Fig. 2. Original Image   Fig. 3. Watermarked Image 
 

The above enhanced watermarking algorithm based on histogram modification 
show better performance against most of the common geometric attacks like median 
filter, rotation, cropping and compression. The number of correct watermarked bits  
extracted from the watermarked image is taken as the parameter for measuring  
robustness and is given in the table 1. 
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Table 1. Robustness against attacks based on number of correct bits extracted 

Attacks Number of bits
Median filter 76%
Rotation 92%
Cropping 78%
Compression 72%

7    Conclusion 

An enhanced watermarking algorithm based on histogram modification is proposed in 
this paper. It is based on two modifications in the two dimensional histogram. The 
modifications are done on different components of the two dimensional histogram. 
The 2D histogram is partitioned into different blocks and the watermark pattern is 
embedded into the different blocks based on a threshold value T. This threshold value 
is based on the number of non zero values in the different blocks. If the number of 
blocks satisfying the threshold value is more then watermark pattern is embedded into 
all those blocks which help to improve the robustness. The experimental result shows 
better performance against most of the common geometric attacks. Then performance 
comparison is done when watermark is embedded in only one block having maximum 
non zero values. 
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Abstract. Peer to Peer Information Exchange (PIE) is a technique to improve 
the data availability using data present within the peers in the network. Network 
Coding (NC) which gives a set of combined data dissemination procedure to 
improves the transmission efficiency of the network. These two techniques are 
merged in such a way that the PIE can be performed in much improved way. 
But immense problem concerned with the technique is that the performance 
degrades gradually with increase in the number of peers in the network. 
Clustering approach is proved to be more efficient for solving the scalability 
issues in large networks. Thus in this paper, we have presented a detailed study 
on the techniques like PIE, NC and clustering from the view of their 
requirement, merits and demerits and performance improvement on their 
combine usage. In this paper, we have also provided a distant view of Co-
operative P2P Information Exchange (cPIE) which incorporates clustering 
technique in the existing PIE with NC technique to eradicate its scalability and 
performance bottleneck issues. 

Keywords: Peer to Peer Information Exchange, Network Coding, Clustering, 
Co-operative. 

1   Introduction 

The traditional wired communication uses the node to node communication for 
transmission of information. But the wireless network uses two distinct types of 
communication patterns named upstream communication and local communication. 
The upstream communication is the communication between the node and the base 
stations where as the local communication is the exchange of information among the 
peers. Information exchange is the exchange of information among the nodes is the 
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basic aspect of wireless networks because of which several operations like cluster 
head election and data aggregation can be made effective. 

The traditional communication uses the flooding or forwarding approach for the 
information exchange. This exchange becomes an ineffective process for many 
applications. So in order to make it efficient, the network coding technique has been 
proposed to enhance the performance. 

Network coding was first proposed by Ahlswede, et al. and it is a novel method for 
transmitting data, gaining lots of importance recently. When compared to traditional 
routing method, network coding offers many throughput benefits. And it is achieved by 
combining packets from different incoming data streams among the intermediate nodes 
instead of simply forwarding them. Network coding grants numerous advantageous not 
only for multicast flows, but also for other traffic patterns, such as information 
exchange. Earlier the nodes when receiving the information, sends the data in sequence 
in the normal approach. But when incorporating the network coding in the PIE, the node 
broadcasts the information instead of sending it in series. By this approach the number 
of transmissions is reduced. Therefore, the transmission energy cost and time 
consumption are also minimized. 

The above mentioned techniques are applicable for smaller networks. When 
considering larger network. It is difficult to maintain the broadcasting mechanisms 
due to its larger size and more number of nodes. When the network size increases the 
performance of the network decreases proportionally to it. So in order to overcome 
this problem, the larger networks are grouped into smaller size called clusters. These 
clusters improve the performance by enhancing the throughput, fault tolerance and 
load balancing of large P2P networks. 

This paper has been organized as follows, section 2 describes about the works 
published that concerned with the study made and section 3 and 4 provides a detailed 
study about the Peer to Peer Information Exchange (PIE and Network Coding (NC) 
techniques and their contribution to the P2P environment. Section 5 and 6 gives a 
description on technique to use PIE and NC merged and their importance and 
scalability issues concerned with it. Section 6 explains about the vital contribution of 
clustering technique on scalability issues and section 7 elucidates a brief method to 
achieve the PIE with NC using clustering approach. Finally section 8 concludes the 
paper with future work. 

2   Related Work 

P2P Information Exchange and Retrieval (PIER) [2] is a P2P query engine used for 
query processing in Internet scale distributed systems. PIER offers a method for 
possible scalable sharing and querying of finger print information, which is used in 
network monitoring applications including intrusion detection. PIER in its design uses 
four guiding principles. First, it grants relaxed consistency semantics - best effort 
results, as achieving ACID properties maybe difficult in Internet scale systems [3]. 
Second, it assumes organic scaling, meaning that there are no data centres/warehouses 
and machines can be added in typical P2P fashion. Third, the query engine imagines 
data is available in resident file systems and need not necessarily be loaded into local 
databases. The fourth principle is that instead of waiting for breakthroughs on 
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semantic technologies for data integration, PIER tries to combine local and reporting 
mechanisms into a global monitoring facility. PIER is realized over CAN, the 
hypercube based P2P system [4]. 

For sharing information in networks of autonomous sources a number of different 
frameworks and systems have also been planned and studied [5, 6, 7, 8, 9]. In mobile 
peer-to-peer networks information exchange has been reviewed, for example, by 
Buchholz et al. [10], Kurhinen et al. [11] and Kurhinen & Vuori [12]. The process has 
been categorized by the number of links included in a data transfer process (single-
hop, multiple-hop) and by the message delivery method (proactive, reactive) [11]. In 
the field of P2P file-sharing systems the majority of the research spotlights on 
improving efficient search, replication and security techniques. In addition, there 
subsist various significant research areas for information exchange systems such as 
resource management issues that include fairness and administrative ease 
[13].Caching improves information exchange performance in mobile peer-to-peer 
system [14].Since caching can able to save computing power and bandwidth as long 
as you have enough memory space. A P2P network can demonstrate a power-law 
topology [15] such that it can propagate queries rapidly and, if executed efficiently 
[16], it can locate objects in log n time, where n is the number of nodes in the 
network. On the other hand, there are remaining problems in the P2P information 
exchange theory which complicate its operation. Free-riding and the misfortune of the 
commons are two main problems. Distributed hash table (DHT) systems such as CAN 
(content-addressable network) [11] achieve furnish excellent scalability and 
deterministic guarantee, however these methods only suggest a simple interface for 
storing and retrieving (key, value) pairs. Directly applying them to information 
exchange would entail users to indicate accurate document IDs (keys) for retrieval, an 
impractical assumption in an environment where content is produced by millions of 
organizations and individuals, independently. 

It has been noted that the problem observed in the COPE scheme [21] is different 
from the peer scheduling problem which highlights from the perspective of a single 
peer regarding how to opportunistically snooping neighbour states and cleverly XOR-
ing these blocks, whereas the peer scheduling problem is how to increase the wireless 
coding gain from the point of view of all peers for cleverly scheduling the sending 
sequence of peers in a wireless network as a complete. The majority existing research 
concentrations are on block scheduling problems. Furthermore opportunistic snooping 
neighbour states, the COPE scheme eminently handles the block scheduling problem 
by cleverly XOR-ing packets. 

In traditional networks according to [22] a peer scheduling problem is confirmed to 
be NP-hard; with network coding, due to the coded packets in wireless networks a 
peer scheduling problem becomes exacerbated and also it supposed as NP-hard. 
Several theoretical results followed, showing that optimal throughput achievement, 
which is NP-hard with routing, is possible with network coding [23]. In wireless ad 
hoc net-works for broadcasting with reference to network coding distributed 
probabilistic broadcast algorithms and deterministic broadcast algorithms have been 
proposed by Fragouli et al. [24,25] and Li et al. [26] , proportionately, resulting in a 
considerable energy saving.[27] Discusses the advantage of coding in lossy networks. 
When intra-flow network coding is used it gives the hopeful unicast throughput gains 
and also it has been shown in [28] via experiments. In the wired domain for multicast 
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even though the majority outcomes on network coding have been given, for retrieving 
the advantages of network coding the broadcast nature of a lossy wireless medium 
turns out to be very helpful for unicast as well. Overall a solitary wireless 
transmission is frequently received by more than one node. Might overhear 
transmissions when nodes are located beyond than a one-hop distance and serve relay 
packets for preceding hops. Such opportunistic overhearing/listening has been 
expansively learnt in conjunction with inter-flow network coding2 in [29]. Over 
conventional routing significant unicast throughput profits for single-channel single-
radio wireless mesh networks have been accounted [29] via wide-ranging 
experiments. 

Multiple transmissions are permitted by multiple access techniques like FDMA 
[30], spatial reuse [30] and CDMA [31], at the same time. On the other hand these 
proposals signify to avoid intervention in frequencies, codes, or space for separating 
channel facility among multiple users. In variation the capacity of the network is 
enlarged by using ancient network coding. By utilizing space-time coding techniques 
Co-operative diversity [32], analog forwarding [33] and MIMO systems [30] grants 
multiple synchronized transmissions. A few of this work presumes antenna arrays and 
coherent combining at the receiver, which we do not guess. More vitally, these 
techniques vary from ancient network coding since they do not make use of the 
receiver’s knowledge of one of the interfering signals to increase the capacity of the 
network. 

Structure on network coding [34] across multiple generations of video packets has 
been examined, where one generation is identified at the transport layer despite 
application layer GOP structures. [35] The application of Markov decision process 
[36] to network coding has been discussed in which the network coding scheduling 
and optimization are centralized at the base station. 

The type of linear NC is allowed by the nearly well-known topology called the 
butterfly topology [37] and in many situations it has been exposed that the butterfly 
can be globalized to sustain pair-wise linear NC [38] and these type topologies can be 
seen in a distributed manner [39]. Additionally to show the benefits of network 
coding compared with routing, the well-known butterfly network was proposed in 
papers [40] [41]. Also, relay networks that have multicast capability in the down-
stream, like wireless meshes or Passive Optical Networks (PONs), can be map to the 
butterfly topology [42]. Ho et al [43] proposed the random linear network coding and 
beside provided numerous upper bounds on the failure probabilities of random linear 
network coding. Balli, Yan, and Zhang [44] progressed on these bounds and reviewed 
the maximum behaviour of the failure probability as the field size goes to infinity. 
Koetter and M´edard [45] offered an algebraic characterization of network coding. 

A different significant model for network coding using clustering is provided by 
the work in [46]. Latest work made an effort to mutually optimize video streaming 
and network coding. In order to combat internet bandwidth vacillation for both CDN 
and P2P networks [47] employed the hierarchical network coding design. Yeung [48] 
presents that network coding accomplishes the optimal delay performance in a time-
synchronized model for any transmission schedules in P2P networks and in addition 
when compare and contrast to a original successive dissemination, a shorter broadcast 
delay of k blocks can be arrived by network coding in a complete graphs within a  
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time-synchronized model demonstrated by Deb et al. [49]. Further[50] in arbitrary 
graphs the broadcast delay using network coding in arbitrary graphs has been 
investigated using network coding and illustrates its correlation with the spectral 
characteristics of the graph. 

3   Peer to Peer Information Exchange 

In most recent years, information exchanges in Peer to peer networks have become 
very familiar. Due to the hasty increase of decentralized and structured or 
unstructured peer-to-peer (P2P) networks, this handles immense potential for efficient 
information exchange in the Internet. A peer-to-peer, or “P2P,” information exchange 
means provide you access to a prosperity of information and allows the user to share 
computer files through the Internet. These exchanges are set up to permit users to 
search for and download files to their computers, and to facilitate users to make files 
available for others to download from their computers. 

This Peer to peer information exchange generates a network of linked users since 
they are extremely decentralized one. In order to discover the needed file this permits 
a user to search through the files of all of the linked computers. Hence to use one of 
these services, a user must download the appropriate software from the Internet and 
install and configure it.  The main intention of information exchange is to recognize 
information share among systems. Numerous different frameworks for sharing 
information between sovereign stores have been formulated and investigated in depth. 
Information exchanges one of the conceptually simpler, yet technically challenging, 
such frameworks [1]. In an information exchange background, data from a source 
schema are transformed to data over a target schema according to specifications given 
by source-to-target constraints. This framework models a situation in which the target 
passively receives data from the source, as long as the source-to-target constraints are 
satisfied. 

The major benefit of PIE is there is no central exchange. PIE mainly support 
applications like which present file sharing and content exchange like music, movies, 
etc. The idea of PIE has also been successfully utilized for distributing computing and 
Internet-based telephony. The most important advantage of P2P information exchange 
is that these systems got significant efficiency gains which are completely scalable so 
there are no bounds on the membership and the network capacity hence every extra 
peer gets further capability to the system so ease of expansion and set up. A P2P 
environment can grow and use all the existing computers connected with a peering 
portal. A peer can act together as a client and a server so the network always functions 
as long as there are peers connected to the network. Instead of building complex and 
ex -pensive networking infrastructures, information systems can be integrated with a 
P2P program, or peering portal. The participating peers mark at least part of their 
resources as ‘exchanged’, allowing other contributing peers to access these resources.  
Thus, if peer 1 publishes something and peer 2 downloads it, then when peer 3 asks 
for the similar information, it can access it from either peer 1 or peer 2. As a result,  
as new users access a particular file, the system’s capability to supply that file  
increases [17]. 
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4   Network Coding 

Network coding is a new and elegant transmission paradigm that proved its strength 
in optimizing the usage of network resources introduced at the turn of the millennium 
to develop network performance. The emergence of network coding has brought 
about a metamorphosis in thinking about network communication, with its easy but 
important principle that in communication networks, we can permit nodes to not only 
forward but also process the incoming autonomous information flows. In common 
network coding is achieved by encoding and decoding several packets either from the 
same client or from dissimilar users. The former is called intra-session network 
coding [18, 19]. Network coding has been extensively appeared as a prospective 
approach to the operation of communication networks, particularly wireless networks 
[18]. Sanders et al [20] expressed illustrations where the space between the 
throughput using network coding to that without using coding was Ω (log n), where n 
is the number of receivers. 

The NC scheme refines the accurate flow of data in a network by transmitting 
combined digital messages from source to recipient. Aforementioned to network 
coding, within a network the only work of intermediate nodes (i.e., routers and 
switches) has to forward data packets towards the destinations. NC principles support 
that, in addition to forwarding packets, intelligent mixing of packets (from different 
sources before forwarding) increases the network throughput. Hence, in network 
coding, instead of using routers and switches by replacing coders it allow encoding 
the incoming messages by the intermediate nodes and then forward these messages to 
other nodes.  Number of bottlenecks has been reduced by increase in effective 
capacity of networks by incorporating this encoding and forwarding methods. 

Network coding technique presents numerous advantages over the traditional store-
and forward routing approach such as an enhancement in reliability and robustness, 
increase in throughput [51], energy efficiency [51] and an improvement of delay 
minimization [51].Even though the benefits of network coding in local area networks 
have been examined, its application in wider area networks such as WiMAX [52], 
LTE, and LTE-advanced is mostly unfamiliar. 

Applying network coding to robust video transmission which takes place in the 
circumstance of wireless networks is a one more big challenge. In real-time video 
conferencing Video quality, communication bandwidth, and stringent delay 
necessities all concealment dreadful challenges through error-responsive wireless 
networks which endure from dynamic channel variations and intervention in a shared 
medium. These issues are individually addressed by applying NC elimination 
protection over the uplink, downlink, and overhearing channels [53, 54, 55, 56, 57] in 
video multicast, broadcast and conferencing scenarios. 

Major applications of network coding techniques are tactical communications in 
military networks [58], multimedia streaming [59] in peer-to-peer (P2P) overlay 
networks, information delivery in wireless networks [60]. File distribution and 
multimedia streaming on P2P networks [60], data persistence and data transmission in 
sensor networks [58], resilient to network attacks like snooping, eavesdropping or 
replay attacks, Bidirectional low energy transmission in wireless sensor networks, 
security, Decentralized Network Operation, Multiple Unicast Sessions and decrease 



 Survey on Co-operative P2P Information Exchange in Large P2P Networks 187 

the number of packet retransmission for a single-hop wireless multicast transmission, 
and hence improve network bandwidth. 

5   Combination of PIE and Network Coding 

In wireless  networks multicast routing i.e. the  distribution of  information from  a  
source  peer to  a  large number  of  destination  peers , has recently attracted  a lot  of 
attention for more than a decade (e.g. native IP multicast, CDNs, and, recently, peer-
to-peer  networks). An essential problem in large scale distribution is the optimal 
scheduling of the data streams. Recently, network coding proposed a new significant 
solution to the scheduling problem by encouraging the network nodes to mix the 
transmitted information and can boost multicast throughput and transmission 
reliability to be the minimum of the min-cut from the source to the multicast 
receivers. Combination of network coding and peer to peer information exchange can 
be used to increase network capacity by reducing the number of transmissions 
required to exchange data over wireless media. By defining a cooperative peer to peer 
information exchange using network coding as one in which peers exchange 
information to coordinate efforts and maximize application-related performance. 

Network Coding  permits intermediate  nodes  to combine packets  by  taking their  
exclusive-OR (XOR)  bit-by-bit to reduce number of transmissions, which  decreases 
energy utilization and helps in throughput improvement. Sending maximum number 
of hops for a packet to arrive at a receiver node helps in delay minimization. It also 
raises enormous transmission efficiency and decreases computational overhead. In a 
wireless networks several network coding techniques are utilized to increase the 
bandwidth efficiency of consistent exchange which reduce the number of broadcast 
transmission from one sender to multiple receivers. And also it combines different 
lost packets from different receivers in such a manner that multiple receivers are able 
to recover their lost packets by means of single exchange by the source. Thus it has 
been identified that the information exchange in wireless networks is a further 
application scenario where network coding shows exclusive gains over conventional 
routing. 

Information exchange using network coding finds many useful applications. These 
include voice conversations, Videoconferencing between two participants, and instant 
messaging. In fact, the scope of information exchange goes much further beyond the 
generic two-way end-to-end communications listed above applications. Even though 
many networks are usually utilized for information exchange between peers, they 
have either protected peers anonymity, or required transacting peers to trust each 
other implicitly. These two methods are vulnerable to attacks by malicious peers who 
can misuse the P2P system to spread viruses, incorrect, or damaging information. In 
order to exchange securely network coding is used since it employs encoding 
mechanisms. And also some secure network coding is designed by combining 
information theoretic approaches with cryptographic approaches. With information-
theoretic approaches, it is proved that complicated modification detections are done at 
sink nodes. In this scheme, random network coding is used by incorporating a 
polynomial hash value in each packet. By this way, the computing complexity is 
much less and also efficiently prevents the propagation of malicious attacks. 
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PIE can not only fully exploit the broadcast nature of wireless channels, but also 
take advantage of cooperative peer-to-peer information exchange. So far PIE using 
network coding is done for small network and at a time only one exchange takes 
place. When the number of nodes in the network increases, the network performance 
decreases. It is evident from the theoretical analysis that even under the optimal 
circumstances, the throughput of each host decreases towards zero rapidly. Despite of 
the various solutions available, cluster formation seems to be more efficient for 
solving the scalability problem in adhoc networks. Thus clustering will help us to get 
scalability and it increases the network performance. Clustering algorithms designed 
at producing the minimum number of clusters that maximize the network lifespan and 
fault tolerance and provide load balancing and data throughput. 

From the above trace, we can justify that the cooperative approach among the peers 
improves the performance of cPIE application in wireless environment. But the 
throughput of the performance of the network degrades with increase in the number of 
nodes in the network. Thus in this paper, we propose an efficient Co-operative Peer-
to-peer Information Exchange (cPIE) technique with an effective network coding 
using clustering approach. 

6   Clustering 

Network clustering provides an approach to partition a network topology into groups 
such that nodes in the same cluster are highly connected and nodes between clusters 
are sparsely connected. And these nodes communicate with each other and employ 
toward a common goal. But there is no formal hierarchy for how information passes 
between the nodes. Clustering is one of the fundamental approaches for scheming  
energy-efficient, robust and highly scalable wireless P2P networks. By using 
clustering in networks, it reduces the communication overhead, thereby decreasing  
the  energy  consumption  and  interference among  the nodes. 

Generally there are three types of nodes in clustering networks .They are cluster 
heads, cluster members (CM) and gateway nodes. In all clusters, one node is selected 
as Cluster Leader (CL) to operate as a local organizer and these nodes are vested with 
the responsibility for routing node messages within each cluster and managing power 
control and synchronization. The size of the  cluster  (the  number  of  nodes  in  the  
cluster)  will be based on  the  transmission  range  of  the  nodes  in single hop cluster 
and the number of hops made by the cluster in multi-hop clusters. The cluster 
members send or relay data to the CL which transmits the collected packets to the 
next hop. The gateway node, belonging  to  more  than  one  cluster,  bridges  the  CLs  
in  those  clusters. The communications between two adjacent clusters are conducted 
through the gateway nodes. Both gateways and member nodes are managed by their 
cluster heads. However these CLs  and  gateway  nodes form  the  backbone  network,  
but  the  presence  of  gateway  node  is  not  compulsory  in  the  clustering network. 

There is no physical backbone architecture available in wireless P2P networks for 
routing of the  message,  a  node depends on  other  nodes  to  relay  packets  if  they  
do  not  have  direct  links. Wireless  backbone  architecture  can  be  used  to  support  
efficient  communications  between  nodes [61]. To  support  backbone  architecture,  
the cluster heads  should  be a part  of  the backbone and the fewer the number of 
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backbone nodes the better. Fewer nodes in the backbone can reduce the quality of 
messages exchanged by backbone nodes [61]. 

Some benefits of clustering are, 

• Reducing the number of messages sent to each BS from each node, channel 
access, power control and bandwidth control. 

• Clustering makes the topology more stable even though there is change in 
the nodes since it affects only the part of the topology.  

• Only CLs or gateway nodes necessitate sustaining the route information. 

• Only the CLs and gateway nodes produce the backbone network, results in 
much simpler topology, less overhead, flooding and collision. 

7    Incorporating cPIE and Networking in a Large Network Using 
Clustering 

In this chapter, we will discuss in detail about how to carry out PIE with NC in a large 
network using clustering approach. In this phenomenon, we can assume two facts, 
Fact 1: Each packet sent by the tower should be received by at least one peer. Fact 2: 
No peer shall receive all the packets that are sent by the tower. These facts imply that 
it is possible to find each packet sent by the tower within the network instead of 
requesting to broadcast all the packets again which will be tedious. By this technique, 
the peer can receive the packets directly from other peers which received it errorless 
rather than getting the missing packets from the tower. Here we elucidate the process 
to effectively achieve cPIE technique using the clusters which are already formed in 
the network in three stages. 

• Stage 1 – Sharing packets within single cluster 
• Stage 2 – Sharing packets among the CLs 
• Stage 3– Sharing new packets within the cluster which are received from other 

CLs 
Stage – 1:  

In this stage, the packets received correctly by each CM nodes are shared among 
its cluster through their corresponding CLs. In this stage NC being used by the CLs to 
control the packet flow and performance improvement. 

Stage – 2: 

After the completion of Stage 1, each CLs share the packets they have with each 
other. This is because some packets are received by CMs of any one cluster, to make 
it available to all other clusters stage 2 is performed. At the success of stage 2, each 
CL has all the packets, without any error, broadcasted by the tower. 

Stage – 3: 

At this stage each CLs share the new packets, which they received during stage 2, 
with their CMs. This makes sure that each CMs of each cluster has all the packets that 
are broadcasted by the tower without any error. At the successful completion of all 
these three stages, each peer in the network holds equal and all the packets 
broadcasted by the tower without asking for re-broadcasting. Thus the Co-operative 
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Peer-to-Peer Information Exchange with Network Coding can be achieved using the 
Clustering approach to improve the efficiency of the system. 

8   Conclusion 

In this paper, we have conducted a detailed study on Peer-to-Peer Information 
Exchange (PIE), Network Coding (NC) and the advantages of merging PIE and NC in 
performance improvement factor. It is also studied the scalability issues that arise on 
the PIE with NC and the capability of clustering which handles the scalability issues. 
Based the study, we presented a overview method to incorporate clustering technique 
on PIE with NC to improves the performance than the existing PIE with NC 
technique in network with large number of peers. As a future work, we are working 
on to devise a comprehensive methodology to justify the work presented in the study. 
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Abstract. With the proliferation of electronic commerce and knowledge econ-
omy environment both organizations and individuals generate and consume a 
large amount of online information. With the huge availability of product in-
formation on website, many times it becomes difficult for a consumer to locate 
item he wants to buy. Recommendation Systems [RS] provide a solution to this. 
Many websites such as YouTube, e-Bay, Amazon have come up with their own 
versions of Recommendation Systems. However Issues like lack of data, chang-
ing data, changing user preferences and unpredictable items are faced by these 
recommendation systems. In this paper we propose a model of Recommenda-
tion systems in e-commerce domain which will address issues of cold start 
problem and change in user preference problem. Our work proposes a novel 
recommendation system which incorporates user profile parameters obtained 
from Social Networking website. Our proposed model SNetRS is a collabora-
tive filtering based algorithm, which focuses on user preferences obtained from 
FaceBook. We have taken domain of books to illustrate our model. 

Keywords: User preferences, social networking, Recommendation System 
(RS), Collaborative Filtering (CF). 

1   Introduction  

As time passes, World Wide Web (WWW) goes on growing. Lots of information is 
available on WWW. All the information which we get is not relevant, only few of 
them are relevant. When a user tries to search something on WWW s/he lands up with 
thousands of result. As a result, s/he will mess up with huge information. Hence fetch-
ing the actually required details becomes cumbersome and time consuming. This 
gives rise to data filtering system. In early days, for data filtering, Information Filter-
ing (IF) was used. IF was basically developed for filtering documentation, articles, 
news etc. Looking to our era, e-commerce is growing explosively. Whenever a user 
makes a search for particular item on internet to buy, s/he will get many options. 
Looking at the options user gets confuse what to buy, and will not able to sort the 
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item that is suitable to him/her. This problem gave rise to Recommendation System 
[RS]. A recommender system is a personalization system that helps users to find 
items of interest based on their preferences. Recommender systems are efficient tools 
that overcome the information overload problem by providing users with the most 
relevant contents [8]. The importance of contextual information has been recognized 
by researchers and practitioners in many disciplines including E-commerce, personal-
ized IR, ubiquitous and mobile computing, data mining, marketing and management. 
There are many existing e-commerce websites which have implemented recommen-
dation systems successfully. We will discuss few website in our coming section that 
provides recommendation. Items are suggested by looking at the behavior of like-
minded-users. Groups are formed of such users, and items preferred by such groups 
are recommended to the user, whose liking and behavior is similar to the group. In our 
model we have incorporated user preferences obtained from Social Networking Site. 
Social Networking sites are used intensively from last decade. According to the cur-
rent survey, Social Networking sites have the largest data set of users. Each social 
networking site notes/records each and every activity of user (like: what user likes? 
what user is doing? what is user’s hobby? Etc.). Social Networking site will prove to 
be largest domain in understanding the user behaviour. One of the best examples of 
social networking is FACEBOOK. According to current news FACEBOOK is trying 
to develop algorithm, to understand user behaviour. Social Networking sites can help 
us in getting important information of user’s, such as age, gender, location, language, 
actives, likes etc. our model takes into account these parameters of the user to rec-
ommend books.  

2   Literature Review  

Study of few recommendation pattern used by websites: Amazon recommendations 
change regularly based on a number of factors. These factors include time and day of 
purchase, rate or like a new item, as well as changes in the interests of other custom-
ers. Because your recommendations will fluctuate, Amazon suggests you add items 
that interest you to your Wish List or Shopping Cart. E-Bay recommends product on 
bases of features of items. You Tube recommends items based on like/dislikes con-
cept. In.com recommends the songs that are popular, songs from the same movie, 
similar actor-actress, artist, director etc. RS is used to filter the item/product according 
to the user interest [1,2] and looking at the like-minded-users [3]. There are many 
popular recommendation algorithms based on collaborative filtering [3,4]. Collabora-
tive Filtering creates a group of users with similar behaviour, and finds the items pre-
ferred by this group. Ratings from user will be taken from user in two ways explicit 
rating and implicit rating [5]. CF algorithms are divided into two types, memory-
based algorithm and model based algorithm. Memory-Based algorithm simply stores 
all the user ratings into memory. There are two variants of memory-based recommen-
dation and both are based on the k-Nearest Neighbour algorithm: user-based filtering 
and item-based filtering. In User - Based Filtering, Rating matrix is used to find 
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neighbouring users for the active user. This is done by using cosine or Pearson’s cor-
relation matrix. After knowing the neighbouring user for active user, items preferred 
by neighbouring users will be sorted on frequency and rating of items. Items that are 
not known to active user will be recommended. Item – Based Filtering finds the most 
similar items. Items are considered to be similar when the same set of users has pur-
chased them or rated them highly. For each item of an active user, the neighbourhood 
of most similar items is identified. Collaborative filtering techniques can be expanded 
to other algorithms such as tag based and attribute aware and trust aware recom-
mender systems. A diffusion-based recommendation algorithm is proposed [9] which 
consider the personal vocabulary. A hybrid user profiling strategy is proposed [10] 
that take advantage of both content-based profiles describing long-term information 
interests that a recommender system can acquired along time and interests revealed 
through tagging activities, with the goal of enhancing the interaction of users with a 
collaborative tagging system. Trip Tip system is proposed [11] to help negotiate trav-
eller’s way through the immense amount of information that is often available by rec-
ommending a set of choices. Trip Tip recommends to the users the next place, which 
they would most likely want to visit given their preference in previous choices. To 
generate this information, tags that are attached on a given place by users give the 
characteristics of a place and the reasons for visiting the place. Attribute-aware 
method proposed [12] takes into account item attributes, which are defined by domain 
experts. In addition, content-based algorithms can provide very accurate recommen-
dations [13]. Collaborative tagging systems (CTSes), allow users to freely assign tags 
to their collections, provide promising possibility to better address the above issues. A 
generic method [14] was proposed that allows tags to be incorporated to the standard 
collaborative filtering, via reducing the ternary correlations to three binary correla-
tions and then applying a fusion method to re-associate these correlations. Some dif-
fusion-based algorithms are recently proposed for personalized recommendations. A 
spreading ACTtion based collaborative filtering [15] was proposed which is essen-
tially an iterative diffusion process. A diffusion-based [16] top-k collaborative filter-
ing, performs better than pure top-k CF and pure diffusion-based algorithm. Besides 
recommender systems, research on context-aware computing seems promising. Con-
text-awareness allows software applications to use information beyond those directly 
provided as input by users [17]. More recently, there were attempts [18] to define ar-
chitectures for context-aware recommender. However, authors don't give details about 
the deployment of such architectures. An algorithm is proposed [19] which adopt 
item-based algorithms in the early stage of the cold-start period and eventually 
switching to SVD-based algorithms. A collaborative filtering recommendation algo-
rithm based on the implicit information of the new users and multi-attribute rating 
matrix is proposed [20] to solve the cold start problem.  

3   Our Approach  

We propose the architecture of SNetRS as shown in the following figure 1.  
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Fig. 1. Architecture of SNetRS 

It is divided in two models. User model and System model. User model gives the 
information of the user which is then utilized by the system model which ultimately 
gives the recommendations. User model uses FaceBook as a source of fetching user 
details such as user own interests and interest of his/her friends. Each social network-
ing site gives API, which can be used to fetch information from the user profile. Each 
social networking site gives there plugins and SDK [7] in different platforms, which 
will help to include their service to our site. We have used the API of the highest used 
and famous social networking site “FACEBOOK”. Facebook provides Graph API [8] 
through which we can access the user information. The Graph API presents a simple, 
consistent view of the Facebook social graph, uniformly representing objects in the 
graph (e.g., people, photos, events, and pages) and the connections between them 
(e.g., friend relationships, shared content, and photo tags). System model takes as in-
put the information of the user to whom the item is to be recommended. This model is 
a combination of item based filtering and user based filtering.  
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Experimental Setup 

The experimental data contains 8 two wheeler vehicles and 7 movies. We have taken 
into consideration the location and gender as parameters for the two wheeler vehicles 
(Table 2) and language and age group as parameters for the movies(Table 1). The aim 
is to find the likes of devang (Table 3 and 4) in the experimental products based on 
his rating given for the products in the training dataset (table 5 and 6).  

Based on the training data of table 5 and 6, we aim to obtain the ratings for exper-
imental data which should match with the data of table 3 and 4.  

Experimental data includes finding and matching likes of devang for two wheeler 
KARI  and movie  ROC. Table 7 and 8 shows rating(1 to 5) of different products ob-
tained from a survey of 50 users. Category of users who participated in the survey 
was students, accountants, house wives and professors. The rating of the each product 
is obtained by applying SVD++ [4] algorithm on the ratings obtained from the 50 us-
ers who participated in the above survey. 
 
 
Implementation 
 
Item Based Algorithm 
Step 1: following is the information of user “devang” obtained from the user model.
     
  Age:   24   
  Gender:   Male   
  Location:  Gujarat, India   
  Language Known: Gujarat, Hindi.   
  Activities:  Tennis, Guitar, Cooking 
   
Step 2:   Find Satisfaction rate for each products and add ratings of each product. 
Table 9 shows the ratings of each product obtained from the survey and the satisfac-
tion rate of each product. The satisfaction rate of each product is obtained by the satis-
faction of location and genderparameter of devangl.. Table 10 shows satisfaction rate 
of each movie. The satisfaction rate of HP remains zero irrespective of the age group 
because language is the key parameter. 
 
User Based Algorithm 
Step 1: We obtain set of items liked by user “devang” from the user model created 
from facebook.. Ref Table 11 
Step 2: We obtain the users with similar likes as that of user “devang” and Find num-
ber of common likes of other user for user “devang”. See table 12 
Step 3: Find the other likes of the users set. Set the priority of user, based on from  
Table 13 and 14 ehavior count. 
.Step 5: Remove the items that are already liked by user “devang”. 
Step 6: Find frequency of product that are common between users. See table 15 and 
16 
Step 7: Find the final priority for recommendation,  
Summation of: Priority + Frequency + Ratings. See table 16 and 17 
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Hybrid Algorithm 

Step 1: Combine both result of Item based filtering and user based filtering.  
Step 2: Sort in descending order on final priority bases.  
Step 3: If there is new duplicate item then place its final priority index as highest see 
table 18 and 19 

4   Conclusion and Future Work  

We conclude from our research and analysis that, scope of recommendation is much 
in e-commerce domain. Recommendation using social networking information will 
really help in recommending the best product suitable to the user. Social networking 
is the best means of knowing user behaviour. We are going to have further research 
on the same topic. We plan to implement this model and to add time factor and cross-
domain filtering. Time factor model will help in knowing the rating gaps base on 
time. Cross – domain filtering will help to know the purpose of user, visiting our site. 
From cross-domain filtering system will get an idea, about the product user is looking 
for.  
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Appendix -1 
 

Two Wheeler Vehicles 

Items 
Disc 
over 

Twi 
Ster Pulzar 

Kari 
shma CBZ 

Sple 
ndor 

Scooty 
 Pap 

 Ac-
tiva 

Short-form DIS TWI PUL KARI CBZ SPLEN SCOOP ACT 

Movies 

Items 
Rock 
 Star 

Chiller 
party KAHANI 

House 
full 2 

Andaz 
 Apna  
Apna 

Love  
Aaj 
 Kal 

Harry 
 Potter 

Short-Form ROC CHI KAH Hf2 AZAA LAK HP 
 

Tables 

Table 1. Survey of movies among different age group (Language is the key parameter for  
recommendation) 

Sr. no. 1 2 3 4 5 6 7 

Movie ROC CHI KAH HF2 AZAA LAK HP 

Language Hindi Hindi Hindi Hindi Hindi Hindi English 

Preferred 
Age 
group 20-35 5-18 20-90 10-40 10-90 20-40 5-50 
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Table 2. Survey of vehicles among people of different gender (Location is the key parameter 
for recommendation) 

Sr. no. 1 2 3 4 5 6 7 8 

Vehicle DIS TWI PUL KARI CBZ SPLEN SCOOP ACT 

Location India India India India India India India India 

Preferred 
gender 

male Male male Male Male male female Male/female 

Table 3. Likes of devang for two wheelers, taken from Facebook 

Two Wheeler Vehicle’s Like 

DIS TWI PUL KARI CBZ SPLEN SCOOP  ACT 

 - - like Like like  - - Like 

Table 4. Likes of devang for movies, taken from Facebook 

Movies Like 

ROC CHI KAH HF2 AZAA LAK HP 

Like  - Like like  - - - 

 
 
Based on the training data of table 5 and 6, we aim to obtain the ratings for exper-

imental data which should match with the data of table 3 and 4. 

Table 5. Training data for two wheeler 

DIS TWI PUL KARI CBZ SPLEN SCOOP  ACT 

 - - Like - Like - - Like 

Table 6. Training data for movies 

ROC CHI KAH HF2 AZAA LAK HP 

 - - Like like - - - 
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Table 7. Ratings (1 to 5) of two wheeler vehicle taken by survey 

Ratings Of Two Wheeler Vehicle 

Items DIS TWI PUL KARI CBZ SPLEN SCOOP 
 
ACT 

Ratings 3 3 4 4 3 3.5 3 3 

Table 8. Ratings (1 to 5) of movies taken by survey 

Ratings of Movies 

ROC CHI KAH HF2 AZAA LAK HP 

4 3.5 3.5 3 3 3.5 4 

Table 9. Satisfaction rate of each two wheeler. Note: gray colored products are already liked by 
user. 

 PUL KARI SPLEN CBZ TWI ACT DIS SCOOP 

Ratings 4 4 3.5 3 3 3 3 3 
Satisfaction 
rate 2 2 2 2 2 2 2 1 
Final rat-
ings 6 6 5.5 5 5 5 5 4 

Table 10. Satisfaction rate of each movie. Note: gray colored items are already liked by user. 

  ROC KAH LAK HF2 AZAA CHI HP 

Ratings 4 3.5 3.5 3 3 3.5 4 
Satisfaction 
rate 2 2 2 2 2 1 0 
 Final rat-
ing 6 5.5 5.5 5 5 4.5 4 

Table 11. Set of items liked by user “devang” 

Two Wheeler Vehicle  Movies 

PUL CBZ  ACT  ROC KAH HF2 

like like Like  Like like like 
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Table 12. Users with similar likes as that of user “devang” 

PUL Sandip Kandarp Jagdish Ravi Malhar Abbas Ekta - - 

CBZ Sandip Kandarp Jagdish Ravi Malhar Abbas Ekta - - 

ACT - Kandarp - Ravi Malhar Abbas Ekta Dhara 
Chinm
ayee 

KAH Sandip Kandarp - - Malhar Abbas Ekta Dhara 
Chinm
ayee 

HF2 - - Jagdish Ravi Malhar Abbas Ekta Dhara 
Chinm
ayee 

Common be-
havior count 3 4 3 4 5 5 5 3 3 

Table 13. Other likes of the users set with priority for two wheelers 

Priority  Users Two Wheeler vehicle 

9 Abbas - - PUL KARI CBZ SPLEN 

8 Malhar - TWI PUL KARI CBZ SPLEN 

7 Ekta - - PUL KARI CBZ - 

6 Kandarp - TWI PUL - CBZ SPLEN 

5 Ravi - TWI PUL KARI CBZ SPLEN 

4 Sandip DIS TWI PUL KARI CBZ SPLEN 

3 Jagdish - TWI PUL - CBZ SPLEN 

2 Dhara - - - - - - 

1 Chinmayee - - - - - - 

Table 14. Other likes of the users set with priority for movies 

Priority Users Movies 

9 Abbas ROC CHI KAH HF2 AZAA - HP 

8 Malhar ROC CHI KAH HF2 AZAA LAK - 

7 Ekta ROC - KAH HF2 AZAA LAK HP 

6 Kandarp ROC - KAH - AZAA LAK HP 

5 Ravi ROC CHI - HF2 AZAA LAK HP 

4 Sandip ROC CHI KAH - AZAA LAK HP 

3 Jagdish ROC CHI - HF2 AZAA LAK HP 

2 Dhara ROC - KAH HF2 AZAA LAK HP 

1 Chinmayee ROC - KAH HF2 AZAA LAK HP 
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Table 15. Is the set for two wheeler vehicles with frequency count 

User’s Two wheeler vehicle 

Abbas - - KARI SPLEN - 

Malhar - TWI KARI SPLEN - 

Ekta - - KARI - SCOOP 

Kandarp - TWI - SPLEN - 

Ravi - TWI KARI SPLEN - 

Sandip DIS TWI KARI SPLEN - 

Jagdish - TWI - SPLEN - 

Dhara - - - - SCOOP 

Chinmayee - - - - SCOOP 

Frequency 1 5 5 6 3 

Table 16. Is the set for movies with frequency count 

Abbas ROC CHI AZAA - HP 

Malhar ROC CHI AZAA LAK - 

Ekta ROC - AZAA LAK HP 

Kandarp ROC - AZAA LAK HP 

Ravi ROC CHI AZAA LAK HP 

Sandip ROC CHI AZAA LAK HP 

Jagdish ROC CHI AZAA LAK HP 

Dhara ROC - AZAA LAK HP 

Chinmayee ROC - AZAA LAK HP 

Frequency 9 5 9 8 8 

Table 17. Is set for two wheeler vehicle based on final priority for recommendation 

Product Name 
KARI SPLEN TWI SCOOP DIS 

Priority 
9 9 8 7 4 

Frequency 
5 6 5 3 1 

Rating 
4 3.5 3 3 3 

Final ratings 
18 18.5 16 13 8 
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Table 18. Is set for movies based on final priority for recommendation 

 AZAA ROC CHI HP LAK 

Prioirty 9 9 9 9 8 

Frequency 9 9 5 8 8 

Ratings 3 4 3.5 4 3.5 

 21 22 17.5 21 19.5 

Table 19. Is the final recommendation for movies. HP is removed from the recommendation as 
its satisfaction rate is “zero” as per item base algorithm. 

 ROC AZAA LAK CHI 
User based rating 22 21 19.5 17.5 
Item based Rating 6 5 5.5 4.5 
Final ratings 31 29 28 25 

Table 20. Is the final recommendation for two wheeler vehicle 

 
SPLEN KARI TWI SCOOP DIS 

User based rating 
18.5 18 16 13 8 

Item based Rating 
5.5 6 5 4 5 

Final ratings 
27 27 24 20 16 
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Abstract. Information is knowledge. In earlier days one has to find a resource 
person or resource library to acquire knowledge. But today just by typing a 
keyword on a search engine all kind of resources are available to us. Due to this 
mere advancement there are trillions of information available on net. So, in this 
era we are in need of search engine which also search with us by understanding 
the semantics of given query by the user. One such design is only possible only 
if we provide semantic to our ordinary HTML web page. In this paper we have 
explained the concept of converting an HTML page to RDFS/OWL page. This 
technique is incorporated along with natural language technology as we have to 
provide the Hyponym and Meronym of the given HTML pages.   

Keywords: Ontology, OWL, RDFS, Name entity recognition, Probability 
Reasoner. 

1   Introduction 

Information is the main source of intelligent. In today’s revolutionary era the amount 
of information available on web is enormous. Just by typing any keyword on any 
search engine will provide you with millions of information, but the amount of 
relevant information would be very few and the user again has to search manually on 
all those million result. So, this kind of search engine is not user friendly. The primary 
approach of this paper is to design a Intelligent search engine which has to provide 
only the needed relevant information regarding the given query.  

Semantic search engine is the only key answer for this kind of search. As said in 
[2][3] here both the machine and the user tries to search some information on web. 
There are many research papers regarding the design of a new semantic search 
engine. In [6] even listed top five to ten Semantic Search Engine. The main drawback 
of Semantic Search Engine is that the available Semantic Web page on web is very 
few. As the concept of Semantic Web had started on around 2000, we have very few 
Semantic Web page. As the creation and design of Syntactic Web page is ease of 
work also we have lot of in-built software for it still people are interested in creating 
simple Syntactic web page with general XHTML,XML,PHP,ect. coding instead of 
construct ontology for it. 

The main focus of this paper is to design an Web Intelligent Framework for 
converting a Syntactic web page to Semantic Web page. Thus if a framework is 
available we can convert all those web pages and make it available for Semantic 
Search Engine thus we can provide a way for efficient search engine where both the 
User and Machine search an information from Web. 
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This paper is design in such a way that first we listed some of the related work, 
then we start with providing the design of Web Intelligent Framework, then in next 
session we explained the concept of converting HTML document to XML document, 
next the major conversion of XML to RDFS/OWL is explained then we concluded 
our work with future scope.   

2   Related Work 

In [10] discuss the way of converting the HTML to OWL using table. They consider 
the TABLE tag of HTML page and tried to convert to OWL. This won’t produce any 
semantic to the ontology. In [11] they tried to convert the HTML to OWL using the 
FRAME set tags they also tried to incorporate UML to identify the class and 
subclasses. In [12] the conversion is done by first annotating the web page. The 
annotation they consider is the semantic annotation thus they tried to provide 
semantic of the page. They use the tool called GATE to analyze the semantic through 
natural language processing. In [13] the conversion is take place using the tag and 
they used GRDDL tool for conversion. 

3   Web Intelligent Frame Work 

As we search for intelligent information we need to design an intelligent system for 
this Syntactic to Semantic conversion. Fig.1 shows the proposed framework, where 
the collection of Syntactic web pages are collected via a Web crawler as the output of 
an web crawler is list of URL we required a genius system to filter out the unwanted 
URL. Then with the available list of URL of input the XML is created with that entity 
concern XML a conversion of XML to OWL is implemented and the crated ontology 
is collected in repository which can be used by an of the Semantic Web search 
services. The conversion of HTML to XML and the XML to OWL is explained in 
detail in the forth coming session. The concept of Web Crawler is already explained 
in [1] we are not specifying in this paper.  

 

Fig. 1. Web Intelligent Framework 
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4   HTML to XML Conversion  

The first phase of this Web Intelligent Framework is the conversation of all the web 
page collected from a web crawler to a standard XML files with name entity as the 
main entity. Name Entity Recognition is a concept of Natural Language Processing. 
In short it is called as NER. The main technology used here are patterns and Lexicons. 
For the given Corpus text NER classifies the entity as Person Name, Organization 
Name, Location and Miscellaneous (Date, Time, Number, Percentage, Monetary 
expression, Number expression and Measurement expression.    

 

Fig. 2. HTML to XML Conversion 

Figure 2 shows the general framework for converting HTML document to XML 
using Name Entity concept this technique is derived from [5]. 

 

Fig. 3. Output of the conversion 
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Figure 3 shown the output of XML creation of the given website which is relevant 
to Asian games. The concern entity relation XML for Organiztion is given below: 

 
<mentions-organization> 
      <instance content="Guangzhou Online News Centre" pos="5954" /> 
      <instance content="Guangzhou Asian Games Organising Committee" 
pos="7257" /> 
      <instance content="Spectator Services" pos="393" /> 
      <instance content="Media Services" pos="412" /> 
      <instance content="Olympic Council" pos="1198" /> 
      <instance content="Press Conferences" pos="3112" /> 
      <instance content="The Radio Management" pos="5807" /> 
      <instance content="News Coverage Tour" pos="5977" /> 
      <instance content="Media Friends'" pos="5983" /> 
   </mentions-organization> 

5   XML to RDFS/OWL Conversion 

The main work on this phase of the project is the conversion of XML to OWL/RDFS. 
Thus through this conversion we provide semantic to the web page. As the 
converstion is take over automatically we need same format of well formatted XML 
file, that’s the reason we use the generalized NER technique for XML conversion 
which provide same entity name tag. With this how we can convert is the main focus 
of this work. The syntactic rule of XML is converted to its concern Semantic via two 
main technique. One is Syntatic Analysis, where without seeing what inside with the 
use of XML’s XSD files we can add the RDFS of that page [4]. The another approach 
is Semantic Analysis where we process the XML using Natural language processing 
and create the Ontology and Schema of the web page [7]. 

5.1   Syntactic Analysis 

Here we generally map the XSD element [4] and convert to OWL element for the 
mapping the strategy shown in Table 1 is used. 

Table 1. XSD to OWL 

XSD OWL 

Xsd:elements,containing other elements 
or having at least one attribute 

Owl:class,coupled with owl:ObjectProperties 

Xsd:elements,with neither sub-elements 
nor attributes 

Owl:DatatypeProperties 

Named xsd:complexType Owl:class 

Named xsd:SimpleType Owl:DatatypeProperties 

Xsd:minOccurs,xsd:maxOccurs Owl:minCardinality,owl:maxCardinality 

Xsd:sequence,xsd:all Owl:intersectionOf 

Xsd:choice Combination of owl:intersectionOf, 
owl:unionOf and owl:complementOF 
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An Ontologies main element are the owl classes, Object property, Data Property 
and all those constrain and cardinality element. Here as shown in Table 1 the XML 
element is converted. The main drawback of this approach is that some time an 
irrelevant data element would be tagged in OWL may produce irrelevant output.  

5.2   Semantic Analysis  

In this analysis the RDFS/OWL is generated using Natural Language Processing 
techniques[9]. For a Semantic Web page we have to create both RDFS and OWL. 
RDFS which Resource Descriptor Framework is a kind a rules and logic regarding the 
content on the page. A human identifies and analysis any intelligent information only 
via logical reasoning. Likewise RDF produce logic to the web page. OWL, Web 
ontology language used to produce the ontology of the web page with this only we 
will have the whole conceptual idea of any general concept we can give accurate 
results.  

 

 

Fig. 4. OWL Generator 

Figure 4 show a general framework for generated OWL from the generated XML. 
To analyze the content of XML we uses Lexical Analyzer which analyze each entity 
XML tag and represent whether they are noun or verb or any other verbal notation. 
Once analyzed we use the concept of Probability Reasoner to determine the concept 
and relationship between them as ontology is of considering the concept and their 
relationship between them. We use Probability as they used to handle uncertainty with 
the help of deductive logic i.e using a set of hypothesis for reasoning.  The primary 
relationship between the concept is to be identified are “is-a” and “part-of” relation. 
To identify this kind of relationship [8] to create a full structured ontology we have to 
determine the Hyponym and Meronym of the identified tag. There is an automatic 
way to determine and extract the Meronym with the following linguistic pattern 

 
1) Such NP as NP,*(or|and) NP 
2) NP, NP* or other NP 
3) NP, including NP, or|and NP 

With this concept we can create an Ontology. The RDFS can be created using the 
Lexical Analyzer the frame work is shown in Figure 5, For the mapping the concept 
shown in Table 2 can be referred 
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Fig. 5. RDFS Generator 

Table 2. XML to RDF 

XML’S POS RDF COMPONENTS 

Verb(phrase) Predicate 

Noun(phrase) denoted at first Subject 

Noun(Phrase) denoted after predicate Object 

Noun with adjective (phrase) Subclass of the original noun 

6   Conclusion 

If we have knowledge about what we are searching for, we can easy retrieve the 
desire information. The main drawback in information retrieval procedure in web 
technology is that the technology doesn’t know the semantic and syntax of what the 
user searching for. This gives birth to the Semantic Web Technology. In this paper we 
deal with the reusability technique of using converting the available HTML pages to 
an Ontology enriched Semantic web page. With the successful of this work we would 
like to design a Semantic search Engine [14][15][16] for efficient information 
retrieval.   
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Abstract. Optical Character Recognition converts text in images into a form 
that the computer can manipulate. The need for faster OCRs stems from the 
abundance of such text. This paper presents a Two-Stage Rejection Algorithm 
for reducing the search space of an OCR. It is tacit that the reduction in search 
space expedites an OCR. Preprocessing operations are applied on the input and 
features are extracted from them. These feature vectors are clustered and the 
Two-Stage Rejection Algorithm is applied for character recognition. With about 
the same character recognition rate as other OCRs, an OCR reinforced with the 
Two-Stage Rejection Algorithm is considerably faster. 

Keywords: Optical Character Recognition, Feature Extraction, K-means. 

1 Introduction 

Optical character recognition has been an active area of research for many decades. 
The fact that OCRs have the potential to simplify data entry in the future adds value 
to research in this area. OCRs use various pattern matching techniques for character 
recognition. Most OCRs typically use classifiers like SVM or neural networks for 
character recognition. The training process for these classifiers is time consuming. 
Moreover, with an increase in the number of classes, the comparisons made increases 
and consequently the time taken for character recognition increases. Hence, they  
cannot be easily extended to recognize characters from additional languages. The 
proposed system uses a structural approach as opposed to statistical approach for 
feature extraction. The strength of the structural method over the statistical one is its 
representation of a pattern that is similar to the way human perceive it. The structural 
features help retain the local shape description of the characters. Like all other OCRs, 
any image undergoes preprocessing. Additionally, the dataset is clustered and a Two-
stage Rejection Algorithm is applied to it to reduce the search-space for character 
recognition. A considerable increase in the performance was observed during the 
experimentation. 

2 Related Works 

Numerous works have been carried out in the field of OCR. When an OCR is being 
extended to recognize characters from multiple languages, the dataset increases which 
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will considerably increase the number of comparisons required to recognize a 
character. This is all the more true when a single document contains characters from 
different languages. In our paper, we focus on the reduction of the search space for 
character recognition. This is done by clustering the training dataset and reordering 
the clustering.   

Weijie Su and Xin Jin [1] propose a hidden Markov model with parameter-
optimized K-means clustering for handwritten character recognition. Here, they 
improve K-means clustering by considering the influence of neighboring pixels and 
different weights of pixels in different places. This model aims at improving the 
average accuracy of HMM with K-means clustering for handwriting characters 
recognition.  

Karthik Sheshadri et al. [2] address the problem of Kannada character recognition, 
and propose a recognition mechanism based on K-means clustering. Here they 
propose a segmentation technique to decompose each character into components from 
3 base classes, thus reducing the magnitude of the problem. They have also used 
probabilistic and geometric seeding as heuristics to ensure uniformity of centroids 
from the extracted character with the centroids in the training database. 

Mu-King Tsay, Keh-Hwashyu, Pao-Chung Chang [3] designed a feature trans-
formation module to extract discriminative features from the input scanned document 
to enhance the recognition performance. The initial feature transformation matrix is 
obtained by using the Fisher’s linear discriminant function. Template matching with 
minimum distance criterion recognizer is used and each character is represented by 
one reference template. These reference templates and the elements of the feature 
transformation matrix are trained by using a generalized learning vector quantization 
algorithm. 

B. Vijay Kumar, A. G. Ramakrishnan[4], a neural network in which the only 
hidden layer in the network applies non-linear transformation from input space into 
hidden space, called a Radial Basis Function Network is trained with wavelet features 
using K-means. It is used along with the subspace projection method, which 
represents higher dimensional data in lower dimensional space, to recognize printed 
Kannada characters. 

Premnath Dubey, Wasin Sinthupinyo [5], the normalized image is split into zones. 
The histogram of contour direction in each of these zones is used to represent a 
feature vector.  These feature vectors are clustered to create a feature template and 
template matching is used for character recognition. 

Igor Kleiner et al.[6] proposed a rejection based approach which follows the 
paradigm of property testing which quickly determines whether an input image 
satisfies a predefined property. Assuming that most of the input images are far from 
the satisfying condition and rejecting them considerably reduced the search space. 

OCRs in general have multiple templates for the recognition of a single character.  
This leads to a reasonably large search space for character recognition, hence slowing 
down the process. 

3 System Description 

The proposed system minimizes the use of templates and also uses clustering to 
narrow down the search space. This results in considerably lesser comparisons for 
character recognition.  
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The architecture of the proposed OCR system is shown in Fig.1.  
 
 
 
 
  

    
 

 
 
 
 

 

Fig. 1. Functional architecture of the system 

First, we acquire a scanned image of a printed document. We assume the input 
image to be devoid of skews. The input image then undergoes image preprocessing 
stage which consists of a series of operations namely binarization, noise removal, 
thinning, line and word segmentation and finally, character segmentation. The result 
of this stage is a segmented character upon which further processing is done. The next 
step is feature extraction. Here, desired features are extracted from the character and 
are represented in the form of feature vectors. These feature vectors are then clustered 
and this makes up the dataset for character recognition. During character recognition, 
a two stage rejection algorithm is applied to obtain the closest match for the query 
image. The character hence recognized is displayed on an editor.  

4 Image Preprocessing 

A scanned paper containing printed text is fed as input to the OCR. The input is 
assumed to have no skews and to contain only printed text without images. The 
desired features of the input are first enhanced to support further processing, most 
importantly feature extraction. This is done by a series of low-level operations called 
image preprocessing. The sequence of preprocessing operations is shown in Fig. 2. 
The operations are, in order, binarization, noise removal, thinning and segmentation. 

 
 
 
 
 
 
 
 

Fig. 2. Image preprocessing 
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Fig. 7. (a) Line (b) Word (c) Character Segmentation 

Line segmentation is followed by word segmentation. Here, the words in the lines 
are separated and the lines are represented as a series of words. This is done by using 
vertical projection profile. Here, the threshold is set for the gap between two 
consecutive words. The final segmentation step is character segmentation in which 
words are represented as a series of characters. This is also done by using vertical 
projection profile but with a smaller threshold value. Further processing is done on 
these individual segmented characters. 

5 Feature Extraction 

The features from character images are extracted through an approach which is based 
on a structural feature model. A data structure referred to as a feature template is 
created from the feature vector extracted. The feature that is extracted is the contour 
of the character which is represented by the feature template. The contour direction of 
the character is obtained by a combination of edge detection algorithms such as the x 
gradient and y gradient from Sobel operator (1). 

387 2 zzzGx ++=  

963 2 zzzGy ++=  

( ) ( )yx GGyx arctan, =α
                                         

(1)
 

 

( )yx,α is the direction of the gradient on the character image contour. Since the 

input images may vary in size, they are initially normalized to a 32 x 32 pixel image. 
The normalized image is then divided into 4 x 4 grid or 16 zones. The contour 
direction helps to preserve some of the local information about the shape of the 
character. The character image is further divided into smaller regions or zones to 
obtain higher level of description. The contour direction in each zone is divided 
equally into 6groups and is then collected in a histogram. This 6 bin histogram is the 
feature vector which will be used as a descriptor of the shape in a particular zone. The 
output of feature extraction gives a sequence of 16 zone labels for each character. 
This method is generalized and can be used for a new set of characters. 

(b) (c) 

(a) 
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6 Clustering 

The extracted feature vectors are clustered using K-means. K-means is a flat 
clustering algorithm that groups a given data set into a predefined number of clusters. 
The objective of this clustering is to minimize the average squared distance of the 
cluster objects to the cluster centers. 

The feature vectors of the characters of the training dataset are clustered. Euclidean 
distance is the measure used for clustering.  The Euclidean distance, D(p, q) between 
two features vectors q and p is defined in (2) 

 

                                                

( ) ( )
=

−=
n

i
ii pqqpD

0

,  

 
where p = (p1, p2,...,pn) and q = (q1, q2,..., qn) are n-dimensional feature vectors 

The optimal number of clusters was found out to be 4 through trial and error. 
However, this number changes with a change in the number of characters in the 
dataset. 

After clustering the dataset, the order of the clusters is modified. The order of the 
elements in a cluster is denotes when an object was placed in the cluster and not by 
how close an object is to the cluster center. Hence, the order of the cluster is explicitly 
changed to denote the position of the object with respect to its cluster center. The 
rejection algorithm is applied after reordering the clusters. 

7 Rejection Algorithm and Character Recognition 

A two-stage rejection algorithm is proposed, that aids with character recognition. In 
the first stage, the feature vector of the query input image and all the cluster centers 
are compared. The clusters whose centers are far from the input feature vector are 
rejected. At this stage only the cluster whose center is relatively close to the input 
feature vector is selected and the remaining clusters are ignored. The second stage 
performs rejection within the identified cluster. The clusters are reordered or sorted 
according to the position of the cluster member from the cluster center. In other 
words, the clusters are sorted in ascending order of the distances from the center. The 
query feature vector is initially compared with both, the cluster center and the cluster 
member farthest from the cluster center. If the query feature vector is closer to the 
cluster center, it is compared with the remaining cluster objects starting from the 
cluster center to the next closest member in ascending order till it reaches its closest 
match. On the other hand, if the query feature vector is closer to the farthest cluster 
member, then it is compared with the remaining cluster objects starting from this 
farthest member to the next closest member in descending order till it reaches its 
closest match. The cluster member hence recognized corresponds to the desired 
character and this character hence recognized will be displayed on a text editor. 

 
 
 

(2) 
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Algorithm: Two-stage Cluster Rejection algorithm 
 
Input: 
 fv: feature vector of the input image 
 idx: clustering of the dataset 
 ctr: array of centroids in idx 
 k: number of clusters 
 last:index of last centroid in the cluster 
Output: 
 res: feature vector closest to the feature vector of the input image 
 
Initialize s, which represents the cluster number of the cluster containing the 

centroid that is closest to the feature vector of the input image, to 1 
 
FOR i = 2 to k 
 IF D(fv, ctr[i])<D(fv, ctr[s]) THEN 
  s = i 
 ENDIF 
ENDFOR 
 
IF D(fv, idx[s][last])>D(fv, ctr[s]) THEN 

i = 1 and res = ctr[s] 
WHILE D(fv, res)>D(fv, idx[s][i]) 
  res = idx[s][i++] 
ENDWHILE  

ELSE  
i = last and res = idx[s][last] 
WHILE D(fv, res)>D(fv, idx[s][i]) 
  res = idx[s][i--] 
ENDWHILE 

ENDIF  
 

8 Results and Discussion 

In order to accurately evaluate the performance of the proposed system, feature 
vectors were extracted from 52 characters of the English alphabet (uppercase and 
lowercase). After training, these feature vectors were clustered. Testing was done 
using images of text in 5different fonts. The fonts used for testing the OCR were 
Arial, Times New Roman, Verdana, Comic Sans MS, and Courier New. The 
recognition rate varied between fonts and was the highest for Arial. 
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Fig. 8. Input image and the corresponding output text 

The recognition rate was computed using the formula below and the results are 
tabulated in Table 1. 

100×=
N

P
nRaterecognitio  

 
where P denotes the number of characters recognized correctly and N denotes the 
total number of characters in the tested image. 

Table 1. Recognition Rates For Tested Fonts 

Font Style Recognition Rate 

Arial 99.05% 

Times New Roman 98.21% 

Verdana 98.31% 

Comic Sans MS 97.52% 

Courier New 97.49% 

 
 
The average character recognition rate was 98.11%. Recognition was tested on an 

estimate of about 2000 split between different images. Only images which contain a 
single font are considered for experimental analysis. 

Furthermore, the time taken to convert the text images to its equivalent editable 
version is lesser than other OCRs. 

(3) 
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9 Conclusion and Future Work 

In this paper, a Two-Stage Rejection Algorithm is proposed to expedite an OCR. 
Instead of using classifiers, this algorithm is used along with clustering to reduce the 
search space for faster character recognition. Encouraging experimental results have 
been observed. Future work will address extending Two-Stage Rejection Algorithm 
for a multilingual OCR. 
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Abstract. Today election polls have been re-engineered using electronic voting 
system in India. The system does come with several drawbacks and huge 
expenses including cost for security of the machine, transport, etc. In-fact 
customizing the electronic firmware to booth requirements is still a manual 
procedure and takes more effort and cost than modifying the same in a software 
application. In this paper we propose a model to transform the electronic polling 
to a cloud polling system to bring less cost, scalability, save time, easier 
modification, centralized control, speedy results, voter’s convenience and 
running a smooth poll. We also discuss the issues and possible solutions in 
moving towards the cloud polling system.   

Keywords: Electronic Voting System, Cloud Polling System. 

1   Introduction 

Cloud computing is a recent concept that is receiving an increasing attention in both 
the public and the private sectors. Cloud Computing is changing the traditional way of 
how hardware and software providers sell their products to their customers. This is 
another kind of business in which the product is not sold as such, but a service is sold. 
Mainly, this platform allows sharing resources as a service. These resources include 
infrastructure (IaaS), software (SaaS), platform (PaaS), and data storage (dSaaS). 
Cloud computing has the potential to transform the use of government services from 
being manual procedure to innovative technology solutions that are integrated and 
efficient. Gartner, defines cloud computing as “a style of computing where massively 
scalable IT-related capabilities as a service using internet technologies to connect 
multiple external customers” [1]. Infact NASSCOM report conveys that in the next 
few years Indian IT companies are to venture into major cloud projects and is 
providing datacenters [2].  

One of the major government electronic initiatives in India is the polling system 
enabled through electronic voting machines introduced in 2004 general elections. In 
this paper we propose to overcome the drawbacks of electronic polling system by re-
engineering into cloud polling system. India being predicted to be one of the good 
cloud hubs in the next few years makes it feasible for the cloud polling system to be 
introduced seamlessly.   
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2   Literature Survey  

To automate government services with current technology is a challenging task. Be it 
the procurement of hardware, vendor selection or storage capacity, all of these things 
can present grim bureaucratic hurdles for public administrators. Vivek Kundra, the 
U.S. Federal Chief Information Officer, said that “by using cloud computing services, 
the Federal Government can gain access to powerful technology resources faster and 
at lower costs. Ultimately, this will allow the Government to better serve the 
American people and focus on mission-critical tasks instead of on purchasing, 
configuring and maintaining redundant infrastructure” [3].  

Currently there are several government initiatives to move government services on 
cloud. United Kingdom’s government based cloud computing initiative is called G - 
cloud that spans all the units and departments within the government [4]. The goal of 
G-cloud is to migrate from government’s services to the web. Open Cirrus open cloud 
project is a research cloud initiative of InfoCommunication Development Authority 
(IDA), Singapore [5]. In Saudi Arabia, AWAL cloud is being introduced through the 
telecommunication companies aiming at providing IaaS services [6,7]. The US Army 
is using cloud computing as a means to enhance it recruitment processes [8]. The 
national government of Japan has taken an initiative to create the Kasumigaseki 
private cloud for the purpose of hosting all the government’s computing resources and 
services [9]. The Kasumigaseki cloud facilitates sharing of information and promoting 
higher levels of standardization and control over the Japanese government’s technology 
resources. The private cloud is expected to promote and revive Japenese economy after 
the recent disaster due to natural calamities. The Canadian Government is to move 
Government Services on Cloud [10]. Government organizations in City of Miami, City 
of Edmonton, Federal Government and NASA have adopted cloud computing solutions 
to improve their service delivery and to reduce their IT costs [11].  

To implement cloud solutions in Indian government, a tri-partite agreement was 
signed, in June 2010, by Kerala State IT Mission (KSITM), Indian Institute of 
Information Technology and Management-Kerala (IIITM-K), Chennai (C-DAC) 
[12]. In the year June 2010, the state of Jammu & Kashmir successfully utilized 
computing services offered by the state of Madhya Pradesh (MP) to move citizen 
services online within 60 days at zero initial cost [13]. The technology was successfully 
completed, and the state of MP received revenues from Jammu on a per transaction 
basis. 

3   Existing System - Electronic Polling in India  

Currently the electronic voting machines in India are designed by Election 
Commission of India in collaboration with Bharat Electronics  Limited, Bangalore 
and Electronics Corporation of India Limited, Hyderabad.   

An Indian voting machine has a Control Unit which is with the Polling Officer and 
a Balloting Unit which is placed inside the voting compartment.  

The benefits of Electronic Voting Machines include [14]: 
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• The cost per EVM is Rs.5500.   
• It will be easier to transport the EVMs compared to ballot boxes. 
• Vote-counting is faster using EVM and the results are declared within 2 to 3 

hours as compared to 30–40 hours in a ballot-paper system. 
• In India, where illiteracy rate is high, voters can cast votes using EVM in a user 

friendly manner than using a ballot paper system. 
• Bogus voting can be greatly reduced as an EVM is programmed to record only 

five votes in a minute.  
• In case an EVM goes out-of-order then, the Election Officer, in-charge of the 

polling booth, can replace a spare EVM.  
• Votes are recorded  memory of the Control Unit so that even if the EVM crashes 

polling data can be recovered avoiding the necessity of a re-polling. 
• The Control Unit can store the result in its memory for 10 years and even more.  
• Invalid votes can be avoided by use of EVMs.  
• Since EVMs work on a 6-volt battery, there is absolutely no risk of any voter 

getting an electric shock. 

The drawbacks of Electronic Voting Machines include [14]: 

• The number of candidates per EVM is limited to 64. 
• With the increase in population more cost must be spent for the EVM. 
• Cost of reconfiguring the EVM is more. 
• Transporting EVM in rugged environment and bad climatic conditions is 

difficult. 
• The life of any electronic gadget is short. 
• Security threats like Clip-on memory manipulator attack and dishonest display 

attack are possible [15]. 
• The number of voters that can be maintained in an EVM is 3840 only. In such 

cases paper ballots are the only alternatives. 
• Configuring the candidate list is a manual process and often confuses illiterate 

voters when excess of free options are there. 
• Malpractices are possible during EVM randomization. 
• Handling physical problems in EVM during voting and power supply solutions 

are an issue.  
• Protection is needed during transport of EVM. 
• After the polls protection must be given to EVM from natural calamities and 

deliberate intruders till the counting day. 
• Scalability of EVM to the growing population is a major drawback. 
• There is no logging of votes to track possible fraud. 
• Though booth capturing can be prevented destruction of EVM can disrupt 

peaceful poll. 
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• On the day of the election the physical presence of the voter at the exact polling 
booth becomes mandatory which leads to plenty of votes wasted without casting 
by voters who cannot make up to the poll booth. 

• There are more security demands. 
• EVM being standalone makes integration of polling results time consuming and a 

herculean task. 
• A wrong announcement based on polling results of other constituencies is 

possible. 
• A huge segment of votes are not cast due to voters not really propelled to going 

to the polling booth by laziness. 

4   Proposed System – Cloud Polling System 

In this paper we propose a system to migrate from standalone EVM to cloud polling 
solution. Though the polling system has been currently re-engineered with electronic 
voting system the electronic expenses are at a higher rate. Moreover achieving 
scalability and customization for the growing population becomes difficult. In fact in 
the 2011 polls there was a 60 per cent hike to the existing poll expense limits in 
certain States [16]. Poll expense limits are not uniform across the country and vary 
according to the size, demographics and other factors of the States and Union 
Territories.  
 

 
 
 
 
 
 
 

  
 
 
 
 
 

 
 
 
 
 

Fig. 1. Cloud Polling System 
 
 



 Transforming Election Polling from Electronic Voting 229 

Replacing polling application as a software service would reduce the cost greatly. 
The polling service can run on state wide datacenters and virtualized to constituencies 
reducing cost expenses drastically. The infrastructure services (IaaS) like server and 
database (DaaS) can be deployed as private cloud.  

Voters can access the polling service on the day of the election irrespective of their 
current location via internet. To support voters below the digital divide index 
supervised polling is proposed in special limited booths while other voters can go on 
an unsupervised poll from home or office or any internet cafes. 

Issues to be handled: 
 

• Bandwidth 
• ISP reliability 
• Security and key management 
• Upstream and downstream rates 
• Lack of Cloud computing and government legislative norms 
• Lack of Cloud computing standards 
 
The key challenge in CPS is how the password is distributed. For every registered 
voter (credentials verified) whose name appears in the voter list a password is 
delivered in person by post only if the receiver has voter id proof. The voter has to 
sign for the receipt of the password only if the password slip is not tampered. The 
passwords have to be changed by the voter just one day before the poll by initial sign-
in to the poll application using voter id as account name and password sent by post. 
The changing of the password cannot be done on the day of the poll or any day other 
than the day prior to the polling date. During the poll period the voter has to sign-in 
with voter id, other credentials including Adarsh-id or ration card number and the 
newly altered password. For those opting supervised polling a fingerprint 
authorization is required instead of password at the polling booth.  

The best way to access cloud is through internet. Using basic public internet to 
access the cloud polling application provides easy accessibility and highly fault 
tolerant. Internet provides SSL based HTTP over secure socket layer (https) encrypted 
access cloud poll application with confidentiality. Anyhow internet lacks end to end 
QOS and there is a probability of poor response over high latency connections. 
Therefore we suggest an optimized internet overlay that provides enhancement on the 
provider’s cloud where the voters access the cloud via public internet.  Enhancements 
at POP provide optimized real time routing. 

To handle the issues of reliability and uptime redundancy virtualization should be 
done by the service provider. The virtualized polling cloud will be a good solution to 
reduce capex and opex of Election Commission of India.  

5   Evaluation of Cloud Polling System  

Cloud polling solution offers the following benefits: 
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• CPS offers scalability to the expanding voting population 
• The drawbacks limited candidate list and voter strength per EVM can be 

overcome using CPS. 
• Unlike EVM which is standalone CPS is networked and reduces the 

infrastructure and cost requirements greatly. CPS can be easily upgraded. 
• To fit the candidate requirement no manual intervention is needed instead a 

simple software service provides the solution. 
• To audit the transparency of polls logs are good solution not available in EVM. 
• Centralized monitoring of transparent poll is possible by ECI than in a distributed 

standalone solution. 
• Does not require huge security in every local ward. Anyhow security is needed to 

monitor the internet service provider side. 
• Security for the EVM in the centers until counting is not needed. 
• The voter need not be physically present at the polling booth. 
• Polling day need not be declared as a holiday by easy access to polling service 

can be done from workspace of home using internet. 
• The resources can be virtualized to reduce cost. 
• Counting can be done fast. 
• Reliability is achieved by redundant resources so that in case of failure a 

redundant resource continues the polling than postponing the poll to some other 
day. 

• Booth capture and other violent incidents can be prevented. 
• In this solution we propose that users with internet awareness go on an 

unsupervised poll while for the rest there is a supervised poll in poll booths 
running polling service over optimized internet overlay. 

• CPS will also improve the percentage of voting population through ease of 
access. 

 
Cloud polling solution potential risks: 
 
• All the virtual machines of any virtualized resource are at equal risk if being 

hacked. 
• There is a lack of cloud regulations and standards making cloud adoption risky. 
• Ownership of data must be strategically regulated.  
• Cloud polling system should be immune to web security threats including 

phishing, denial of service, etc.  
• For cloud computing to efficiently materialize services should be deployed over 

an appropriate platform and have large data centers to support large scale 
services. 

•  There are other big issues like poor electricity supply; internet reliability and low 
internet penetration [17, 18] that are to be dealt in the transformation process.  
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6   Conclusion  

Adoption of Cloud polling system would transform the entire outlook of Indian 
polling from a poll-from-booth scenario to a poll-from-anywhere scenario. A 
centralized monitoring of smooth polls is a convenience of the new system. Though 
cloud is at its infancy today major Indian IT giants are competing to migrate 
government services over the cloud. The total cloud computing market in India is 
expected to reach $1,084 million by 2015. Cloud Polling System would definitely out 
perform the current electronic voting system in India in terms of expense and 
transparency.   
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Abstract. A complete frequency domain processing based digital down conver-
sion architecture is presented in this paper. The conventional complex NCO 
multiplication is achieved with direct spectrum rotation and various possibilities 
for frequency domain filtering are discussed. An FFT-IFFT based architecture 
is implemented in Xilinx Virtex-6 family XC6VLX240T FPGA platform and 
synthesis is verified. The overlap and add method at the output of IFFT is em-
ployed to avoid time domain overlapping. The results demonstrate highly opti-
mized area implementation with respect to conventional DDC architectures. 
The synthesis results show that the developed core can work upto clock rates of 
250 MHz while occupying only 10% of the FPGA slices.  

Keywords: Frequency Domain Filtering (FDF), Digital down conversion 
(DDC), Sample rate conversion, non-cooperative communication, dynamic  
decimation. 

1   Introduction 

The software defined radio based receivers, which are designed to work in non-
cooperative communication systems aim to intercept unknown signals and perform 
analysis on them. As the challenges in homeland security are growing rapidly and 
wireless devices being used for various types of anti-social activities, monitoring the 
whole spectrum and analyzing signals has become very important issue.  

The challenge in dealing with such communication signals in a portable receiver 
architecture requires the usage of software radio principles. The basic architecture of 
such receiver is shown in below figure. 

The wideband antenna system consisting one or multiple set of antennas is used to 
receive the signals of entire band of interest. The RF front end process the signal to 
provide sufficient gain and filtering. The super heterodyne receiver technique is used 
to convert the signal with band of interest to the fixed IF band. The sweeping synthe-
sizer is used to sweep the entire band of interest in steps of IF bandwidth. The signal 
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Fig. 1. Architecture of signal monitoring receiver 

is digitized at IF stage using suitable high dynamic range ADC. The digital processing 
must realize the required functionality with the ADC output.  

The DDC block shown in figure.1 performs the frequency shifting and sample rate 
conversion. 

 

Fig. 2. Digital down conversion with channel filtering 

The DDC requirement in monitoring application of non cooperative communica-
tion requires the following capabilities and architecture wise can be divided as shown 
in figure 2 

(a) Must handle simultaneous signals which are spectrally apart. 
(b) The signal detection to monitoring time must be minimized in order to cap-

ture the LPI (Frequency hopping) signals. 
(c) Must be realized in smaller FPGAs (to result in low power) so that man port-

able systems can be realized.  

The section 3 explains how the proposed architecture is designed to achieve all the 
above requirements.  

The challenge in monitoring unknown signals over a wideband requires fast identi-
fication of presence of signal in the selected band and tuning the DDC dynamically. 
Several architectures [1][2][3][4] are proposed to achieve this requirement. The digi-
tal front end common to this kind of applications is discussed in [1] and proposes 
channelizer based architecture. The filter bank based channelizer architecture divides 
signal into multiple small bands with FFT and further allows decimation after com-
plex NCO multiplication and half band filtering(HB). The architecture proposed 
doesn’t result in full frequency domain implementation, rather it is mixture of both 
time and frequency domain. The channelizer based architecture is overhead for the 
signal monitoring application as described above.  
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The architecture given in [2] explains the modified architecture for handling arbi-
trary sample rate conversion. However this still implements the filter in time domain 
and requires filter coefficient storage and high speed implementation of MAC based 
on input sampling rates. This architecture could be suitable at the adaptive demodula-
tion stage level, but at the digital front end this becomes inefficient.  

Sampling rate conversion with fraction FFT is explained in [3], however this is 
very complex architecture to implement in FPGAs. The article given at [4] presents 
the basic idea of sample rate conversion in frequency domain. The approach presented 
in this paper extends this concept and evolves a full dynamic tuning based low area 
multi channel DDC. There are few FPGA IP cores used in defense systems [5][6] 
which are targeted for similar applications. The work is motivated to realize such ar-
chitectures in low area implementation style.  

Rest of the paper is organized in 4 sections. The section 2 elaborates the motivating 
factors for frequency domain DDC. The section 3 explains the frequency domain  
filtering operation. The section 4 presents the proposed architecture. The section 5 
discusses on obtained results. 

2   Motivation for Frequency Domain DDC 

In this section the frequency domain implementation of all the DDC blocks are  
explained. 

 
Multiplication with digital Local oscillator 

The complex digital local oscillator shifts the signal in frequency domain[7]. Let a 
signal x(t) with spectrum X(f) is digitized, which results in sampled digital signal x[n] 
with spectrum Xa(f) 

 

fo

 
 

Fig. 3. Multiplying signal with e-j2πfon 
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The figure 3 shows the effect of multiplying signal with negative complex expo-
nential. This can be achieved by simply rotating the spectrum left. This avoids area 
consuming complex oscillator realization on FPGA. Similarly the multiplication with 
positive complex exponential signal can be achieved with right rotating the whole 
spectrum. The implementation level details of proposed rotation based complex oscil-
lator multiplication are given in next section.  

3   Proposed Dynamic Frequency Domain DDC 

Frequency domain filtering 

The change in sampling rate can cause either aliasing (in case of decimation) or imag-
ing (in case of interpolation). To avoid that we need to perform the filtering operation 
over the band of interest and then do sample rate conversion. 
 

 
 
 
 
 

 
 
 
 
 
 

Fig. 4. Aliasing due to change in sampling rate 

Filtering is usually performed with FIR filters, with area efficient polyphase archi-
tectures. The input signal is convolved with the filter coefficients and then sample rate 
conversion is performed. Doing same in frequency domain can be achieved with mul-
tiplication of input signal and filter coefficients in frequency domain. The inverse 
Fourier transform of this product can give the time domain signal[8].  

Because the FFT provides the means to reduce the computational complexity of the 
DFT from order (N2) to order (N log2(N)), it is often desirable to do FFT-based 
processing for DSP systems. As the FFT is most fundamental element in digital signal 
processing, lot of architectures were evolved to provide high speed and low area im-
plementation. Even the computational cost of doing both FFT and IFFT in FPGAs is 
less than conventional methods 

The DFT is a sampled version of the Fourier transform, so multiplying DFTs  
corresponds to circular convolution.  Circular convolution can result in time-domain 
aliasing. As we want linear convolution, we must ensure time-limited input signals to 
avoid time-domain aliasing similar to band limiting to avoid frequency-domain  
aliasing. 
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Linear convolution with circular convolution 

Consider a unit sample response h[n] with finite length P, and a signal x[n] of length 
L. The linear convolution h*x has length L+P-1. To avoid time-domain aliasing, we 
zero pad both sequences to at least length L+P-1, do FFT, multiply the transforms, 
then IFFT to get L+P-1 result. Let us consider filter response of length P, but assume 
input signal is of streaming type coming from ADC.  

The signal is windowed into consecutive blocks of length L, pad each with zeros to 
length L+P-1, and FFT can be performed. Next add L-1 zeros to the P number of filter 
coefficients and perform FFT. Both the FFT outputs are multiplied bin by bin. The 
product is given to IFFT block to compute the time domain signal back.  

Fig. 5. Overlapp and add method 

It is to be noted that the last P-1 output samples will overlap the start of the next 
block, and the overlapping points must be added to get the proper response.  This is 
known as the overlap-add algorithm. The figure 5, explains the same. 

4   Proposed Architecture 

For the purpose of digital down conversion (DDC) either we can apply rectangle win-
dow or any selected window function as frequency domain low pass filter. The results 
shall be similar to window based FIR filter design. Obviously the rectangular window 
based implementation is low area solution as it results in only multiplying with 0 or 1. 
Even in other function case for all the channels only one memory set is used for stor-
ing the window function.  

The proposed architecture for complete frequency domain digital down conversion 
is shown in below figure. 
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Fig. 6. Proposed architecture 

The input x[n] is zero padded with P-1 zeros and FFT is performed with N+P-1 
point FFT core. For simplicity the filter length is considered as N+1 hence the FFT 
size is 2N 

 
 
 
 

The output of the FFT is stored in dual buffer memory. This is also called ping-pong 
buffer, as when the FFT output is written in PING memory block the pong memory is 
used to read the FFT output with necessary shift values.  

This dual buffer memory system is required as the FFT output reading can start at 
any address value (k value) depending on the required FFT index rotate which de-
pends on the detected signal frequency value.  

The FFT rotate can be very easily achieved by changing the address offset and per-
forming modulus 2N addition with FFT output index k. 

 

 
 
 

The ki is used as read address to read from the PING-PONG memory.  
Let the outputs of i-th channel after necessary rotation be Xi(k). After multiplying 

with window function the Xif(k) is obtained.  
 

Xif(k) = Xi(k) . W(k) 
 

The required decimation is achieved by selecting only the (2N/D) bins around the mid 
(zero frequency) FFT bin. These bins are streamed to the IFFT core which is confi-
gured for computing the IFFT with (2N/D) length. Where D is the decimation factor 
which is provided by signal detection block. 
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The IFFT output also results in 2N/D time domain samples. Overlap and add algo-
rithm is performed to result in N/D time domain samples x1[n] shown in figure 6 for 
first output channel. Since for one frame of N samples at input N/D output samples 
are coming this achieves the decimation effect by D factor.  

This limits the decimation to only 2i , for  i= 1,2,4,8 .. . etc, because the FFT also 
exists in only these steps. However DFT cores can be used for lower bandwidth sig-
nals (i.e.  higher D factor), which do not reflect in much area penalty.  

5   Results 

The design is simulated both in MATLAB and VHDL and the results are verified. 
The MATLAB simulation are given in below figures.  

 

 

(a) Spectrum of simulated input signal. 

 

(b) Spectrum of the output filtered and decimated signal. 
 

Fig. 7. MATLAB simulation results 
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The Figure 7 shows the zoomed input and output spectrum which shows clearly the 
stop band attenuation of 80dB. The spectrum is also shifted in frequency domain  
before filtering and decimation. After completing the conceptual verification the  
architecture given in figure 6 is coded in VHDL and synthesized for Virtex-6 family 
XC6VLX240T FPGA and observed to occupy only 10% of the slices and reports 285 
MHz of operating frequency. The design also is simulated using Modelsim Xilinx 
Edition (MXE) 6.2c and the result screen shot is shown in below figure. The results 
show for one channel with rectangular window and output IFFT size of 64. The IFFT 
input and output are shown in below figure. Further simulation for higher number of 
channels is in progress. 

 

Fig. 8. VHDL simulation results 

6   Conclusions and Future Scope 

The presented work proposes FPGA based complete frequency domain DDC address-
ing the requirements of dynamic decimation and multi channel support. The complex 
digital oscillator is achieved by rotating the FFT output with appropriate value. The ar-
chitecture uses one 1 FFT core and 2 buffers to store FFT outputs (PING-PONG) and 
M number of IFFT cores to process M simultaneous signals. The IFFT core can be 
chosen from Xilinx core gen with runtime FFT length selection option.  

The work is aimed to be continued in the direction of realizing full architecture on 
FPGA to support multiple channels and profiling for selected FPGA device.  
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Abstract. Distance computation between sequences is an important method to
compare between biological sequences. In fact, we attribute a value to the se-
quences in order to estimate a percentage of similarity that can help to extract
structural or functional information. Distance computation is also more impor-
tant in the progressive multiple alignment algorithm. Indeed, it can influence the
branching order of the sequences alignment and then the final multiple align-
ment. In this paper, we present new methods for distance computation in order
to improve the progressive multiple alignment approach. The main difference
between our distances and the other existed methods consists in the use of all
the sequences of the set in the pair-wise comparison. We tested our distances
on BALIBASE benchmarks and we compared with other typical distances. We
obtained very good results.

1 State of the Art of the Pairwise Comparison

Progressive approach is the most used and the most effective approach to resolve the
problem of Multiple Sequences Alignment (MSA) it operates in three steps:

1. Pairwise comparisons: it consists in pairwise comparison between every pair of
sequences.

2. Sequences clustering: in this step, we define the branching order of the sequences
by construction a guide tree.

3. Sequences integration: this step allows aligning the sequences using the branching
order.

The goal of the pairwise comparison step is to estimate the similarity between pairs
of sequences in order to distinguish the sequences that are the first to be aligned. The
distances computed between all pairs of sequences are stored in a symmetric diagonal
matrix, called distance matrix. Several methods are used to compute distance, we group
the distances computation method in two approaches:

1. Direct computation, i.e., using pairwise alignment.
2. Indirect computation, i.e., without pairwise alignment.
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1.1 Direct Computation

The first approach for the distances computation is the direct computation. Using this
approach, we compute a distance between two sequences without constructing a pair-
wise alignment, thus allows reducing the time computation and the memory space re-
quired. Several distances have been defined. Among these distances we mention:

1. T he k-mer distance: a k-mer is a string of length k. The k-mer distance is based on
finding the common substring having a fixed length k.

D(x,y) = 1−∑
T

min{nx(T ),ny(T )}
min{Lx,Ly}− k + 1

(1)

Where nx(T ) : number of occurrence of the k-mer T in x ; ny(T ) : number of occur-
rence of the k-mer T in y ; Lx is the length of x, Ly is the length of y. This distance is
used by MUMMALS [14], MAFFT [5] and MUSCLE [1]. The distance D is used
to filter the k-mer in excess. The drawback of this distance is that it is rarely to find
multiple occurrences of a k-mer in the same sequences. A variant of the distance D
can be defined to verify only the existence of a shared k-mer between sequences.
We obtain the following formula:

D(x,y) = 1−∑
T

λx,y(T )

min{Lx,Ly}− k + 1
(2)

Where: λx,y(T ) = 1 if the k-mer is a common substring in the two sequences, other-
wise λx,y(T )= 0. This distance is used by the MUSCLE [1]. The k-mer distance is
very simple, fast to compute but still imprecise and inefficient for the estimation of
similarity between closest sequences. Indeed, this distance restricts the comparison
between the two sequences to a fixed length of substrings and can not find all frag-
ments and residues repeated in the sequence. There are many other distances based
on the k-mer [19].

2. T he edit distance: The edit distance is used by the string matching algorithms to
compute the minimum number of operations, i.e., substitutions, deletions, inser-
tions, needed to transform one string to another. The progressive alignment algo-
rithm Kalign [8] and Kalign2 [7] use respectively the Wu and Manber algorithm
[21] and Muth and Manber algorithm [12] to compute the edit distance.

3. Distance based on grammar dictionary: This distance is based on sets of fragments
called grammar dictionaries [15]. Indeed, for each sequence i of the initial set of
sequences, we build a dictionary Ei,i made up of fragments called rules, this dictio-
nary is used to generate the sequences i by concatenating the several fragments of
the dictionary.

D(x,y) = 2 ∗
∣∣Ex,y

∣∣−|Ex,x|+
∣∣Ey,x

∣∣− ∣∣Ey,y
∣∣∣∣Ex,y

∣∣+ ∣∣Ey,x
∣∣ (3)

Where |Ei, j| represents the number of rules in Ei, j
This distance is used by the GRAMALIGN [15] algorithm. There are many other

distances such as the adaptation of the Fourier transform used by MAFFT [5] and
the FDOD distance used by MSAID [10].
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1.2 Indirect Computation

The indirect computation uses a pair-wise alignment. The pair-wise alignment is con-
structed using a standard dynamic programming algorithm. We classify these distances
into two groups:

1. Those based on the alignment score: the distances based on the alignment score use
the optimal score obtained by the pair-wise alignment. Among these distances we
cite:
a. The NS (Normalized Score): Represents the ratio of the optimal alignment score

and the length of the alignment, i.e., number of column in the alignment.

NS(x,y) =
SPx,y

L
(4)

Where SPx,y represents the scores of the optimal alignment of the two se-
quences x et y, L: represents the length of the alignment.

This distance is used by the algorithms MAP2 [9] and OPAL [20].
b.

D(x,y) = SPmax −SPx,y + 1 (5)

Where SPmax represents the highest scores of the all pair-wise alignment, SPx,y

the score of the pair-wise alignment of the sequences x et y. This distance is
used by TSPMSA [22]

2. Those based on the pair-wise alignment: the distance is computing using the cor-
respondence between the residues or regions obtained by the pair-wise alignment.
Among these distances, we mention:
a. The percent of identity: this distance is computed from the alignment by count-

ing the number of identical residues that appear in the same column in the pair-
wise alignment excluding gaps.

P(A) = 1− NI
NC

(6)

Where NI: the number of identical aligned residues obtained and NC: number
of compared residues. This distance is used by CLUSTALW [16], PLASMA [2]
and PRRP [4]. This distance is restrictive. Indeed, we don’t compute substitu-
tions. Thus, several variants have been defined by allowing possible substitu-
tions between residues.

b. The percentage of similarity that allows computing substitutions in a compressed
alphabet [15,6].

c. Distance-based on probability: the stochastic and probabilistic methods uses
Markov models (HMM) to create pair-wise alignments, then build a distance
based on the probability of having the residue of each sequence in the correct
optimal alignment.

E(x,y) = 1− 1
min{|x| , |y|}∑P

{
xi˜y j ∈ a∗

}
(7)

Where |x|: the length of sequence x, P(xi˜y j): represent the probability that the
residue xi is aligned to the residue y j in the alignment a∗.
This distance is used by PROBCONS [3].
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The indirect computation method is more accurate and can estimate adequately the
similarity between sequences, however it is slower in the case of large number of long
sequences, since it requires the construction of an optimal alignment for each pair of
sequences.

The rest of this paper is organized as follows. In section 2, we present some notations
and definitions. In section 3, we present our new distances. In section 4, we present the
experimental results realized using our distances in a standard progressive alignment
algorithm and we benchmarked this algorithm using the BALIBASE benchmark and
we compare the obtained results with other distances. Finally, in section 5, we present
our conclusion and give some perspectives.

2 Notation and Definitions

Let A be a finite alphabet, a sequence is an element of A*, it is a concatention of elements
of A. The length of a sequence w, denoted by |w|, is the number of the characters that
constitute this sequence. A portion of w beginning at the position i and ending at the
position j, 0 ≺ i ≺ j ≤ |w|, is called subsequence.

Let f be a set of sequences, aligning the sequences of f consists in optimizing
the number of matches between the characters occurring in the same order in each
sequence. When | f | > 2, aligning the sequences of f is called Multiple Sequence
Alignment (MSA).

Let f = {w1,w2, . . . ,wN} be a family of sequences, A pro f ile is a sequence that
represents an alignment. The profile is constructed by selecting for each column of the
multiple alignments the residue that has the maximum occurrences in this column.

We say that a subsequence x is a moti f if it is extracted from a profile and not forming
by gaps.

A bloc is a pair of motif extracted from a pairwise alignment.

3 New Distances

Classical approaches assign a value to a pair of sequence independently of all the se-
quences of the initial set. However, the goal of the first step of the progressive alignment
algorithm is to select the appropriate sequences in the progressive process. Thus, we
propose a new approach that allows to all the sequences to participate in pair-wise com-
parison, thereby we can more estimate the future alignment in the progressive process.
In fact, our method uses a general comparison that aims to quantify the impact of each
pair-wise alignment on the set of sequences. This comparison approach is totally differ-
ent from conventional approaches and is beneficial because it includes all the sequences
in the pair-wise comparison and allows as selecting at each step of the progressive align-
ment the appropriate sequence in order to obtain the optimal alignment. Our approach
sheds light the interaction between each pair of sequences and other sequences selected.
By using our approach we compute the distances at each step of progressive alignment
as follows:
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1. First, we aligned each pair of sequences using the dynamic programming algorithms
of pair-wise alignment [13].

2. Then, we compared the alignment obtained with other sequences to all sequence
of the set in order to compute a distance. We used the sequence alignment and the
profile in this comparison.

3.1 Distance Based on Motif

We compute the distance based on motif using the following formula:

dmoti f (x,y) =
∑nb

i ∑ j occ(i, j)∗ |i|
|pro f il| ∗N

(8)

Where occ(i, j)=1 if the motif i appears in the sequence j else occ(i, j)=0 ; pro f ile
represents the profile sequence obtained by the pair-wise alignment of the sequences x
and y; N is the number of sequences and nb represents the number of motif.

The distance based on motif maximizes the weight attributed to the alignment that
preserves more motifs in other sequences. Indeed, we compute the number of motifs
extracted from profiles that occur in other sequences. In fact, the alignment is more
interesting if it conserve longer motif in other sequence. Thus, we integrate the length
of motif in the distance. Our method operates as follows:

– In the first step, we construct pair-wise alignment using a standard dynamic pro-
gramming algorithm then we construct the sequence profile.

– In the second step, we extract motif from the sequence profile.
– In the third step, we compute the number of occurrences of each motif in each

sequence.

Example: Let f the following set of sequences formed by 4 sequences
w1: tyimreaqyesaq; w2: tcivmreaye; w3: yimqevqqer; w4: wryiamreqyes.

We compute the distance based on motif between w2 and w4 as follows:

– First, we align the two sequences and we construct the profile below.

pro f ile: - - - I - M R E - Y E -

– In the second step, we extract the list of motifs and we find the occurrences of the
motifs extracted in the other sequences of the set f .

Thus, we obtained the following results:

– The score corresponding to the motif ’I’ is s =2*1.
– The score corresponding to the motif ’MRE’ is s =3*1.
– The score corresponding to the motif ’YE’ is s=2*1.

dmoti f (w2,w4) = 2 + 3 + 2/(4 ∗ 12)= 7/48 = 0.14.
We apply the same method for each pair of sequences; we obtained the following

distances matrix
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Table 1. Distances Matrix

w1 w2 w3 w4

w1 - - - -
w2 0.7 - - -
w3 0.9 0.16 - -
w4 0.8 0.14 0.17 -

3.2 Distance Based on Profile

Our second distance is based on profile due to the importance of the profile in the
progressive alignment. In fact, progressive alignment uses in every step the profile to
construct the next alignment by the profile-profile alignment algorithm. Our distance is
based on finding identical common ordered residues, different from gap character, i.e.,
’−’ between pairs of sequences that appear in the other sequences in the set. Thus, our
distance assigns a value to the most interesting alignment that preserves the maximum
number of residue in other sequences. The distance is computing using this formula:

dpro f il(x,y) = ∑
i∈N

d
min(|pro f il| , |wi|) (9)

Where d the number of ordered common residue between the pro f ile and the sequence
wi.

3.3 Distance Based on Blocs

We use the blocs of the alignment instead of the profile sequence to compute the dis-
tance based on blocs. In fact, the blocs are fundamentals in progressive alignment. In-
deed, we can not modify the column of the blocs in the progressive process, but we can
only insert a column of gap between the columns of the blocs. Thus, we find the con-
served blocs in the other sequence. We consider that a bloc is conserved in one sequence
if one motif from the bloc appears in this sequence. This bloc is called conserved bloc.
The distance is computed by the following formula:

dbloc(x,y) = ∑i δ ∗ |bi| ∗Nbi
L∗N

(10)

Where bi is a conserved bloc, Nbi represent the number of sequence that the bloc bi
appears, N the number of sequence, δ the number of identity occurring in the blocs and
L the length of the pair-wise alignment.

4 Experimental Results

In this section, we present our experimental studies in order to assess the performance
of our new distances. Our method consists to compare the relevance of our distances to
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those used by the progressive multiple alignment algorithms. To assess our distances,
we used a standard progressive algorithm, we replaced a first step by our distance and
we compared the several alignment. Our approach is defined as follows:

– We developed a standard progressive alignment algorithm.
– We modified the first step, i.e., the pair-wise comparison using our distance and the

other distances.
– Thus, we compared between the different alignments obtained.

Indeed, we implemented the different algorithm for computing our distance and we inte-
grated them in the progressive alignment algorithm. The progressive algorithm operates
as follows:

– In the first stage we used one of our distances.
– In the second step, we used the UPGMA[18] method for the construction of the

guide tree. alignment and we used an adaptation of the Needleman and Wunsch
algorithm for profile-profile alignment.

– In the last step, we also implemented an efficient iterative approach, the one used
by the MUSCLE.

We compared our distances to the popular one, i.e., the percentage o f identity, the
percentage of similarity in a compressed alphabet [15], the Normalized Score (NS)
[20], the k-mer distance [1] and the anchor distance [11]. We tested the algorithm on
the datasets of the BALIBASE benchmark. In order to compare alignments, we use the
Column Score (CS) and the Sum o f Pairs Score (SPS).

Table 2. The average of the CS on the reference of BALIBASE

Distances REF1 REF2 REF3 REF4 REF5

percent of identity 68.49 23.38 16.16 35.11 56.09
percentage of similarity 68.50 26.05 16.16 34.90 59.30
k-mer 68.87 28.86 26.20 40.40 55.58
normalized score 67.77 25.49 19.16 40.05 58.27
Anchor Distance 69.61 29.50 33.00 38.70 55.72
Distance based on Profile 66.67 26.66 22.66 40.94 57.45
Distance based on motif 67.50 24.77 19.66 37.40 59.41
Distance based on bloc 65.63 20.94 12.33 38.60 57.75

These tables give respectively the average of the SPS and the average of the CS for
every sets of reference datasets of BALIBASE[17] benchmark. These tables show that
the CS and SPS scores obtained with our distances are significantly higher than those
obtained by the percent o f identity, the percentage o f similarity in a compressed
alphabet [15], the k-mer distance and the normalized score. Thus prove that our dis-
tances improve significantly the final alignment obtained by the progressive algorithm.
In addition, the results obtained by the distances computing using our new method,
i.e., distance based on pro f ile, distance based on moti f and distance based on bloc
are higher than the anchor distance. In fact, our approach allows all the sequences of
the set contribute in distance computation for each pair of sequences. Thus the result
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Table 3. The average of the SPS on the reference of BALIBASE

Distances REF1 REF2 REF3 REF4 REF5

percent of identity 77.85 79.06 59.83 65.18 76.69
percentage of similarity 78.03 77.42 59.83 64.95 78.28
k-mer 78.14 76.04 54.66 69.32 75.40
normalized score 77.74 76.50 63.33 64.64 78.27
Anchor Distance 79.21 79.96 69.18 69.33 76.08
Distance based on Profile 76.66 76.81 62.23 70.32 78.37
Distance based on motif 77.90 74.33 51.15 66.90 79.23
Distance based on bloc 77.38 79.21 49.58 68.54 78.41

is more precisely and allows selecting the appropriate sequences in each step of the
progressive approach. Thus, we can resolve the problem of the minimum local of the
progressive method. Indeed, we estimate from the first step the pair-wise alignment that
can be give the best alignment by providing all possible alignment by comparing all
pair-wise alignment to the other sequences thus allow to select the two sequences that
undoubtedly allow us to have the most significant alignment.

Our distances are efficient and give good results.

5 Conclusions and Perspectives

In this paper, we present a new approach to compute a distance between sequences
in order to improve the progressive approach for multiple sequence alignment. Our
approach consists to integrate all sequences in the pair-wise comparison. Using this
approach, we have defined new distances that use several properties of the alignment
such as pro f iles and blocs.

Our distances are efficient. Indeed, we tested our method in a progressive algo-
rithm and we compared to other distances. The results obtained using a BALIBASE
benchmark is good. Thus, our method improve significantly the multiple alignment
progressive.

In our future work, we would like to improve the other step in progressive alignment
such as the cluster step and the profile-profile alignment. Thus allow us to construct a
new efficient progressive algorithm.

References

1. Edgar, R.C.: MUSCLE: multiple sequence alignment with high accuracy high throughput.
Nucleic Acids Research 32(5), 1792–1797 (2004)

2. Derrien, V., Richer, J.M., Hao, J.K.: PLasMA: un nouvel algorithme progress if pour
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Abstract. Service Oriented Architecture (SOA) is gradually replacing mono-
lithic architecture as the premier design principle for new business applications 
with its inherently systematic nature and capability. I T requires investment of 
advanced architectural thinking into definition of services before any develop-
ment of services or service consumers can begin. Earlier efforts of notable 
styles of SOA such as CORBA and XATMI have failed to be adopted as main 
stream projects because of demanding design process requirement with sense-
making activities and even have been residing with the modern SOA or Web 
services middleware. Thus this paper aims in incorporating such sense-making 
design activities with the proposed semantic web service based architecture. 
This paper tries to tackle the above problem by proposing a service-oriented ar-
chitecture for web data and service integration. Firstly, it proposes a service-
oriented platform independent architecture  and Secondly, it presents a specific 
deployment of such architecture for data and service integration on the web  
using semantic web services implemented with the WSMO (Web Services 
Modeling Ontology).  

1   Introduction 

Service-Oriented Architectures are particularly well suited to cope up with the needs 
of such an ongoing incremental process optimization [6] as represented by Capability 
Maturity Model Integration (CMMI). CMMI in software engineering and organiza-
tional development is a process improvement approach that provides organizations 
with the essential elements for effective process improvement [15] with the character-
istics of the maturity levels as given in Table 1. 

When making architectural decisions, one must carefully analyze the advantages 
and disadvantages of the level of coupling [2, 3]. Generally speaking, OLTP (online 
transaction processing) style applications, as they are found throughout large enter-
prises, do not normally require a high degree of loose coupling, as these applications 
are tightly coupled by their nature. ERP systems are usually found suitable for such 
kind of single large monolithic representation and handling [6]. But the recent trend in 
Globalization is increasing the scale and complexity of the modern enterprises by 
forcing the enterprise to be represented as a global network consisting of multiple 
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Table 1. Characteristics of CMMI Levels [15] 

Maturity 
Level No. 

Maturity level 
Title 

Maturity Level 
Description 

Level 1 Initial Processes unpredictable, poorly 
controlled and reactive. 

Level 2 Managed Process characterized for projects 
and is often reactive 

Level 3 Defined Process characterized for the   
organisation and is proactive 

Level 4 Quantitatively Managed Process Measured and Controlled 
Level 5 Optimizing Focus on Process Improvement 
 
 

units and functions [12, 13]. So when business processes are highly distributed, the 
different sub-processes and transactions are generally more independent of each other 
or more loosely coupled. Loose coupling though increases the flexibility, increases 
the complexity. The enterprise software architecture is the architect’s most important 
tool at hand to confront the changes to and expansion of functionality that increase 
system complexity and reduce efficiency [11]. Thus in enterprise software, the archi-
tect takes on the roles as an outside influencer and controller. It is his responsibility to 
oversee individual software projects from the strategic point of view of the overall or-
ganisation, as well as from the tactical, goal-oriented viewpoint of the individual pro-
ject. He has to balance different requirements while attempting to create an enduring 
order within the enterprise software landscape. By technique of refactoring the current 
solutions, architects constantly strive to reduce complexity and thereby the agility of 
the system (See Figure 1) [6].  

 

 

Fig. 1. Software architects use refactoring to fight the constant increase in system complexity 
[6]                

Different tools support architectural design and test case generation. Users of these 
tools want them to work together to fully support the user’s design and development 
process. Thus tool integration is intended to produce complete environments that sup-
port the CMMI model based software development life cycle of maturity levels. There 
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are five types of tool integration issues that must be addressed. These can be termed 
platform integration, presentation integration, data integration, control integration and 
process integration [14].  

Service-Oriented Computing (SOC) arises as a new paradigm for distributing  
applications which envisions services as fundamental elements for developing appli-
cations [9]. 

So X-as-a-Service kind of pattern is what SOA is suggesting in terms of cloud 
computing terminology by adopting the basic principle SOA’s loose coupling tech-
nique where the above five types of tool integration issues can be represented as SOA 
based services. Where X-as-a-Service can be replaced with Platform-as-a-Service 
(PlaaS), Presentation-as-a-Service (PraaS1), Data-as-a-Service (DaaaS), Control-as-a-
Service (CoaaS) and Process-as-a-Service (Praas2) in cloud  computing terminology 
that  are available independently as loosely coupled services.  

As design and development of SOA applications are inherently systematic [7], this 
is of particular importance for enterprises, when given their need to become more ag-
ile in  order to react as quickly as possible to changing business   environments and 
offer new services to customers, suppliers and partners that make a difference with re-
spect to competition. SOAs can help to significantly reduce complexity at all levels. 
SOAs achieve their simplicity by following features: Decomposition-SOAs decom-
pose large systems into application frontends and services; Appropriate granularity-
The granularity of services is well suited to gain a high-level understanding of the  
entire system; Loose coupling by SOA  architectural patterns can be Decoupled using 
technology-SOAs can be well understood without in-depth knowledge of technology; 
Reuse-SOAs result in the high level reuse of existing components; Documentation – 
SOA based services are well documented due to service contract to provide compre-
hensive understanding [6]. 

2   Platform Independent Integration Architecture 

In order to get a web portal integration architecture that can be used in different do-
mains, it is important first to design a platform-independent architecture [1]. The key 
to successful integration and interoperability lies in the intelligent use and manage-
ment of metadata across all applications, tools and databases. Metadata management 
and integration can be accomplished through the use of the OMG’s core MDA stand-
ards such as CWM, UML, MOF and XMI [10], where: 

CWM stands for Common Warehouse Meta-model – It is a meta-model of the data 
model representing both the business and technical metadata that is most often found 
in the data warehousing and business analysis domains. CWMs are intended to be 
highly generic, external representations of shared metadata [10]. It requires the use of 
generalization and abstraction technique to translate the  product-specifics to generics 
through standard extension mechanism making it compatible to CWM format [10]. 

UML stands for Unified Modelling Language – It is used for expressing in the  
Unified Modelling Language, which is an OMG standard language for modelling  
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discrete systems by Rumbaugh. UML is the notational basis for the definition of 
CWM. Visual UML models are capable of automatic translation to other visual or 
non-visual formal languages to facilitate the support for interchange of CWM models 
in various platform and tool independent formats (e.g., XML) as well as the construc-
tion of tool-specific metadata from CWM models (e.g. translation of a CWM rela-
tional model into SQLDDL statements that actually build the schema) [10]. 

MOF stands for Meta Object Facility- It is an OMG standard defining a common, 
abstract language for the specification of meta-models. MOF is an example of meta-
meta-model or model of the meta-model (also called as ontology). The MOF’s  
support for the model life cycle semantics means that MOF implementation provides 
an effective metadata authoring and publishing tool, when combined with support for 
visual modelling. For example a fully MOF-compliant repository must provide a sig-
nificant number of metadata services that as: persistence, versioning and directory 
services [10]. 

XMI stands for XML Metadata Interchange (XMI) - It is an OMG standard that 
maps the MOF to the W3C’s eXtensible Markup Language (XML). XMI defines how 
XML tags are used to represent serialized MOF-compliant models in XML. MOF 
based meta-models are translated to XML Document Type Definitions (DTDs) and 
models are translated into XML documents that are consistent with their DTDs. XMI 
based interchange is so important in distributed and  heterogeneous environments as 
the communication of content is both self-described and inherently asynchronous 
[10]. 

Object Management Group’s Model-Drive Architecture (MDA) is an approach to 
system-specific and interoperability based on the use of formal models. In MDA, plat-
form-independent models are initially expressed in a platform-independent modelling 
language such as UML. The platform independent model is subsequently translated 
into a platform specific model by mapping platform-independent models into some 
implementation language (e.g. Java) or platform using formal rules. The core  
standards of MDA such as CWM, UML, MOF and XMI form the basis for building 
coherent schemes for authoring, publishing and managing models within a model-
driven architecture [10]. 

Metadata is critical to all aspects of interoperability within heterogeneous environ-
ment. In fact Interoperability is achieved by means of metadata [10], which is being 
used to provide system semantic definitions and capabilities facilitated in the form of 
 

 

Fig. 2. Example of a Realization of Model-Driven Architecture [10] 
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standard APIs. Any MDA based system must have the ability to store, manage and 
publish both application and system-level metadata including descriptions of the envi-
ronment itself. 

The platform-independent architecture [1] (See Figure 3) aims to offer service-
based platform independent architecture for web portal integration. 

 

 

Fig. 3. External view of WSMX Architecture [1] 

Web Service Execution Environment (WSMX) is a reference implementation for 
Web Service Modelling Ontology (WSMO) [1]. Its goal is to provide both a test bed 
for SMO and to demonstrate the viability of using WSMO as a means to achieve dy-
namic inter-operation of Semantic Web Services (SWS). The first version of WSMX 
provides the architecture needed for a middleware-based  platform for integration, and 
as such it is concerned with dynamic discovery, mediation, selection and invocation 
and an implementation of these components. 

2.1   Description of the Functional Usage of WSMX 

Web Service Markup Language (WSML) descriptions of Web Services, ontologies, 
mediators and goals are sent to Web Service Execution Environment (WSMX) 
through Web Service Modelling Ontology (WSMO) editor for compilation. A back-
end application creates a service requirement in a known source format and sends this 
to the WSMX adapter. The adapter takes the service requirement and translates it into 
a WSML message consisting of a goal that describes what a WSMX should execute. 
The goal is then sent to WSMX for execution. Before WSMX can execute the goal, 
WSML descriptions of the WS offering, the capability of matching the service re-
quirement of the ontologies these WS use, and the source format ontology must have 
been created using User Interface (WSMO editor) are compiled to WSMX. When 
WSMX receives the WSML message with specific goal, it discovers the WS that best 
matches that goal, mediates the service requirement data following mapping rules be-
tween the source format ontology and the ontology of the discovered WS and finally 
invokes it, providing the data to it in the concepts and formats it expects [1]. 

Whereas metadata acts as control abstraction layer [5], the remaining g four  gener-
ic and important layers from service based system integration perspective are Interac-
tion, Process, Function and Data as against inclusion of Platform-as-a-Service for 
platform specific integration architecture (See Figure 4). 
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Fig. 4. Remaining Four Layers of Platform Independent Service Classification and Reference 
Schema [8] 

3   Integrating Multi-Agent Systems (MAS) and Semantic Web 
Services (SWS) 

The general idea of the approach to integrate MAS and SWS is given in Figures 5 & 
6. For both Multi-Agent Systems (MAS) as well as Semantic Web Services (SWS), 
model transformations to the platform specific levels were provided by applying prin-
ciples of model-driven development [4].  

 

 

Fig. 5. Approach to Integration [4] 

 

Fig. 6. Model-Driven Semantic Web Service Match Making [4] 



 SOA and Semantic Web Services for Web Portal Integration 259 

This integration is based on a platform independent meta-model for agents and a 
platform independent meta-model for semantic web services. 

For Semantic Web Services, a model-driven semantic web services matchmaker 
agent is designed (See Figure 6) that discovers semantic services independent of se-
lected description formats (OWL-S), (WSML) and (SAWSDL). The model-driven 
semantic service matchmaker (MDSM) performs an automatic service retrieval apply-
ing existing matchmakers (i.e. OWL-MX and WSMO-MX) for different formats and 
returns the most similar matches to the user [4]. 

4   Platform-Specific Integration Architecture 

WSMO and OWL-S can be used as the specific platform to deploy the platform-
independent service oriented architecture.  

This section shows the specific deployment of the platform-independent architec-
ture to a platform specific one using WSMO in the form of Table 2 that presents the 
transformation needed to deploy the platform independent architecture in the selected 
platform specific technology. 

Table 2. Correspondence between platform-independent and platform specific architectures [1] 
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For Multi-Agent Systems, model transformations from the platform  independent to 
the platform specific meta-models for JACK and JADE are defined as shown in the 
figure 5 [4]. 

It is interesting to note that there is another potential layer of service abstraction 
called Structure-as-a-Service (StaaS) that could be included by providing a subclass 
hierarchy of nested service categories, which serve as component types that can be 
applied to services. This structural perspective is complemented by the service con-
nectivity. This structural perspective acts as reference architecture constraints from 
organisational and connectivity perspective on platform oriented runtime services (for 
e. g., See Figure 7). 

 

Fig. 7. Structural Perspective as a reference architecture constraint–organisational and connec-
tivity perspective on platform oriented runtime  services [8] 

5   Conclusion 

Since the advent of the Internet, several works have gone a long way towards resolv-
ing the web integration problem. Our effort in this regard is to propose two kinds of 
architecture based solutions: (1) Platform Independent architecture based on service 
oriented paradigm for web portal integration and (2) Platform specific architecture.  It 
is interesting to note that the following abstraction levels-as-a-service kind of pattern 
has been observed to be part of the cloud computing paradigm. They are: Structure-
as-a-Service, Process-as-a-Service, Control-as-a-Service, Presentation-as-a-Service, 
Data-as-a-Service for Platform Independent Architecture Solutions and Platform-as-a-
Service get added or included for platform-specific architecture. 
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Abstract. This paper presents a Class-Based Elitist Genetic Algorithm (CBEGA) 
to generate a suite of tests for testing the object-oriented programs using 
evolutionary multi-objective optimization techniques. Evolutionary Algorithms 
(EAs) are inspired by mechanisms in biological evolution like reproduction, 
mutation, recombination, and selection. EA applies these mechanisms repeatedly 
to a set of individuals called population to obtain solution. Multi-objective 
optimization involves optimizing a number of objectives simultaneously. The 
objectives considered in this paper for optimization are maximum coverage, 
minimum execution time and test-suite minimization. The experiment shows that 
CBEGA gives 92% path coverage and simple GA gives 88% path coverage for a 
set of java classes. 

Keywords: Evolutionary Algorithm, multi-objective, path coverage, CBEGA, 
immigration rate.  

1   Introduction 

Evolutionary algorithms (EAs) are search methods that take their inspiration from 
natural selection and survival of the fittest mechanisms [3]. EAs differ from 
traditional optimization techniques in that they involve a search from a population of 
solutions, not from a single point. Each iteration in an EA involves a competitive 
selection that filters the least favorable solutions. The solutions with high fitness are 
recombined with other solutions by swapping parts of a solution with another. 
Solutions are also mutated by making a small change to a single element of the 
solution. EAs are robust optimization methods used for test data generation. 

Multi-objective optimization refers to the solution of problems with two or more 
objectives to be satisfied at the same time [1] [3]. Most real world problems have 
multiple objectives to achieve. This situation creates a set of problems in Multi-
Objective Optimization Problems (MOOP). A MOOP has a number of objective 
functions, which are to be minimized or maximized [10]. 

Often, traditional approaches for solving multi-objective optimization problem try 
to change the multiple objectives into a single objective problem in which only a 
global optimal point is desired. The MOOP produces a set of solutions which are 
superior to the rest of the solutions with respect to all objective criteria but are inferior 
to other solutions in one or more objectives [5]. These solutions are called Pareto 
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Optimal solutions or non-dominated solutions.  A Pareto optimal set is the 
mathematical solution to a multi-objectives problem [10] [4]. A solution is Pareto-
optimal if no other solution can improve one object function without reducing at least 
one of the other objectives. 

Genetic Algorithm is the most popular heuristic technique to solve Multi-Objective 
Design and Optimization problems. In this paper, CBEGA employs both evolutionary 
and multi-objective optimization techniques. The objectives are maximization of 
coverage and minimization of execution time. The immigration rate, one of the GA 
parameters, is an elitist operator that controls the migration of test cases from one era 
to next era. Elitism is the process of selecting best individuals from a population. 
Elitism is important since it allows the solutions to get better over time. Elitism can 
speed up the performance of the GA significantly; also it helps to prevent the loss of 
good solutions once they have been found. 

The rest of this paper is organized as follows: Section 2 describes the concept of 
genetic algorithms. Section 3 describes the multi-objective optimization problem. 
Section 4 describes the CBEGA, section 5 consists of experiment and result analysis 
and section 6 consists of conclusion. 

2   Concept of Genetic Algorithm  

Genetic Algorithms (GAs) are adaptive heuristic search techniques based on the 
evolutionary techniques of natural selection, recombination and mutation [7]. The 
principle behind GAs is that they create and maintain a population of individuals 
represented by chromosomes. The input to the algorithm is a set of potential solutions 
to that problem and a metric called a fitness function allows each candidate to be 
quantitatively evaluated. The GA then evaluates each candidate according to the 
fitness function. Only good individuals in the current population survive to the next 
generation while a bad one is eliminated from the selection process. The fitness value 
of each element, which could be the objective of the solution, is used to distinct good 
and bad individuals from the population. Reproduction selects individuals with high 
fitness values in the population, and through crossover and mutation of such 
individuals, a new population is derived in which individuals may be even better 
fitted to their environment. The process of crossover involves two chromosomes 
swapping chunks of data. Mutation introduces slight changes into a small proportion 
of the population and is representative of an evolutionary step. The structure of a 
simple genetic algorithm is given below   

Simple Genetic Algorithm()  
{ initialize population;  
evaluate population;   
while termination criterion not reached    
{ select solutions for next population;      
perform crossover and mutation;      
evaluate population;}              
} 

The above algorithm will iterate until the population has evolved to form a solution to 
the problem, or until a maximum number of iterations have occurred. 
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3   Multi-objective Optimization Problem 

Multi-objective optimization also known as multi-criteria or multi-attribute 
optimization is the process of simultaneously optimizing two or more conflicting 
objectives subject to certain constraints [5].  

The general form for Multi-Objective Optimization Problems (MOOP) can be 
expressed as,  

 
                     Fitness function fm(x), where m = 1, 2, 3… M  
 

                             M=no. of objective functions &  

x = single candidate solution. 
 

There are two general approaches to multiple-objective optimization. One is to 
combine the individual objective functions into a single composite function or move 
all but one objective to the constraint set. In the former case, determination of a single 
objective is possible with methods such as utility theory, weighted sum method, etc., 
but the problem lies in the proper selection of the weights or utility functions to 
characterize the decision-makers preferences. In practice, it can be very difficult to 
precisely and accurately select these weights, even for someone familiar with the 
problem domain. The second general approach is to determine an entire Pareto 
optimal solution set or a representative subset [4]. A Pareto optimal set is a set of 
solutions that are non-dominated with respect to each other. 

4   Class-Based Elitist Genetic Algorithm 

In this section, CBEGA is presented to generate tests for the object-oriented programs. 
Fig.1 shows the interaction of evolutionary testing with CBEGA. The CBEGA 
parameters are initial population size, crossover probability, mutation probability, 
maximum no. of generations per era, maximum no. of eras and immigration rate. 

4.1   Control-Flow and Data-Flow Testing 

The input representation is in the form of control flow graphs (CFGs) and the output 
will be the generated test cases.  CFG will give the dependencies between variables 
associated with specific nodes [2]. 

Data-flow testing focuses on execution of all the interactions between variables i.e. 
all def-use-associations for any variable ‘v’ in the program. Criteria for generating test 
cases consists of a triple [d, u, v] where‘d’ def_node, ‘u’ use_node & ‘v’ associated 
variable. 

The inputs of GA are:  

1) An instrumented version of the class under test, and  
2) Test requirements, which satisfy a given control or data-flow test criterion. 

4.2   Test Data Generation 

Test generation for structural programs is the process of identifying test data,  
which execute the program under test and satisfy a given test criterion [8] [9]. Test 
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generation for the object-oriented programs involves generating: 1) test cases, which 
are sequences of methods issue on an object of the class under test and satisfy a given 
test criterion, and 2) test data, which is a set of values for the arguments of the called 
methods. Thus test data generation in improved GA takes place in two stages. First 
stage generates the method sequences and the second stage generates the 
corresponding argument values for the methods. 

A typical test case for a given [d, u, v] contains the following: 
 
 Invocation of a constructor ‘c’ 

 Method md that causes the execution of ‘d’ 

 Method mu that causes the execution of ‘u’ 

 Values to the parameters ‘v’ 

4.3   Genetic Operations 

Genetic operators such as roulette wheel selection, two-point crossover, value 
occurrences mutation and immigration rate are experimented in CBEGA for test data 
generation. 

4.3.1   Roulette Wheel Selection 
In this type of selection, the individual is selected on the basis of fitness. The 
probability of an individual to be selected is calculated based on the fitness value of 
the individual, and thus individuals with higher fitness values have better chances of 
being selected. 

4.3.2   Two-Point Crossover 
The crossover allows us to combine individuals i.e. chromosomes that were selected 
for reproduction. Two-point crossover calls for two points to be selected on the parent 
chromosomes. Everything between the two points is swapped between the parent 
chromosomes, rendering two child chromosomes. 
 
Testcase1:   1 3| 2 5 4| &7 8 3 

Testcase2:   1 2| 4 3 5| &9 12 33 

Offspring1:  1 3 4 3 5 &7 8 3 

Offspring2:  1 2 2 5 4 &9 12 33 

4.3.3   Value Occurrences Mutation 
Mutation alters one or more gene values in a chromosome from its initial state. Value 
Occurrences mutation attempts to replace a duplicate value of an individual with a 
missing value to improve the individual’s fitness. 

Testcase1: 1 4 4&5 9     

Offspring: 1 4 2&5 9     
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Fig. 1. Interaction of evolutionary testing with Class-Based Elitist Genetic Algorithm 

4.3.4   Immigration Rate  
Elitism improves the performance and convergence of the GA. Immigration is an 
elitist operator that controls the migration of test cases from one era to next era.     
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4.4   Fitness Function  

The fitness value of the test case is calculated using two fitness functions f1 and  
f2 since we are considering two objectives for optimization namely maximization  
of coverage and minimization of execution time. The first fitness function is a 
maximization of coverage and the second one is a minimization function. The 
functions are given by 1                                                           (1) 2                                          (2) max 1 min 2                                 (3) 

The optimal test cases are chosen by their fitness values that are calculated based on 
the values from these two fitness functions. The best test case will have value equal to 
1 for the function f1 and will have the value approximately equal to zero for the 
function f2. 

5   Experiments and Result Analysis 

The CBEGA is used for test data generation in java with two stages. The CBEGA has 
been tried several times with different values of population size (50, 75, 100…), 
mutation probability and crossover probability (merely equals 1). The effectiveness of 
CBEGA is studied by applying the algorithm on simple java classes. 

The implementation starts with the Class Control Flow Graph (CCFG) of the class 
which is drawn with the help of a set of def-use associations identified from the 
Class under Test (CUT). CBEGA initializes each sequence by a randomly selected 
constructor and the methods. Stage 1 generates or updates sequences of method  
calls. Stage 2 performs the traditional genetic algorithm to generate the required 
parameters. 

The execution of genetic algorithm repeats till all the test requirements is satisfied 
or the maximum number of eras is reached or until getting the optimal solution with 
fitness value nearly equals 1. The final test cases are the minimal test set obtained 
from the resultant test cases of GA which satisfy all the target test requirements. Thus, 
the minimum no. of test cases is found for testing a given class.  

The sample programs taken have the no. of conditions in the range 18 to 42 with 
Stack having 18 conditions and Bit Set containing 42 conditions. The immigration 
rate is set to 0.5 and no. of generations per era is 30.The execution time increases with 
increasing number of conditions as shown in the Fig. 3. From Fig. 2 it is inferred that 
coverage is greater in CBEGA than in simple GA. Thus when compared to simple 
GA, CBEGA performs better in terms of efficiency in generating test cases. The 
results obtained for sample java programs are shown in table 1. 
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Table 1. The results obtained for the sample java classes comparing GA and CBEGA 

 
 

 
Sample programs No. 

of 
eras 

No. of 
generations 

No. of 
conditions 

Coverage 
for GA% 

Coverage 
for 
CBEGA% 

Execution 
time (ms) 
CBEGA 

Lower complexity Programs 

LinkedList 3 80 20 85 95 2100 

Stack 6 170 18 83 98 2082 

TreeMap 5 150 25 92 96 2445 

BinomialHeap 3 95 38 92 97 3340 

Bitset 3 80 42 90 95 4025 

HashMap 3 100 32 90 96 2785 

BinarySearchTree 4 120 24 83 91 2235 

FibonocciHeap 3 90 36 88 97 2910 

Disjset 3 95 40 90 95 3695 

TreeSet 4 110 28 89 96 2612 

Somewhat higher complexity Programs  

Car crash crisis 
management 
system  

7 200 54 86 96 5015 

eHealth system 6 180 48 88 95 4923 

Traffic collision 
avoidance system  

3 95 47 87 97 4265 

N-queens 
problem 

4 110 52 85 97 4420 

Chess playing 4 110 58 86 96 5150 
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Fig. 2. Graph showing coverage           Fig. 3. Graph showing execution time             
obtained for GA and CBEGA                  for CBEGA 

6   Conclusion 

Thus, the class based elitist genetic algorithm has been used for automatic generation 
of object-oriented test cases. The fitness depends on the path coverage and execution 
time of the test cases. The results for sample java programs show that the efficiency 
of CBEGA over simple GA in terms of coverage. When the no of classes and 
conditions increases, the execution time will also be increased. This algorithm can be 
used for similar type of real-world software engineering problems. 
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Abstract. This contribution presented the using of a Lanner Group’s Witness 
PWE simulator and its modeling resource PF network for creating a model of 
the automotive bumpers assembly system. The article also describes a solution 
of the problem with different types of the attribute in data loading. The subse-
quent simulation experiments with the model is aim to setting the minimal fre-
quency of the input arrival times for the present orders plan and for the two  
estimated orders plans. 

1   Introduction 

Simulation is the imitation of the operation of a real-world process or system over 
time. Simulation involves the generation of an artificial history of the system, and the 
observation of that artificial history to draw inferences concerning the operating char-
acteristics of the real system that is represented. 

Simulation is an indispensable problem-solving methodology for the solution of 
many real-world problems. Simulation is used to describe and analyze the behavior of 
a system, ask "what if" questions about the real system, and aid in the design of real 
systems. Both existing and conceptual systems can be modeled with simulation [1]. 

Discrete event systems (DES) are dynamic systems which evolve in time by the 
occurrence of events at possibly irregular time intervals. DES abounds in real-world 
applications. Examples include traffic systems, flexible manufacturing systems, com-
puter-communications systems, production lines, coherent lifetime systems, and flow 
networks. Most of these systems can be modeled in terms of discrete events whose 
occurrence causes the system to change from one state to another. In designing, ana-
lyzing and operating such complex systems, one is interested not only in performance 
evaluation but also in sensitivity analysis and optimization [2]. 

A discrete-event simulation model is defined as one in which the state variables 
change only at those discrete points in time at which events occur [1]. 

Computer simulation is the discipline of designing a model of an actual or theoreti-
cal physical system, executing the model on a digital computer, and analyzing the 
execution output [3]. 

2   Analysis of the Production System 

The manufacture is oriented to the bumpers production for the passenger cars. On the 
input of the production is a small storage space and therefore are the bumpers  
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bringing into the assembly hall in the small batches and arrival intervals. The bumper 
is hanging at the beginning of the production process on the one of seven suspended 
clip of the chain conveyors and sequentially passing through the six workstations on 
which are on the bumper performing the operations and modifications to the required 
state. At the last workstation are the bumpers hanging down and transfer to a ware-
house for the finished products. 

In production is on each workstation operating just one bumper at the time and be-
tween two workstations on the chain conveyor is free space for one more piece. The 
frequency of the input arrival is one bumper every 2 minutes. 

The company is producing 35 types of the bumpers. Every type has different time 
of the operation on each workstation. The bumpers are not producing in equal num-
bers for each type, but according to the received orders. Into the production are 
bumpers entering in the order in which they are introducing into the input store. 

In the following manufacturing process is necessary to find out how busy will be 
the workstations, what will be a production lean time per one part and how many 
bumpers will be finished in one continuous operation day (1440 min.) for the different 
inter arrival periods of the bumpers into the production and find out the effect of the 
different input orders plans proportions on the production processes. 

3   Building of the Simulation Model 

Simulation program Witness PWE uses 4 methods of the parts transportation. It is the 
conveyors, paths, tracks whit the use of the vehicles and PF (power and free) net-
works. PF networks consisting of the PF sections which connecting the PF stations 
and along which are moving the PF carriers. All these PF components are assigned to 
the main component PF net [4]. 

We are decided to use the PF network to solve this specified problem, for their 
ability to most plausible simulates the chain conveyors with workstations. PF network 
can also easily adjust to a limited number of the transport carriers and transport capac-
ity of the single conveyor. 

In the model is used one PF network for which is defined 6 transport sections, one 
carrier whit the quantity 7 and 7 workstations, from which 5 workstations was manu-
facturing, one loading and one manufacturing/unloading. On the input of the PF net-
work is one buffer, into which are the parts arriving and on the output is the buffer 
whit quantity 35, where is for every type of the bumper reserved one buffer. 

For the differentiation of the bumper type is used probability distribution, which 
generated the number from 1 to 35 by the defined ratios, which is subsequently added 
to the part as an attribute. For better overview of the bumper type is during the simu-
lation this number added to the visual display of the part. In the modeling of the  
inputs we have used statistical distribution because the company is unable to declare 
the precise sequence of the orders and the number of the parts in these orders. Imple-
mented input represents the statistical distribution of the long-term monitoring of the 
processing orders. 

The times of the operations, which are on the beginning of the simulation loaded 
from the MS Excel, are assigning to the workstations according by the carrier  
attribute. The real manufacturing process have only 6 workstations, but for the 
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simulation is needed to add one more workstation which serves only to loading 
parts on the carriers and have zero operation time. This is because the action “action 
on start” on the loading workstation is executed by the arriving of the free carrier. 
Otherwise it is not possible to load time of the operation, which is depending on the 
bumper type, when the bumper itself is not at the workstation. Therefore is prefer-
able to use a loading workstation whit the zero time of the operation which is  
directly linked to the first manufacturing workstation without a PF section. This 
workstation is used only to assign the bumper to the carrier and the first manufac-
turing operation is performed on the next workstation, where is the bumper coming 
already included with the carrier. 

At the distinguishing of the bumper type is used predefined attribute for part, 
which is default in attribute group 1. Throughout the simulation of the production 
process, which is progressing into the PF network, is possible distinguish the carriers 
only by attribute group 0. Therefore is in the model necessary to create another attrib-
ute (group 0) and assign it the value from the main attribute (group 1). For this attrib-
ute assignment is also necessary to create auxiliary variable (all model components 
use same variable group), because it is not possible to exchange the values between a 
different groups of the attributes. The assigning of the bumper attribute (group 1) 
value to the variable is taking place at the leaving of the part from the input buffer 
(actions on output) and this variable value is assign to the carrier attribute (group 0) at 
the end of the operation on the loading station (actions on finish). The auxiliary vari-
able can not be accidentally overwriting during the assigning, because the bumper can 
not leave the input buffer before the carrier leave the loading station. The values 
transfer between different attributes groups are illustrated on the figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

type (group 1) = part attribute, type (group 0) = carrier attribute, v = auxiliary variable, ot = operation time 
on working station 

Fig. 1. The scheme of the values transfer cycle between attributes 
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Potential overload of the input buffer capacity is notified on the right side panel of 
the model (State_of_the_input), where is also displayed a basic data like the number 
of the finished bumpers (Finished), the part in the manufacturing process 
(In_production) and the production lean time (PLT). When is the capacity of the input 
buffer overloaded, it means that the bumpers in this order will be not finished on  
the time. 

On the figure 2 is imaged the model of the bumpers production process. 

 

Fig. 2. Model of the bumpers production process 

The designed simulation model was validated according to real requirements. The 
preparing experiments were designed for the validation process. The simulation 
model was the step by step calibrated according to results experiments [4]. Finally full 
equality was achieved with the real production system. 

4   Experiments 

On the model we have tested the different input arrival intervals of the bumpers and 
their variants of the order plans. In the first series of the experiments was used the in-
put orders plan based on the present statistical distribution of the bumpers in 6 
months. The range of the input arrival was one bumper per 1,5 – 2 minutes. The result 
of the experiment is on the figure 3. 

The experiment shows that reducing the input arrival interval increase the number 
of the produced bumpers, but at the interval 1,7 has the increase stopped. It is because 
the input buffer has overcrowded and the bumpers will be not possible to produce in 
time. Increasing of the number of the produced pieces also increase the production 
lean time (PLT) of one bumper. From the chart also view the decreasing usage of the 
loading station P0. That means that on the loading station was less free carriers (by 
the interval 2 (99,9% usage) has bumper waited for the carrier and by the interval 1,5 
(1% usage) has carrier waited for the bumper). In the additional experiments we have 
tested intervals 1,6 and 1,7 with more carriers, but it had negligible effect on the total 
number of the produced bumpers and production lean time. 
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Fig. 3. Result of the experiment whit the present orders plan 
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Fig. 4. Result of the experiment whit the present and estimated orders plans 

On the figure 4 are the results with one present and two estimated orders plans 
without usage of the workstations, because the usage of two estimated orders plans 
have same character like a present orders plan. The estimated orders plan number 1 
calculated only with the most probably changes to the current state (more then 80%). 
Therefore are the results very similar to the present orders plan. The estimate orders 
plan number 2 calculated also with the less probably changes (more then 40%). At 
this plan significantly increased the number of the produced bumpers and reduced the 
production lean time. The overloading of the input buffer occurred in all cases at the 
same input arrival interval 1,6. 
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5   Conclusion 

PF network proved to be an excellent modeling tool for this production system. The 
model was created more easily than if we used another method of the transportation. 

The results of the experiments, where the input was adjusted by the real daily sam-
ple which values were measured directly from the production, we have obtain the 
conformity of the simulation results with the real results with the deviation smaller 
than 3%. This difference is caused by our deterministic model, whereby in the real 
system there are small deviations of the prescribed technological operation time. 

By executing of the experiments we have set the minimal input arrival interval to 
one bumper per 1,7 minute for all three orders plans. If it is necessary, the company is 
able to produce by this interval about 100 more bumpers per all-day operation without 
overloading of the manufacturing process. 

The tested ratios of the bumpers inputs to the system and their accidental character 
of the inputs adversely affecting the exact production planning. If it would be possible 
to set up the exact deterministic inputs of the individual bumpers, the production 
planning in terms of the direct determination of the production lean time, thereby it 
would be possible to simulate the deadlines more detailed. 
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Abstract. The current microprocessors are concentrating on the multiprocessor 
or multi-core system architecture. The parallel algorithms are recently focusing 
on multi-core system to take full utilization of multiple processors available in 
the system. The design of parallel algorithm and performance measurement is 
the major issue on today’s multi-core environment. Numerical problems arise in 
almost every branch of science which requires fast solution .System of linear 
equations has applications in fusion energy, structural engineering, ocean 
modeling and method of moment formulation. In this paper parallel algorithms 
for computing the solution of system of linear equations and approximate value 
of π are presented. The parallel performance of numerical algorithms on multi-
core system have been analyzed and presented. The experimental results reveal 
that the performances of parallel algorithms are better than sequential. We 
implemented the parallel algorithms using multithreading features of OpenMP. 

Keywords: Multi-core processors, Parallelization, Parallel computation, 
Parallel algorithm, Performance analysis. 

1   Introduction 

With the invention of multi-core architecture, every laptop and desktop machine is 
now shared memory parallel computer. The conventional parallel computing methods 
focuses on multi-core architecture where multiple cores are integrated into a single 
CPU package [1]. In multi-core environment the sequential computing paradigm is 
not good and inefficient, while the usual parallel computing may be suitable. One of 
the most important numerical problems is solution of system of linear equations. 
Systems of linear equations arise in the science domain such as fusion energy, 
structural engineering and method of moment formulation of Maxwell equation. It is 
also use in mathematical modeling of numerous problems in discipline such as 
applied mathematics, and physical and social sciences. Thus it has great importance 
to design the parallel algorithm for some numerical problems which are frequently 
used in different science domain and test their performances on multi-core system.  

There are some numerical problems which are large and complex; solutions of 
which are not efficient using sequential algorithm on a single processor machine or on 
multiprocessor machine. The solution of these problems can be obtained efficiently 
using parallel algorithm on multi-core or multiprocessor system. In this paper we 
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select two numerical problems. The first problem is to approximately compute the 
value of π using method of integration, and second is solution of system of linear 
equations [2]. Parallel algorithms for these numerical problems have been presented 
which are effective and more efficient than their corresponding sequential algorithms. 
We tested the performances of these parallel algorithms by measuring their execution 
times. 

2   Multi-core Technology 

Multi-core technology means having more than one core inside a single chip. This 
opens a way to the parallel computation, where multiple parts of the program are 
executed in parallel at same time [3].  The factor motivated the design of parallel 
algorithm for multi-core system is the performance. The performance of parallel 
algorithm is sensitive to number of cores available in the system, core to core latencies, 
memory hierarchy design, and synchronization costs. The software development tools 
must abstract these variations so that software performance continues to obtain the 
benefits of the Moore’s law. 

The multithreading is a technique which allow the programmer to specify the 
portion of code to execute in parallel with other codes, for this it requires an additional 
efforts in coding which are very difficult and complex. There are two threading 
methods available: library based and compiler directed. The library based threading 
(Win32 multithreading API on Windows, the Pthreads library on Linux) requires 
programmer to manually map concurrent task to threads. The libraries also give 
programmer control over the low level aspect of thread creation, thread management 
and synchronization. Threading an existing serial application with a library based 
method is a dangerous process and requires significant code modification. The 
directives based threading method allows the programmer to use the compiler 
directives to specify the region of code to execute in parallel with the other codes. The 
directive provides constructs to create number of threads, thread synchronization and 
other constructs. In C/C++, the directives are implemented as #pragma statement [4]. 

3   OpenMP 

An OpenMP Application Programming Interface (API) was developed to enable 
shared memory parallel programming. OpenMP API is a set of compiler directives, 
library routines, and environment variables to specify shared-memory parallelism in 
FORTRAN and C/C++ programs. OpenMP provides the straight forward approach to 
implement parallel algorithm [5]. It provides three kinds of directives: parallel  
work sharing, data environment and synchronization to exploit the multi-core, 
multithreaded processors. The OpenMP provides means for the programmer to: create 
teams of thread for parallel execution, specify how to share work among the member 
of team, declare both shared and private variables, and synchronize threads and 
enable them to perform certain operations exclusively (i.e. without interference by 
other threads).  
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A. Creation of Programs using OpenMP 

OpenMP’s directives let the user tell the compiler which instructions to execute in 
parallel and how to distribute them among the threads that will run the code. Since the 
parallel algorithm specify the section of code to execute in parallel. When 
implementing parallel algorithm, programmer has to decide which directives are used 
to distribute the parallel work to different processors. OpenMP work in conjunction 
with set of the programming languages C/C++. In C/C++ the directives are 
implemented as #pragma statements. The directive based parallelization approach has 
the advantage that it allows the same source code to be used for single and 
multiprocessor development, since the code will be executed serially on single core 
and in parallel on multi-core processors. 

The OpenMP is based on fork/join execution model.  The control structures for 
parallelization are embedded into to fork/join execution model. Thus they fork (i.e. 
start) new threads and execute the enclosed code block concurrently, and afterwards 
they join in parallel running threads to serial master thread [5]. By means of work 
sharing directive the work within code block can be divided among existing team of 
threads. An instance for this is for directive, which divides loop iterations among 
concurrently executing threads. This exploits the loop level parallelism. The required 
thread synchronization is done implicitly by OpenMP at the end of parallel region or 
explicitly by programmer through directive like barrier (wait until barrier is reached 
by all threads) or critical. The parallelization of for-loop is given as an example. 

… /* serial code */  
#pragma omp parallel for 
{ 
    for ( i=0; i< 100; i++) 
       x[i]  +=compute( y[i] ); 
}  
/* synchronization */ 

B. Parallelism 

There are basically two type of parallelism: data level parallelism and task level 
parallelism [6]. Data level parallelism is when data can be divided into a certain 
number of partitions. There are two different methods to distributing data to threads: 
static and dynamic. In static distribution, the iterations are divided into chunk and 
chunks are statistically assigned to threads in round robin fashion.  

In dynamic distribution the data is divided into chunks and each chunk is assigned 
when thread send request for it. The thread executes the chunk then requests another 
chunk until no chunk remains assigned. In general, static distribution has very low 
CPU overhead while dynamics distribution offers potentially better load balancing. In 
task level parallelism is when the tasks themselves are divided into a number of 
threads and task should be relatively independent to avoid synchronization overhead. 
OpenMP is designed to express data parallelism in which the threads perform the 
same task on different data. We have used the data level parallelism in the programs 
of parallel algorithms. 
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  End loop [i]  
Int = (h/3) * sum  
Print ‘Integral is = ’, Int 

We implemented above parallel algorithm using OpenMP. In the program #pragma 
directives have been used for parallel computation and reduction clause for thread 
synchronization. Each thread calculates the value of f(x) in parallel to other threads. 

B. Solution of System of Linear equations 

Solution of system of linear equations is assignment of value to variables that satisfy 
the equations. To solve the system of linear equations, we considered the direct 
method: Gaussian elimination. It is a numerical method for solving the system of 
linear equations AX = B, where A is a known matrix of size n×n, X is the required 
solution vector, and B is a known vector of size n. In the process, the system of 
equations AX=B is reduced to an upper triangular system which is solved using back 
substitution. Consider the n linear equation in n unknowns as: 

a11x1   +  a12x2   +    … +   a1nxn   = a1,n+1 
a21x1   +  a22x2   +   …  +  a2nxn    = a2,n+1 

a31x1   +  a32x2   +   …  +  a3nxn    = a3,n+1 
…    …    …    …    …  …                …                                      …..     … 

  an1x1   +  an2x2   +     … +   annxn  = an,n+1,                                       (1) 
              

where, ai,j and ai,j+1 are known constants and xi’s are unknowns. 
The equation (1) is equivalent to 

                                       AX = B                                               (2) 

 
a11  a12  a13     …  a1n         x1    a1,n+1 

a21  a22  a23     …  a2n   x2    a2,n+1 

a31  a32  a33     …  a3n                  x3    a3,n+1 
                             …          …          …   …   …           …           … 

an1  an2  an3      …  ann    xn     an,n+1 

 
The sequential algorithm consists of two phases. In the first phase, the original 

equations are reduced to an upper triangular form AX = B where A is a matrix of size 
n×n in which all elements below the main diagonal are zeros. 

In second phase the upper triangular matrix is used to obtain the value of 
unknown’s xi. In the algorithm, vector B is not taken separately. The vector B is stored 
in (n+1)th column of matrix A. 

Sequential algorithm: 

Input: Given Matrix a [1: n, 1: n+1] 
Output: x [1: n] 
// Traingularization process 
for k = 1 to n-1  
    for i = k+1 to n 
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             mi,k   = ai,k   / ak,k 
           for j = k to n+1 
                 ai,j  = ai,j – mi,k * ak,j 

           End loop [j]   
      End loop [i]   
 End loop [k]  
// Back substitution process 
   xn   = an,n+1 / an,n 
   for  i = n-1 to 1 step -1 do 
            sum = 0  
         for j = i+1 to n do 
             sum = sum + ai,j   * xj 
          End loop [j]  
        xi   = ( ai,n+1  - sum )/ai,i 
  End loop[i]  

In the sequential algorithm, the innermost loops indexed by i and j can be executed 
in parallel without affecting the result. In the parallel algorithm, we used #pragma 
directive to parallelize the loops.  

Parallel algorithm: 

Input: Given Matrix a [1: n, 1: n+1] 
Output: x [1: n] 
// Traingularization process 
omp_set_num_threads(omp_get_num_procs());    //set the numbr of threads 
DWORD startTime=timeGetTime();                   //get  start time 
for k = 1 to n-1  
  #pragma omp parallel for private(i, t, k) shared(n, a) schedule(static,1) 
    for i = k+1 to n 
             mi,k   = ai,k   / ak,k 
           for j = k to n+1 
                 ai,j  = ai,j – mi,k * ak,j 

           End loop [j]   
      End loop [i]   
 End loop [k]  
 
// Back substitution process 
   xn   = an,n+1 / an,n 
   for  i = n-1 to 1 step -1 do 
            sum = 0  
         for j = i+1 to n do 
             sum = sum + ai,j   * xj 
          End loop [j]  
        xi   = ( ai,n+1  - sum )/ai,i 
   End loop[i] 
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   DWORD endTime=timeGetTime();        //get  end time 
   Print  “Number of equations= “, n ;  
   Print “ Parallel execution took " , endTime-  startTime  
  // print solution vector  
     for(int i=0;i<n;i++) 
  print x[i] 
     End loop [i]  

6   Performance Evaluation 

We implemented the sequential and parallel algorithms for computing the value of π 
and the solution of system of linear equations and also computed their performances 
on multi-core system. The Intel C++ compiler 10.0 under Microsoft Visual Studio 8.0 
used for compilations and executions. The Intel C++ compiler supports multithreaded 
parallelism with /Qopenmp flag. All the experimental data presented in the Tables 1 
& 2 have been collected on 2.4 GHz Intel@Core2-Duo processor machine. We have 
used the Origin6.1 software to plot the graph using the data obtained by the 
experiments. 

7   Experimental Results 

We implemented all the algorithms on a PC with Intel®Core-2 Duo machine,  
2GB RAM, 2.66 GHz processor speed. Execution times of both the sequential and 
parallel algorithms have been recorded to measure the performance of parallel 
algorithm against sequential. In the first experiment we computed the value of π. We 
used π value from Mathematica to compare the accuracy of computed value. 
Mathematica is known for its capability to do computations with arbitrary precision 
(π=3.1415926495897932384626431). 

Table 1. Performance comparison of sequential and parallel algorithm to compute the value  
of π 

Sr. No. No. of    
Intervals 

Sequential Execution Time & 
Difference between results 

Parallel Execution Time & 
Difference between results 

 Time (m. s.) Difference Time (m. s.) Difference 

1 1000 0 -1.67*10-7 0 -1.67*10-7 

2 10000 0 -1.67*10-9 0 -1.67* 10-9 

3 100000 15 -1.67*10-11 0 -1.67*10-11 

4 1000000 78 -4.44*10-16 32 -2.04*10-16 
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Fig. 1. Execution times of sequential and parallel computation of π 

The data presented in Table 1 represents the execution time (in milliseconds) taken 
by the sequential and parallel algorithms and the difference between Mathematica’s 
value of π. The results show that as the number of intervals is increased, the accuracy 
of result also increased. We plot the graph using the data in Table 1 to analyze the 
performance of parallel algorithm which is shown in fig 1. It shows that the parallel 
algorithm saves significant amounts of execution time and gives more efficient result. 
The parallel algorithm is faster than their corresponding sequential algorithm.  

In second experiment, we implemented the sequential and parallel algorithms for 
finding the solution of system of linear equations. We tested both the algorithms on 
the equations of different sizes and recorded their execution times. 

Table 2. Performance comparison of sequential and parallel algorithms 

No. of Equations Sequential Execution Time  (m. s.) Parallel Execution Time (m. s.) 

100 15.5 0 

125 31.5 15.5 

150 46.5 31.25 

175 70.5 36.5 

200 124.5 46.5 

225 183.25 70.25 

250 249.5 93.25 

275 327.5 124.5 

300 379.25 172 
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Fig. 2. Execution time of sequential and parallel algorithm of Gauss elimination algorithms 

The data in Table 2 represent the execution times taken by sequential and 
algorithms for the solution of system of linear equations of different sizes. The result 
shows that the parallel algorithm is efficient than their corresponding sequential 
algorithm. We plot the graph using data in Table 2 to analyze the performance of 
parallel algorithm is presented in Fig.2. It shows that the parallel algorithm save 
significant amounts of execution time and gives more efficient results. The speedup  
of parallel algorithm on average is approximately twice than their corresponding 
sequential algorithm. 

8   Conclusion 

We designed and implemented the parallel algorithms using OpenMP for computing 
the value of π and for the solution of system of linear equations. Our experimental 
results achieve a noticeable performance in each case. Results show that the parallel 
algorithms are faster and efficient than their corresponding sequential algorithms.   

The programmer has to put additional efforts to carefully divide the program of the 
algorithm into smaller section which can then be carefully assigned to threads that 
will execute in parallel on different processors. This technique provides an idea on 
how to use the parallel directive to measure the performance of parallel   algorithm 
using OpenMP. The parallel algorithm contains the #pragma directives which exploit 
the processors available into the multi-core system. The parallel   performance also 
depends on number of processors available in the system as well as on parallel 
algorithm. It concludes that parallel algorithm accelerates solution of numerical 
problems as compared to sequential algorithms. 
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Abstract. In this article, we investigated the positive effect of a-SiOx:H layer 
between Ag surface plasmon polaritons and the active layer of a thin film a-
Si:H/µc-Si:H tandem solar cell by isolating the metal nano particles that are 
responsible of creating surface recombination centres on the top cell. We 
fabricated four identical a-Si:H/µc-Si:H tandem cells having different thickness 
of a-SiOx:H layer like 0, 10, 20 and 30 nm just before the Ag nano particle 
development, and measured J-V characteristics of each to find out an optimum 
a-SiOx:H insulating layer thickness. We showed that the overall efficiency of a 
tandem cell with Ag nano particles could be improved up to 8.65% compared 
with the one having no a-SiOx:H layer. The most promising layer thickness for 
a small area tandem cell was obtained around 20 nm with an overall efficiency 
of 16.19%. An improvement of 14.6% in short circuit current density (JSC) and 
2.64% in open circuit voltage (Voc) was achieved.  

Keywords: tandem cell, micromorph, solar cell, a-Si:H, µc-Si:H, surface 
plasmon polariton, nano particle, cell efficiency, insulating layer, efficiency 
enhancement, solar cell.  

1   Introduction 

Thin film hydrogenated amorphous silicon (a-Si) and microcrystalline silicon (µc-Si); 
nowadays the latter also named as nanocrystalline silicon; tandem cells have being 
improved recently and preferred by many manufacturers thanks to their low cost and 
simpler production capabilities. Besides, the redshifted light absorbing ability of µc-
Si:H solar cells makes them an attractive choice to fabricate tandem cells in order to 
compensate the poorer absorbance of a-Si:H cells.  

Although their efficiencies are still much far away from crystalline silicon (c-Si) 
cells, this could be overcome by applying some light management techniques like 
growing textured front and/or back surface, back reflector and benefiting from surface 
plasmon polaritons (SPP) through nano particles. Among them the latter has a great 
role to improve efficiency. Enhancing efficiency due to SPP is caused by trapping 
plane waves of incident light and directed into the active layer. The nano particles 
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fabricated on top of the cell behave as light scattering elements thereby creating 
higher density of states in the cell that increases the light trapping probability of 
incoming photons[1]. Conversely they create surface recombination centres for 
carriers which results in a decrease of efficiency. We have overcome this worse effect 
by investigating a large bandgap energy (Eg) material such as an a-SiOx:H  insulating 
layer between the nano particles and the top cell. The Eg of a-SiOx:H  depends on the 
amount of oxygen-rich phase and starts from 2.32 eV and goes up to 2.70 eV[2].   

A second efficiency enhancement technique is to apply an Ag back reflecting layer 
on the stainless steel (SS) substrate that would reflect the untrapped photons back into 
the intrinsic (i) layer of the bottom cell, thereby an additional increase in efficiency 
would be expected. Besides the thickness of i layers in tandem cells plays a great role 
on collection efficiency. Rigorous diffusion length measurements in polycrystalline 
and amorphous silicon were reported that they are lying in between 300-400 µm[3] 
and 2100 Å[4] respectively. Another discrepancy is that the top cell would be as thin 
as possible while the bottom as thick as possible. The bottom cell requirement can be 
satisfied by adding a back reflector thereby effectively doubling the photon path; 
and/or by passivating the top intermediate and bottom surfaces by mostly using thin 
ZnO and a-SiOx:H layers as we had applied in this work.  

The objective of this study was to find the most suitable a-SiOx:H  layer thickness 
by constructing four identical tandem cells with different thicknesses of a-SiOx:H 
layer on top like 0, 10, 20 and 30 nm. We focused on investigating the effect of the 
insulating layer thickness on the cell performance.  

2   Theory 

2.1   Effect of Ag Nano Particles on Cell Efficiency 

Light trapping is a critical parameter to enhance the cell performance of thin film 
solar cells. Naturally, as the thickness of i active layer is reduced, several light 
trapping methods should be necessary to compensate the decrease in photon 
absorption, especially in red and near IR portion of the spectrum. One of the most 
effective way to improve light trapping is to use nano particles developed at the top, 
middle or bottom of the cell. According to Bohren, C.F. and Huffman, D.R. the 
effective absorption and scattering cross section of nano particles located in a 
dielectric medium can be formulated as follows: 

 
Cabs = 2π.Im [α]                                   (1) 

λ 
Csca = 1 . (2π/λ)4 . │α│2   where                                   (2) 

6π 
 

α = 3V.(ε/εm – 1) / (ε/εm + 2)                                       (3) 
 

Here α is the polarizability of the particle which would be very high at specified 
frequency, V is the volume, ε is the dielectric permittivity of the metal nano particles 
and εm is the dielectric permittivity of the surrounding medium. Again, the scattering 
efficiency can be written as: 
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Qsca = Csca           and                                               (4) 
Csca+Cabs 

 

Qsca = Csca                                                               (5) 
π.R2 

 

where R is the average radius of the nano particles. The scattering efficiency can be 
tuned to provide the maximum enhancement at a specified wavelength by varying 
grain size, shape and dielectric environment of nano particles. The grain size is a 
crucial factor that directly affects solar cell efficiency. As the size decreases beyond a 
critical value, they tend to convert the absorbed light into heat, thereby decreasing the 
efficiency. Conversely, if the size is increased more and more, higher order 
excitations of multipoles occur, resulting in another efficiency degradation. It is well 
known that larger sized particles deposited look more likely ellipsoid rather than 
spherical, causing the resonance frequency to be redshifted[6]. Several investigations 
have experimentally showed that the optimum grain size of Ag nano particles at a 
resonance wavelength of 750 - 800 nm in Si is around 20 nm[7]; with an efficiency 
improvement of ~9%[8,9].  

2.2   Effect of a-SiOx:H and Front Contact Layers 

When nano particles are directly fabricated on Indium-Tin-Oxide (ITO) layer, the 
polarizing capability of SPPs decreases drastically since the conductivity of ITO layer 
is fairly higher than the top a-Si:H cell. Therefore it would be quite beneficial to 
construct a thin a-SiOx:H layer of the order of tens of nanometers just before Ag 
deposition to passivate the top surface. The front contact has to combine both low 
resistance and high transparency to absorb as many photons as possible. In this work 
we applied a grid-like ITO layer for the front contact since its transparency (84%) and 
resistivity (~5x10-4Ω.cm-1) in the visible range would provide better results as 
reported in Ref. 10[10].  

2.3   The Structure of a-Si:H/µc-Si:H Tandem Cell 

Recently a-Si:H cell fabrication has been growing with great success since the 
materials used are less, very cheap and processing techniques such as plasma-
enhanced chemical vapour deposition (PECVD) is being improved to allow large 
scale manufacturing. The main role of H in Si:H alloy is passivating the naturally 
broken Si bonds which are introduced by the absence of long range order present in 
crystalline Si (c-Si) structures. It was reported that the broken band passivation by H 
addition could reduce electrically active bond density from 1019 cm-3 to 1015 cm-3[11]. 
Although the Eg of a-Si:H is very large compared to µc-Si:H or other well known 
photovoltaics (PV), it luckily offers a very high absorption in blue & green range, 
typically associated with direct bandgap semiconductors such as GaAs, GaSb, InAs, 
InP, etc. This could be another reason to prefer a-Si:H.  

The disadvantage of poor absorption at higher wavelengths could be compensated 
by means of µc-Si:H bottom cell which is able to absorb less energetic photons 
having wavelengths more than 700 nm; thanks to its lower Eg of ~1.12eV.  

To enhance the light trapping capability of the bottom cell, i layer thickness should 
be as large as possible. Additionally increased thickness also carries some cost 
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disadvantages. Conversely considerably low drift length of <100 nm and diffusion 
length of <<100 nm[12] for holes will make it difficult to collect photo generated 
carriers in a thick device. This discrepancy forces us selecting about 250 nm thick 
bottom cell with a back reflector that effectively doubles the photon path.  

2.4   Back Contact, Back Reflector and Buffer 

To improve light trapping capability of the µc-Si:H bottom cell; especially for the 
weekly absorbed long wavelength photons; the light should be repeatedly scattered 
and/or reflected by the help of a back reflector. Although the substrate of stainless 
steel (SS) in our work would reflect some untrapped photons back into the bottom 
cell, the reflectance is poor compared to Al or Ag. Here we deposited a Ag layer of 50 
nm thick to get the back contact with a fairly better reflectance. This layer also 
prevents the impurity diffusion towards the active bottom layer while deposition.  

The ZnO layer between the top and bottom cell provides both buffering and surface 
passivation. It offers a textured-like layer since ZnO itself is a porous material, 
thereby an increase in scattering towards the µc-Si:H portion.  

3   Experimental Details 

We used a 127 µm-thick SS foil (ST5430BA) substrate having a surface dimension of 
15 cm x 15 cm to configure the four amorphous/microcrystalline (micromorph) 
tandem cells simultaneously in order to provide identical cell structures. Each cell has  
 

 

Fig. 1. Cell orientations on the SS substrate 
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a surface area of 3 cm x 3 cm and separated by 3 cm from each other. The orientations 
of the cells on the foil are shown in Fig.1. 

The optimized a-Si:H and  µc-Si:H cell i layer thicknesses were selected both as 
250 nm. The layer dimensions are sketched in Fig. 2. The only difference among cells 
comes from a-SiOx:H layer thicknesses like 0 (for reference cell or cell 1), 10 (for cell 
2), 20 (for cell 3) and 30 nm (for cell 4) respectively.   

 

 

Fig. 2. The layer dimensions of the cells. Note that each cell has different a-SiOx:H layer 
thicknesses. 

We prepared the SS substrate by following the method cited in Ref. 13[13]; by 
firstly cleaning it in an ultrasonic bath with a soap solution in pure water, de ionized 
water bath and drying with a nitrogen flow.  

In order to improve reflectivity together with the impurity shielding, we coated the 
SS with a 50 nm Ag layer by using thermal evaporation followed with a ZnO 
sputtering at 1500C to prevent Ag agglomeration during µc-Si:H deposition.  

Since crystallization quality highly depends on deposition pressure as well as the 
concentration of Silane (SiH4), the deposition of the bottom cell was done in a well 
controlled chamber under the conditions of 2000C and 200 Pa by means of radio 
frequency plasma enhanced chemical deposition (RF-PECVD) with 13.56 MHz and 
72 mW/cm2. The electrode gap was adjusted to 25 mm in order to achieve a slower 
microcrystal growth rate of approximately 7 Å/s thereby an expected average grain 
size of 100 Å. We used SiH4 (75%) and H2 (25%) mixture as reactant gas to grow i 
layer, hydrogen-diluted Diborane (B2H6) with a rate of B2H6/(SiH4 + H2) = 0.7%  and 
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Phosphine (PH3) with a rate of PH3/(SiH4 + H2) = 0.1% to grow the p and n layers 
respectively.  

The intermediate coupling layer of ZnO between the bottom and top cell was 
realized by RF sputtering at 1500C. 

Growing of the a-Si:H n, i and p layers was achieved again by using SiH4 (75%) + 
H2 (25%) as a main mixture, PH3 (0.2%) and B2H6 (0.1%) with a rate of 
approximately 10 Å/s to deposit n and p layers. Deposition of the top cell was done 
under the conditions of 1500C and 60 Pa.  

The ITO grid layer having a pitch of 3 mm and a grid width of 0.5 mm was 
deposited by means of RF sputtering at room temperature.  

The cells were sequentially masked to develop three different thickness of a-
SiOx:H intermediate passivation layer just before Ag deposition. We used again RF-
PECVD at 1500C through a decomposition of CO2:SiH4 (1:5) mixture under the 
pressure of 30 Pa with a growth rate of 2.5 Å/s. The electrode spacing was still kept at 
25 mm.  

The final step was to deposit the Ag layer of 5 nm. We constructed Ag nano 
particles by first thermal evaporation at a very low pressure of 1x10-5 Torr with a 
speed of 2 Å/s; and then annealing the samples two times each for 30 min in Nitrogen 
at 2000C to allow nano particle growing. The statistical analysis through the 
secondary electron microscopy (SEM) showed that the average sizes of nano particles 
were on the order of 50 nm as expected. The shapes were like flattened hemisphere 
and the average spacing was ~150 nm. We will leave the effect of the grain size and 
shape on efficiency as future work since it is out of the topic. 

4   Results and Discussions 

The normalized scattering efficiency of Qsca was calculated first to determine the 
effect of the medium in which Ag nano particles have been deposited. The calculation 
was done by means of the equations (1)-(5) and by using the complex refractive 
indexes derived in Ref 14[14]. Since the main goal is to compare the effect of a-
SiOx:H thickness on efficiency enhancement, we focused on the wavelength shift 
caused by the a-SiOx:H layer. We found that there was a redshifting when 20 nm Ag 
nano particles were in SiOx compared to the same size Ag nano particles in Si 
medium as seen in Fig.3.  

It was shown that the improved scattering capability of the latter has a remarkable 
effect in shorter wavelength range; that means the a-SiOx:H layer would help 
increasing absorbance performance of the top cell having a greater Eg compared with 
the bottom. We may conclude that the a-Si:H cell can absorb blue and green 
wavelength of the solar spectrum very efficiently as a-SiOx:H layer is deposited on 
top, but poorer in red (λ>600 nm) and near IR, since higher absorption in longer 
wavelengths would require longer absorption lengths. Plasmonic enhancement of 
optical absorption of the top cell thanks to the Ag nano particles allows to construct 
thinner top cell.  

The J-V parameters of the four cells were measured under the conditions of air-
mass 1.5 (AM 1.5) illumination (100 mW/cm2) and illustrated in Fig.4.  
 



 Efficiency Improvement of a-Si:H/µc-Si:H Tandem Solar Cells 295 

 

Fig. 3. The normalized scattering efficiency of the reference cell with no SiOx layer (a) and the 
cells with SiOx layer (b) between 20 nm Ag nano particles and the top cell 

 
Fig. 4. J-V characteristics of four cells under AM 1.5 illumination conditions at room 
temperature 
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The reference cell (cell 1) with no a-SiOx:H layer had a short circuit current density 
(Jsc) of 15.7 mA/cm2, an open circuit voltage (Voc) of 1.44 V and a fill factor (FF) Of 
69.7%. The overall efficiency was observed as 14.9%. Cell 2 with a 10 nm thick a-
SiOx:H layer gives an improved Jsc of 16.31 mA/cm2, a Voc of 1.451 V and a (FF) of 
72.2%.  This improvement comes from the surface passivation property of a-SiOx:H 
layer, but it seems the thickness couldn’t satisfy sufficient elimination of surface 
recombination centres thereby expectedly causing some loss of EHPs which could 
penetrate the thin a-SiOx:H layer.  

It was observed that cell 3 with a-SiOx:H layer thickness of 20 nm resulted in the 
highest Jsc of 17.1 mA/cm2 and a Voc of 1.478 V with a FF of 74.3%. The overall 
efficiency of this cell was as large as 16.19%. An improvement of 8.91% of Jsc and 
2.64% of Voc was observed. Voc could be further increased by adjusting the 
crystallinity (the ratio of crystallized phase to amorphous phase), since Voc of µc-Si:H 

i layer is inversely proportional to the crystallinity, as reported in Ref. 15[15].  
The efficiency of cell 4 with insulating layer thickness of 30 nm which was 

measured as 16.14% tended to drop again towards the level of cell 2, like a gradual 
increase in Voc but a decrease in Jsc as seen in Fig.4. The measured values of cell 4 
were 16.85 mA/cm2, 1.464 V and 72.9% for Jsc, Voc and FF respectively. This gradual 
decrease was interpreted due to the degradation of the effect of SPP enhancement.  

Consequently the Ag nano particles gave the best enhancement in cell 3 with 20 nm 
thick insulating layer of a-SiOx:H compared to the other three. This thickness seems an 
optimal choice for maximizing the a-Si:H/µc-Si:H tandem solar cell efficiency.  

5   Conclusion 

The thickness of a-SiOx:H layer between the nano particles and the top cell is a 
crucial factor by affecting the overall efficiency. To select the optimum thickness we 
fabricated four cells simultaneously having different thickness of a-SiOx:H layer and 
we have demonstrated that the cell with a 20 nm thick of it exhibited the best 
performance with 16.19% efficiency which was as high as  8.65% compared to the 
reference cell.   

The reason for such an improvement was attributed to the insulating and surface 
passivation capability of a-SiOx:H layer between the SPPs and the top cell. Also an 
improvement of 8.91% in Jsc and 2.64% in Voc was achieved.  

6   Future Work 

SPP assisted tandem solar cells have been widely investigated since they provide 
promisingly higher efficiency and lower cost production possibilities. More methods 
such as developing an intermediate reflector among cells and/or applying textured 
bottom surface could be considered as future work. Besides the effect of the shapes of 
SPPs like elliptic or hemispheric grains could be examined.   
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Abstract. Keyword is the important item in the document that provides 
efficient access to the content of a document. It can be used to search for 
information or to decide whether to read a document. This paper mainly focuses 
on extracting hidden topics from meeting transcripts. Existing system is handled 
with web documents, but this proposed framework focuses on solving 
Synonym, Homonym, Hyponymy and Polysemy problems in meeting 
transcripts. Synonym problem means different words having similar meaning 
are grouped and single keyword is extracted. Hyponymy problem means one 
word denoting subclass is considered and super class keyword is extracted. 
Homonym means a word can have two or more different meanings. For 
example, Left might appear in two different contexts: Car left (past tense of 
leave) and Left side (Opposite of right). A polysemy means word with different, 
but related senses.  For example, count has different related meanings: to say 
number in right order, to calculate. Hidden topics from meeting transcripts can 
be found using LDA model. Finally MaxEnt classifier is used for extracting 
keywords and topics which will be used for information retrieval. 

Keywords: Keyword, Meeting transcripts, LDA, MaxEnt, Synonym, 
Homonym, Polysemy, Hyponymy. 

1   Introduction 

Keyword is a word occurs in text more often with some useful meaning. Keywords 
provide efficient information and sharp access to documents concerning their main 
topics. It can be used for various natural language processes like text categorization 
and information retrieval. However, most documents will not provide keywords. In 
particular, spoken documents mostly may not have keywords. On comparing written 
text and other speech data with meeting speech, meeting speech is much different [1]. 
There is a sudden increase in Communication, e-marketing, online services and other 
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entertainments, due to this Web data is available in many different forms, genres, and 
formats than before. This difference in data formats gives new challenges in mining 
and IR search.  

The main challenges in this study are synonym, Homonym, Hyponymy and 
Polysemy problems. Synonyms are natural linguistic phenomena which NLP and IR 
researchers commonly find difficult to cope with. Synonym, that is, two or more 
different words have similar meanings, causes difficulty in connecting two 
semantically related documents. For example, the similarity between two (short) 
documents containing Tale and Story can be zero despite the fact that they can be 
very relevant. Hyponymy is a relation between two words in which the meaning of 
one of the words includes the meaning of the other word. For example Blue, Green is 
kinds of color. They are specific colors and color is a general term for them. 
Homonym means a word can have two or more different meanings. For example, 
Bank of India (Institution), River of bank (River). A Polysemy means word with 
different, but related senses.  For example bank has different related meanings: blood 
bank, financial institution.  

Query expansion in IR [3] helps to solve the synonym problem so that retrieval 
precision and recall will be improved. It retrieves more relevant and better documents 
by representing user queries with additional terms using a concept-based thesaurus, 
word co occurrence statistics, query logs, and relevance feedback. Dimension 
reduction and synonym problem can be solved by mapping vector space model to 
compact space using mathematical tool by Latent semantic analysis(LSA)[4,5]. Some 
studies use clustering as a means to cluster related words before classification and 
matching[6,7,8].The semantic correlation between words can be represented using 
taxonomy, ontology, and knowledge base for better classification or clustering.  

In the existing system, we come up with a general framework to overcome the 
above challenge by utilizing hidden topics discovered from data sets. The main idea 
behind the framework is that, we collect a bulk of data set, and then build a model on 
both a small set of data and a rich set of hidden topics discovered from the universal 
data set. A better similarity measure between the documents for more accurate 
classification, clustering, and matching/ ranking can be given by these hidden topics. 
Topics inferred from a global data collection help to emphasize and guide semantic 
topics hidden in the documents in order to handle synonym problem[2].  

In our proposed framework is going to solve the above four problems in the 
extracted  keywords from the  meeting transcripts. 

2   Related Works 

The number of related studies focused on solving Synonym problem. In this section, 
we give a short introduction of several studies that found most related to the work. 
The first group of studies focused on the similarity between very short texts. Sahami 
and Heilman [11] also calculated the relatedness between text snippets with the help 
of search engines and a similarity kernel function. Metzeler et al. [9] evaluated a large 
variety of similarity measures for short queries from Web search logs. Yih and Meek 
[10] considered this problem by improving Web-relevance similarity and the method 
in [11].  
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Gabrilovich and Markovitch [12] computed semantic relatedness using Wikipedia 
concepts. Before topic analysis models, word clustering algorithms were introduced 
to get better text categorization in different ways. Baker and McCallum [6] tried to 
condense dimensionality by class distribution-based clustering. Bekkerman et al. [7] 
combined distributional clustering of words and SVMs. Dhillon and Modha [8] 
introduced spherical k-means for clustering sparse text data. “Text categorization by 
boosting automatically extracted concepts” by Cai and Hoffman [13] is almost 
certainly the study most related to this framework. Their method attempts to evaluate 
topics from data using probabilistic LSA (pLSA) and uses both the original data and 
resulting topics to train two different weak classifiers for boosting. The difference is 
that they extracted topics only from the training and test data while we discover 
hidden topics from external large-scale data collections. 

Another related work used topic-based features to improve the word sense 
disambiguation by Cai et al[14]. The Existing system uses TF-IDF for finding 
semantic features. The proposed framework tries to discover the semantic relations, 
but instead of using a classifier with a large taxonomy, we use hidden topics 
discovered automatically from meeting transcripts. 

3   Proposed Framework 

This Fig 1 represents Unsupervised Hidden topic framework it consists the following 
steps:  

1. Meeting transcripts 
2. Data Pre-processing 
3. LDA Model 
4. Synonym problem 
5. Hyponymy problem 
6. Polysemy problem 
7. Homonym problem 
8. MaxEnt classifier 
9. Topic Extraction 

 
Fig. 1. Unsupervised Hidden Topic Framework 
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3.1   Meeting Transcripts 

Meeting transcripts are the text file containing meeting speech in readable format. The 
audio dialogue from meeting is taken as an input to Nuance Dragon Naturally 
Speaking conversion software tool and speech is converted readable - written text file. 
Before conversion to text, the software is trained with some data. 

3.2   Data Pre-processing 

Here text file is taken as input, in the file stem and stop words are removed to give 
only the meaningful words. Then using tf-idf frequency of each word is calculated. 

3.2.1   Stem Word 
The form of a word after all affixes are removed; "thematic vowels are part of the 
stem". Thus, in this usage, the English word friendship contains the stem friend, to 
which the derivational suffix -ship is attached to form a new stem friendship, to which 
the inflectional suffix -s is attached. Porter Stemming algorithm is used to remove all 
affixes. 

3.2.2   Stop Word  
Stop words are words which are filtered out prior to, or after, processing of natural 
language data (text).Some search engines don't record extremely common words in 
order to save space or to speed up searches. These are known as "stop words." 

3.2.3   TF-IDF  
The tf–idf weight (term frequency–inverse document frequency) is a weight often 
used in information retrieval and text mining. This weight is a statistical measure used 
to evaluate how important a word is to a document in a collection or corpus.  

The importance increases proportionally to the number of times a word appears in 
the document but is offset by the frequency of the word in the corpus.The term count 
in the given transcript is simply the number of times a given term appears in that 
transcript[15]. 

3.3   LDA Model 

Latent Dirichlet allocation (LDA) is a generative probabilistic model of a corpus. 
The basic idea is that documents are represented as random mixtures over latent 
topics, where each topic is characterized by a distribution over words.  

LDA assumes the following generative process for each document w in a  
corpus D: 

 α is the parameter of the Dirichlet prior on the per-document topic distributions. 
β is the parameter of the Dirichlet prior on the per-topic word distribution. 
θi is the topic distribution for document i, 
φk is the word distribution for topic k, 
zij is the topic for the jth word in document i, and 
wij is the specific word. 
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LDA Algorithm 

For each topic k є [1, K] do 

     Generate   k~   
End for 

For each document m є [1, M] do 

     Generate  k~Dir   

     Generate m~poiss    
    For each word n  є  [1,Nm] do 

         Generate zm,n~Multi( m) 
         Generate wm,n~Multi( z) 
     End for 
End for [18]. 

 
Gibb sampling Algorithm 
Gibbs sampler is an algorithm to generate a sequence of samples from the joint 
probability distribution of two or more random variables. The purpose of such a 
sequence is to approximate the joint distribution to approximate the marginal 
distribution of one of the variables, or some subset of the variables. 

The Gibbs sampling algorithm generates an instance from the distribution of each 
variable in turn, conditional on the current values of the other variables[2]. 

 
Algorithm (Gibbs Sampling)  
 

Specify an initial value  (D) = ( 1
(D),…,  p(D)) 

 
Repeat for      j =1,2,…,M 
 
Generate   1 (j+1)    from  ( 1| 2

(j), 3
(j),…, p

(j)) 
 
Generate   2

(j+1)  from   ( 2| 1
(j+1), 3

(j),…, p
(j)) 

 
Generate   p

(j+1)  from   ( p| 1
(j+1), 3

(j),…, p-1
(j+1)) 

 

Return the values.  {  (1), (2) ,…, (M)} 
 

Using this Gibb sampling algorithm one can yield relatively simple algorithms for 
approximate inference in high dimensional models like LDA. LDA method uses Gibb 
Sampling Algorithm and this algorithm takes much iteration to find more relevant 
words and hidden words as output[19]. 
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3.4    Synonym Problem 

A Synonym means different words having same meaning. From LDA module similar 
words are grouped and their topic inference is made. Here the topics of the similar 
words are extracted. Each similar group of words contain single topic and that topic is 
extracted as the output of this problem. By extracting topics we can solve synonym 
problem. 

3.5   Hyponymy Problem 

A Hyponym is a lower class, specific term whose referent is included in the referent 
of higher class term. Hyponymy is not restricted to objects, abstract, concepts, or 
nouns [16]. Here word’s subclass is considered and its super class is extracted as the 
output. By extracting super class of each word Hyponymy problem is solved. 

3.6   Homonym Problem 

Homonym means same word having different meanings. In LDA model, keywords 
are grouped under hidden topics. These topics are labeled with generalized context. 
Homonym keywords are identified by comparing with hidden topic keywords. The 
corresponding topics name gives context of keywords and then calculated the 
frequency used for extraction. The outputs of this problem are keywords and different 
meaning words. 

3.7   Polysemy Problem 

Polysemy refers to a word that has two or more similar meanings. Different keywords 
are presented in the meeting transcripts. Related meaning keywords are identified by 
comparing with hidden keywords. These identified keywords are used for MaxEnt 
classifier.    

3.8   MaxEnt Classifier 

Maximum entropy is a general technique for estimating probability distributions 
from data. The principle in maximum entropy is that, the distribution is uniform as 
possible when nothing is known, will have maximal entropy. Constraints can be set 
using labeled training data. Constraints are represented as expected values of 
“features," any real-valued function of an example. It is a, machine learning 
framework used in classification. MaxEnt takes single observation; it extracts 
features and groups to one set. MaxEnt is robust and has been applied successfully to 
a wide range of NLP tasks, such as part-of speech (POS) tagging, Named Entity 
Recognition (NER), parsing etc. It even performs better than SVM. It is very fast in 
both training and inference [17]. 

MaxEnt classifier is trained and on the basis of probability estimation, high 
probability keywords are extracted from the meeting transcripts. 
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3.9   Topic Extraction  

Topic Extraction means extracting overall topic of the transcript. First, we have 
prepared labeled test data that will contain topic name and keywords. This labeled 
data is used for topic extraction that is, labeled data compared with transcript 
keywords. The topic extraction can be done using LDA model. The most of the 
keywords in transcript are presented in particular topic. That topic can be extracted as 
overall topic of the transcripts. 

4   Experiments and Results 

Using this approach keywords have been extracted from the meeting transcripts which 
describes about some topic. Nuance Dragon Naturally Speaking conversion software 
tool converts the audio dialogue to text format Data preprocessing is done and 
unwanted words are removed. LDA model provides more similar words under each 
topic as the result for finding hidden topic.  

Synonym and Hyponym problem was solved by using Word net as training set. 
Homonym and Polysemy problem was solved by training dataset. Finally MaxEnt 
Classifier was trained using constraints and most probable keywords were extracted. 
Here Fig 2 represents after solving Synonym and Hyponymy problem results and Fig 
3 shows after solving Polysemy & Homonym problem results. 

 

 
Fig. 2. After solving Synonym & Hyponymy problem 

 

Fig. 3. After solving Polysemy & Homonym problem 
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5   Conclusions  

The unsupervised Hidden topic framework provides a solution to solve the Synonym, 
Hyponymy, Homonym and Polysemy problems in the meeting transcripts. 
Discovering the hidden topics makes the framework more efficient and reduces the 
complexity. Topic and keywords can be extracted more accurately by solving those 
problems. Because, executing the iteration in LDA model takes less time compared to 
other hidden topic model.  

This framework focused on solving Synonym and Hyponym problems by reducing 
the similar keywords and provides better results. Homonym and Polysemy problem 
gives more accurate meaning to the keyword. Thus this framework extracts keywords 
in an effective and efficient way. 
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Abstract. In this paper, we study the significance of path duration and link 
duration in Vehicular Ad hoc Networks (VANETs). In VANETs, the high 
mobility of nodes (vehicles) is the main issue of concern. Because of this 
mobility and connectivity graphs changes very frequently and it affects the 
performance of VANETs. Therefore, path duration can be used to predict the 
behavior of the mobile nodes in the network. Estimation of the path duration in 
VANETs can be a key factor to improve the performance of the routing protocol. 
Estimation of path duration is a challenging task to perform as it depends on 
many parameters including node density, transmission range, numbers of hops, 
and velocity of nodes. This paper will provide a comprehensive study for 
estimating the path duration in VANETs.  

Keywords: VANET, MANET, Path Duration, Link Duration, Least Remaining 
Distance, Routing Protocols.   

1   Introduction 

VANET is a subclass of Mobile Ad hoc Networks (MANETs). VANETs are special 
in the sense of their mobile nodes, these nodes are vehicles on the roads and the 
mobility of these vehicles is very high. VANETs are real time network, used in the 
daily life or practically on the roads. The increasing traffic on the roads causes 
accidents and a matter of concern worldwide. Increasing vehicular crime is also an 
important issue for the nations worldwide. These accidents and crimes cause loss to 
life, economy, and security of human beings. VANET is one of the best solutions for 
all these problems. VANETs will help in making the road safer and well organized in 
future. The Intelligent Transportation System (ITS) has been working since long time 
to make the road safe, secure, and has improved efficiently in way to travel and 
transportation [1]. 802.11 WLAN technologies developed a Dedicated Short Range 
Communication (DSRC) in 2003 under the Federal Communication Commission 
(FCC) for VANET. DSRC service is using the 5.850-5.925 GHz for the 
communication between vehicles-to-vehicles (V2V) and vehicles to road-side units 
(V2R). VANETs make road secure by setting a communication between vehicles or 
their drivers and concerned authorities in periodic manner. VANETs will provide us 
following applications [2]:  
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1.1   Infrastructure to Vehicle Applications 

• Violation warning  
• Vehicle location information  
• Back up route information 
• Road blockade alarm 

1.2   Vehicle-to-Vehicle Applications 

• Electronic brake warning  
• Oncoming traffic warning  
• Vehicle stability warning  
• Lane change warning  
• Collision warning 

 
VANET is a Vehicle-to-Vehicle (V2V) and Vehicle to Road-side units (V2R) 
communication system [1]. In V2V communication, vehicle exchange the information 
about each other’s status. In V2R communication, road-side units exchange the 
information with vehicles about the traffic flow and route information. In VANETs, 
due to lack of any predetermined infrastructure, nodes are acting as a router in the 
network. These nodes can communicate with each other through multiple paths using 
direct links within the transmission range or using intermediate nodes to transfer data 
packet from source to destination. VANETs has all the characteristics of the 
MANETs but the key difference is that it has come from the high speed and uncertain 
mobility of the nodes along the network. VANET nodes have battery backup from the 
vehicles battery power, so there is no power management issue in VANETs. The 
mobility and density of nodes changes with time and location, like the speed of nodes 
is higher on highways in comparison to city roads. Density of nodes is higher in 
daytime in comparison to night; these factors always affect the topology and 
connectivity graph of the network. 

 

Fig. 1. VANETs Communication Scenario [3] 
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Protocols used in the ad hoc network can be classified into table driven routing 
protocol and on demand routing protocol. Table driven routing protocol are proactive 
in nature, which tries to maintain a path to every present node in the transmission 
range of the source node. Whereas on-demand routing protocol are reactive, whose 
path is set up only when it is required or requested [4].  

The rapid change in the topology is a big problem for routing protocol in VANETs. 
As we know, routing is the process of finding the optimal path between source and 
destination node and then sending message in a timed manner [5]. As said earlier in 
this paper the route between source and destination can be of single hop (direct) or 
multi hops (intermediate) in ad hoc multi-hop network. The knowledge of relative 
position of nodes is very useful in delivering the message from one node to other 
nodes. The mobility of nodes and rapidly changing topology of the network creates 
problem in maintenance of routes in VANETs. Due to mobility and frequent change 
in network topology, one or more links along a path goes down, the path becomes 
invalid. This affects the on-going communication and increase the overhead. Frequent 
path breaks degrade the performance and efficiency of the network [5]. 

Path duration is the amount of time, the path stays available till one of the link 
along the path goes down [4]. If we are able to calculate or estimate the path duration 
of the routes in VANETs, this can help to deal with many challenges of the VANETs. 
As path duration is an important performance measure parameter, that can improve 
the performance of the network.  

The rest of the paper is organized as follows. Section 2, present the literature 
survey of the path duration in ad hoc networks. Section 3, present the path duration 
analysis. Finally, section 4 conclude this paper. 

2   Literature Survey 

Significant work has been carried out in the estimation of the path duration in ad hoc 
networks. Several theoretical and mathematical works related to the estimation of 
path duration and different parameters which depends on it directly or indirectly has 
been done. 

Estimation of path duration in the MANETs is problematic. In VANETs estimation 
of path duration becomes more difficult as the speed of the nodes is very high. As we 
have seen in MANET, intermediate node is critical to send the data from source to 
destination. The number of hops present between source and destination is the key 
element to calculate the path duration in the MANET like VANETs. In [6], an 
analytical approach to calculate the numbers of hops between source and destination 
and Euclidean distance in the uniformly distributed nodes through greedy forwarding 
are proposed. Greedy forwarding is also known as least remaining distance (LRD) 
that attempts to minimize the remaining distance to the destination with each hop. In 
[6], the average distance and progress per hop gradually varies with respect to current 
distance to the destination node and is a function of node density. The idea of hop 
count between two nodes with the Euclidean distance helps in the estimation of end to 
end delay with the help of per hop trans-receive latency. 

In [4], in order to maximize the path duration in MANET, a scheme is proposed. It 
tries to maximize the expected path duration of the routes and also perform the path 



312 R.S. Raw, V. Toor, and N. Singh 

recovery in case of primary path failure by computing probability of a cached 
alternative path that may be available. Author shows that when the hop count along 
the path is large, the distribution of path duration can be calculated by an exponential 
distribution and parameter of the exponential distribution is given by the sum of the 
inverse of the expected duration of the links along the path. Secondly, avoiding nodes 
with shorter average link duration can help to choose the long lasting paths.  

In [7], analysis of the path duration statistics and their impact on reactive MANETs 
protocol has been done for better understanding of the mobility in the network. It has 
been observed that the path duration, depends on Path Density Functions (PDFs) for 
the path of two or more hops can be approximated by an exponential distribution, 
which is parameterized by the relative speed of the mobility model, transmission 
range of the node, and number of hops in the path. In [8], the behavior of the 
communication links of a node in a multi-hop environment has been presented. In 
which, an approach is provided for better understanding the behavior of 
communication links in the presence of mobility or mobile nodes. In [9], the 
performance comparison of different position-based routing protocols in VANETs has 
been done and it shows that the features and concepts of routing protocol used. This 
provides us with a great help in choice of the right routing protocol and made 
calculation for the estimation of the path duration. This comparison also helps to 
choose the best routing protocol for the calculation of the path duration in VANETs.  

In [10], the distribution of path durations in MANETs is studied with the help of 
Palm’s Theorem. Under a set of mild conditions, the distribution of path duration 
converges to an exponential distribution with appropriate scaling, as the number of 
hops increases. In [11], authors formulate the problem of optimal next-hop selection 
in a route between two vehicles on highway. In this, author also try to find the optimal 
number of hops in one link with the help of the optimal selection of next-hop in the 
maximum route lifetime based on vehicle speed and inter-node distance. To get the 
optimal path and expected lifetime, author propose a solution where two vehicles are 
moving on the highway. However, this research only focuses on one direction only. 
They ignore the scenario of opposite direction of vehicle movement.  

3   Analysis of Path Duration in VANETs 

Path duration is primarily based on the path selection as only after selecting a path, 
other parameters comes into the scenario of estimation. Therefore, the path selection 
is also an important aspect in VANETs. Path selection should be done, so that the 
distance between the source and destination should be minimum. However, in [5], a 
scheme to explore long lifetime of a link is proposed, which shows that the shortest 
path is not the best path when path duration is taken into account. The path duration 
of the route is also critically essential as the path breakage affects the communication 
in the mid of the transmission. A new route or path has to be set up for the further 
communication once a path failure happens. It degrades the performance of the ad hoc 
networks, as new route requires time and overhead both. To increase the efficiency 
and performance of the VANETs, knowledge of the path duration can help greatly. 
The path duration is also not an independent factor as it also depends on various other 
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factors [7]. The parameters, which related to the path duration are examined under 
different models and protocols. 

3.1   Path Duration under Different Ambience 

In this paper, we focus on the study of the path duration in the VANETs. The path 
duration in MANETs is analyzed under different mobility model and routing protocol. 
Every mobility model and protocol shows some common parameters, which should be 
followed to calculate the path duration in ad hoc networks. The path duration is an 
effective and important factor to design a new routing protocol, which has high 
efficiency and throughput with less number of link breakage and high transmission rate.  

Random waypoint mobility model is a free flow model where nodes are moving in 
random directions. Distribution of path duration in MANET using Random Waypoint 
Mobility Model has been carried out in [10]. It shows that under a set of mild 
conditions, the path duration distribution can be estimated by an exponential 
distribution as the number of hops along the path increases. Mathematically, it 
computes the link duration distribution with given speed of node and provides the 
correlation of the residual life of links. Finally, the result shows that the inverse of 
path duration can be estimated accurately by the sum of the inverse of the link 
duration of the links along the path, when number of hops is large. 

Greedy Routing [6] approach in ad hoc networks is based on the Least Remaining 
Distance (LRD) forwarding method. This is one of the most used methods in the 
MANETs for the transmission of data in multi-hop routes. In LRD forwarding 
method, a forwarding node finds the position information of direct neighbors within 
the transmission range and selects one of these nodes, which is closest to the 
destination node as the next-hop node [12]. In others words, LRD selects the next hop 
node that attempts to minimize the remaining distance to the destination within 
transmission range of the source node with each hop. Greedy routing tries to cover the 
maximum distance of the route per hop in the multi-hop transmission and provide 
estimation of average distance progress per hop. In [6], authors shows that the node 
density and current distance to the destination is the function of average progress per 
hop and with the given hop count; the bounds on Euclidean distance can be computed 
numerically. 

Ad hoc On-demand Distance Vector Routing Protocol (AODV) is the reactive 
routing protocol and selects the first available path. Distribution of path duration in 
MANETs using AODV has been carried out in [13]. In this schema, each node 
maintains a sequence number and broadcast ID. Here, sequence number shows the 
freshness of the path request. To avoid path failure, routes are ranked according to 
destination sequence number and inverse path duration values. All these above factors 
are related to link duration and hop counts. The path with the largest expected path 
duration can be calculated by the exponential distribution, when links are dependent 
and heterogeneous. 

To calculate the path duration in VANETs, Border node based most Forward within 
Radius (B-MFR) is one of the best option. B-MFR [11] avoids using the interior nodes 
within the transmission range for packet forwarding. In B-MFR forwarding, a packet is 
sent to the next-hop node, which is present on the border of the transmission range 
towards the destination. The border node with the greatest progress on the straight line 
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is chosen as next-hop node for transmitting packets further. Therefore, B- MFR 
forwards the packet to the border node that is closest to the destination node and 
attempts to minimize the number of hops. In B-MFR, the expected distance, expected 
number of hops between source and destination, and maximum progress towards 
destination is also mathematically estimated. These mathematical expressions are very 
useful and helpful in estimation of path duration in VANETs. 

Edge node based Directional Routing Protocol (E-DIR) [14] is position based 
protocol, which is more suitable protocol for dense networks, where number of nodes 
per unit area are enough to provide connectivity. The edge node with smallest angle 
towards the destination is chosen as the next-hop node. The nodes should be present 
at the border area for the source node to send the data packet from source to 
destination as E-DIR uses the edge nodes for the next-hop transmission towards the 
destination. In this protocol, expected number of hops between source and destination 
are calculated mathematically. In E-DIR, numbers of hops are effectively minimized 
as it uses the edge nodes. Therefore, E-DIR shows that the density of nodes in the 
network is also an important factor for designing of new routing protocols so that 
these can increase and enhance the performance and efficiency of the networks.  

In [15], we study the real world, practically collected data gathered from 20 user in 
real mobile ad hoc network for the analysis of the residual lifetime of the links and 
paths in the network. The experiment compares the result of the data with the two 
very commonly used mobility models for MANETs including Random Waypoint and 
Random Reference Group Mobility Model. The result shows that mobility of nodes 
and number of hops effects the lifetime of the links and routes. It also calculates the 
conditional route lifetime CDF (Cumulative Distribution Function) for routes, 
mathematically.       

In [12], the path duration is estimated for the MANETs. It shows that path duration 
is not easy to estimate as there are many other parameters which are related to it. In 
[12], mathematical model is proposed and validated with the help of the simulation 
process. In MANETs, the mobility and speed is comparatively low than the VANETs. 
However, the mathematical model can help in many ways. It can provide the base and 
motivation to estimate the path duration in MANETs as well as in VANETs. 

3.2   Parameters for Calculations 

As per the analysis, the parameters on which path duration of the multi-hop routes in 
VANETs depends are as follows:  

3.2.1   Least Remaining Distance and Shortest Path 
In shortest path, we choose the next-hop node, which is at shortest distance to the 
destination and provide least number of hops. Similarly, in least remaining distance 
forwarding, choose the next-hop node, which is closest to the destination and has 
minimum remaining distance to the destination [6]. 

3.2.2   Link Residual Life 
Link Residual Life is the time for which the direct link between two nodes is active 
and is a part of the route. Links are as far as both of nodes (source and next-hop node) 
in the transmission range of each other [16]. It can be defined as: 
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t =                                                        (1) 

d is the distance between next-hop node and maximum transmission range of source 

node,  is the relative velocity of source node and next-hop node [12]. 

3.2.3   Link Distance 
Distance between two nodes, which provide a link to a route can be defined as the 
link distance. Link distance depends on the protocol which is used in the VANETs 
[12]. Link distance will increase if we choose the border node of the transmission 
range as a next-hop node. 

3.2.4   Node Density 
Node density means number of vehicles per unit area of the transmission range. It 
affects the path duration as if we have sparse number of nodes. In this case, link 
formation towards the destination is a difficult job. If we have high node density 
network and we choose the border node as a next-hop node then it will suffer with the 
Edge Effect [12]. When any border node is moves out from the transmission range of 
the source node and path failure occurs, then it is known as Edge Effect in the 
network.  

3.2.5   Velocity of Nodes 
Direction of motion of a node and its speed both are crucial for the calculation of the 
path duration between the nodes. Velocity of nodes should not cause the link 
breakage or path breakage in VANETs as it can take the next-hop node out of 
transmission range. Link duration is also depends on the relative velocity of the nodes 
as it can increases the link distance. Equation (1) shows that relative velocity between 
nodes, which is inversely proportional to the link duration.  

3.2.6   Number of Hops 
Number of hops can be defined as the number of intermediate nodes in the route 
(source to destination). Number of hops depends on all the above discussed 
parameters. As every parameter, contributes to decide the number of hops between 
source and destination. Number hops should be as low as possible which decrease the 
chances of link breakage [10]. 

3.2.7   Average Progress per Hop 
Average progress per hop is the average distance covered by the each hop present in 
the route. More the average progress per hops means less the number of hops. If there 
is less number of hops, it means there is less number of links and less chances of link 
breakage.  

As we have seen, all the parameters are inter-related with each other as well as to 
the path duration of the multi-hop routes in VANETs. This shows that, in order to 
calculate the path duration in VANETs, these above parameters are crucial and must 
be considered in the calculations.  
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4   Conclusion 

The path duration in VANETs is a key design parameter, which can be useful to 
improve the performance and throughput of the network. The path duration will be 
helpful in the process of path selection and for the transmission of packet from source 
to destination. But the mobility and uncertainty of the nodes in the VANETs is the 
most challenging issue for the calculation. Mobility changes the network topology 
and connectivity graph. Routing protocol has to find a route once again as soon as the 
route becomes a failure due to mobility. Once a route breaks, the communication is 
failed between source and destination, which affects the performance of the VANETs. 
Therefore, the estimation of the path duration for a particular route will provide the 
information and help to choose a suitable path for the transmission. 

The path duration of the route can be calculated by considering the design 
parameters like node density, transmission range, number of hops and velocities of 
nodes etc. which affect the path duration of the VANETs. In future, path duration can 
be estimated in VANETs analytically by considering the above discussed parameters 
and routing protocols. 
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Abstract. In healthcare industry, the patient’s medical data plays a vital role be-
cause diagnosis of any ailments is done by using those data. The high volume of
medical data leads to scalability and maintenance issues when using healthcare
provider’s onsite picture archiving and communication system (PACS) and net-
work oriented storage system. Therefore a standard is needed for maintaining the
medical data and for better diagnosis. Since the medical data reflects in a similar
way to individuals personal information, secrecy should be maintained. Main-
taining secrecy can be done by encrypting the data, but as medical data involves
images and videos, traditional text based encryption/decryption schemes are not
adequate for providing confidentiality. In this paper, we propose a method for se-
curing the DICOM format medical archives by providing a better confidentiality.
Our contribution in this method is of twofold: (1) Development of Chaotic based
Arnold Cat Map for encryption/decryption of DICOM files and (2) Applying dif-
fusion for those encrypted files. By applying this method, the secrecy of medical
data is maintained and is tested with various DICOM format image archives by
studying the following parameters i) PSNR-for quality of images and ii) Key-for
security.

Keywords: Medical images, DICOM, Encryption, Healthcare, Confusion,
Diffusion.

1 Introduction

Patient’s data plays a major role in the healthcare industry. Nowadays they are stored in
digital form. Storing them onsite (within the hospital network) is not an efficient solu-
tion for current and future trend because of issues such as scalability, and interoperabil-
ity. Therefore there must be an off-site management of the patient’s data. Some standard
format must be followed for maintaining and transferring which led to the development
of DICOM (Digital Imaging and Communications in Medicine) standard [1].

The main concern regarding the medical data is the confidentiality. Health Insurance
Portability and Accountability Act (HIPAA) [1] is an act in US that tells about how
secure the patient’s medical data should be. It is mandatory to protect the medical data.
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Many security issues come into picture like confidentiality, authentication, authoriza-
tion and integrity [17]. The confidentiality is provided by encrypting the medical data
before they are stored in offsite. Unlike text messages, image data have special features
such as high redundancy, bulk capacity which generally make encrypted image data
vulnerable to attacks via cryptanalysis and high correlation among pixels. As in this
case, content encryption, where only the image data are encrypted, leaving file header
and control information unencrypted is preferable, they usually are huge in size, which
together makes traditional encryption methods difficult to apply and slow to process.

Two general principles that guide the design of cryptographic ciphers are diffusion
and confusion [10]. Diffusion means spreading out the influence of a single plain-text
digit over many cipher text digits, so that the statistical structure of the plain-text be-
comes unclear. Confusion means using transformations that complicate the dependence
of the statistics of the cipher text on the statistics of the plain-text. They are closely
related to the mixing and ergodicity properties of chaotic maps [16].

Rest of the paper is organized as follows: Section 2 provides details about the chaotic
map employed for providing confusion. Section 3 provides details of improved Chaotic
Maps which provide diffusion along with confusion. Section 4 explains the architecture
of the proposed method for securing the medical images. Experimental results for the
proposed method are presented in Section 5. At last Section 6 concludes our work with
references.

2 Chaotic Cat Map

2.1 Usage of Confusion

Confusion is one of the important aspects of cryptography. Confusion is meant for con-
fusing the statistical attackers to derive the original data from the statistics of the cipher
data. The high initial value sensitivity and ergodicity properties of chaotic map are very
essential in providing confusion for medical image data. Advantages of using confusion
are i) sensitivity to initial conditions and control parameters and ii) pseudo-randomness
and ergodicity. Also it has some disadvantages they are i) after the period of the cat map
is reached, the original image appears and ii) once the key parameters are leaked, the
adversary can easily decrypt the cipher data.

In the confusion process, many different 2D chaotic maps are used, such as the Baker
map, the Cat map and the Standard, which must be used to realize the confusion of all
pixels [15]. Some of the 3D maps currently in practice are just extensions of 2D chaotic
maps [4]. Even chaotic maps can provide integrity. Chaotic maps properties are in close
relation with the cryptosystem security. First, its parameter is used as confusion key. The
higher the parameter sensitivity is, then higher the key sensitivity and the stronger the
cryptosystem. Secondly, the initial-value sensitivity and state ergodicity of the chaotic
map determine the confusion strength. In chaotic confusion process, initial value refers
to the initial position of a pixel. Thus, the higher the initial value sensitivity is, then
smaller the correlation between adjacent pixels and the more random, the confused im-
age. Similarly, state ergodicity means that a pixel in certain position can be permuted
to any position with the same probability. Thus, the higher the state ergodicity is, then
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more random the confusion process and the more difficult the statistic attack [8]. There-
fore the chaotic map with high initial-value sensitivity and state ergodicity is preferred
[9]. Other than the chaotic theory, encryption schemes for images are T-matrix and
watermarking [11]. In [12], it is proved that chaotic based image encryption works effi-
ciently than traditional AES based encryption. In [18], chaos based encryption is done
with the help of traditional wavelet transform.

2.2 Mathematical Details [Confusion]

Let (X, d) be a metric space. Then a map f is said to be (Devaney) chaotic on X if it
satisfies the following conditions:

• f exhibits sensitive dependence upon its initial conditions
• f is topologically transitive

The dependence on initial conditions is very important in chaos as it makes hard to
determine long term behaviour of dynamical systems which show signs of chaos. If a
chaotic output is generated by one set of initial conditions and then if it is changed with
a little number of bits, then the output will change drastically. As mentioned previously,
chaos is sometimes seen as meaning of random or unstable, but it is important to make
sure that the randomness also exhibits the conditions from the definition of chaos [2].

The Arnold Cat Map is a discrete system [3] that stretches and folds its trajectories
in phase space [5] as shown in the below equation.(

xi+1

yi+1

)
=

(
1 p
q pq+ 1

) (
xi

yi

)
mod N

where xi+1 and yi+1 are the pixel positions of the cipher image,xi and yi are the pixel
positions of original image,N is the number of columns considered while applying the
cat map.

The values p and q indicate the parameters which must be kept secret and act like the
key values.One more important condition of cat map is that it must be area preserving.
To achieve this, the determinant value should be 1 so that the reverse operation can be
applied [6].

3 Improved Chaotic Cat Map

3.1 Diffusion

Due to some of the demerits of confusion, we go for diffusion. Diffusion [13] is another
important aspect of cryptography which aims at providing additional security. In our
proposed system, diffusion is done for the data that is got from the process of confusion.
For diffusion function, a change of a pixel can spread to other pixels, which keeps the
cryptosystem of high plain-text sensitivity. (0, 0) is the first pixel position in normal scan
mode, which cannot be permuted by chaotic maps. So by applying diffusion process,
the first pixel is always changed by addition operation with diffusion key Qi−1. If a
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change happens in a pixels gray-level, then the change can cause great ones in other
pixels through diffusion process [7]. Thus, the greater the changes caused by diffusion
process are, then higher the cryptosystem plain-text sensitivity and the more difficult
the systems security against differential attack [14].

3.2 Mathematical Details [Diffusion]

The relationship between the first pixels plaintext P0, diffusion key Q1 and ciphertext
Q0 is

Qn
i = [D(P0,Q−1)]

n (1)

where D is the diffusion function. A powerful diffusion function is given as,

Qi = Pi ⊕ (4 ∗Qi−1∗ (1−Qi−1)) (2)

where Pi is the current plain text pixel, Qi is the current cipher text pixel and Qi−1 is
the initial value of diffusion process which is used as a key for diffusion process. Here
the formula is a kind of logistic cat map which provides pseudo randomness because of
the XOR operation. Since we use a XOR operation which considers each and every bit
of the input pixel value, it brings a stronger security by making the statistical relation
among the plain images and the cipher images.Advantages of using Diffusion are i)
since we use a kind of logistic map for diffusion, it provides a random behavior so that
a tiny change in the plain image is reflected in more than one pixel in the cipher image
[7] and ii) Pseudo-randomness and ergodicity. Disadvantages are i) usually the diffusion
function takes some time to complete its operation because the real valued arithmetic
operation consume much computation time and ii) once the key parameters are leaked,
the adversary can easily decrypt the cipher data.

4 Architecture of the Proposed Method

Figure 1 shows the architecture of our proposed method. The proposed method uses
both confusion and diffusion properties of cryptography. DICOM standard is used for
both storing and exchanging the medical files such as scan images. By applying confu-
sion and diffusion to the DICOM format medical images, their confidentiality is main-
tained. The keys used for confusion and diffusion must be known only to authorized
persons. Some methods are proposed based on confusion for providing confidentiality
but they are vulnerable to known plain image attack since confusion only rearranges the
pixels. This method is against the known plain image attacks when diffusion is applied.
The proposed approach takes two parts 1) encrypting the medical files and 2) decrypt-
ing the medical files. Both the parts are done with some mathematical equations which
represent the chaotic based theory.

Part 1: Encryption

• Convert the DICOM file into a video sequence using third party software. Eg: Rubo
DICOM viewer

• The video file is converted to individual frames
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Fig. 1. Architecture of proposed method

• Extract the pixel coordinates starting from the left top for all the frames
• Apply the formula to perform confusion(

xi+1

yi+1

)
=

(
1 p
q pq+ 1

) (
xi

yi

)
mod N

where xi+1 and yi+1 are the pixel positions of the cipher image,xi and yi are the
pixel positions of original image, N is the number of columns considered while
applying the cat map

• Apply the formula to perform diffusion

Qi = Pi ⊕ (4 ∗Qi−1 ∗ (1−Qi−1)) (3)

where Pi is the current plain text pixel, Qi is the current cipher text pixel and Qi−1

is the initial value of diffusion process which is used as a key for diffusion process

Part 2: Decryption

• Apply the formula to perform inverse diffusion

Pi = Qi ⊕ (4 ∗Qi−1 ∗ (1−Qi−1)) (4)

where Pi is the current plain text pixel, Qi is the current cipher text pixel and Qi−1

is the initial value of diffusion process which is used as a key for diffusion process
• Apply the formula to perform inverse confusion(

xi

yi

)
=

(
pq+ 1 −p
−q 1

) (
xi+1

yi+1

)
mod N
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where xi+1 and yi+1 are the pixel positions of the cipher image,xi and yi are the
pixel positions of original image,N is the number of columns considered while
applying the cat map

• From the pixel values, construct the frames
• Convert the individual frames to a video file

5 Experimental Results

The proposed improved chaotic cat map method is applied to various DICOM format
image archives and tests are conducted. The results are verified with PSNR values for
QoS and with key for security.

Peak Signal to Noise Ratio(PSNR) is used as a quality parameter for reconstruction
of compression images or videos. Here signal is in the original data and the noise is
in the compressed data. Calculating PSNR values is used as an estimation to human
awareness for reconstructing quality of compressed data or encrypted data. Two steps
are involved in calculating PSNR values.

PSNR Calculation
Step 1: Calculate Mean Square Error [MSE]

MSE = 1/mn
x

∑
i=1

y

∑
j=1

Ai, j −Bi, j

x∗ y
(5)

where x,y are the width and height for images respectively. A and B are the input and
the reproduced images respectively.

Step 2:

PSNR = 10 ∗ log
2552

MSE
(6)

Figure 2 shows the test DICOM file (FEROVIX) used in this paper for evaluating the
proposed algorithm.

(a) (b) (c) (d) (e)

Fig. 2. Sample Test Sequence

Sample test images are taken from a DICOM file which contain details of Ferovix
CT scan images e.g. Lungs. These test images (shown in Column 1 of Figure 3) are
encrypted using Arnold Chaotic Cat Map and its results are shown in Figure 3. When
the images are encrypted using Arnold Chaotic Cat Map, the pixels are rearranged.
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Fig. 3. Applying Chaotic Cat Map

Fig. 4. After applying Proposed Method [Confusion and Diffusion]
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Table 1. PSNR comparison for various methods

Bit Rate Confusion Difussion Proposed
(KB) PSNR
350 33.83 42.99 38.41
360 33.26 42.6 37.93
380 33.35 42.6 37.97
390 33.14 42.35 37.74
400 32.94 39.06 36

Hence a shuffled image is obtained as input (shown in Column 2 of Figure 3). Images
are encrypted using the key (1,1). If the key value is changed, the original is not obtained
which is shown in Column 3 of Figure 3.

As stated earlier, applying Chaotic Cat Map only is not enough for security and
is vulnerable to crypt-analysis. Hence the diffusion is applied with confusion, which
makes the crypt-analysis harder, hence improved security. Figure 4 shows the image
sequences after applying confusion (Column 2 of Figure 4) and diffusion (Column 3 of
Figure 4).

Tested DICOM image sequences are encrypted with the available chaotic cat map
method and also with the proposed method i.e. applying both confusion and diffusion.
Table 1 shows the PSNR values obtained to check the viewable quality of DICOM im-
ages after decryption for confusion and after applying the proposed method. i.e. both
confusion and diffusion. When confusion is applied to the image, the pixels values are
rearranged when applying inverse operation, some pixels are not rearranged properly
hence, there is a decrease in PSNR value (shown in blue color in Figure 5), when ap-
plying only diffusion the pixels value are changed and there is no rearrange of pixels
and when doing inverse operation the original image is obtained, hence increase in
PSNR value (shown in red color in Figure 5). When applying the proposed method i.e.
combination of confusion and diffusion, the viewable quality of image after decryption

 32
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 36
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 44
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Fig. 5. Graph showing PSNR values for various methods
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comes in between two extremes (shown in green color in Figure 5), having the quality
viewable image reproduction.

6 Conclusion

In this paper we proposed a new method for providing two fold securities for main-
taining the confidentiality of patient’s medical data. Confusion is provided by means of
Arnold Cat Map and diffusion is provided by means of a strong diffusion function. By
employing this method, we found that this method suits well for medical images and is
tested for QoS with PNSR and security level with keys. Future work entails providing
a hash function based on chaos theory for maintaining the integrity of the medical data
and storing the DICOM medical archives in the cloud environment due to their large
size.

References

1. Teng, C.-C., Mitchell, J., Walker, C., Swan, A., Davila, C., Howard, D., Needham, T.: A
Medical Image Archive Solution in the Cloud, pp. 431–434. IEEE (2010),
doi:10.1109/ICSESS.2010.5552343

2. Wang, D., Zhang, Y.-B.: Image encryption algorithm based on s-boxes substitution and
chaos random sequence. In: International Conference on Computer Modeling and Simulation
(2009), doi:10.1109/ICCMS.2009.26

3. Peterson, G.: Arnolds Cat Map. Math. 45 Linear Algebra (Fall 1997)
4. Chen, G., Maob, Y., Chui, C.K.: A symmetric image encryption scheme based on 3D chaotic

cat maps. Science Direct (2003), doi:10.1016/j.chaos.2003.12.022
5. Kashyap, S., Karthik, K.: Authenticating encrypted data, pp. 1–5. IEEE (2010),

doi:10.1109/NCC.2011.5734696
6. Struss, K.: A Chaotic Image Encryption. Mathematics Senior Seminar 4901 (Spring 2009)
7. Wong, K.-W., Kwok, B.S.-H.: An Efficient Diffusion Approach for Chaos-based Image

Encryption. In: 3rd International Conference Physics and Control, Physcon (2007)
8. Wong, K.-W., Kwok, B.S.-H., Law, W.-S.: A Fast Image Encryption Scheme based on

Chaotic Standard Map. In: Cryptography and Security Conference, vol. 372(15), pp. 2645–
2652 (2006), Cited as arXiv:cs/0609158v1

9. Ling, B., Liu, L., Zhang, J.: Image encryption algorithm based on chaotic map and S-DES,
pp. 41–44. IEEE (2010), doi:10.1109/ICACC.2010. 5486998

10. Kocarev, L., Jakimoski, G., Stojanovski, T., Parlit, U.: From chaotic maps to encryption
schemes. In: Proceedings of the 1998 IEEE International Symposium on Circuits and Sys-
tems, ISCAS 1998, vol. 4, pp. 514–517 (1998), doi:10.1109/ISCAS.1998.698968

11. Sharma, M.: Image encryption techniques using chaotic schemes: A review. International
Journal of Engineering Science and Technology 2(6), 2359–2363, 1–10 (2010) ISSN: 0975-
5462

12. Asim, M., Jeoti, V.: Image Encryption: Comparison between AES and a Novel Chaotic
Encryption Scheme, pp. 65–69. IEEE (2007), doi:10.1109/ICSCN.2007.350697

13. Lian, S., Sun, J., Wang, Z.: Security analysis of a chaos-based image encryption algorithm.
Science Direct, Physica A: Statistical Mechanics and its Applications 351(2-4), 645–661
(2005)



328 M. Arun Fera and S. Jaganathan

14. Ren, S., Gao, C., Dai, Q., Fei, X.: Attack to an Image Encryption Algorithm based on Im-
proved Chaotic Cat Maps. In: 3rd International Congress on Image and Signal Processing,
CISP 2010, pp. 533–536 (2010), doi:10.1109/CISP.2010.5647659

15. Mao, Y., Chen, G.: Chaos-Based image encryption (2005),
http://www.open-image.org/725publication/journal/CBIE.pdf

16. Zhang, Y.-B.: Chaos based cryptography. An alternative to algebraic cryptography (2008)
17. Zhu, Z., Zhai, K., Wang, B., Liu, H., Jiang, H.: Research on Chaos-based Message Digest

Method for Medical Images, pp. 1–510. IEEE (2009), doi:1109/CISP.2009.5301139
18. Zhu, Y., Zhou, Z., Yang, H., Pan, W., Zhang, Y.: A Chaos-Based Image Encryption Algorithm

Using Wavelet Transform, pp. 1037–1040. IEEE (2010), doi:10.1109/IEMBS.2010.5628061

http://www.open-image.org/725publication/journal/CBIE.pdf


N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 329–339. 
springerlink.com                                                                     © Springer-Verlag Berlin Heidelberg 2013 

Brain Tumor Segmentation Using Genetic Algorithm and 
Artificial Neural Network Fuzzy Inference System 

(ANFIS) 

Minakshi Sharma1 and Sourabh Mukharjee2 

1 Assistant Professor in the Department of IT in GIMT Kanipla, Kurukshetra, India  
2 Associate Professor in the Department of Computer Science in Banasthali University, 

Rajasthan  

Abstract. Medical image segmentation plays an important role in treatment 
planning, identifying tumors, tumor volume, patient follow up and computer 
guided surgery. There are various techniques for medical image segmentation. 
This paper presents a image segmentation technique for locating brain tumor 
(Astrocytoma-A type of brain tumor). Proposed work has been divided in two 
phases-In the first phase MRI image database (Astrocytoma grade I to IV) is 
collected and then preprocessing is done to improve quality of image. Second-
phase includes three steps-Feature extraction, Feature selection and Image 
segmentation. For feature extraction proposed work uses GLCM (Grey Level 
co-occurrence matrix). To improve accuracy only a subset of feature is selected 
using Genetic algorithm and based on these features fuzzy rules and 
membership functions are defined for segmenting brain tumor from MRI 
images of .ANFIS is a adaptive network which combines benefits of both fuzzy 
and neural network. Finally, a comparative analysis is performed between 
ANFIS, neural network, Fuzzy, FCM, K-NN, DWT+SOM, DWT+PCA+KN, 
Texture combined +ANN, Texture Combined+ SVM in terms of sensitivity, 
specificity, accuracy. 

Keywords: ANFIS, Brain tumor(Astrocytoma), sensitivity, specificity, accuracy, 
MR images, Neural network, Fuzzy, ANFIS, FCM, K-NN, GLCM, Genetic 
algorithm. 

1   Introduction 

Image segmentation plays an important role in medical field because it is important 
for treatment planning and identification of Brain Tumor, measures tissue volume to 
see tumor growth, patient follow up and computer guided surgery. Manual 
segmentation of magnetic resonance (MR) brain tumor images is a very challenging 
and time-consuming task [1,2,3,4]. Manual classification can cause human error, also 
result depends on  human to human, time consuming process and  results cannot be 
reproducible. So, an automatic or semi-automatic classification method is required 
because it reduces the load on the human observer, accuracy is not affected due to 
fatigue and large no. of images. 
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For segmenting different body parts, different types of segmentation algorithm are 
present. But, proposed work focus literature related only to brain tumor segmentation. 
Monireh Sheikh Hosseini1 proposed a technique which presents a review of medical 
image segmentation using ANFIS[5]. He integrate the best features of fuzzy systems 
and neural network. A brief comparison with other classifiers, main advantages and 
drawbacks of this classifier are investigated. NOOR ELAIZA ABDUL KHALID 
[6] proposed a comparative study of Adaptive Network-Based Fuzzy Inference 
System (ANFIS), k-Nearest Neighbors (k-NN) and Fuzzy c-Means (FCM) in brain 
tumor segmentation. T. Logeswari [7] presents a brief comparison with other 
classifiers, main advantages and drawbacks of proposed classifier are analyzed. Rami 
J.Oweis[12] present the pixel classification of medical image using neuro fuzzy 
approach, which is based on spatial properties of the image features. N.Benamrane 
[13] has proposed an approach which combines Neural Networks, Fuzzy Logic and 
Genetic Algorithms as a hybrid system. For extracting image it uses region growing 
method.Ian Middleton[14] uses a neural network(a multi layer perceptron, MLP) and 
active contour model (‘snake’) to segment tumor in magnetic resonance (MR) images. 
Ramiro Castellanos [15] presents a image segmentation technique which uses 
adaptive fuzzy leader clustering (AFLC) algorithm.  

Chin-Ming Hong [16] propose a novel neuro fuzzy network which use refined K-
means clustering algorithm and a gradient-based learning rule to logically determine 
and adaptively tune the fuzzy membership functions for the employed neuro fuzzy 
network. S. Shen [17] presents a approach which is based on fuzzy c-means (FCM) 
clustering algorithm. In this algorithm, two factors of neighborhood attraction are  
the feature difference between neighboring pixels in the image, the other is the 
specification technique is applied on brain MR images before segmentation. The 
method enhances the contrast between different brain tissues.  

1.1   Artificial Neural Networks 

1.1.1   Learning  
The proposed method shows high quality classification accuracy for images with 
simple components.  

ANFIS is one of the widely used neuro-fuzzy systems. In this work, the neuro-
fuzzy based approach namely adaptive neuro fuzzy inference system (ANFIS) is used 
for MR brain tumor classification. 

2   Proposed Methodology 

The methodology used for MR brain tumor images is Divided in to four steps and 
third step is further divided in to four parts as shown in fig. 1 and 2. 

2.1   MR Image Database  

MR image database consists astrocytoma type of brain tumor images of GRADE I to 
IV. These images are collected from web resource- http://mouldy.bic.mni.mcgill.ca/ 
brainweb/ 
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Fig. 1. Proposed Methodology for Classification of Brain Tumor 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Proposed Methodology for ANFIS based brain tumor classification 

                            

Fig. 3. Sample Data Set  

2.2   Image Preprocessing  

Image preprocessing involves different techniques to improve image quality before 
actual segmentation process. It removes irrelevant information like noise and enhances 
contrast to improve image quality. In the proposed work, three preprocessing techniques 
are used. They are- 
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a) Histogram Equalization 
Image histogram is a graph which represents grey level frequencies of image. The 
histogram equalization is a technique that spreads out intensity values over the entire 
scale to obtain uniform histogram which in turn enhances the contrast of an image 
[11]. Histogram equalization used in this proposed work taken from MATLAB built-
in function(histeq)[10]. 

 

                        

Fig. 4. Histogram Equalized Image 

b) Binarization 
Image binarization is used as preprocessor which converts grey scale image in to a 
binary image (either black or white) based on some threshold value. The pixel values 
above threshold value are classified as black and other are white[10]. 

         G(x,y)=
1         ,0        ,                                 

                 
(1) 

In the proposed work only one threshold value is chosen for the entire image which is 
based on intensity histogram (mean of intensity values are taken) 

                    

Fig. 5. Binarized image for the given grey scale image 

c) Morphological Operations 
This is used as a image preprocessing tools to sharpen regions and to fill gaps of 
binarized image. There are four basic morphological operations are defined like dilation, 
erosion, opening and closing. Here, proposed work uses only dilation and erosion. In 
erosion every pixel which touches background pixel is converted in to background 
pixel. Erosion turns object smaller. Mathematically erosion can be represented as, 

(AƟB)(x)={x€ X, x=a+b: a €A b€B}                              (2) 
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Where A represents matrix of binary image and B represents mask. Whereas, dilation 
change background pixel which touches object pixel is converted in to object pixel. 
Dilation combines multiple objects in one. Mathematically dilation can be represented as, 

 (AƟB)(x)={x€ X, x=a+b: a €A b€B}                                (3) 

The morphological algorithm used in this work is extracted from [11]. 

2.3   Feature Extraction 

Features are the characteristics of the objects present in an image. Feature extraction 
is the procedure of extracting certain features from the pre-processed image. There  
are various techniques for measuring texture such as co-occurrence matrix, Fractals, 
Gabor filters, wavelet transform [9]. In this proposed work Gray Level Co- 
occurrence Matrix (GLCM) features are used to separate out normal and abnormal 
brain tumors. GLCM is the gray-level co-occurrence matrix (GLCM), also known as 
the gray-level spatial dependence matrix)[8]. GLCM has following 20 features which 
are calculated using function available in MATLAB 7.0.4 for a given image:   

GLCM2 = graycomatrix(image,'Offset',[2 0;0 2]) 

Where, image represents grey scale image. graycomatrix is the function available in 
MATLAB. It is used for calculating image feature values. 

Table 1. Features Values of an given image 

Feature 
No 

Feature Name Feature Values 
 

1 autocd  43.1530 
2 contrd  1.8692 

3 corrpd  0.1392 
4 cpromd  34.6933 
5 cshad1  5.2662 
6 energd  0.1233 
7 Dissid 0.6877 
8 entrod  2.6980 
9 homopd  0.65645 

10  maxprd  0.6411 
11 sosvhd  0.1973 
12  savghd  44.9329 
13 svarhd  13.2626 
14 senthd  133.5676 
15 dvarhd  1.8188 
16 denthd  1.8927 
17 inf1hd  1.2145 
18 inf2hd  -0.0322 
19  indncd  0.2863 
20 idmncd  0.9107 

 
Table 1 shows feature values of an image which is calculated using above function. 
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3   Feature Selection 

Feature selection helps to reduce the features extracted from GLCM which in turn 
improves the prediction accuracy, as well as computation time is also reduced. The 
main goal of feature selection is to select only relevant and informative features. 
Features are generally selected by search procedures. Popularly used feature selection 
algorithms are Sequential forward Selection, Sequential Backward selection, Genetic 
Algorithm and Particle Swarm Optimization. Here proposed work uses Genetic 
algorithm. Genetic algorithm is a heuristic search or optimization technique for 
obtaining the best possible solution in a vast solution space [21]. 

 
 
 
 
 
 
 

1 0  … … 1 

 
 

 
 
 
 
 
 
 
 
 

Fig. 6. GA Feature Selection Procedure 

Following features are selected by Genetic algorithm: 

1. Contrast: It calculates intensity contrast between a pixel and its neighbor pixel 
for the whole image. Contrast is 0 for a constant image.[8] 

Contrast ∑ | |, ,                                                      (4) 

Where, P(I,j) pixel at location (i,j) 
2. Angular Second Moment (ASM): It is a measure of homogeneity. 

ASM=∑ , ,                                                                     (5) 

3. Homogeneity (HOM): It measures the variation between elements in the 
neighbourhood [8].  

HOM=∑ ,| |,                                           
                      

(6) 

 

Feature 1 Feature 2  … … Feature 
20 

Step 1 Generate N individual features 

Step 2 Fitness evaluation 

Step 3 Selection 

Step 4 Mutation and crossover

Step 5 Go to step2 until maximum generation is 
acheived 
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4. Inverse Difference Moment (IDM): It is the measure of local homogeneity.[8] 

IDM= ∑ ∑  ,                                         
              

(7) 

5. Energy (E): Returns the sum of squared elements in the GLCM. Energy is 1 for 
a constant image [8]. 

E=∑ ,                                                                   ,
  

(8) 

6. Entropy (EN): It is a measure of randomness [8]. 

EN=∑ , log ,                                      
       

(9) 

Where, L is no. of different values which pixels can adopt[8]. 
7. Variance (VAR): It calculates deviation of the gray level values from the mean 

[8]. 

VAR=∑ ∑ , ,                                  
           

(10) 

In the proposed work, seven GLCM features are calculated per image in four 
directions 0,45,95 135 and hence the number of input linguistic variables are seven. 
The number of output linguistic value is 2. Table 2 show a sample of features value 
for image 1 and image 2.Based upon this value normal and abnormal brain can be 
differentiated. 

Table 2. Seven features with range (low and High) of image1 and image2  

 

A sample of fuzzy if-then rules framed for the MR brain tumor classification is 
shown below:ï 

Rule 1: If x is CON1 and y is HOM1 and z is E1and w is EN1 and a is IDM1 and 
b is VAR1, then o/p = 1  

Rule2:  If x is CON2 and y is HOM2 and z is E21and w is EN2 and a is IDM2 and 
b is VAR3, then output = 2     

Rule3: If x is CON3 and y is HOM3 and z is E3and w is EN3 and a is IDM3 and b 
is VAR31, then output = 3      

 Features IMAGE1
Range(High-Low) 

IMAGE2  
Range(High-Low) 

1. Contrast 7.08e+00-6.98e+00 3.60e+00-4.53e-001 
2 ASM 8.76e-001-8.72e-

001 
6.05e-001-6.72e-001 

3 HOM 8.87e-001-8.62e-
001 

8.72e-001-8.62e-001 

4 E 2.93e-001-2.85e-
001 

2.28e-001-2.26e-001 

5 EN 2.68e-001-3.44e-
001 

2.72e-001-3.01e-001 

6 VAR 8.96e-001-8.54e-
001 

9.06e-001-8.81e-001 

7 IDM 9.92e-001-9.90e-
001 

9.94e-001-9.93e-001 
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The number of membership functions used in this work is 2 (low and high) and hence 
there are 49 rules framed for this image classification system. These fuzzy if-then 
rules form the input for the ANFIS architecture. 

3.1   ANFIS Architecture 

Adaptive Neuro-Fuzzy Inference System (ANFIS) is a very popular technique which 
includes benefits of both fuzzy and neural network (Jang,1993). According to [21], 
some advantages of ANFIS are:  

 It refine fuzzy if-then rules for  segmenting  image 
 It does not require human expertise all time. 
 Provides more choices  of membership function to use  
 It provides fast convergence time  

An ANFIS tune parameters and structure of FIS(fuzzy inference system)  by applying 
neural learning rules The structure of ANFIS consists of 7 inputs and single output. 
The 7 inputs represent the different textural features calculated from each image. Each 
of the training sets forms a fuzzy inference system with 49 fuzzy rules. Each input 
was given two bell curve membership functions and the output was represented by 
two linear membership functions. The outputs of the 49 fuzzy rules comprised one 
single output, which represent output for that particular input image. The ANFIS 
architecture used in this work is extracted from [21]. 

The data set is divided into two categories: training data and testing data. The 
training data set consists of MRI brain images (Astrocytoma) from GRADE I to IV. 
These training samples are clustered in to four groups- white matter (WM), grey 
matter(GM), cerebrospinal fluid(CSF) and the abnormal tumor region using the fuzzy 
C-means (FCM) algorithm(Built-in function MATLAB).In the testing process, 
features are extracted and try to find best match. The algorithm used in this work is 
extracted from [21].  

3.2   Performance Measures 

Performance of different image segmentation algorithm can be analyzed in following 
terms: 

True Positive (TP): Both Proposed Segmentation algorithm and radiologist results 
are positive  

True Negative (TN): Both Proposed Segmentation algorithm and radiologist results 
are negative  

False Positive (FP): Proposed Segmentation algorithm result is positive and 
radiologist results are negative. 

False Negative (FN): Proposed Segmentation algorithm result is negative and 
radiologist results are positive. 

 
Sensitivity = TP/ (TP+FN) *100% 
Specificity = TN/ (TN+FP) *100% 
Accuracy = (TP+TN)/ (TP+TN+FP+FN)*100 % 
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Table 3. Comparison of classification performance for the proposed technique and recently 
other work 

Algorithms Sensitiv
ity 

Specific
ity 

Accuracy 

DWT+SOM[7] 95.13 92.2% 94.72 
DWT+PCA+KN
N] 

96.2 95.3 97.2% 

Second 
order+ANN 

91.42 90.1 92.22 

Texture 
Combined+ANN 

95.4 96.1 97.22 

Texture 
Combined+SVM 

97.8 96.6 97.9 

FCM 96% 93.3% 86.6 
K-Mean 80% 93.12% 83.3 
Proposed 
(ANFIS+Genetic) 

96.6% 95.3% 98.67% 

 

 

Fig. 7. Comparison of classification performance for the proposed technique and recently other 
work 

4   Results 

Proposed algorithm experimented on many images.Some of the results are shown in 
fig. 8. 
 

                         

Fig. 8. Tumor Segmented from abnormal brain MRI image 
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Fig. 8. (continued) 

5   Conclusion  

In this work, the application of ANFIS and genetic algorithm for MR brain tumor 
image classification is explored. Table 2 shows satisfactory results for proposed 
algorithm in terms of sensitivity, specificity, accuracy. The classification accuracy of 
proposed work as shown in fig.2.6. The future scope of this work is to enhance the 
ANFIS and genetic algorithm to achieve high classification accuracy, also measure 
thickness and volume of tumor.  
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Abstract. In the recent years, tasks such as the Security Requirements Elicita-
tion, the Specification of Security Requirements or the Security requirements 
Validation are essential to assure the Quality of the resulting software. An in-
creasing part of the communication and sharing of information in our society 
utilizes Web Applications. Last two years have seen a significant surge in the 
amount of Web Application specific vulnerabilities that are disclosed to the 
public because of the importance of Security Requirements Engineering for 
Web based systems and as it is still under estimated. Therefore a thorough Se-
curity Requirements analysis is even more relevant. In this paper, we propose a 
Model oriented framework to Security Requirement Engineering (MOSRE) for 
Web Applications and applied our framework for E-Voting system. By apply-
ing Modeling technologies to Requirement phases, the Security requirements 
and domain knowledge can be captured in a well-defined model and it is better 
than traditional process.  

Keywords: Secure, Security Requirements, Security Requirements Engineering 
and Web Applications. 

1   Introduction 

The requirements must be clear, comprehensive, consistent and unambiguous. This 
statement has significance for security requirements and if you say application must 
be secure, it is not security requirements. It is hard to construct secure web applica-
tions or to make statements about security unless we know what to secure, against 
whom and at what extent. To this day, not one web application technology has shown 
itself invulnerable to the inevitable discovery of vulnerabilities that affect its owners’ 
and users’ security and privacy. Most security professionals have traditionally focused 
on network and operating system security. Assessment services have typically relied 
heavily on automated tools to help find holes in those layers. Security Requirements 
engineering (SRE), a phase that comes before design and programming, will play a 
more important role that determines the success of Web Applications Design. 

In fact Security requirements engineering should be as complex and well thought 
out as the design and programming, yet its insufficiencies have led to many projects 
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with poor Security requirements and blamed as the major reason for many web appli-
cations’ failures. Therefore, Security requirements engineering is now moving to the 
forefront of gaining increased significance in software engineering for services 
oriented web applications. Web applications requirements have new characteristics 
causing them to change more rapidly. This makes traditional Security requirements 
modeling and validation methods insufficient to provide adequate support for web ap-
plications. So it is essential to capture the corresponding security needs and require-
ments to fulfill business goals, build trustworthy systems, and protect assets. Most re-
quirement documents were written in ambiguous natural languages which are less 
formal and imprecise and it is hard to analyze and integrate with artifacts in other 
phases of software life cycle. 

The Security requirements of the web applications come from not only the general 
domain analysis and the personalized, diverse users' requirements, but also the availa-
bility of the related web services. Web applications Security requirements are also 
evolving while they are widely used. Most of the methodologies that have been pro-
posed for the development of Web applications focus only on Non Security require-
ments and paying no attention to the Security requirements engineering. Therefore, 
SRE for Web applications is challenged to explore sound engineering approaches for 
eliciting, describing, validating and managing Security requirements of Web applica-
tions and its integration with the artifacts of other phases can be cost effectively im-
proved and can effect a significant reduction of the problems currently encountered in 
the SDLC for Web Applications due to poor Security Requirements Engineering and 
Management. 

1.1   The Importance of Web Applications Security 

The importance of Securing Web Applications is that, often a web application is the 
only thing standing in the way of an attacker and sensitive business information, fire-
walls can only stop network service attacks and depending on the application an at-
tacker may be able to View or manipulate sensitive information, Obtain unauthorized 
access to an application and also able to take control of the whole application. 

Web Applications Security is about protecting assets and assets may be tangible or 
they may be less tangible. When to analyze your infrastructure and applications, you 
can identify potential threats and each threat presents a degree of risk. Web Applica-
tions Security is about risk management and implementing effective countermeasures. 
The Web Applications Security goals are Authentication, Authorization, Auditing, 
and (CIA) Confidentiality, Integrity and Availability. The security requirements iden-
tified in requirements engineering phase have to satisfy all these security goals of web 
applications. To build secure Web applications, threats, vulnerability and security  
requirements for network, host and applications should be identified. An ever-
increasing number of attacks target your application. They pass straight through your 
environment's front door using HTTP. The reliance on firewall and host defenses are 
not sufficient when used in isolation. To secure web applications, means it involves 
security at three layers: the network layer, host layer, and the application layer. 

The development of Secure Web applications has several characteristics that  
differ from the development of other kinds of applications [1]. On the one hand, many 
different kinds of stakeholders participate in the development process: analysts,  



 Model Oriented Security Requirements Engineering (MOSRE) Framework 343 

customers, users, graphical designers, marketing, multimedia and security experts, 
etc. On the other hand, the main features of these systems are the navigational struc-
ture, the user interface and the personalization capability.  So along with analysis of 
domain of the business, the infrastructure or the environment where you use web ap-
plications must be analyzed. 

In this paper we present a framework for Model Oriented Security Requirements 
Engineering for Web Applications (MOSRE-WebApp). So, the remainder of this  
paper is structured as follows: First we establish a framework MOSRE-WebApp in 
Section 2 followed by Section 3 gives the application of MOSRE-WebApp frame-
work to a E-Voting Web Application- a case study, while Section 4 presents the result 
analysis, discussion and comparison of SRE methods with proposed work and last 
Section 5 concludes with future works.  

2   MOSRE-WebApp Framework 

Web application has become more and more critical in every domain of the human 
society. Transportation, communications, entertainment, health care, military, e-
commerce, and education; the list is almost endless. These systems are used not only 
by major corporations and governments but also across networks of organizations and 
by individual users. Such a wide use has resulted in these systems containing a large 
amount of critical information and processes which inevitably need to remain secure. 
Therefore, although it is important to ensure that Web Applications are developed ac-
cording to the user needs, it is equally important to ensure that these applications are 
secure. 

However, the common approach towards the inclusion of security within a Web 
Applications is to identify security requirements after analysis, means that security en-
forcement mechanisms have to be fitted into a pre-existing design, leading to serious 
design challenges that usually translate into the emergence of computer systems  
afflicted with security vulnerabilities. Recent research has argued that from the view-
point of the traditional security paradigm, it should be possible to eliminate such prob-
lems through better integration of security and requirements engineering. Security 
should be considered from the early stages of the development process and security re-
quirements should be defined alongside with the system's requirements specification.  

The Security Requirements Engineering is the process of eliciting, specifying, and 
analyzing the security requirements for system fundamental ideas like "what" of secu-
rity requirements is, it is concerned with the prevention of harm in the real world and 
considering them as functional requirements. Many methods have been developed 
that facilitate this kind of requirements analysis and the development of security re-
quirements. The internet has already created social and economic opportunities for 
people around the world. But even there are many Challenges to Web Applications 
Security like threats, attacks, phishing spyware, worms, Trojans and virus which 
cause to denial of service hacking into and defacing web sites and destroying. Here 
we present the proposed work; an improved MOSRE-WebApp a model oriented  
Security Requirements Engineering Framework for Web Applications. So the com-
pleteness, consistency, traceability and reusability of Security Requirements can be 
cost effectively improved. 
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Our framework follows the spiral process model which is iterative and all phases 
of Requirements Engineering are covered in this framework. 

2.1   Inception  

Inception is to establish the ground work, before to start the elicitation and analysis of 
security requirements for web applications. Different steps are involved in the incep-
tion phase of MOSRE-WebApp. 

Step 1 Identify the Objective of the Web Applications 

The Web Applications objective must be identified from the customer require-
ments. This process will help to understand the domain of the application that cus-
tomer needs. 

Step 2 Identify the Stakeholders 

The identification of stakeholders plays an important role in security requirements 
engineering. The stakeholders include the Architect, developer, customers/end users, se-
curity experts, requirements engineering team and other interested people. Each stake-
holder is responsible to find the assets and security goals. The security experts help in 
finding the security requirements and security mechanisms to obtain high level of  
security to the Web Applications. The stakeholders will have multiple view points on 
the security requirements of the system. It may be conflicting security requirements and 
the stakeholders will help to prioritize the assets and security requirements of the sys-
tem. So care to be taken to prepare the list of stakeholders, to improve the effectiveness 
of preliminary communication and collaboration between the stakeholders. 

Step 3 Identify the Assets 

The next step is to identify the assets of the targeted system. Assets may be busi-
ness or system assets (e.g.: data, money, and password). From our survey it is found 
that assets identification is an important step in security requirements engineering. 
This could range from confidential data, such as customer or database, to Web pages 
or Web site availability. 

The assets should be identified in the context of the software system, so the objec-
tive of software system is to be identified first. To identify the assets different tech-
niques like interview, questionnaire, and brainstorming can be used. The stakeholders 
help in finding the assets. Assets should be viewed not only at developer or  
customer/end user perspective but also in attacker’s point of view. Assets can be iden-
tified from existing documents. The identified assets have to be categorized and pri-
oritized with regard to different stakeholders need. Assets can be categorized under 
Confidentiality, Integrity and Availability and prioritized as low medium and high 
level of preference. Example password can be categorized under confidentiality. After 
the list of assets is identified and categorized, the level of security to be implemented 
in the web application is fixed. Five levels of security can be implemented for web 
applications based upon the value of the assets. 

Inception phase of security requirements engineering should be worked with high 
level of collaboration and care. 
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2.2   Elicitation 

The next phase in security requirements engineering is elicitation, the stakeholders 
and requirements engineering team will work together to identify the problem, pro-
pose the solution and specify the set of security requirements. There are different 
steps involved in the elicitation phase of security requirements engineering. 

Step 4 Select an Elicitation Technique 

The elicitation phase starts some ground work to be done for selecting the elicita-
tion technique. Requirements elicitation is called as capturing, requirements discovery 
or requirements acquisition. The process of requirements elicitation can be complex, 
mainly if the problem domain is unknown for the analysts. Some of the elicitation 
techniques are, misuse cases, Issue Based Information Systems (IBIS), Joint Applica-
tion Development (JAD), Interviewing, Brainstorming, Sketching and Storyboarding, 
Use Case Modeling and Questionnaire and Checklist A suitable method can be  
chosen from these elicitation techniques based on the requirements engineering  
community or expert’s choice, level of the security to achieve, cost –effort benefit and 
organizational policies. 

Step 5 High level of Architecture Diagram of Web Applications 

With the objective of web application we can identify the number of tiers in the 
web applications. So draw a rough architecture diagram with high level of abstraction 
of the web applications. Network or hierarchical style of Architecture can be chosen 
based on the application domain. This diagram can be extended in detail with low 
level of abstraction in the next phase of design.  

Step 6 Elicit Non-Security goals and Requirements 

Once the business goals are identified, and then the non-security goals and re-
quirements of the web applications are to be elicited. The collaborative requirement 
gathering is adopted to gather non-security goals and requirements. A general classi-
fication of requirements for Web applications are Functional requirements and Non 
Functional requirements. Functional requirements are capabilities that a system must 
exhibit in order to solve a problem. We consider Security Requirements, as one of the 
functional requirements for a Web Application because Web Application has become 
a target of choice for hackers/hacking operations. The Gartner group estimates that 
75% of attacks now target Web Applications. [1] 

The non-security requirements are categorized as essential and non essential re-
quirements and prioritized according to the Stakeholders preference. 

Step 6 Generate Use Cases Diagram for the Web Applications 

The non security requirements are gathered; for better understanding and then the 
use case modeling of the web applications should be developed. Use Case Modeling 
is a technique which was developed to define requirements [2]. A use case model 
consists of actors, use cases and relationships between them [3]. It is used to represent 
the environment by actors and the scope of the system by use cases (functional  
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requirements). An actor is an external element to the system that interacts with the 
system as a black box. A use case describes the sequence of interactions between the 
system and its actors when a concrete function is executed. An actor can take part in 
several use cases and a use case can interact with several actors. The use case is the 
set of scenarios that encompass the non-security requirements of the system created 
by the developers and users of the system.  

Step 7 Identify the Security Goals / Security Objectives 

The security goals / security objectives can be identified with respect to assets, 
business goals and organizational principles that is the security policies of the organi-
zation. The list of security goals can be identified and the security goals can be of 
main goals and sub goals. The main goals are the top goals, e.g.  Confidentiality, In-
tegrity and Availability, that to be identified for the web applications based on the 
level of security we need.  

There are many security sub goals/objectives for web applications and are based on 
the application domain and security policy of the organization, e.g.  Prevent attackers 
from obtaining sensitive customer data, including passwords and profile information 
which comes under confidentiality. Prevent tampering, trail and access control which 
comes under the top security goal Integrity. The techniques like Facilitated Applica-
tion Specification Technique (FAST), survey and interviews can be used to identify 
the security goals / security objectives. 

Step 8 Identify threats and vulnerabilities 

By identifying the assets, business goals and security goals the threats to the web 
applications can be identified. The overall system threats and vulnerabilities can be 
identified during this step. The list of threats and vulnerabilities can be developed for 
the web applications. The main threats to a Web application are: Profiling, Denial of 
service, Unauthorized access, Arbitrary code execution, Elevation of privileges, In-
formation gathering, Sniffing, Spoofing, Session hijacking, SQL injection, Network 
eavesdropping, Password cracking, Viruses, Trojan horses, and worms. Some of the 
vulnerabilities to the web application are unnecessary protocols, Open ports, Web 
servers providing configuration information in banners, Weak IIS Web access con-
trols including Web permissions, Weak NTFS permissions, Poor input validation in 
your Web applications, Unsafe, dynamically constructed SQL commands, Weak or 
blank passwords, and Passwords that contain everyday words. 

Step 9 Risk Assessment  

The next step is to assess and determine the risk when the threats and vulnerabilities 
occur. The impact of threats and vulnerabilities are analysed and risk determination 
process [18] is carried out. To do risk determination process any of risk assessment test 
models [5] like National Institute of Standards and Technology (NIST) model, NSA’s 
INFOSEC Assessment Methodology, Butler’s Security Attribute Evaluation method 
(SAEM) ,CMU’s “V-RATE” method ,Yacov Haimes’s RFRM model can be used or 
Microsoft risk based on DREAD method [6] can be used.  
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Step 10 Categorize and Prioritize the Threats and Vulnerabilities for mitigation 

The threats and vulnerabilities can be Categorized with respect to the security goals 
and security policies of the organization and prioritized based on the level of security 
and assets to be secured, e.g. tamper threat Categorized under top security goals In-
tegrity, unauthorized users under Confidentiality, and Integrity. This process can be 
done with the help of a survey or interview between the stakeholders. 

Step 11 Generate Misuse Cases Diagram for the Web Applications  

The detailed set of misuse case diagram [7] of the web applications should be de-
veloped that encompass the most significant threats to the system e.g. tamper misuse 
case, unauthorized users misuse case.  

Step 12 Identify Security Requirements 

The security requirements [19] are the counter measures that the Web Applications 
should have, as the functional requirements, e.g. Threat – password attack, wire tap, 
tamper, and Security goals – Availability - password attack, wire tap and Integrity - 
tamper. The Security requirements to prevent these threats are Prevent password at-
tack, encrypt communication, authenticate, validate data and lock data. 

Step 13 Generate Use Cases Diagram for the Web Applications considering Secu-
rity Requirements 

The security requirements are gathered; for better understanding, the use case dia-
gram of the Web Applications should be generated, that encompass the security re-
quirements of the system created by the developers and users of the system.  

2.3   Elaboration 

In this phase the detailed view of the web applications with security requirements can 
be understood with models and diagrams, which gives clear idea of the application in 
design and implementation phase. 

Step 14 Generate Structural Analysis models 

Next step of security requirements engineering is to develop different analysis 
models. These models form the solid foundation for the design of security require-
ments. The data models, flow models and behavioural models are the structural analy-
sis models that can be used to show the functional requirements and data flow. 

Step 15 Develop UML diagrams 

Develop UML diagrams for detailed view of security requirements and for better 
understanding of the secure web applications. High level of class diagram and se-
quence diagrams can be developed. These diagrams can be used to generate code and 
test cases for testing the security requirements. The navigational model consists of a 
navigation class diagram and a navigation structure diagram. Security based model-
ling can be done using SecureUML and UMLsec . 
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2.4   Negotiation and Validation 

In this phase the security requirements are categorized as essential and non essential 
requirements and prioritized according to the level of security and Stakeholders pref-
erence of security requirements. Then rough effort time and cost are estimated to im-
plement security requirements. 

The validation is done by the security experts and engineers with the requirements 
of the stakeholders. Review or Walk-through is a technique which consists in reading 
and correcting the requirements definition documentation and models. Such a tech-
nique only validates the good interpretation of the information. Traceability Matrix 
consists of a comparison of the application objectives with the requirements of the 
system [8]. A correspondence is established between objectives and how they are 
covered by each requirement. This way, inconsistencies and non-covered objectives 
will be detected.  

2.5   Specification 

Specification is the last phase in security requirements engineering framework. The 
security requirements specifications are modeled and they are validated with the 
stakeholders and this specification forms the source for the design of security re-
quirements. This phase is executed in parallel with each other phases of requirements 
engineering. Scenario or use case modeling can be used to specify the functional  
requirements with security requirements and non functional requirements for web ap-
plications.   

In this MOSRE-WebApp framework, object modeling is used to model the com-
ponents of the web applications and the concept of encapsulation with the function 
and data in data modeling, reusability of some of the security requirements against 
different threats, and the functions can be extended to implement the security  
requirements ,the concept of inheritance is adopted here. 

3   Application of MOSRE-WebApp Framework to a E-Voting 
System- A Case Study 

Manual voting systems have been deployed for many years with enormous success. 
If those systems were to be replaced with Electronic Voting Systems, we have to be 
absolutely sure that they will perform at-least as efficient as the traditional voting 
systems without any security issues. Failures or flaws in Online Voting Systems will 
put at risk to Democracy in the country implementing them. The main focus of  
security requirements engineering is on defining and describing what a software sys-
tem should do to satisfy the informal requirements provided by a statement of need. 
In this paper, we will define and describe what the secure Online Voting System 
should do to ensure a secure, robust, accurate, secure and quality-based design and 
implementation. 

Security Requirements are defined during the early stages of system development 
as a specification of what level of security should be implemented. In other words, 
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they represent what the system should do and have security from the stakeholders’ 
point of view. Performing a good security analysis on E-Voting, web application is an es-
sential step in order to guarantee a reasonable level of protection. However, different at-
tacks and threats may be carried out depending on the operational environment in which 
the system is used, i.e. the procedures that define how to operate the systems. 

An e-voting system should consider the following minimum requirements: 

1. To ensure that only persons with the right to vote are able to cast a vote. 
2. To ensure that every vote cast is counted and that each vote is counted only 

once. 
3. To maintain the voter’s right to form and to express his or her opinion in a free 

manner, without any coercion or undue influence.  
4. To protect the secrecy of the vote at all stages of the voting process. 
5. To guarantee accessibility to as many voters as possible, especially with regard 

to persons with disabilities.  
6. To increase voter confidence by maximizing the transparency of information on 

the functioning of each system.  
 

The MOSRE-WebApp Framework was applied to E-voting web application to gather 
functional requirements which includes security requirements. The architecture of the 
e-voting system is shown in the Fig. 1. 

 

Fig. 1. Simple E-Voting Architecture 

Each step of the MOSRE-WebApp Framework was applied to E-voting web appli-
cation. The partial list of the E-Voting System security requirements are given below 

Security requirements based on business assets: 

• The voting system should include controls to prevent deliberate or accidental  
attempts to replace code such as unbounded arrays and strings 

• Election process should not be subject to any manipulation including even a single 
vote manipulation 

• The system should provide accurate time and date settings 
• The system should not allow improper actions by voters and election officials 
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• The system should not allow Local Election Officials(LEOs) to down load votes to 
infer how voters in their precinct have voted 

• The system should provide means for protecting and securing recounts of ballots 
cast in elections 

• The system should not allow voter submissions to be observed or recorded in any 
way that is traceable to the individual voter 

• The system should ensure that election results would be verifiable to independent 
observers. 

• This implies that published election results correspond to the ballots cast by legiti-
mate voters 

• The system should not allow tampering with audit logs  

Security requirements based on system assets: 

• Use secure authentication, such as Windows authentication, that does not send 
passwords over the network. 

• Use secure communication channels 
• Use remote procedure call (RPC) encryption  
• Use a segmented network, which can isolate eavesdropping to compromised seg-

ments 
• Firewall policies that block all traffic except expected communication ports 
• Disabling unused services 
• Promptly applying the latest software patches 
• Running processes with least privileged accounts to reduce the scope of damage in 

the event of a compromise. 

We have given the list of some security requirements identified and they are based on 
the business and system assets. 

4   Discussion 

In the previous section we have identified the list of some security requirements and 
they are based on the business and system assets by applying MOSRE-WebApp 
Framework for Online Voting system. Based on the identified list of threats, vulnera-
bilities and security requirements we found that using our MOSRE-WebApp Frame-
work for web applications we will be able to get better set of security requirements. 
There are many methods to elicit security requirements but concentrating less on the 
phases of requirements engineering [15, 16, 17, 20 and 22].  In this section we  
compare results obtained from MOSRE-WebApp Framework, Haley and colleagues 
security requirements engineering framework [11]. We consider the percentage of 
vulnerabilities, threats and security requirements found with each method as the  
parameters for comparison.  

Table 1 Shows the comparison of MOSRE-WebApp Framework with Haley and 
colleagues security requirements engineering framework. 
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Table 1. MOSRE-WebApp Framework with Haley and colleagues SRE Framework 

Parameters Proposed MOSRE-
WebApp Framework 

Haley and His Colleagues 
SRE Framework 

Completeness of SR  Yes  No  

Interaction between other req.  Yes  No  

Resolve Conflicts  Yes  No  

Stakeholders and Vulnerability 
Identification  

Yes  No  

Approach  Model based  Problem based  

Multilateral  Yes  No  

Risk Assessment  Yes  No  

Complexity  Simple  Complex  

RE Phases  Includes all Only Elicitation and  

Analysis  

Traceability to Design  Easier  Hard  

Categorize and prioritize  Yes  No  

Elicitation techniques  Used  No  

Modeling  Part of Framework Not used  

Misuse cases and use cases Dia-
grams 

Used  No  

 
From a technical point of view, the most difficult task of the methodology is where 

security objectives are identified from functional descriptions, such as functional  
requirements. This has been the observation from several projects using MOSRE-
WebApp Framework to elicit security requirements. MOSRE-WebApp Framework 
requires expertise on at-least three dimensions: (i) information structuring and analy-
sis, (ii) requirements engineering, and (iii) security. There as on is that it is rarely in-
tuitive what the overall security goals and objectives are, and it is not easy to simply 
extract these from highly abstract system information, incomplete sets of functional 
Requirements and early draft system architecture. MOSRE-WebApp Framework pro-
vides some support, with use case, misuse case models. 
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5   Conclusion and Future Work 

Security Requirements have to be considered in the early phase of Requirements En-
gineering [12, 13, and 14], so a Model oriented Security Requirements Engineering 
framework is developed for Web Application and evaluated for an E-Voting Web 
Application, The main aim of MOSRE-WebApp is to extend security requirements 
engineering by seamlessly integrating elicitation, traceability and analysis activities. 
The motivation for this is that requirements engineering activities are often executed 
by other people than those writing the code, and often without much contact between 
the two groups. This applies in particular to security requirements, which is a major 
quality, attribute of today’s system. It is therefore important to develop both the abili-
ty of the people involved in the development to identify potential security aspects, and 
the capabilities of the development team to solve these needs in practice through  
secure design.  

As future work the Security Requirements identified from RE Phase should be  
carried to Design phase because good design will give Vulnerability free Web Appli-
cations and implement them. We also intent to do penetration testing and find the  
results based how far our application is vulnerable. 
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Abstract. Magnetic resonance images play a vital role in identifying various 
brain related problems. Some of the diseases of the brain show abnormalities 
predominately at a particular anatomical location which on MR appears at a 
slice at defined level. This paper proposes a novel technique to locate desired 
slice using Rotational, Scaling and Translational (RST) invariant features 
derived from a ternary encoded local binary pattern (LBP)image. The LBP 
image is obtained by labeling each pixel with a code of the texture primitive 
based on the local neighborhood. The ternary encoding on LBP identifies the 
boundary of the uniform region and thus reduces the time for calculating 
moments of different order. The distance function based on the RST features 
extracted from LBP between query and database image is used to retrieve 
similar images corresponds to the query image.  

Keywords: Feature Reduction, Rotational Scaling and Translational (RST) 
invariant features, Local Binary pattern, Eccentricity, Precision & Recall. 

1   Introduction 

Due to the developments in various imaging technologies, the number of images 
produced from different sources especially in medical field increases in a alarming 
rate. Nowadays Physician mostly relies on images for the diagnosis purpose. The 
accuracy in the medical diagnosis depends upon the information available on the 
image. Therefore it is very necessary to develop an appropriate information system to 
manage large collection of images [1-3]. 

One of the key issues in image management system is to locate a desired image in 
a large and varied collection of images. Patient-to-patient search, which can compare 
multiple patients and retrieve relevant cases among them can be used as a as a training 
tool for medical students for their follow-up studies and research purposes. The 
accuracy in diagnosis also can be improved by comparing similar images across the 
patients. Furthermore, in the medical domain, especially on brain images, experts 
focus on a region of-interest (single slice) or a volume-of-interest (several contiguous 
slices) in order to identify the cause of a pathology. In such cases, patient-to-patient 
search problem can further be simplified as retrieving the relevant slice given a query, 
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which can be used in diagnosis of structure specific diseases in the brain. 
Identification of similar slices from a volume of brain images may be taken as a first 
step in diagnosis of brain related problems. There are several methods depicted in the 
literature for the brain Image retrieval. The searches for medical tumors by their shape 
properties have been described in [4].Classifications of lesions in CT brain scans have 
been done in [5]. CBIR system for Traumatic brain injury (TBI) CT images has been 
proposed by Shimia et.al [6]. In this web-based system, user can query by uploading 
CT image slices and, retrieval result is a list of TBI cases ranked according to their 3D 
visual similarity to the query case. In [7] brain slice retrieval problem has been 
proposed using principal component analysis. But it requires image registration. A 
wavelet-based retrieval solution for brain images is introduced by Traina et al.[8].  A 
shape-based retrieval method that needed manual delineation of the anatomical 
structures is proposed in [9-10].  The geometric features and Fourier descriptors are 
used to represent brain images of pediatric patients, but it needs registered images 
[11]. The co-occurrence matrix representations, color quantization and wavelet 
responses are used to retrieve CT and MR images of different tissues [12-13]. LBP 
and KLT feature tracker have been used to extract region of interest form a brain MR 
images. LBP computes structure features in all local regions of the image while KLT 
identifies salient points in the image [15]. 

2   Methodology 

First we give an overview of LBP and Moment Invariants which form a base for our 
work. 

2.1   Local Binary Pattern  

Local binary patter (LBP) has been used as a texture descriptor for various image 
retrieval problems. The LBP method can be regarded as a truly unifying approach. 
Instead of trying to explain texture formation on a pixel level, local patterns are 
formed. Original LBP is formed by taking difference between the gray value of a 
pixel (gc) and the gray values of P pixels (gk) in a local neighborhood [15]. 

  
                             (1)

 

A number of variants of LBP have been evolved. The smallest value from a n-1 
bitwise shift operation on the binary pattern of n bits gives a rotational invariant 
descriptor [16]. The standard LBP has been replaced by circular neighborhood as a 
rotation invariant descriptor, but in some problems the anisotropic structural 
information is an important information source. In order to attain this, another variant 
named elliptical binary pattern (EBP) has been proposed. Ternary encoding and 
Quinary encoding, are proposed for the evaluation of the local gray-scale difference 
[17].  
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Ternary encoding (T): Instead of binary encoding, here the difference is encoded as 
3 values correspond to a threshold σ.  

                                                 (2) 

2.2   Moment Invariants 

Hu [18] proposed Moment Invariants (MI) for two-dimensional pattern recognition 
applications. Two-dimensional moments of order (p + q) for digital image  f (x, y) is 
defined as follows.   

                                           (3) 

where, p, q = 0,1,2..... The summations are over the values of spatial co-ordinates x 
and y spanning the entire image. The moments in Eq(2.3) are not in general invariant 
under translation, rotation or scale changes in the image f (x,y). Translation invariance 
can be achieved by using central moment defined as follows. 

                                (4) 

where  =   ,    =   . 

Information about image orientation can be derived by first using the second order 
central moments to construct a covariance matrix. 

Covariance =     where      ,  

 

 , .  

 
The Eigen of the covariance matrix can easily be shown to be  

λi = 
     .                                  (5) 

The relative difference in magnitude of the Eigen values are thus an indication of the 
eccentricity of the image, or how elongated it is.   

The eccentricity is  

                                                           (6) 
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The scaling invariant may b

Using this, a set of seven R
are derived by Schalkoff [1

2.3   Filtering 

The complexity of the retrie
Therefore it is very ess
Researchers proposed desc
[21], KLT feature tracker t
relevant features in the follo

Let I be an image of siz
3,5,7,9. The gray value of c
neighborhood pixels(gn). If
assigned a value 1, otherwi
image(FI) is formed  by  as
of the neighborhood pixels.

FI = 
1 ∑ 10

number of 1’s in the windo
primitive that best matches
it identifies some edges in 
region, it identifies ventricu

2.4   Threshold Chosen 

The threshold value  σ is c
(gmax - gmin) /2 , where gmax-
value of the of the window
change and rotation. The Fi

2.5   Feature Extraction 

The filtered image (FI) ha
seven RST moment Invari
The eccentricity is calculate
determined from the cova

  8 features fo

vectors of the query image
distance function. The dista
will be assigned rank1, nex
in the diagram, Fig 2. 

be obtained by further normalizing    as     

                                                    

Rotational Scaling & Translational invariant features (RS
9].  

eval problem increases with increase in number of featu
ential to retrieve relevant features from the imag

criptors, such as the SIFT descriptor [20], Surf descrip
to find the interesting regions of an image. We extract 
owing way. 
ze M X  N. Consider a window of size  w x w where w
central pixel(gc) of each window  is compared with tha
f  gn  >  gc +  σ  or gn  <  gc - σ , where σ > 0, then g
ise 0. Thus a binary map image(BI) is formed. The filte
signing a value to the central pixel based on the gray va
   

,   where Nb represents 

ow.  Thus each pixel is labeled with the code of the text
 the local neighborhood. Due to the presence of thresho
the image. In the case of a brain image with ventricu

ular shapes. 

hosen locally based on the range of each window. i e  
-  is the maximum gray value & gmin-  is the minimum g

w. It is observed that it is invariant to monotonic gray le
ig 1. shows the original image and filtered image. 

as been divided into l disjoint blocks of size w x w. T
ants [19] and eccentricity is calculated for each wind
ed for each window using eqn (6) based on the Eigen va
ariance matrix of the second order moments. There 

or each image. Distance matrix is formed by the feat

e with that of the images in the database using Euclid
ance matrix is arranged in ascending order and the smal
xt smallest rank2 and so on The overall procedure is sho

1
200

++=
qp

pq
pq

μ

μ
η  (7) 

ST) 

ures. 
ges. 
ptor 
the 

w = 
at of 
gn is 
ered 
alue 

the 

ture 
old, 
ular 

σ = 
gray 
evel 

The 
ow. 
alue 
are 

ture 

dean 
llest 
own 



 Axial T2 Weigh

Fig

Fig. 2. 

 
 

hted MR Brain Image Retrieval Using Moment Features 

 

. 1. a) original Image  b) filtered Image  

 

Block Diagram of locating desired images 

359 



360 A. Varghese et al. 

2.6   Performance Evaluation 

Precision and Recall is calculated based on P- R graph.  
Precision = No of relevant images retrieved / Total no of images retrieved  
Recall = No of relevant images retrieved / Total no of relevant images retrieved  

The precision and recall alone does not give full information. A precision score of 1.0 
means all retrieved items are relevant, but it gives no information regarding whether 
all relevant items are retrieved. A recall score of 1.0 means all relevant items are 
retrieved, but it fails to give information regarding number of irrelevant images 
retrieved. Therefore a combined measure Precision-Recall is used. The weighted 
average of precision and recall is also used to evaluate the performance. 

3   Results 

We categorized 500 T2 weighted Brain unregistered MR images of different persons 
into 3 classes and evaluated the performance of the method. Class1 images represent 
the top of the ventricle. Class 2 and class3 is associated with ventricles. The slices 
used in this work, were acquired on a 1.5 Tesla, MR scanner from Pushpagiri Medical 
College Tiruvalla, INDIA. The T2 weighted images (TR/TE(eff.) of 3500-4500/ 85-
105(eff.)ms) were collected using Fast Spin Echo (FSE) sequences with a matrix size 
of 320 X 224 (Frequency X Phase) and a NEX (Averages) of 2. 

It is observed the time taken for extracting moments of different order of filtered 
image takes lesser time than that of original image. As the order increase time also 
increases. Fig 3 shows this  

 

Fig. 3. Time for calculating moments of different order 

We have taken 8 features for each window. It has been observed that the 
eccentricity value of similar images are closer compare with dissimilar images. One 
image from each class has been taken and its precision and recall is calculated. Fig 4 
shows the P-R graph of the query images from different classes.  
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Fig. 6. The top5 images retrieved from each classs a) class 1 image b) class 2 image c) class 3 
image 

4   Conclusion 

The paper illustrates a method to locate relevant slices from MR image database. The 
moment features extracted from a ternary encoded LBP image is used to locate 
relevant slices. The proper choice of features from LBP images and proper relevance 
feed mechanism may improve the results. Also this can be extended for retrieving T2 
weighted coronal and sagittal slices from the MR image database. 
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Abstract. Mobile Adhoc Networks has become an important and exciting tech-
nology in recent years in which security has become an important issue. Black 
hole Attack is one of the possible and severe security attacks in mobile ad hoc 
networks which block the communication of secret data. Black hole attack di-
rectly attacks the node’s data traffic on the path and intentionally drops, alters 
or delays the data traffic passing through that node. In another type of black 
hole attack which falsely replies for the route request which comes from the 
source that it has enough routes to the destination even it does not have path to 
the destination. This paper deals with prevention of both types of black hole  
attacks and secure data communication using secret sharing and Random Mul-
tipath Routing Techniques. 

Keywords: Mobile Adhoc Networks, AODV, Blackhole attack, Destination 
Sequence Number, Random Routing. 

1   Introduction 

A Mobile Ad Hoc Network (MANET) is a self configuring Network and they are 
very attractive for military communications in hostile battlefield environments. In 
such situations, the ability to reliably communicate secret information in the presence 
of attacker is very difficult. Attackers may attempt both passive and active type of at-
tacks to gain nonauthorized access to classify or modify or disrupt the information 
process. Nodes usually share the same physical media; they transmit signals and ac-
quire them at the same frequency band. However, due to characteristics like dynamic 
topology and lack in centralized management security, MANET is exposed to various 
kinds of attacks. Black holes are the places or the areas within which the attacker can 
either passively intercept or actively block information delivery and black hole is a 
malicious node that falsely replies for any route requests and drops all the receiving 
packets which are forwarded towards the destination. Each and every mobile node in 
an ad-hoc network moves arbitrarily and acts as both a router and a Host.  

The interconnections between nodes have the capacity of changing on a continuous 
and arbitrary basis. Nodes within the same radio range communicate directly via wire-
less links, but the nodes that are far away use other nodes as relays. 
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1.1   BlackHole Attack 

Black hole attack is one of many possible attacks in MANET. It is a kind of Denial of 
Service attack. This attack can be easily lessen by setting the promiscuous mode of 
each node and to see if the next node on the path forward the data traffic as expected 
is shown in Fig 1. In the other type, a malicious node sends a forged Route Reply 
(RREP) packet to a source node which initiates the route discovery to act as a destina-
tion node is given in Fig 2. When a source node receives multiple RREP from the 
same node it compares the destination sequence number contained in RREP packets 
and decides the greatest one as the most recent routing information and selects the 
route contained in that RREP packet. When sequence numbers become equal it will 
selects the route with the smallest hop count number. The data traffic starts flowing 
toward the attacker when the identity of destination node is spoofed by attacker since 
attacker sends Highest Destination Sequence number RREP to the source node. 
 

 

Fig. 1. BlackHole Packet Interception from Nodes 

 

Fig. 2. BlackHole False Route Reply 

1.2    AODV and Destination Sequence Number 

AODV is a reactive Protocol used to discover the routes to start data communication. 
It builds the routes using route request and route reply cycles.DSN is a 32-bit integer 
[1] associated with every route and is used to decide the freshness of a particular 
route. The larger sequence numbers contain fresh route information. Node N3 will 
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now send it to node. Both the nodes N1 and N2 do not have a route to Destination D. 
They should broadcast the RREQ message again to its neighbors.  

Figure 3 shows that RREQ message broadcasted by the node N1 is also be received 
by node M which is considered as a blackhole. Thus, node M being malicious node, 
would generate a false RREP control message and send it to node N1 with a very high 
destination sequence number, that subsequently would be sent to the node S[2]. How-
ever, in simple AODV, as the destination sequence number is high, the route from 
node N1 will be considered to be fresher and hence node S would start sending data 
packets to node N1 then blackhole node stops the delivering the secret data which 
come from source node and starts dropping the packets intentionally. 

 

 

[    ] DSN (Destination Sequence Number)            RReq 

                                                                   RRep                                            Packet (Data) 

Fig. 3. BlackHole Forged RREP to the Source Node 

2    Related Work 

There has been numerous research results published in the literature survey that aims 
at finding the Black hole attacks is discussed. 

Prashant B. Swadas, Payal N. Raj, [3] proposed”DPRAODV” that is “detection, 
prevention and reactive AODV”. It is to inform the other nodes in the network about 
the security from blackhole. The ALARM packet is sent when the node is selected as 
anamoly. So that the malicious node’s RRep is discarded. Then the Routing Table de-
tails will be discarded. This approach increases routing overhead and the average end 
to end delay.  

Sanjay Ramaswamy, Huirong Fu, Manohar Sreekantaradhya, John Dixon and 
Kendall Nygard [4] proposed a method for identifying multiple black hole nodes.The 
authors have proposed a solution for cooperative blackhole attacks. They introduced a 
cross checking and data routing information table.The source node checks it own DRI 
whether intermediate node is reliable or not. If Source node uses Intermediate or 
neighbor node to send the packet then the packet is a reliable one. The cost of cross 
checking is more.  

Mohammad Al-Shurman, Seong-Moo Yoo and Seungjin Park [5] proposed two 
different approaches to solve the black hole attack. In the first solution by utilizing the 
redundancy of the network the sender node will be verified for the authenticity. The 
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idea behind following this solution is to find multiple routes for the destination. Once 
the valid route is identified the buffered packets will be transmitted through that 
route.The solution increases time delay. In the second solution, the last sent packet 
sequence number and the last received packet sequence number is stored in the 
routing table. When any packet is transmitted or arrived it is updated. If there is any 
mismatch or deviation in the sequence number then an ALARM will notifies the 
black hole node existence to neighbor.  

Rei Heng, Cheng and Shun Chao Chang, Chang Wu Yu, Tung-Kuang, Wu, [6] 
proposed a procedure called” distributed and cooperative procedure “to detect black 
hole node.In this each node detects local anomalies. It collects information to con-
struct an estimation table which is maintained by each node containing information 
regarding nodes within power range. The simulation result show the higher black hole 
detection rate and achieves better packet delivery.  

3   The Proposed Solution 

The solution proposed here is that the packets are delivered using multiple random 
routes after sharing of packets by secret sharing method .A four stage approach is 
considered. They are: 1.Preventing blackhole using Receive RouteReply method, 
2.Secret sharing of information, 3.Randomized propagation of each information share 
using Random multipath routing, and 4.Normal routing toward the destination. 

3.1   Preventing BlackHole Using Receive Route Reply (RRR) Method 

SN-Source Node 
DSN-Destination Sequence Number 
SSN-Source Sequence Number 
NID-Node ID 
MN-ID-Malicious Node ID 
RT-Routing Table 

 
1 SN Broadcasts RREQ 
2   SN Receives RREP 
3    SN Stores DSN and NID in RT 
4     Retrieve First entry from RT 
5  IF (DSN>>>=SSN) 
6   { 
7    MN-ID=NID 
8    Black Hole Node 
9  } 
10  ELSE 
11   { 
12    Normal Node 
13  } 

 
When the Node with largest Sequence number is received by the source it is consi-
dered as a black hole and that route toward that black hole is discarded and the 
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routing table is flushed or updated and sorted according to the destination    sequence 
number. 

3.2   Secret Sharing Method 

When a node wants to send a packet to the destination, it first breaks or divides the 
packet into”N”shares, according to a (T; N)-threshold secret sharing algorithm or 
Shamir’s algorithm. In brief, this algorithm divides a message into N pieces, such that 
the original message can be reconstructed from any T pieces, where T ≤ N, while any 
number of shares (pieces) less than T cannot yield any information about the original 
message.  

 

 

Fig. 4. Secret Sharing 

Algorithm: Shamir’s Secret sharing :( T, N) Threshold Scheme 

I. Setup Phase: Source 

1. Chooses a large prime q 
2. Selects a polynomial π Є ∏t-1   over Zq* such that π (0) ≡ S (mod q) 
3. Computes si ≡ π (i) (mod q), i = 1,. . . ,n. 
4. Distributes si to the shareholders Di, i = 1,…, n 

 
II. Reconstruction Phase: Any group Г of t shareholders  

1. Compute π (0) ≡ ∑iЄr siLi (0) (mod q) 

Note that Li (0) ≡ ∏ jЄr ,j≠i, j/j−i (mod q) are nonsecret constants and can be pre-
computed. 

3.3   Randomized Propagation of Each Share 

Randomized multipath routing algorithm that can overcome the fixed path problems. 
This Algorithm shows that multiple paths will be computed in a random way each 
time when an information packet needed to be sent to the destination, therefore the 
number of routes selected by different shares of different packets changing.. Howev-
er, the algorithm ensures that the randomly generated routes are as dispersive as poss-
ible, i.e., the routes are geographically separated as far as possible such that they have 
high likelihood ofnot simultaneously passing through a black hole.  Each share is then 
transferred to some randomly selected neighbors which is from updated routing table 
after deleting largest sequence number then that neighbor continually  relay the share 
to other selected neighbors which are random. It chooses multiple possible numbers 
of paths to reach the destination.  
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Fig. 5. Shamir Secret sharing and Random multipath routing Method 

3.4   Normal Routing Phase 

Normal Routing is done with AODV routing Protocol. The data are sent to these ran-
domly selected multiple routes with “n shares’ of data so even if the attacker present in 
the route, he can hear only partial data among “n” number of shares. The paths are cho-
sen randomly every time the sender node needs to send the data. If the sender receives 
‘n’ shares of the same message, and then the energy consumption is more in receiver.  

The sender needs to send all the ‘n’ shares of the messages to the receiver, even if 
the receiver receives the message, which causes unwanted energy consumption in 
sender node. So the unwanted energy consumption in both the sender and receiver 
node needs to be reduced, so, we propose a new method to achieve the minimum 
energy consumption. If the receiver receives some shares of the message from ‘n’ 
shares, then it should intimate to the sender that the receiver received the message. 
After receiving the confirmation message from the receiver, the sender node stop the 
current message transmission and starts to send another ‘n’ shares of the message. So 
the unwanted transmission in the both sender and receiver node is reduced. 

4   Simulation and Results 

The simulation is done with the help of NS-2 (v-2.34) network simulator. The imple-
mentation of the protocol has been done using C++ language in the backend and TCL 
language in the frontend on the Red hat Linux operating system.  

Table 1. Simulation Parameters 

Number of Mobile Nodes 20 
Topology 1500m x 1500m 
Number of Black Hole Node 2 
Pause Time 5s 
Traffic Constant Bit  Rate 
Maximum Speed of Node 20 m/s 
Packet Rate 4 Packets/s 
Routing Protocol AODV 
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      Fig. 6. Prevention of Blackhole using DSN        Fig. 7. Random Multipath routing 

 

Fig. 8. With Blackhole Packet transmission using Random routes 

The Figures 6, 7, and 8 shows how the blackhole route is discarded from routing 
table and random paths are chosen from refreshed routing table and secret shares are 
delivered to the destination using random routes. 

4.1   Packet Delivery Ratio 

PDR is the ratio of the number of CBR packets received by the destination to the 
number of CBR packets sent by the source.  
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Fig. 9. Packet Delivery Ratio 

Figure 9 shows the effect of blackhole on throughput of received packets after de-
leting the blackhole using the single path and the effect of using random routes to se-
cure the packets with increased throughput. Clearly throughput has been increased to 
the maximum. 
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Fig. 10. Packet Loss Ratio 

4.2    Packet Loss Ratio 

As speed increases, the position of a node will clearly change more rapidly. This will 
cause more and more packets to time out before reaching their destinations. By send-
ing the packets through random routes the blackhole interception rate is reduced to 
low thus the delay in sending of packets is reduced. 

5   Conclusion and Future Work 

By using Random dispersive routes maximum throughput is achieved with reduced 
delay even after blackhole presence. Energy consumption at both sender and the re-
ceiver is reduced and high security is achieved. Communication between sender and 
receiver is achieved with minimal energy factor. Future work can include the areas to 
develop simulations to analyze the performance of the proposed solution based on the 
various security parameters like mean delay time, packet overhead, memory usage, 
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mobility, increasing number of malicious node, increasing number of nodes and scope 
of the black hole nodes. 
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Abstract. Today's cloud environment is hosted in mega datacenters and many 
companies host their private cloud in enterprise datacenters. One of the key 
challenges for cloud computing datacenters is to maximize the utility of the 
Processing Elements (PEs) and minimize the power consumption of the appli-
cations hosted on them. In this paper we propose a framework called ISim, 
wherein a Datacenter manager playing the role of a Meta-scheduler minimizes 
power consumption by exploiting different power saving states of the 
processing elements. The considered power management techniques by the 
ISim framework are dynamic workload consolidation and usage of low power 
states on the processing elements. The meta-scheduler aims at maximizing the 
utility of the cores by performing dynamic workload consolidation using con-
text switching between the cores inside the chip. The Datacenter manager 
makes use of a prediction algorithm to predict the number of cores that are re-
quired to be kept in active state to fulfil the input service request at a given 
moment, thus maximizing the CPU utilization. The simulation results show, 
how power can be conserved from the host level till the core level in a datacen-
ter with the optimal usage of different power saving states without compromis-
ing the performance. 

Keywords: Cloud computing, power conservation, VM provisioning, workload 
prediction, dynamic workload consolidation. 

1   Introduction 

Enterprise datacenters is one of the most rapidly growing emitters of greenhouse gas 
pollution. With the vast power consumption by the datacenters and the significant 
cooling effect required to maintain them, they become one of the major sources of 
global warming. Google has consumed over 2 billion kilowatt-hours (kWh) worth of 
energy in 2010 [1]. According to a report released by Pike research [2] with the shift 
of enterprise infrastructure to cloud, the datacenter power consumption will decrease 
by 31 percent between 2010 and 2020. A report issued by the Carbon Disclosure 
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Project [3], supported by AT&T, finds that a company that adopts cloud computing 
can reduce its energy consumption, lower its carbon emissions and decrease its capital 
expenditure on IT resources while improving operational efficiency. 

The dynamic power management techniques such as DVFS and DCD can be im-
plemented in the hardware as part of an electronic circuit. But the implementation and 
reconfiguration of dynamic power management algorithms and policies in hardware 
are difficult in addition to poor visibility towards the environment. To address this is-
sue, the organizations such as Intel, Toshiba and Microsoft have published Advanced 
Configuration and Power Interface (ACPI) specification to provide standardized no-
menclature for various power saving states and also have defined software interfaces 
for managing them [4]. It is an open standard and it defines unified operating system 
centric device configuration and power management interface. The interface can be 
used by software developers to leverage flexibility in adjusting system power states.  

ACPI defines five system states [5].  A PE conserves different amount of power at 
different sleep states. Many modern power-aware processors and microcontrollers 
have built-in support for active, idle or standby and sleep operating modes [6]. The 
active power is the power consumed while the chip is doing useful work. The standby 
power is the power consumed while the chip is idle. In sleep mode, the supplies to 
unused circuits are turned-off. The time taken to come to live state from any sleep 
state is called wake up latency, and the power drawn during wake up time is compara-
tively insignificant. The power conservation and wake up latency are inversely related 
in a particular sleep state [7]. To generalize the sleep states supported in various sys-
tems, the proposed work categorizes them into two classes of sleep states viz. the 
shallow sleep states and the deep sleep state. To maximize the power conservation it 
is required that the computing resources in the datacenter are well utilized and the idle 
resources are kept in appropriate power saving states.  

As the incoming workload to the datacenter is highly dynamic in nature, the num-
ber of cores required for a VM request at a given instance is predicted with the help of 
historical data and provisioned for immediate allocation and the remaining processing 
cores are transitioned to the appropriate power saving states thus preventing the unde-
rutilisation of the cores and maximizing the power conservation. The proposed ISim 
framework allows seamless modelling, simulation and experimentation of emerging 
cloud computing infrastructure and power aware services.  

ISim is a discrete event driven simulator framework for realizing power aware da-
tacenters. ISim toolkit offers the following features which helps to save power and 
consolidate the workload in the cloud datacenter. 

• Simulation of cloud environment that supports dynamic VM provisioning in data-
center 
• Workload generation algorithm to generate three types of input workload pattern 
namely smooth, drastic and mixed variation in resource requirement, processing time 
and batch size 
• Run Time Prediction of number of cores, chips and hosts that are required to be 
kept in active state and adaptive provisioning of these resources. 
• Implementation of Chip level power-aware VM allocation policies using bin pack-
ing method 
• Dynamic workload consolidation without performance degradation 



 ISim: A Novel Power Aware Discrete Event Simulation Framework 377 

The unique features of ISim toolkit facilitate, researchers and cloud infrastructure 
providers to simulate and test their power-aware scheduling and consolidation poli-
cies in a controlled and easy to set-up environment. 

2   Literature Survey 

Power conservation can be done from transistor level within a microprocessor to ex-
ternal level involving cooling infrastructure. Hence the power conservation methods 
are classified either as external power saving or internal power saving methods based 
on the level at which they are done. Dynamic Voltage and Frequency Scaling is a 
kind of internal power saving method which exploits the various operating states of a 
processing core based on the load. Apart from using operating states, IBM Power sys-
tems define three sleep states namely nap, sleep and winkle to conserve power.  

Earlier works on power and energy aware management focused on increasing the 
battery life time for mobile devices [8, 9]. Current cloud infrastructure such as Ama-
zon EC2 [10] does not consider power aware resource allocation of VM for its users. 
The proposed work concentrates on power saving at PE level, Chip level and host 
level using various sleep states thereby facilitating the provider to save significant 
amount of power without violating Service Level Agreements (SLA) [11, 12, 13]. 

Pinheiro et al. [14] have proposed a technique called “load concentration” to save 
power while providing the QoS requirements. The author uses a static estimation me-
thod to predict the performance by considering the demand for various resources. This 
method is inefficient if the total demand exceeds the available resource capacity lead-
ing to throughput degradation. Our work predicts the demand for resources of the  
incoming jobs dynamically based on the recent history hence assuring the demand 
fulfilment while conserving power. 

Elnozahy et al. [15] studied the problem of power management in a web applica-
tion environment that has constant SLA. The authors considered CPU as a major 
source of power consumption and focused on the power management considering the 
CPU alone. The authors proposed various policies to scale the voltage and turn on/off 
the idle nodes. This approach does not consider the wake up latency and its power 
consumption. The significant wake up latency is a major drawback causing SLA vi-
olations. The proposed method is also limited to the fact that it cannot handle dynamic 
workload leading to inefficient decision making and wastage of power and energy.  

Srikantaiah et al [16] highlighted the importance of key observable characteristics 
such as resource utilization, performance and energy consumption in designing an  
effective consolidation strategy. Their work considered CPU and disk resource com-
bination for consolidation and determined optimal utilization level at which maximum 
power can be saved. However, the proposed model does not consider the performance 
degradation due to consolidation. Our work introduces a reduced bin packing algo-
rithm for efficient consolidation of PEs, with limited migration and negligible transi-
tion overhead which is more suitable for a generic cloud environment and it is also 
not application or workload dependent. 

Nathuji and Schwan [17] proposed a new power management technique called soft 
resource scaling in virtualized systems where hardware scaling is emulated by provid-
ing a VM less time for the resource utilization. The authors proposed local and global 
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policies for managing power. At the local level guest VM’s power management poli-
cy is leveraged and QoS is maintained by changing the power state in accordance 
with guest OS policies. This becomes insignificant if the guest OS is non power 
aware. The global policies manage multiple hosts and consolidate them using migra-
tion in order to save significant power. However the author does not describe how the 
policy is applied for efficient migration of the VMs. 

3   ISim Framework 

3.1   System Architecture 

Fig. 1. Depicts the proposed system architecture for ISim and the interaction between 
the different components of ISim. The heart of ISim is the datacenter manager which 
acts as a Meta-scheduler performing the runtime demand prediction, adaptive re-
source provisioning, VM scheduling and dynamic workload consolidation onto the 
hosts in a datacenter.  
 

 

Fig. 1. Architecture of ISim Framework 

3.2   ISim Class Hierarchy 

A class diagram hierarchy of the ISim package represented using UML notation is 
shown in Fig. 2. The specification of each class contains up to three parts: attributes, 
methods and internal classes. In the class diagram, attributes and methods are prefixed 
with characters ‘+’, ‘-’, and ‘#’, indicating access modifiers public, private, and pro-
tected, respectively. The ISim package implements the following classes. 
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Fig. 2. ISim Class Hierarchy 

Class ISim.PE: This is used to represent CPU/Processing Element. The capability 
of PE is defined in terms of Million Instructions Per Second (MIPS) rating. 

ClassISim.chip: An instance of this class simulates a collection of PEs. This class 
can be instantiated to model Muti Chip Module (MCM) and Multi Core System 
(MCS). 

Class ISim.PAMHost: It represents uniprocessor or shared memory multi-
processor machines. 

Class ISim.Datacenter: An instance of this class simulates a collection of hosts. 
This class can be instantiated to model large scale, heterogeneous datacenter. It is as-
sociated with PAMVmAllocation Policy class. 

Class ISim.Datacenter Characteristics: This represents the static properties of a 
datacentre such as architecture, operating systems, cost per memory, cost per storage, 
cost per bandwidth, etc. 

Class ISim.PAMVmAllocation Policy: This class is used to find the host for ex-
ecuting the submitted job. It can be specialised as heuristic or non- heuristic allocation 
Policy. Generally, Particle Swarm Optimization (PSO), Ant Colony Optimization 
(ACO), Simulated annealing (SA), etc., can be implemented under heuristic allocation 
policy.  Any one of the bin packing algorithms such as Best Fit, Worst Fit, First Fit, 
etc., can be implemented as a part of non-heuristic allocation algorithms. 

Class DC Manager: This is a key entity performs two major functionalities name-
ly workload prediction and resource provisioning.  
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Class PAMDataCenterBroker: This acts as an interface between the user and the 
Datacenter Manager. It is instantiated to supply batches of workload to Datacenter 
Manager. 

Class PAMChipAwareVmScheduler: This class is an abstract class that can be 
implemented either as a space shared or time shared PAMVmScheduler. Its main 
functionality is to assign the incoming workload to the available PEs in the hosts in 
the datacenter.  

Class DynamicPAMVmScheduler: This class is instantiated to perform dynamic 
compaction periodically by packing the workloads within few hosts.  

Class PAMVmSchedulerBackFilling: This class implements conservative back-
filling policy which reduces the makespan of a batch of workloads. 

4   Proposed Policies for Efficient VM Provisioning Using ISIM 

4.1   Dynamic Runtime Prediction 

The dynamic runtime prediction module predicts dynamic arrival pattern of VM re-
quests based on the recent history of arrivals, and uses it for provisioning resources. 
As the resource demand in a cloud datacenter is observed to be a time series, statistic-
al prediction methods for time series is used. The moving average method is used to 
predict the total number of required PEs for the next batch of VM requests. In simple 
moving average method, a window size is fixed and the average demand in the win-
dow gives the forecasted demand. 

4.2   Adaptive Resource Provisioning 

Based on the runtime prediction, the Meta-Scheduler performs adaptive provisioning 
to fulfil forthcoming demands. Let the scheduling process start at time t and the re-
quest batching duration be to. The steps for adaptive provisioning are shown below. 

 
Algorithm for Adaptive Resource Provisioning 

Input: PEs in SS state, PEs in DS state and predicted Re-
quiredPEs representing forecasted demand for the next 
batch 
Repeat  
a.Get thepredictedRequiredPEs for the next dispatch 

time t+t0 
// extra provisioning = X% of SS state 
b.SetPEsToBeProvisioned ← predictedRequiredPEs + extra 

provisioning 
c. Find the PEs that will become free at t+t0; Let it be 

denoted as futureFreePEs; 
d. If futureFreePEs are more than PEsToBeProvisioned 

then excessPEs are transitioned to DS state 
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else// This number is either satisfied from PEs 
in SS state or from PEs in  DSS 

Find the number ofinsufficientPEsfor allocation 
e.if (insufficient PEs are less than PEs in SS 

state) 
 allocateinsufficientPEs from PEs in SS state 
    else 
 allocateinsufficientPEs from PEs in DS state 
 while (there are VM requests ) 

4.3   Dynamic Workload Consolidation 

As the dynamic consolidation of VMs with the help of VM migrations between hosts 
involves lots of overhead, dynamic consolidation through the context switching of 
VMs is performed within each host. The context switching avoids the following cas-
es. Those VMs which have lesser remaining execution time than threshold are not 
context switched. The VMs that have already been relocated more than a fixed num-
ber of times are not context switched. A VM that is already running inside a single 
chip, but the consolidation results in placing it across more than one chip are also not 
context switched. 

Algorithm Dynamic Workload Consolidation 

Input: chipList of a host and set of VMs in each chip 
Output: The result of the compaction process. Success is 
returned, if it results in freeing at least a chip,     
else failureis returned 
// donorList represents source chips, from which VMs are 
relocated 
//receiverList represents a set of target chips, to which 
VMs are relocated 
// n denotes the number of chips in a host 
Step 1: Sort the chips based on numberOfBusyPEs in the 
ascending order 
Step 2:for (I = 1 to n) do 
add chip1 … chipi to ReceiverList 
add chipi+1…chipn to DonorList 
if the numberOfFreePEs in receiverList can accommodate 
the numberOfBusyPEs in  donorList 
begin 

  i. VMs are context switched such that VMs in Do-
norList uses PEs in ReceiverList 

 ii. result  = success 
 iii.return result 

end 
end for 
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5   Experimental Setup and Simulation Results 

The simulated environment is set up using ISim toolkit.  The simulator is extended to 
include the entities such as Chip, Datacenter Broker, Datacenter Manager (DC Man-
ager and power aware VM allocation policies. For a resource pool containing ‘m’ 
hosts and each host having one chip with eight cores, the power consumption is mod-
eled as 20 watts per processor core.  

5.1   Power Conservation with Single Power Saving State 

Three kinds of input workload patterns namely smooth variation, drastic variation and 
mixed variation with required number of PEs are generated for submitting to the data-
center. The power aware VM scheduler uses the Best Fit Decreasing allocation policy 
to allocate the input VM requests onto the hosts in the datacenter. This experiment is 
conducted to show the realization of significant power conservation with single power 
saving state. For a given random workload pattern at first, power conservation is 
computed using a provisioning policy that does not consider any power saving state. 
The same is repeated with a provisioning policy with shallow sleep state called Nap. 
Fig. 3 shows the comparison of  power conservation with single power saving state 
and with host shutdown. 

From the experiments it can be clearly seen that by using the power states of the 
cores good amount of power can be conserved with better resource prediction. Since 
the resource pool consists of  multicore and multi chip modules, the idle cores, chips 
and modules can be transitioned to shallow sleep state contributing to significant 
power conservation.  
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Fig. 3. Power Saving with host shut down and Single Power saving State   
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5.2   Power Saving with Multiple Power States 

This experiment was conducted to exploit multiple power saving states such as 
shallow and deep sleep states. Based on the prediction, the required PEs are 
transitioned to shallow sleep state. To manage the prediction error, an additional 
percentage of PEs are kept in deep sleep state. The chips and hosts that are not used 
by the VMs in near future are shut down state. This results in improved power 
conservation compared to single power saving state and is depicted in Fig. 4. 
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Fig. 4. Power Conservation under Multiple Power Saving States 

6   Conclusions and Scope for Future Work 

The key challenge in cloud computing is to manage unexpected demand and resource 
provisioning on the fly in an efficient manner. The proposed ISim toolkit facilitates 
the cloud provider to manage his hosts in the cloud datacenter efficiently with huge 
power conservation without compromising the performance. The meta-scheduler of 
ISim supports adaptive provisioning policy along with power aware allocation policy 
to provision the VMs on the host dynamically. Several experiments were conducted to 
show the effectiveness of the proposed framework in saving power and managing 
cloud datacenter. The future work aims to implement application profiling as well as 
resource profiling at cloud level by introducing a monitor tool to observe the pattern 
of application execution.  
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Abstract. The basic inspiration of the Semantic Web is to broaden the existing 
human-readable web by encoding some of the semantics of resources in a ma-
chine-understandable form. There are various formats and technologies that 
help in making it possible. These technologies comprise of the Resource De-
scription Framework (RDF), an assortment of data interchange formats like 
RDF/XML, N3, N-Triples, and representations such as RDF Schema (RDFS) 
and Web Ontology Language (OWL), all of which help in providing a proper 
description of concepts, terms and associations in a particular knowledge  
domain. Presently, there are some existing frameworks for semantic web tech-
nologies but they have limitations for large RDF graphs. Thus storing and effi-
ciently querying a large number of RDF triples is a challenging and important 
problem. We propose a framework which is constructed using Hadoop to store 
and retrieve massive numbers of RDF triples by taking advantage of the cloud 
computing paradigm. Hadoop permits the development of reliable, scalable, 
proficient, cost-effective and distributed computing using very simple Java in-
terfaces. Hadoop comprises of a distributed file system HDFS to stock up RDF 
data. Hadoop Map Reduce framework is used to answer the queries. 
MapReduce job divides the input data-set into independent units which are pro-
cessed in parallel by the map tasks , which then serve as inputs to the reduce 
tasks. This framework takes care of task scheduling, supervising them and re-
execution of the failed tasks. Uniqueness of our approach is its efficient, auto-
matic allocation of data and work across machines and in turn exploiting the 
fundamental parallelism of the CPU cores. Results confirm that our proposed 
framework offers multi-fold efficiencies and benefits which include on-demand 
processing, operational scalability, competence, cost efficiency and local access 
to enormous data, contrasting the various traditional approaches.  

Keywords: Semantic Web, Distributed Computing, Map-Reduce Program-
ming, SPARQL, Graph Data, Performance Evaluation. 

1   Introduction 

Cloud computing is a budding concept in the IT and data dispensation communities. 
Various new ventures are utilizing cloud computing service to contract out data safe-
guarding, which results in noteworthy financial benefits. Enterprises usually stock up 
and access data at far-off sites in the “cloud”. As the reputation of cloud computing 
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nurtures, the service providers come across several challenges. They have to maintain 
gigantic magnitudes of heterogeneous data while providing well-organized infor-
mation retrieval. Hence the prominence for usage of cloud computing is scalability 
and query efficiency.  

Semantic Web technologies [2] are being urbanized to present data in standardized 
way such that the data can be retrieved and understood by both human and machine. 
Traditionally, web pages are published in simple html files and hence are not suitable 
for interpretation. Instead, the machine regards these html files as a container of key-
words. Researchers are cultivating these Semantic Web technologies to address such 
shortcomings. The most well-known standards are Resource Description Framework1 
(RDF) and the SPARQL Protocol and RDF Query Language (SPARQL). RDF is the 
standard for piling up and expressing data and SPARQL is a query language to re-
trieve data from an RDF stockpile. Via OWL (Web Ontology Language) ontologies, 
different schemas, classes, data types and relationships can be represented without 
forgoing the benchmark RDF/SPARQL interface.  Figure 1 reflects the fundamental 
organisation of Semantic Web.  

 

Fig. 1. Semantic Web Layer Cake 

Semantic web datasets are mounting exponentially. More than any other domain, 
in the web arena, scalability is supreme. Nevertheless, high speed response time is al-
so critical in the web society. Cloud computing concept offers a way out that can 
achieve both the goals. Present industrial tools and technologies do not dwell well in 
Cloud Computing scenery. 

A distributed system can be fabricated to triumph over the scalability and perfor-
mance issues of present Semantic Web frameworks. Datasets are being disseminated 
to help in providing such scalable solutions. Yet, till date, there isn’t any distributed 
storehouse for storing and managing RDF data. We put forward a solution with a ge-
neric distributed storage system which makes use of a Cloud Computing platform. 
And then propose a way to tailor the system and schema explicitly to meet the de-
mands of semantic web data. Finally, we recommend constructing a semantic web 
storehouse using such a storage provision. 

In this paper we spotlight on the design characteristics inherent to using the  
MapReduce software framework to assemble highly-parallel, high-performance and 
scalable data management systems. Our views and discussions in these fields are  
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stimulated by our understanding of designing, constructing and evaluating our  
preliminary implementation of a triple store which is vigorous, robust, scalable and 
distributed. 

A triple-store is a data storage and recovery environment for graph data, conven-
tionally represented in RDF formats [15]. Our triple store stores graph data [17] as 
RDF triples and retorts to queries over this data using SPARQL query language. We 
make use of the Hadoop implementation of MapReduce to build it.  

2   Hadoop: The Best Implementation of MapReduce 

MapReduce is a software framework used to process and generate large datasets. Us-
ers state a map function that divides data into key/value pairs and a reduce function 
that amalgamates all key/value pairs on the basis of the key.  

MapReduce software framework is effortlessly parallelizable for implementation 
on bulky clusters of commodity equipments. This facilitates the production of high-
performance, highly-scalable applications. The most accepted MapReduce implemen-
tation is Hadoop. Hadoop controls the management of data on compute nodes by 
making use of the Hadoop Distributed File System (HDFS), scheduling the program's 
execution over a set of machines, managing machine breakdowns, and handling the 
obligatory inter-machine communication. This paves way for the design and imple-
mentation of high-level functionality by means of the MapReduce framework to put 
up high-performance and highly scalable applications.  

A main feature of the MapReduce software framework, as articulated in the  
Hadoop implementation, is the utilization of a unique, centralized node, referred to as 
the NameNode which guides the posting of data onto compute nodes using HDFS, al-
locates compute jobs to the diverse nodes, traces fiascos and supervises the shuffling 
of data after the Map step concludes. 

The unit of computation in Hadoop is referred to as a job. Here the users submit 
jobs to Hadoop’s JobTracker module. Every job consists of two phases: Map and Re-
duce. The Map phase takes a key-value pair as input and possibly will output zero or 
more key-value pairs. In Reduce phase, the values of every key are assembled into 
compilations traversable by an iterator. The generated key-iterator pairs are in turn 
passed to the Reduce method, which as well outputs zero or more key-value pairs. 
When a job is presented to the JobTracker, Hadoop attempts to place the Map pro-
cesses near to the entered data in the cluster. All the Map process and Reduce process 
work autonomously without communicating and hence beneficial for both swiftness 
and ease. 

3   Design Goals 

Our principal data system design driving force is the knack to persist and speedily 
query hefty data graphs. To align with Semantic Web data principles, we consider 
graphs characterized as subject-predicate-object triples [2][6]. A small illustration 
graph can be seen in Figure 1 that contains 7 triples –  
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John lives in Pune, John owns an object car0, car0 is a car, car0 was made by Ford, 
car0 was made in Delhi, Delhi is a city and Pune is a city. 

 

Fig. 2. A Small Graph of Triple Data 

We make use of SPARQL [18] -it is the benchmark Semantic Web query language. 
SPARQL semantics are broad-spectrum and similar to the well-known SQL. An ex-
ample SPARQL query for the above graph data is the following: 

SELECT ?person WHERE  
{  
?person :owns ?car .  
?car :a :car .  
?car :madeIn :Delhi.  
}  

The above query written in SPARQL language has three clauses and looks for all 
equivalences to the variable ?person such that ?person owns a unit specified by 
the variable ?car which is a car and was made in Delhi. The above query corre-
sponds to the directed graph as seen in Figure 2. 

 

Fig. 3. A Directed Graph Representation of a Query 

Processing of SPARQL queries in the perspective of a data graph such as the one 
above involves identifying which variables in the query clauses can be related to 
nodes in the data graph in order to let the query clauses align with the data triples 
[16]. This process of alignment for query processing is moderately universal across 
various data depictions and query languages. An example of this sort of alignment for 
our example query can be seen in Figure 4. 
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Fig. 4. Alignment of SPARQL Query Variables with Triple Data 

The main functional design objectives for the triple-store are to:  

1. Serve as an unrelenting store for triple data in RDF set-up.  
2. Provide as a SPARQL endpoint to process SPARQL queries.  

There have been several other design approaches for triple-stores with comparable de-
sign goals. Several of these triple-stores have accomplished superior performance on 
solo compute-node systems [14] by making use of designs based on memory mapping 
index information [9]. Nevertheless, disk and memory restrictions have motivated the 
necessity for distributed computing tactics to triple-stores [10][12]. 

4   Proposed Architecture of Our Framework 

Our architecture comprises of two components. The upper part of Figure 5 portrays 
the data pre-processing component and the lower part portrays the query answering 
one. There are three sub-components for data generation and pre-processing. Conver-
sion of RDF/XML to N-Triples serialization format is done using N-Triples Converter 
module.  

 

Fig. 5. The System Architecture 
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The PS module splits the N-Triples data into predicate files. These predicate files 
are in turn fed into the POS module which divides the predicate files into smaller files 
based on the type of objects. Our MapReduce framework has three subcomponents in 
it. It inputs the SPARQL query from the user and feeds it to the Query Rewriter and 
Query Plan Generator. This module picks the input files to decide how many 
MapReduce jobs are required and then pass the data to the Plan Executer module 
which runs the jobs using MapReduce framework. It then dispatches the query result 
from Hadoop to the user. 

4.1   Data Partitioning and Triple Placement 

In order to use a distributed computing approach to information management system 
design, it is generally infeasible to pass large volume input data directly to and from 
the user. This data passing would involve the coordinated movement of data onto and 
off of the compute nodes as and when the data needs to be processed. The large mag-
nitude of data makes this approach unfeasible owing to data churn. As a result, hefty 
input (data and queries) and output (results of query) data sets are required to be 
stored directly onto the compute nodes. This direct storage of data on the compute 
nodes is done natively by means of the Hadoop implementation of MapReduce which 
involves placing data in the HDFS distributed file system.  

Data is maintained in the form of flat files in the HDFS file system i.e. each line 
of the triple-store text file represents all triples related with a different subject. 
Though this approach of persisting triple data in the form of flat text files is rudimen-
tary when evaluated against other data management approaches, it brings a level of 
automated robustness which is achieved by replicating the data and MapReduce  
operations across various nodes [7]. The data is stored in a simple, easy to read set-up 
that imparts itself to easier, user centric drill-down investigation of query results re-
turned from the triple store. [13] 

4.2   Query Execution 

MapReduce offers only plain data manipulation techniques by splitting the data into 
key-value pairs, and combining all values with the same keys. For complex query 
processing, there is a need for data management systems to iterate over clauses of the 
queries to incrementally bind variables of the query to the literals in the triple store 
while fulfilling all the constraints of the query. All iterations consist of a MapReduce 
operation intended for a single clause in the query.  

The initial map step maps the data in the triple store to a list of variable bindings 
such that the first clause of the query is satisfied. The importance of the Map step is 
the list of variable bindings. Once done, the Reduce step discards duplicate results and 
uses variable binding as the key to save them to disk.  

The intermediary query binding steps iteratively bind variables to literals as and 
when new variables are introduced by processing succeeding query clauses and addi-
tionally sieving out the previous bindings which cannot satisfy the new clauses. These 
intermediate steps carry out MapReduce operations over the triple data as well as the 
earlier bound variables saved to disk.  
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The ith intermediate Map step’s job is to identify all variables in the triple-data 
which satisfy the ith clause and thus save this result with the key as any of the varia-
bles in the ith clause which surfaced in previous clauses. The value of this Map step is 
the bindings of the variables that have not been seen in the previous clauses. The iter-
ation of this Map step in addition rearranges the results of the prior variable bindings 
which have been saved to disk to the equivalent name of a variable key present in the 
ith clause that materialized in previous clauses.  

 

Fig. 6. Iteration of MapReduce to Process SPARQL Queries 

Consequently, the ith Reduce step performs a join function on top of the intermedi-
ary results from the Map step by iterating over the entire results pairs from the prior 
clause and the recent clause by means of the assignment of the same key.  

These map-reduce-join iterations continue until the entire clauses in the query are 
administered and variables are assigned such that they satisfy all the query clauses. 
Our triple-store design saves the intermediate results of the query processing onto lo-
cal disk to increase the swiftness in processing of similar queries which might come 
into view later. The finishing step of MapReduce carries out filtering operations on 
the bound variable assignments in order to satisfy the main SELECT clause of the  
respective SPARQL query. 

5   System Implementation and Initial Results 

In this segment, we draft an initial design of our system and show preliminary results. 
In order to test the performance of our proposed design based on MapReduce frame-
work for a scalable data management system, we built a premature version of triple 
store using the Cloudera Hadoop(CDH3) that we deployed on top of an Amazon EC2 
[1] cloud environment comprised of 20 XL nodes running RedHat Linux and 
Cloudera Hadoop. 
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5.1   Lehigh University Benchmark(LUBM) 

We made use of the LUBM benchmark [5] to assess the performance of our triple 
store. This benchmark generates synthetic data concerning the publishing, coursework 
and advising activities of the faculty and students belonging to different departments 
in various universities. 

Once the data triples were stocked up onto the triple store, we assessed our frame-
work’s performance in responding to 1st, 9th and 14th query of LUBM as these were 
the queries used for studying the performance of previous triple-store. 1st query is ba-
sically very plain which asks for the all students that take a particular course. Its re-
sponse is a very small set of triples. 9th query is fairly complicated query comprising 
of a triangular pattern of relationships and it asks for all the teachers, students and 
courses such that the teacher is the adviser of the student who takes a course taught by 
the teacher. 14th query is reasonably simple as it just asks for all the undergraduate 
students but the response generated includes very large set of triples. 

5.2   Summary of Results 

Our triple store evaluation attained the following query response time for the 3 que-
ries for 6000 universities which corresponds to approximately 800 million triples us-
ing the LUBM benchmark when deployed on an Amazon EC2 cloud with 20 compute 
nodes: 

Query 1: 323 sec. (approx 0.1 hr.); Query 9: 560 sec. (approx 0.2 hr.); Query 14: 
100 sec. (approx 0.03 hr.)  
For evaluation, in the triple store study the industrial single-machine DAMLDB tri-
ple-store achieved the following performance on the same queries in combination 
with the Sesame2 and Jena3 Semantic Web frameworks in order to assist in query 
processing.  

Sesame+DAMLDB took:  

Query 1: approx 0.1hr.; Query 9: approx 1 hr.; Query 14: approx 1 hr.  
For Jena+DAMLDB, owing to the difficulty in loading triples into this dataset, we 
cannot have data on performance over 550 million triples. However based on ob-
served trends this triple-store probably would require the following response times:  

Query 1: approx 0.001 hr., Query 9: approx 1 hr.; Query 14: approx 5 hr.  

It is to be noted that the only query where our framework performed evidently worse 
than DAMLDB was on query 1. Query 1 returns a very small subset of values bound 
to variables. Even though MapReduce is conventionally used to build indices, its im-
plementation of Hadoop provides little support for accessing data stocked up in HDFS 
files. Conversely, DAMLDB makes use of a number of exceptional indexing optimi-
zations for plain queries like that for Query 1. Our triple store does not implement 
such optimization techniques. Barring this one drawback, our approach performed 
better than other existing technologies owing to the vastly parallel and distributed im-
plementations of the MapReduce framework.  
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Fig. 7. Graph Comparing Performances of Various Triple-Stores 

6   Future Directions 

On basis of our understanding of the initial operation of our proposed framework,  
we have quite a few short and long-term actions needed to further improve the  
performance and acceptance equally from design as well as software framework  
perspective.  

Foremost improvement needed is a more effectual method for indexing data. In 
addition to this, we need a supporting alternative to Map-Reduce that supports native 
indexing as a replacement for the basic Map operations over all the stored data  
elements.  

In addition to this we can make improvements in performance of our design which 
can be made available by caching the partial results locally for high performance par-
allel operations as well as globally using a entity like NameNode which will track the 
local caching of the partial results. To achieve this we require additional potential in 
the software framework to keep track of the partial results which were cached before-
hand and perhaps to decide which cached results can possibly be discarded to produce 
free disk space in the cloud. This should be done only if it is a deployment concern.  

A major advancement that can be done to support the design of information sys-
tems would be a substituting software framework that aids in data linking. As an al-
ternative of storing lists of data in the form of flat files in constructs similar to HDFS, 
a software framework can be built that can offer a inherent linked-data construct 
which couples the data elements and the pointers to related data. The resulting linked-
data framework will provide more rapid localized processing of queries without a 
need for exhaustive searching of the data set for each and every query request. 
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Abstract. Grid Computing is the fast growing industry, which shares the re-
sources in the organization in an effective manner. Resource sharing requires
more optimized algorithmic structure, otherwise the waiting time and response
time are increased, ansd the resource utilization is reduced. In order to avoid such
reduction in the performance of the grid system, an optimal resource sharing al-
gorithm is required. The traditional min–min algorithm is a simple algorithm that
produces a schedule that minimizes the makespan than the other traditional al-
gorithms in the literature. But it fails to produce a load balanced schedule. In
recent days, ACO plays a vital role in the discrete optimization problems. The
ACO solves many engineering problems and provides optimal result which in-
cludes Travelling Salesman Problem, Network Routing, and Scheduling. This
paper proposes Load Shared Ant Colony Optimization (LSACO) which shares
the load among the available resources. The proposed method considers mem-
ory requirement as a QoS parameter. Through load sharing LSACO reduces the
overall response time and waiting time of the tasks.

Keywords: Grid Computing, Ant Colony Optimization, Argentine Ants,
Resource Sharing.

1 Introduction

As the scientific problem grows very complex in the modern computing technology,
it requires more computing power and more storage space. Based on these basic re-
quirements, an organization requires higher computational resource when dealing with
current technological methodology. The past technologies such as distributed comput-
ing, parallel computing are not suitable for recent advancement. The modern computer
industry operates with very large amounts of data which utilise more processing power
and high storage volumes of data. Therefore, the Grid computing is proposed as effec-
tive resource management to the organization. In grid computing, the network status
and the resource status are to be managed effectively. If the network status or resource
status are not in feasible level, then the total computation time will be increased dramat-
ically. In grid computing, the user will encounter thousands of computers to utilize in
effective and efficient manner. The Grid architectures are serving as a middleware tech-
nology for various purposes like resource allocation management, job scheduling, data
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management, security and authorization. Grid resource brokers [1] are responsible for
gathering resource information, discovery, resource management and job scheduling.
Various scheduling methods exist which try to optimize time, cost, resource utilization
and load balancing. Fig. 1 shows the research activities related to Grid scheduling meth-
ods. Programming in the grid computing involves more complexities which not only re-
quire a single-machine application but needs additional features. Some of the additional
aspects in the grid computing are 1) Dividing and combining data and results, 2) Data
security, 3) Application security, 4) Testing, and 5) Redundancy and capacity planning.

Scheduling methods

Grid-oriented

User-oriented

Provider-oriented

Load balance

Time
Cost
Reliability
Security

Resource utilization

Cost

Fig. 1. Various Research Activities in the Grid Environment

The purpose of task scheduling in the grid computing is to balance the load of entire
grid system in such a way that completing all the assigned workload as soon as possible
and feasible than other system. It is impossible for anyone to manually assign these
loads in the large computing resources of grid system. As the environment status of
grid architecture is changing frequently, the traditional job scheduling algorithm such
as ”First Come First Serve” (FCFS), ”Shortest Job First” (SJF), etc., may not be suitable
for the dynamic environment in grids. Therefore, job scheduling in the grid environment
is a very important issue. The Non-traditional algorithms differ from the conventional
traditional algorithms in that it produces optimal results in a short period of time [2].
There is no best scheduling algorithm for all grid computing systems. An alternative
is to select an appropriate scheduling algorithm to use in a given grid environment
based on the characteristics of the tasks, machines and network heterogeneity. The Grid
scheduler should consider the QoS requirement of a task to find a perfect match of
resource [3]. The QoS constraint is the responsibility of scheduler and it does not focus
on the objective function. This paper proposes an efficient job scheduling algorithm
based on Ant Colony Optimization which considers memory as a QoS requirement
and shares the load among the resources for optimizing the resource usage in the grid
environment.

2 Related Work

Braun et al. [4] have studied the relative performance of eleven heuristic algorithms
for task scheduling in grid computing. They have also provided a simulation basis for
researchers to test the algorithms. Their results show that Genetic Algorithm (GA)
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performs well in most of the scenarios and the relatively simple Min-Min algorithm
performs next to GA and the rate of improvement is also very small. The simple algo-
rithms proposed by Braun are Opportunistic Load Balancing (OLB), Minimum Execu-
tion Time (MET), Minimum Completion Time(MCT), min–min, max–min.

Wei-Neng et al. [5] proposed Ant Colony System (ACS) for Grid computing, in
which the author considers the scheduling of tasks in terms of more than one quality of
service (QoS) parameters. The ACO proposed by them enables the users to specify their
QoS preferences as well as define the minimum QoS thresholds for a certain application
and the ACS is tested in ten task applications with at most 120 tasks. Based on the
characteristics of workflow scheduling, they have designed seven new heuristics for
the ACO approach and propose an adaptive scheme that allows artificial ants to select
heuristics based on pheromone values. This ACO proposed by them decreases the cost
by 10–20% compared with the existing Deadline based approach.

Ruay-Shiung Chang at al [6] proposed a Balanced Ant Colony Optimization (BACO)
algorithm for job scheduling in the Grid environment. The main contributions of this
paper is to balance the entire system load while trying to minimize the make span of
a given set of jobs, the BACO focuses on the make-span and system load balance.
According to the author the experimental results in this paper shows that BACO can
outperform other job scheduling algorithms.

AliEn RB [7] is a Grid Broker which handles File transfer optimization, fault tol-
erance by multithreading, and Push and pull task assignment. In Apples [1], the Pa-
rameter study support, event-driven rescheduling, Centralized adaptive scheduling with
heuristics, and self-scheduled work queues are handled. In EZ-GRID Broker [8], job
handling, transparent file transfer, self-information service with dynamic and historical
data, Policy Engine Framework for provider policies are proposed.

A load balancing algorithm aims to increase the utilization of resources with light
load or idle resources thereby freeing the resources with heavy load [9]. The algorithm
tries to distribute the load among all the available resources. At the same time, it aims to
minimize the makespan with the effective utilization of resources. Only few of schedul-
ing algorithms for grid task are focusing the problems with a variety of QoS parameter.

Stefka et al. [10] proposed a high throughput computing scheduling algorithm based
on ACO. The authors says that ACO algorithm can be interpreted as parallel repli-
cated Monte Carlo (MC) systems. The scheduling algorithm designed by them is for
distributed systems shared asynchronously by both remote and local users. They have
developed 3 simulated grid examples and one ant to evaluate the newly proposed ACO
algorithm for grid scheduling.

Graham Ritchie et al. [11] proposed an ant colony optimisation (ACO) algorithm
that, when combined with local and tabu search, can find shorter schedules on bench-
mark problems than other techniques found in the literature.

Zhihong Xu et al. [12] suggested that the structure of Grid makes the QoS of Grid
more difficult than network and distribute computing environment. They proposed a
category scheduling based on ant algorithm that makes use of user category, resource
category and task category. The algorithm proposed by them improved the successful
scheduling rate, system performance and Quality of Service (QoS) to a certain extent.
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3 Ant Colony System

The ant algorithm is inspired from the behaviour of real ants. A colony of cooperative
ants moves from their nest to find food. The ants deposit a chemical pheromone on its
path while moving from nest to food. When more ants move in the same direction the
strength of pheromone increases on the path. Other ants use this to choose the shortest
path. The idea of ants was used by Marco Dorigo to develop an Ant Colony System
which aimed to search for an optimal path in a graph [13]. He formed artificial ants to
find a solution for the Travelling salesman problem. The algorithm used the past history
to update the pheromone value. Based on the pheromone value the shortest path was
identified. The state transition rule used by ant system, called a random-proportional
rule, is given by Equation (1) which gives the probability with which ant k choose the
resource r for job s.

pk(r,s) =

{
τ(r,s)×[η(r,s)]β

∑τ(r,s)×[η(r,s)]β , if s ∈ Jk(r)

0, otherwise
(1)

where τ is the pheromone,η is the heuristic value, and Jk(r) is the set of jobs that remain
to be scheduled by ant k.

The pheromone is updated according to Eq. (2):

τ(r,s)← (1−α)× τ(r,s)+∑(1−α)× τ(r,s)

ΔτK(r,s) =

{
1

CTK
, if resource found

0, otherwise
(2)

Deneubourg et al.proposed an ant colony system based on Argentine ants. According
to the author most of the ants lay a pheromone trail only when they return from food
source to nest. But argentine ants lay the pheromone trail both when leaving from and
returning to the nest from food source. They proposed a model based on the behavior
of these ants and formulated a equation by assuming that two paths are available for a
ant. Fig. 2 shows the two bridge and the formula is given in Eq. (3).

ProbA =
(k+Ai)

n

(k+Ai)n +(k+Bi)n (ProbA +ProbB = 1) (3)

Ai+1 = Ai + δ ,
Bi+1 = Bi +(1− δ ), (Ai +Bi = i) (4)

where δ is a stochastic variable that takes a value of 1 or 0 based on the probability of
ProbA and ProbB respectively. A is increased by 1 unit if ant chooses path A, otherwise
B is increased by 1 unit if ant chooses path B. Based on the values on n and k, successive
ants choosing the path may vary.
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Fig. 2. Ant moving from Nest to Food

4 Proposed Work

This paper proposes a new load sharing approach based on the behavior of argentine
ants. In deneubourg work they propose that the ants choose either path A or path B
based on the probability value. This work considers path A as resource1 and path B as
resource2. It also assumes that both resources are capable of executing the given tasks.
The resources should be chosen based on the RAM requirement of task and the avail-
ability of RAM in the given resource. The traditional method allots any one resource
based on the task requirements. In Ant Colony Optimization also, based on the proba-
bility and the requirements the task choose either resource1 or resource2. But this paper
aims to share the load on both resources which will minimize both the makespan and
wait time of the tasks. So it subdivides the given task and allots a percentage of tasks to
both resources based on the probability value obtained by applying the random propor-
tional rule. The random proportional rule used to identify the percentage of task allotted
in a resource is given in Eqs. (5) and (6).

P1 =
(R1 + k)h

(R1 + k)h +(R2 + k)h
(5)

A1 = P1 ×TRi (6)

where A1 is the amount of task allotted in resource1 and TRi is the memory requirement
of taski. Based on the value of the coefficients k and h the probability of choosing
a resource for scheduling a task will change. The value of k and h should be carefully
chosen so that it shares the load among the resources. A deep study was done by varying
the values of k and h and it was identified that by choosing the values of k = 1 and h = 0
load balancing is achieved.

The formula can be generalized if more number of resources is available. The
pheromone value of each resource is updated based on the percentage of task allot-
ted. The higher percentage the resource allotted, the value of pheromone incremented
more. The probability rule used for more number of resources is given in Eq. (7).
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Pj =
(Ri + k)h

n
∑

i=1
(Ri + k)h

(7)

The tasks scheduled here are considered to be Meta tasks. Meta tasks don’t have depen-
dency relationship among them. So they can be easily subdivided and shared on many
resources for parallel execution. The algorithm for the proposed work is as follows:

Procedure LSACO

1. Initialize ACO Parameters
2. Read the Resource characteristics for all the

available resources
3. For each task
4. Read task requirement TRi

5. For each resource calculate the probability value

Pj =
(Ri + k)h

n
∑

i=1
(Ri + k)h

6. Calculate allotment percentage based on
task requirement
using A j, A j = Pj ∗TRi

7. Update pheromone value for each
resource if it is allotted Ri = Ri + 1

8. End for
9. End for

5 Experiments and Results

The proposed work is implemented in MATLAB 7.0. The simulation was done with 2
resources and 5 tasks. The tasks were tested under two situations. First test case assumes
that the tasks arrive at same time whereas in the second test case the tasks are assumed
to arrive at different times. In both test cases it was determined that the proposed method
minimizes wait time. The tests also show that the response time for LSACO is lesser
than the traditional method in both test cases and it does not vary based on the job ar-
rival time. The traditional methods will not schedule the task if the task requirement
is more than the available memory size of the large resource because they choose any
one resource and not all resources for executing a task. But LSACO will look for the
sum of available memory size in all available resources and it will reject the task for
scheduling only if the task requirement is more than the available memory size of the
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Table 1. Resource Characteristics

Resource Available RAM
R1 70
R2 30

Fig. 3. Resource Allotment in LSACO

Table 2. Arrival of job at same time

Task Resource
Require-
ment

Percentage
of R1
Allotted
in LSACO

Percentage
of R2
Allotted
in LSACO

Wait Time
in
LSACO

Wait
Time in
Traditional
Method

Response
Time in
LSACO

Response
Time in
Traditional
Method

1 70 40 30 0 0 40 70
2 40 20 20 40 70 60 110
3 60 30 30 60 110 90 170
4 75 45 30 90 170 135 245
5 80 50 30 135 245 185 325

sum of all resources. The resource characteristics are shown in Table 1. Fig. 3 shows
the implementation window. The task requirements and the test results are shown in
Table 2 for jobs arriving at same time. Table 3 shows the test results and arrival time of
jobs for jobs arriving in different time. The graph showing the comparison results for
wait time and response time produced by LSACO and traditional method are given in
Figs. 4, 5, 6 and 7. Fig. 8 shows that LSACO reduces the overall wait time and response
of jobs in both test cases compared to the scheduling in traditional method.
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Fig. 4. Comparison of wait time when
jobs arrive at same time

Fig. 5. Comparison of response time
when jobs arrive at same time

Table 3. Arrival of job at different times

Task Arrival
Time

Percentage
of R1
allotted
in LSACO

Percentage
of R2
allotted
in LSACO

Wait
Time in
LSACO

Wait
Time in
Traditional
Method

Response
Time in
LSACO

Response
Time in
Traditional
Method

1 0 40 30 0 0 40 70
2 30 20 20 10 40 60 110
3 45 30 30 15 65 90 170
4 45 45 30 45 125 135 245
5 60 50 30 75 185 185 325

Fig. 6. Comparison of wait time when
jobs arrive at different times

Fig. 7. Comparison of response time
when jobs arrive at different times
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Fig. 8. Comparison of total wait time

6 Conclusion

The Ant Colony Optimization has proved to produce optimized results for many prob-
lems in science and engineering area. In this paper a new approach based on the argen-
tine ant’s behavior is proposed. The traditional methods like min–min, max–min tries to
reduce the overall response time by giving an optimized schedule. They fail to produce
a load balanced schedule. Moreover they do not share the load among the available re-
sources. Thus the proposed method uses Ant Colony System approach to share the load
among the resources for Meta Tasks. The proposed work uses one of the QoS parame-
ter memory requirements to subdivide the task and schedule them in parallel among the
available Grid resources. The experiments and results show that LSACO reduces both
the wait time and response time of tasks. This method also shows that the resources are
used effectively. That is the idle time of resources is minimized. In this paper only two
test cases are considered. The work can be further extended by considering the hetero-
geneity of resources and tasks and the simulations can also consider the ETC matrix
to get the perfect wait time and response time of the tasks. It can also be extended for
dependent tasks using DAG approach.
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Abstract. Selection of optimum location of a sub-station and distribution of load 
points to each available sub-station has been a major concern among researchers 
but all have made either the use of man machine interface or have made some 
approximations. Here in this paper, a soft computing approach Hierarchial 
Clustering method is used for grouping the various load points as per the number 
of distribution sub-stations available. The method further gives an optimum 
location of the distribution sub-station taking into aspects the distances of the 
various load points that it is feeding. The results of the discussed technique will 
lead to a configuration of distribution substations depending on the no. of load 
points and sub-stations required. It will have an effect of lowering the long range 
distribution expenses as it will lead to optimum feeder path. The application of 
the proposed methodology to a case study is presented. 

Keywords: Distribution Planning, Hierarchial Clustering Method (HCM), 
Dendrogram. 

1   Introduction 

The development, planning and control of the electrical networks have a significant 
importance in the electric power system, presently being of great interest. Choosing 
an optimum location of a distribution sub-station and grouping the various load points 
to be fed from a particular distribution sub-station has always been a concern to the 
distribution planners. In general, the decisions in the planning of power distribution 
system include: 

• Optimal location of sub-stations 
• Optimal allocation of load 
• Optimal allocation of sub-station capacity 

Normally, any engineering problem will have large number of solutions out of which 
some of are feasible and some are infeasible. The designer s task is to get the best 
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solution out of the feasible solutions.The available literature consists of work of only 
few researchers on the field of distribution planning. Most of them are based on 
mathematical programming such as transportation, transshipment algorithms [4,5], 
mixed integer programming [6], dynamic programming [7] etc. Literature reveals that 
only near optimal solutions have been obtained by these mathematical programming 
methods because almost all methods have made some approximations on the model of 
distribution planning, moreover all of these methods are often complicated and time 
consuming. In the work done by K.K.Li and T.S. Chung [3] genetic algorithm have 
been used to find the optimum location of sub-station to meet the load demands of 13 
load points whose coordinates and MVA demands are given. The work done by 
Belgin Turkay and Taylan Artac [1], and by J.F.Gomez et.al.,[2] has also been in the 
same area. In all the above cases planning of laying the feeders or distribution 
planning has been done either by man machine interface or heuristic algorithm. 

The work and techniques developed for the solution of the planning problem for 
primary distribution circuits can be found in [8] and [9]. Initially all the proposed 
methods were mainly based upon the generation and evaluation of possible solutions, 
oriented to small size problems, and requiring important efforts for the production of 
the alternatives to be evaluated. Among these the heuristic zone valuation and the 
generation of service areas methods may be mentioned. They rely completely upon 
the experience of the planning engineer and have the disadvantage that the best 
alternative may not be considered. 

Other techniques such as Heuristic search methods have been developed [10], [11], 
showing faster performance than the conventional optimization techniques but with 
some limitations in the goodness of the solutions to the problem that are obtained. 

In [9] and [12] the potential of the GA’s Is shown in comparison with classical 
optimization techniques to solve the planning problem in a very complete and detailed 
formulation considering the nonlinearity of the cost function, the limits of the voltage 
magnitudes and a term in the objective function to take into account the reliability of 
the system, reporting significant improvements in the solution times. An integer 
variable coding scheme was used to facilitate the consideration of different conductor 
sizes and sub-station sizes also new genetic operators were proposed to improve the 
performance of the algorithm. In [13] the approach is expanded to consider the 
multiple development stages as well as multiple objectives. In [14] an evolutionary 
approach is applied to the design of a medium voltage network using a detailed model 
of the network. 

Clustering is the technique of grouping together rows that share similar values 
across a number of variables. It is a wonderful exploratory technique that helps in 
understanding the clumping structure of the data. Hierarchical clustering may be 
represented by a two dimensional diagram known as Dendrogram which illustrates 
the fusion or divisions made at each successive stage of analysis. Hierachical 
clustering is suitable for small tables, up to several hundred rows. One can choose  
the number of clusters after the tree is built. Several agglomerative techniques are 
single linkage clustering, complete linkage clustering, average linkage clustering, 
centroid method and Ward’s hierarchical clustering method. Differences between 
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methods arise because of the different ways of defining distance (or similarity) 
between clusters. 

In the present work the first section discusses a 13 load point problem having 
different MVA values. The location of the load points are shown with a graphical 
representation. The next section presents the Hierarchial clustering algorithm. The 
next section shows the application of the algorithm with the load points. The load 
points are arranged into different number of clusters depending on the availability of 
the sub-station. Further the cluster centers obtained are used for the location of the 
sub-station. The limitation of the work is with the distribution of load points and the 
location of sub-station it could not be used for the feeder layout. 

2   Proposed Methodology 

Architecture of Hierarchial Clustering Method 
 

The agglomerative Hierarchial clustering method is demonstrated below:  

Step-1: Initialize i to the total number of objects, i = m 
Step-2: Imagine the points in n dimensional plane, where n is the number of variables 
(Plotting will be easy only with two dimensional plane) 
Step-3: Find the distance between each pair of points. 
Step-4: Identify the two points (p,q) which are having the least distance between them 
Step-5: Find the centroid of the two points (p,q). let them be ci and the distance 
between them be di 

Step-6: Identify the next two nearest clusters of points and group the together. Then, 
find the centroid of the newly formed cluster. 
Step-7: set i = i-1 
Step-8: If i > 1, then go to step–6 otherwise go to step-9 
Step–9: Draw Dendrogram of the sequence of cluster formation. 
Step–10: As per the clustering criterion, determine the number of clusters and the 
object of the clusters. An example of the clustering criterion may be the sudden jump 
in the distance between clusters while adding a cluster to another cluster. Draw a line 
in the Dendrogram where there is sudden jump in the distance between any two 
clusters and identify the final set of clusters accordingly. 

3   Case Study 

The work done by S. Chakravorty et.al.,[15] where a group of thirteen load points are 
to be fed from two sub-stations depending on the capacity and the load demands. The 
table below shows the data of the thirteen load points considered. 
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Table 1. The coordinates of the various load points with their respective load demands in MVA 

 

 
Fig. 1. Pictorial representation of the problem 
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4   Algorithm Application and Result Analysis 

Initially total number of clusters equals to total number of points. C1,C2,C3, 
C4,C5,C6,C7,C8,C9,C10,C11,C12,C13. From fig 1 the distance is found out 
between each pair of points in order to identify the points having very less distance 
between them. It is to decide before how many clusters are to be formed after 
clustering, in this case it is decided to divide the load points into two clusters so that 
each cluster of load points are feeded by one sub-station. Considering the points 
having minimum distance and working according to the algorithm the following 
results are obtained. 

 
Iteratio
n no. 

Nearest clusters Centroid of nearest 
clusters 

Distance 
between nearest 

clusters 
1 C2 C3 (10.5,7.5) 1.414 

2 C5 C9 (1,2) 2 

3 C7C10 (5,3) 2 

4 C11 C12 (2.5,6) 2.236 

5 C1 C13 (8.5,6) 2.236 

6 C5-9 C6 (2,1.5) 2.236 

7 C7-10 C8 (6,2.5) 2.5 

8 C1-13 C4 (7.25,7.5) 3.605 

9 C5-9-6 C7-10-8 (4,2) 4.123 

10 C1-13-4 C2-3 (8.875,7.5) 3.25 

11 C5-9-6-7-10-8 
C11-12 

(3.25,4) 4.272 

 
The 10th and 11th iteration gives the two clustered load points with center of the 

clusters which can be used for location of the sub-station. Thus from the results it is 
clear that load points (1,2,3,4,13) are in cluster 1 while load points(5,6,7,8,9,10,11,12) 
are in class Cluster 2. 

The cluster center obtained for cluster 1 is (8.875, 7.5) and cluster center for cluster 
2 is (3.25,4) these cluster center will be used for placing the sub-station.  
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Fig. 2. Clustered load points with location of sub-station 

5   Discussion and Conclusion 

A new methodology, based upon the Hierarchial Clustering method (HCM) 
algorithm, is proposed for the planning of electrical power distribution system. Thus 
by applying Hierarchial Clustering method, various load points which are at different 
location can be grouped into number of clusters depending on the number of 
distribution sub-stations available. Also the location of the sub-station can be 
determined. The technique suggested is simpler than all the existing methods.   

The work done by S. Chakravorty et.al, [15] in which the load distribution was 
proposed using the concept of genetic algorithm in which the capacity of the sub-
station was pre assumed on the basis of which the distribution of the load points was 
carried out. The above mentioned drawback is removed in the present work, 
clustering of the load points are done irrespective of the capacity of the sub-station. 
One may decide on the capacity of the sub-station depending on the load points 
required to be fed from the sub-station. The technique is shown as a flexible and 
powerful tool for the distribution system planning engineers. The result encourages 
the use and further development of the methodology. 

References 

1. Turkay, B., Artac, T.: Optimal Distribution Network Design Using Genetic Algorithm. 
Electric Power Components and Systems 33, 513–524 (2005) 

2. Gomez, J.F., et al.: Ant Colony System Algorithm for the Planning of Primary 
Distribution Circuits. IEEE Transactions on Power Systems 19(2) (May 2004) 



 Optimum Sub-Station Positioning Using Hierarchial Clustering 411 

3. Li, K.K., Chung, T.S.: Distribution Planning Using Rule Based Expert System Approach. 
In: IEEE International Conference on Electric Utility Deregulation and Power 
Technologies, DRPT 2004 (April 2004) 

4. Crawford, D.M., Holt, S.B.: A Mathematical Optimization Technique For Locating Sizing 
Distribution Sub-stations, and Driving Their Optimal Service Areas. IEEE. Trans. on 
Power Apparatus and Systems PAS 94(2), 230–235 (1975) 

5. El-Kady, M.A.: Computer Aided planning of Distribution Sub-station and Primary 
Feeders. IEEE. Trans. on Power Apparatus and Systems PAS 103(6), 1183–1189 (1984) 

6. Gonen, T., Ramirez-Rosado, I.J.: Optimal Multi Stage Planning of Power Distribution 
Systems. IEEE Trans. on Power Delivery PWRD-2(2), 512–519 (1987) 

7. Partanen, J.: A Modified Dynamic Programming Algorithm for Sizing, Locating and 
Timing of Feeder Reinforcements. IEEE Trans. on Power Delivery 5(1), 227–283 (1990) 

8. Khator, S.K., Leung, L.C.: Power Distribution Planning: A review of models and issues. 
IEEE Trans. Power Syst. 12, 1151–1159 (1997) 

9. Bernal-Agustin, J.L.: Aplicacion de Algoritmos Geneticos al Diseno Optimo de Sistemas 
de Distribucion de Energia Electrical. Ph.D. dieesrtation, University de Zaragoza, Espana 
(1998) 

10. Boardman, J.T., Meekiff, C.C.: A branch and bound formulation of an electricity 
distribution planning problem. IEEE Trans. Power App. Syst. 104, 2112–2118 (1985) 

11. Nara, K., et al.: Distribution system expansion planning b multi-stage branch exchange. 
IEEE Trans. Power Syst. 7, 208–214 (1992) 

12. Carvalho, P.M.S., Ferreira, L.A.F.M.: Optimal distribution network expansion planning 
under uncertainty by evolutionary decision convergence. Int. J. Elect. Power Energy 
Syst. 20(2), 125–129 (1998) 

13. Dorigo, M., Gambardella, L.M.: Ant colony system: A cooperative learning approach to 
the traveling salesman problem. IEEE Trans. Evol. Comput. 1, 29–41 (1997) 

14. Diaz Dorado, E., Cidras, J., Miguez, E.: Application of evolutionary algorithms for the 
planning of urban distribution networks of medium voltage. IEEE Trans. Power Syst. 17, 
879–884 (2002) 

15. Chakravorty, S., Ghosh, S.: An Improvised Method for Distribution of Loads and 
Configuration of Distribution Sub Station. International Journal of Engineering Research 
and Industrial Applications 2(II), 269–280 (2009) 

16. Chakravorty, S., Ghosh, S.: Fuzzy Based Distribution Planning Technique. Journal of 
Electrical Engineering 9, 38–43 (2009) 

17. Chakravorty, S., Ghosh, S.: Distribution Planning Based on Reliability and Contingency 
Criteria. International Journal of Computer and Electrical Engineering 1(2), 156–161 
(2009) 

18. Chakravorty, S., Ghosh, S.: A Novel Approach to Distribution Planning in an 
Unstructured Environment. International Journal of Computer and Electrical 
Engineering 1(3), 362–367 (2009) 

19. Chakravorty, S., Ghosh, S.: A Hybrid Model of Distribution Planning. International 
Journal of Computer and Electrical Engineering 1(3), 368–374 (2009) 

20. Chakravorty, S., Ghosh, S.: Power Distribution Planning Using Multi-Criteria Decision 
Making Method. International Journal of Computer and Electrical Engineering 1(5), 622–
627 (2009) 

21. Chakravorty, S., Thukral, M.: Optimal Allocation of Load Using Optimization Technique. 
In: Proceedings of International Conference CISSE, Bridgeport, USA, pp. 435–437 (2007) 

22. Chakravorty, S., Thukral, M.: Choosing Distribution Sub Station Location Using Soft 
Computing Technique. In: Proceedings of International Conference on Advances in 
Computing, Communication and Control – 2009, Mumbai, India, pp. 53–55 (2009) 

 



412 Shabbiruddin, S. Chakravorty, and A. Ray 

23. Shabbiruddin, Chakravorty, S.: Distribution of Loads and Setting of Distribution Sub 
Station Using Clustering Technique. In: Proceedings of International Conference on 
Advances in Computing, Communication and Control–2011, pp. 88–94. Springer, 
Heidelberg (2011) 

24. Shabbiruddin, Chakravorty, S.: Load Distribution Among Distribution Substation and 
Feeder Routing Using Fuzzy Clustering and Context Aware Decision Algorithm. Journal 
of Electrical Engineering 11, 57–67 (2011) 

25. Shabbiruddin, Kibria, G.: An Efficient Method for Speed Control of DC Shunt Motor 
using Response Surface Methodology (RSM) Approach. Journal of Control Engineering 
and Technology 1, 11–16 (2011) 



 

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 413–422. 
springerlink.com                                                                     © Springer-Verlag Berlin Heidelberg 2013 

Comparison of PCA, LDA and Gabor Features  
for Face Recognition Using Fuzzy Neural Network  

Dhanya S. Pankaj1 and M. Wilscy2 

1 Rajagiri School of Engineering and Technology 
2 Department of Computer Science, University of Kerala, Kariyavattom  

{dhanyaspankaj,wilsyphilipose}@gmail.com 

Abstract. A face recognition system identifies or verifies face images from a 
stored database of faces when a still image or a video is given as input. The 
recognition accuracy depends on the features used to represent the face images. 
In this paper a comparison of three popular features – PCA, LDA and Gabor 
features - used in literature to represent face images is given. The classifier used 
is a Fuzzy Neural Network classifier. The comparison was performed using 
AT&T, Yale and Indian databases. From the experimental results, the LDA 
features provide better Recognition Rates in the case of face images with less 
pose variations.  Where more pose variations are involved, the Gabor features 
performed better than LDA features. For recognition tasks where recognition of 
trained individuals and rejection of untrained individuals are considered, the 
LDA features provide better results in terms of very low False Acceptance 
Rates and False Rejection Rates.  

Keywords: Face Recognition, PCA, LDA, Gabor, Fuzzy Neural, IAFC. 

1 Introduction 

Face Recognition has been an active research area due to both its scientific challenges 
and wide range of potential applications such as biometric identity authentication, 
human-computer interaction, and video surveillance [1]. Face recognition is one of 
the most widely used biometric identification systems. Biometric systems verify or 
recognize the identity of a living person on the basis of some physiological 
characteristics, such as fingerprints or facial features, or some aspects of the person's 
behavior, like his/her handwriting style or keystroke patterns [2]. Face recognition is 
one of the few biometric methods that possess the merits of both high accuracy and 
low intrusiveness. It has the accuracy of a physiological approach without being 
intrusive [2]. Face Recognition can be typically used for three different tasks - 
Identification, Verification and Watch-list. In identification tasks, the system 
identifies a person from a database of known faces whereas in verification tasks, the 
system verifies the claimed identity of a person. In watch-list tasks, the system finds 
whether the individual is present in the watch-list or not. 

Various appearance based and feature based approaches have been proposed in 
literature for Face Recognition [3]. Principal Component Analysis (PCA) [4] and 



414   D.S. Pankaj and M. Wilscy 

 

Linear Discriminant Analysis (LDA) [5] are the most commonly used appearance 
based methods for face recognition. Various Gabor wavelet based features are being 
successfully used recently for face recognition [6]. A class of face recognition 
algorithms employs feature extraction methods like PCA, LDA, Gabor wavelets [6] 
etc and various classifiers like probabilistic [7], hidden Markov models [8], Neural 
Networks [9], Support Vector Machines [10] etc. The performances of the various 
algorithms vary depending on the features used for representing the face images and 
the classifiers used for classifying them. 

Most of the studies in the literature compare the appearance based features like 
PCA, LDA, Independent Component Analysis (ICA) etc for face recognition [12-14]. 
Also the features are compared using metrics like Euclidean distance, City block 
distance, Cosine angle, Mahalanobis distance etc. This paper presents a comparison 
between the most commonly used features – PCA, LDA and Gabor features– for face 
recognition. Gabor wavelet features and Neural Networks are being widely employed 
recently for face recognition tasks. This study is motivated by the lack of comparison 
in literature between the three given features and using Neural Networks. This 
comparison is performed using an efficient Neural Network based classifier for face 
recognition. A Fuzzy Neural Network based on Integrated Adaptive Fuzzy Clustering 
(IAFC) [11] is employed as the classifier. The network uses a combination of 
similarity measures to form the class boundaries and hence can distinguish the classes 
effectively. The comparative study was performed as part of a study of the IAFC 
algorithm for face recognition [15]. From the results obtained, LDA features give 
better performance in identifying trained persons and rejecting untrained persons 
which implies that LDA features are suitable for the identification tasks. The Gabor 
features perform better than LDA features in recognizing the trained individuals in the 
case of Indian face database which has more pose variations compared to the AT & T 
(ORL) and the Yale face databases. When less pose variations are involved, LDA 
features provided high recognition rates. This indicates that the Gabor features are 
more suitable for verification tasks with much pose variations. The LDA features 
perform better in the case of verification tasks with less pose variations. 

The rest of this paper is organized as follows: A brief description of the features used 
in the face recognition system is explained in section 2. Section 3 explains the Fuzzy 
Neural Network based face recognition system. Section 4 reports the experimental 
results and comparison of the features and Section 5 concludes the paper. 

2 Feature Extraction Algorithms  

This section briefly explains the three different features used for representing the face 
images. 

2.1 Principal Component Analysis(PCA) 

From the m-dimensional vector representation of the training images, PCA finds a t-
dimensional (t<<s) sub space whose basis vectors correspond to the maximum 
variance direction in the original image space. All training face images are projected 
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onto the new subspace called face space to find a set of weights that describes the 
contribution of each vector. The weights form the feature vector for the face image. 
The process is explained below.  

Let the database of n training images be represented by n vectors Z = (Z1, Z2, …, 

Zn) of size m each. The mean vector Z is calculated as in equation 1. 
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The covariance matrix is defined as in equation 2. 
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The eigen values and eigen vectors of the covariance matrix Γ are calculated. Let E = 
(E1, E2, .., Et) be the t eigen vectors corresponding to the t largest eigen values. For 
the n patterns Z, their corresponding their corresponding PCA features X can be 
obtained by projecting Z onto the eigen space as in equation 3. 

 Z
T

EX =  (3) 

Thus the patterns of dimension m (m=p x q) is reduced to the dimension t. (t << m, t 
is taken to be (No of classes * No of training patterns per class) - No of classes.).  
PCA maximizes the intra class as well as the inter class scatter while performing the 
dimensionality reduction. 

2.2 Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis finds the vectors in the underlying space that best 
discriminate among classes. For all samples of all classes the between-class scatter 
matrix Sb and the within-class scatter matrix Sw are defined by equation 4-5. 
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where j denotes the class while i denotes the image number. μj is the mean of class j 
while μ is the mean of all classes.  Mj is the number of images in class j and R is the 
number of classes. LDA computes a transformation that maximizes the between-class 
scatter while minimizing the within-class scatter, in other words maximizing the ratio 
Sb/Sw . This ratio is maximized when the column vectors of the projection matrix 
(WLDA) are the eigenvectors of Sw

-1 Sb. However, in practice, Sw is often singular 
since the data are image vectors with large dimensionality while the size of the data 
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set is much smaller. To alleviate this problem, PCA is first applied to the data set to 
reduce its dimensionality. LDA is then applied to form the feature vectors. The final 
transformation is WT=WLDA

T WPCA
T. 

2.3 Gabor Features 

The Gabor wavelet representation of an image involves convolution of the image with 
a family of Gabor kernels at different spatial frequencies and different orientations. 
To encompass the different spatial frequencies, spatial localities, and orientation 
selectivities, the resulting convolution representations are normally concatenated as 
an augmented feature vector. A face image is typically represented as the convolution 
result of the face image with 40 Gabor wavelets (five scales, each with eight 
orientations). Keeping only the magnitude values in the representation, this gives a “h 
× w × 40” vector, where h × w is the length of the face vector. The “h × w × 40” 
vector usually has a very large dimensionality. To reduce the dimensionality of this 
vector, uniform sampling of the original Gabor features is used. 

The 2-D Gabor wavelets (kernels and filters) can be defined as in equation 6: 
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where m and n define the scale and orientation of the Gabor wavelets, ||.|| denotes the 
norm operation, and x represents the pixel position.  

The Gabor wavelet representation of an image is the convolution of the image with 
a family of Gabor wavelets. Let I(x) be the h × w gray-level image, ψj(x) be the jth 
Gabor wavelet, and Oj(x) be the jth Gabor feature image of image I(x) corresponding 
to the jth Gabor wavelet ψj(x) as in equation 8.   
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 Oj(x) = I(x) *  ψj(x)    j = 1 → L  (8) 

where (x) = (x, y), * denotes the convolution operator, and L = m × n is the number of 
Gabor wavelets. Here, L = 40. 

3 Face Recognition System  

The Face Recognition System used for comparison involves a feature extractor and 
the Fuzzy Neural Network classifier. The various features used for representing the 
face images are discussed in section II. 

The Fuzzy Neural Network based on Integrated Adaptive Fuzzy Clustering (IAFC) 
[11] is similar to Adaptive Resonance Theory-1 architecture and finds the cluster 
structure embedded in the data sets. The IAFC forms well defined class boundaries in 
the case of a face recognition system where the similar individuals may form closely 
located classes. The system consists of two phases – training and testing. A subset of 
images of each person is used to train the system. The training patterns of each person 
in the database are given as input to the classifier and the Fuzzy Neural Network 
classifies them into classes where each class corresponds to an individual. The 
weights and other parameters of the network (centroids) are updated during this 
training process. The clustering is an iterative process and the number of iterations is 
set as 10 empirically. Once the training is over, the test pattern is given as input to the 
Fuzzy Neural Network. The weight and the centroid updation process are not carried 
out during the testing process and the number of iteration is set as 1. The neural 
network classifies the input vector into one of the existing classes if the vigilance 
criteria are met or rejects it, otherwise.  

The training algorithm consists of three major procedures: deciding a winning 
cluster, performing the vigilance test, and updating the centroids of a winning cluster. In 
the training phase, the network parameters are initialized. An initial direction for the 
convergence of the weights and cluster centroids is provided by initializing these values 
using the training face patterns. The training input pattern and the normalized input 
pattern are presented to the fuzzy neural network in parallel. The dot product between 
the normalized input pattern and the bottom up weights, which is same as  
the normalized cluster centroids, is performed and the output neuron that receives the 
maximum value for the dot product is chosen as the winning cluster. Since only the 
angle between the input pattern and the cluster centroids is considered here regardless of 
its location, IAFC performs a test to find the relative proximity of the pattern to the 
winning cluster by calculating the fuzzy membership value μi of the pattern in the 
clusters. If the value of μi in the winning cluster is less than a threshold σ, the algorithm 
finds the winning cluster by finding the Euclidean Distance between the input pattern 
and the top-down weights, which is same as the cluster centroids. Once the winning 
cluster is selected, the IAFC algorithm performs a vigilance test as in the equation 9.  

 
τ

γμ
<=−

−
ivxie
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where  γ  is a factor that controls the shape of clusters, x is the input pattern and vi is 
the centroid of the ith winning cluster and τ is the vigilance parameter. If the vigilance 
test is satisfied, the winning cluster centroid is updated [11] else the test is performed 
for other clusters until any one of it satisfies the test. Otherwise the input pattern is 
rejected as not belonging to any of the existing classes by forming a new class. 

During the testing phase, the test pattern is given as input to the network. The 
cluster centroids or weights are not updated during testing. The pattern is classified to 
any of the existing classes or rejected based on the vigilance criterion. If the vigilance 
test is satisfied for any of the existing classes, the input pattern is classified into one of 
the classes in the database. Otherwise, the pattern is rejected which indicates that the 
input pattern is not present among the training classes. 

The input and the test patterns presented to the network are the face feature vectors 
extracted using any of the 3 feature extractors – PCA, LDA or Gabor wavelets. 

4 Experimental Results and Discussion  

Experiments are carried out using the publicly available AT&T (ORL) [16], Yale [17] 
and Indian Face [18] databases. The AT&T database contains ten different images each 
of 40 distinct individuals, varying in lighting, facial expressions and facial details 
(glasses/no glasses).  The Yale face database contains 165 grayscale images in GIF 
format of 15 individuals. There are 11 images per subject, one per different facial 
expression or configuration. The Indian Face Database contains 10 different images of 
each of 60 distinct subjects. The images vary in orientation (pose) and facial expression.  

The Face Recognition System using Fuzzy Neural Network based on IAFC is 
trained using the training patterns of persons from the databases. From the databases, 
a set of individuals are selected as registrants and others are selected as non-
registrants. A subset of the images of the registrants is used for training the network. 
The cluster centroids and the bottom-up and top-down weights are initialized using 
the average of the training patterns of each individual in the training set and then the 
training is performed. Once the system is trained, i.e. after the defined number of 
iterations, the weights and the cluster centroids are saved. During testing, a test 
pattern is presented to the network. The system performs the vigilance test using the 
combined similarity measure and fuzzified learning rule [11] and groups the test 
pattern to any of the existing classes if the vigilance test is satisfied. Otherwise the 
pattern is rejected as non-registrant. 

Two sets of evaluations are performed with and without the rejection criterion. In 
the first case, the vigilance threshold is set to high such that the system obtains 
maximum recognition and no rejection is considered. The first set of evaluation is 
performed on the set of known individuals (registrants) from the database. i.e. on the 
persons whose images are used for training the network. The performance of the 
system was measured by calculating the Recognition Rate. The Recognition Rate is 
the ratio of the number of test images correctly matched to the total number of test 
images, multiplied by 100. 

The results obtained for the first evaluation for the three databases is shown in 
Fig.1. The results obtained using the three different features are compared.  



 Comparison of PCA, LDA and Gabor Features for Face Recognition 419 

 

Recognition Rate for PCA, LDA and 
Gabor Features

50

60

70

80

90

100

110

ORL Yale Indian

Databases

R
ec

o
g

n
it

io
n

 R
at

e

PCA

LDA

Gabor

 

Fig. 1. Comparison of recognition rates using PCA, LDA and Gabor for three databases 

From the results obtained, the three features provided comparable recognition rates in 
the case of AT&T (ORL) database where image variations are less. In the case of Yale 
face database which has more background illumination variations, the LDA features 
provided better recognition rates. The Gabor features provided the maximum recognition 
rate for the Indian face database which involves more pose variations compared to the 
other two databases. This indicates that the LDA features are suitable for face recognition 
tasks where images do not have much pose variation. In the case of face recognition tasks 
where more pose variations are involved, Gabor features perform better compared to the 
LDA features in identifying an individual. The face recognition tasks where recognition 
of individuals is of primary concern and rejection of unknown or untrained individuals is 
of less concern may employ the LDA or Gabor features depending upon the amount of 
pose variations. The Face Recognition System using the Gabor wavelet features are 
computationally expensive compared to the systems using the other two features and the 
size of the feature vector is large in the case of Gabor wavelets. 

In the second set of evaluation, the vigilance threshold is adjusted to include the 
rejection criteria. The registrants are used for training the network. The entire set of 
known persons (registrants) and unknown persons (non-registrants) are considered for 
testing. The registrants should be identified by the network and the non-registrants 
should be rejected by the network. The performance of the system was measured by 
calculating the False Acceptance Rate (FAR) and False Rejection Rate (FRR). False 
Acceptance Rate is the probability that the system incorrectly matches the input 
image to a non-matching individual in the database. False Rejection Rate is the 
probability that the system fails to detect an actual match between the input image and 
a matching individual in the database. A practical face recognition system performs 
well when it has low values for FAR and FRR. When the vigilance threshold set for 
matching is high, the system achieves low FAR but high FRR and vice versa. A point 
where the FAR and the FRR curves meet is defined as the Equal Error Rate (EER) 
and low values for EER indicates a good face recognition system. The FAR and FRR 
curves are plotted and the Equal Error Rate is calculated. The vigilance threshold is 
adjusted so as to obtain the minimum value for the ERR.  

The FAR and FRR curves and the ERR value obtained for the second evaluation 
for the Indian Face database is shown in Fig.2 and 3. The FAR and FRR curves are 
plotted similarly for the AT&T and Yale face databases also and the ERR values 
obtained are summarized in Table 1. 
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Fig. 2. Calculation of ERR from the FAR and FRR curves for the Indian Face Database for the 
LDA features and Gabor features 

 

Fig. 3. Calculation of ERR from the FAR and FRR curves for the Indian Face Database for the 
PCA features 

From the ERR values obtained, the LDA features provided the minimum ERR 
values for the all the three databases. This indicates that the LDA features provided 
better False Acceptance Rates and False Rejection Rates compared to the other 
features. The PCA features are considered optimum in representing a face image and 
hence provided high Recognition Rates as observed in Fig.1. However, the PCA 
features reported high ERR as indicated in Table 1, which shows that PCA is not as 
efficient as LDA or Gabor features in discriminating the individuals. The False 
Acceptance and False Rejection Rates increases in the case of PCA features where 
more pose variations and background variations are present in the images as indicated 
by the results obtained for the Yale and Indian database images. The Gabor features 
which provided high recognition rates in Fig.1 are not as good as LDA features in 
discriminating individuals as indicated by the high Equal Error Rates in Table 1.  This 
indicates that the LDA features are more suitable for face recognition applications 
where very low values of both False Acceptance Rates and False Rejection Rates are 
required. i.e. the LDA features are more suitable for face recognition tasks where 
rejection and recognition are both equally important. 
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Table 1. Comparison of Equal Error Rates using PCA, LDA and Gabor features  

Database Feature ERR(%)
PCA 25
LDA 3.7

Gabor 6.4
PCA 25
LDA 1.3

Gabor 17
PCA 40
LDA 8.4

Gabor 14.5

AT&T
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Indian

 
 

From results obtained for the face recognition system using IAFC, the PCA, LDA 
and Gabor features obtained comparable recognition rates for the trained individuals. 
The Gabor features exhibited high recognition rates for the Indian face database and 
LDA features exhibited high recognition rates for the Yale and AT&T face databases. 
Hence the LDA and Gabor features perform better than PCA for face recognition 
applications where identification of trained individuals is of primary concern. However 
in face recognition applications where rejecting the unknown individuals reliably while 
correctly identifying the known individuals is required, LDA features are more suitable. 
The results indicate that the LDA features are better than PCA and the Gabor features in 
discriminating the registrants and the non-registrants. This is also supported by the fact 
that the LDA extracts the most discriminative features from the training classes 
compared to the optimal feature representations by PCA or Gabor wavelets. The 
discriminating features are more important in the case of a face recognition application 
where low ERR rate is of primary concern, compared to the representative features. 

5 Conclusion 

A comparative study of three most popular face features – PCA, LDA and Gabor - for 
face recognition is presented in this paper. The comparison is performed based on the 
performance evaluation of a face recognition system using these features.  The 
classifier used for recognition is a Fuzzy Neural Network classifier based on 
Integrated Adaptive Fuzzy Clustering Model. The experiments are conducted using 
three different face databases – AT&T, Yale and Indian face databases. The LDA 
features performed better in experiments where both recognition of trained individuals 
and rejection of untrained individuals are considered. LDA features provided the 
minimum error rates compared to Gabor and PCA features. However in experiments 
where rejection is not of primary concern, Gabor features performed better when more 
pose variations are involved. If rejection is not considered and not much pose 
variations are involved, LDA features provided good recognition rates. However, LDA 
feature extraction process requires a number of training patterns for forming the within 
class and between class scatter matrices and hence is not suitable for the cases where 
the number of training samples is less. The LDA process often requires PCA as a 
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preprocessing step to deal with singularity problem. The Gabor features faces the 
problem of high dimensionality of the feature vector and hence requires more 
computational time compared to PCA and LDA features.  
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Abstract. The Object constraints can be described as the expressions that are used 
to insert important data in object oriented models. The Object Management Group 
founded a worldwide standard for object-oriented analysis and design artifacts 
specifically the diagrams. The specification and standard, known as the Unified 
Modeling Language, comprises model diagrams and the allied and associated  
semantics. Unified Modeling Language is meant for modeling and, the Object 
Constraint Language is the specification and standard for specifying expressions. 
These expressions add essential, crucial and critical information to object-oriented 
models and other object modeling workproducts. In Unified Software Develop-
ment Process we have analysis & Design discipline to have complete architecture 
and design of the system. Analysis & Design discipline is followed by implemen-
tation discipline. The activities of the implementation phase are mainly captured 
in construction phase. In unified software development life cycle the expressions 
in the design model are forward engineered to produce or generate the source 
code. The source code that is generated depends a lot on the platform and the 
technology that are selected for the software development. We have investigated 
how the expressions are developed and incorporated in the models in an electronic 
business solution. Further object constraint language is used to form the expres-
sions that are attached to the object oriented model and artifacts. Then models are 
forward engineered to generate the code. In a nutshell we produce code from ab-
stract, models or diagrams making use of object constraints language that is to 
achieve round trip engineering format between model and code. In this paper we 
have generated expressions from object constraint perspective for a reward point 
system as applied to a customer in e-business. We have also evolved the Context 
Definition, Initial Values & Derivation Rules, Query Operations, Attributes and 
Operations in this regard. 

Keywords: UML, OCL, Model, Object Oriented Analysis & Design, Unified 
Software development Process, Context Definition, Initial Values & Derivation 
Rules, Query Operations, Attributes and Operations. 

1 Introduction 

This part deals with the essential elements that we need to write object constraints. 
This should be noted down that we can mark the object constraints with the help of 
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the unified modeling language. We consequently herby explain Expressions, Types, 
and Values. In Object Constraint Language (OCL), every value, either it is an object, 
or a component instance, or a datavalue, has a particular type, which defines the 
process or function that can be applied to the object. Types in OCL are divided into 
two groups- Predefined types, as defined in the standard library, (including the:  Basic 
types and Collection types) and User-defined types. 

The predefined basic types are Integer, Real, String, and Boolean. Their descrip-
tions are similar to those in many acknowledged languages. The preclassified collec-
tion types are Collection, Set, Bag, OrderedSet, and Sequence. They are utilized to 
state the accurate results of a navigation through associations in a class diagram. We 
need to be familiar with these types to write more complex expressions. User-defined 
types, such as Customer or RewardScheme, are defined by the user in the UML  
diagrams. Every model element that can be instantiated (for example each class, inter-
face, component, or datatype) - in a UML diagram becomes a type in OCL also auto-
matically.  Each OCL expression either a user-defined type or a predefined OCL type 
symbolizes a value; consequently, it has a type as well. Each OCL expression has a 
result: the output that results from evaluating the expression. The type of the result 
value is equivalent to the type of the expression.  OCL marks the difference between 
value types and object types. Both are types, and both denote instances, but there is 
one significant differentiation: value types define instances that never modify. For 
example, integer with the value 10 will never change its value that is it will not be-
come an integer with a value of 100. Object types, or Classifiers, stand for types that 
define instances. The value of the instances can be changed over time and states. An 
instance of the class Customer can amend the value of its attribute (for example 
name) and even than it may remain the same instance. For instance, Martin Fowler 
[Fowler, 97] calls object types as reference objects and value types as value objects. 

One more main quality of value types involves identity. For value types, the value 
identifies the instance, consequently the name. Two incidences of a value type that have 
the same value are by definition and other by the same instance. Two incidents of an 
object type are the same instance if they have the same object identity. In other words, 
value types take account of value-based identity; object types encompass reference-
based identity. Value types include the predefined basic types and the predefined collec-
tion types of OCL as well. The user defined types may be classified by either value 
types or may be object types. UML datatypes are value types that include enumeration 
types. Object types include UML classes, components, and interfaces are object types.  

2 OCL 

OCL is a kind of modeling language that facilitates construct software models. It is 
identified as a customary add-on to the UML. UML is the Object Management Group 
(OMG) standard for object-oriented analysis and design. The expressions developed 
in OCL rely on the types like the classes, interfaces, and so on. These types are de-
fined in the UML models and diagrams. The use of OCL therefore requires that we 
should have input of some features of UML. 
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Expressions written in OCL attach essential information to object-oriented models 
and other artifacts pertaining to object modeling. This information often cannot be put 
across in a diagram. Earlier in UML, this expression writing was limited to con-
straints, where a constraint is defined as a control or restriction on one or more values 
or their part of an object-oriented model or system. Later on in UML 2, the perception 
and view is that more and more additional information should be included in a model 
along with the constraints alone. With the help of UML and OCL we can associate 
constraints and information in a model for defining queries, referencing values, or 
stating conditions and business rules in a model.  In order to write these expressions 
in a clear and unambiguous manner we make use of OCL. 

The OCL version 2.0, has been formally classified in the Object Constraint Lan-
guage Specification [OCL03] and it has been very well accepted by the OMG. The, 
models should be good quality, firm, dependable, and logical. Using the mixture of 
UML and OCL, we can build such models.  

3 Unified Software Development Process 

We have researched and produced an object constraint code framework for an e-
business application in unified paradigm. Object constraints are employed as the for-
malization of the specifications in the model. The Unified Process (UP) is not just a 
process, but rather an expandable framework which may be tailored and customized 
for specific organizations or projects. Now we describe the important characteristics 
of UP. It is iterative and incremental. The Unified Process is an iterative and incre-
mental development process. The Elaboration, Construction and Transition phases are 
divided into several time boxed iterations. The Inception phase may also be parti-
tioned in to more than one, iterations for a large project. Each iteration results in an 
increment or executable, which is a release of the system that has additional or im-
proved and enhanced functionality compared to the earlier release. Even though most 
iterations will comprise work in most of the development process disciplines (Busi-
ness Modeling, Requirements, Analysis & Design, Implementation, Testing and oth-
ers) the relative work, tasks and importance will change over the life of the project. 
UP is use case driven. In the Unified Process, use cases are the key elements to cap-
ture the functional requirements and to characterize the contents of the iterations. 
Each of the iterations needs a set of use cases or use case scenarios from requirements 
discipline to the implementation discipline, test and deployment.  

UP is architecture centric. The Unified Process persists that architecture resides at 
the heart of the software development life cycle and project team's efforts to accom-
plish the system. Since no single model is adequate to wrap up all aspects of a system, 
the Unified Process allows multiple architectural models and views. One of the most 
significant deliverables of the unified process is the executable architecture baseline. 
This architectural baseline is developed during the Elaboration phase. This partial 
implementation of the system is necessary to validate the architecture and serve as a 
basis for rest of the development. UP is risk focused. The Unified Process necessitates 
the project development team to focus on dealing with the majority of critical risks at 
an early stage in the project life cycle. The deliverables of each iteration, particularly 
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Every customer of a program associate can join the reward program by submitting 
a form and receiving a membership card. The objects of class Customer represent the 
persons who have joined the program. CustomerCard class represents membership 
card. Where, the card is issued to one person. Card utilization is not checked, so one 
card could be used for all the members of the family or business. Most reward pro-
grams allow customers to save reward points. Each individual program associate 
chooses when and how many reward points are allocated for a particular purchase. 
Accumulated reward points can be used to "buy'' specific services from one of the 
program associate. To account for the reward points that are gathered by a customer, 
every membership can be associated with a RewardAccount. A variety of transactions 
on this account are potential. For example, in the RewardProgram, Silver and Gold 
CustomerCard has four program partners: a food chain, a line of petrol pumps, and an 
airline service. At the food chain outlet, the customer can use reward points to pay the 
food bill. The customer earns five reward points for any regular purchase over the 
amount of Rs. 100. The petrol pump stations offer a discount of 5 percent on each 
petrol filling. Customers can save reward points for free flights with the airline com-
pany. For each flight that is usually paid by the customer, the airline offers two re-
ward point for each 20 miles of flight.  

In these circumstances, there are two kinds of transactions. First, there are transac-
tions in which the customer accumulates reward points. In the model (Figure 2, this 
type of Transaction is modeled by a subclass of the class Transaction called Earning). 
Second, there are transactions in which the customer uses reward points for purchas-
ing. In the diagram of class model, they are represented by instances of the subclass 
Redeem of Transaction class. The earnings generated by the customers need to be 
recorded. This is recorded as two simultaneous transactions on the RewardAccount, 
one Earning and one Redeeming for the same number of points. 

6 Initial Values and Derivation Rules 

A very fundamental addition to the diagram shown in Figure 2 is to take rules in ac-
count that state initial values for attributes and association ends. Initial value rules can 
be stated very comfortably and easily. First of all, we have to point out the class that 
has got the attribute or association end. This class is termed as the context. Then we 
describe the expression that states our initial value rule. For instance, initial value of 
reward points in a RewardAccount will always be zero points. Similarly the initial 
value of the validity of the card at the time of issue will be – valid card only. 

context RewardAccount::points 
init: 0 
context CustomerCard::valid 
init: true 

Another important and crucial part of the model is the specification for establishing 
the value of derived elements. A model possibly will hold derived attributes and de-
rived associations. For both derived attributes and derived associations, an invented 
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derivation rule can be specified. A derivation rule is a rule that specifies the value of a 
derived element. Once more, the context of the expression is the class that has got the 
attribute or association end. The expression comes after the context that states the 
derivation rule. For example, the derived attribute printedName of CustomerCard is 
decided on the basis of the name and title of the card owner. 

context CustomerCard::printedName 
derive:owner.title.concat('').concat(owner.name) 

7 Query Operations 

Operations that do not change the state of the system are termed as query operations. 
They just return a value or return set of values. It is very difficult to to give definition 
of the result of query operations in UML diagram. Therefore we write or define body 
expressions in OCL.  In the context we provide the operation name, parameters, and 
return type (its signature). For instance, assuming that the class RewardProgram has a 
query operation getServices.  getServices returns all services proposed and offered by 
all program associate in this ebusiness: 

context RewardProgram::getServices(): Set(Service) 
body: partners.deliveredServices->asSet() 

In the above example, the association-end deliveredServices of ProgramAssociate that 
has got a set of Services is used. For all instances of ProgramAssociate that are asso-
ciated with the RewardProgram instance of which the operation getServices is called. 
The result of query operation wills the sets of Services that are collected and com-
bined into one set. In the body expression, the parameters of the operation are to be 
used. For instance, assume tahe we are looking for advanced version of the getServic-
es operation. This operation takes as a parameter a program associate object and  
returns the services delivered by the parameter object, if it is an associate  in this pro-
gram. In this case, the refined and advanced operation can be specified as follows: 

context RewardProgram::getServices(pa: ProgramAssociate): 
Set(Service) 
body: if partners->includes(pa) 
      then pa.deliveredServices 
      else Set 
      endif 

The result of this query operation is the set of Services held by the parameter pa, or an 
empty set if the parameter instance of ProgramAssociate is not an associate of the 
RewardProgram for which the query operation is called. This should be noted that 
derived attribute and a query operation that has no parameters are same only differ-
ence is of notation. The query operation requires that it is written using braces. 
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8 Defining New Attributes and Operations 

This way of defing the attribute results in a derived attribute. The name and type of 
the attribute, and the derivation rule are included by the expression that defines the 
attribute. For example, we might want to introduce an attribute called earnings in 
class RewardAccount, which would be the result of the sum up of all the amount 
attributes of all the transactions on the account as defined in the class Transaction. 
This attribute can be specified and defined by the below given expression. The code 
fragment  after the equal sign states the derivation rule for the new attribute: 

context RewardAccount 
def: turnover : Real = transactions.amount->sum() 

When the derivation rule is applied, its output will be a single real number that is 
computed by summing the value of the amount attribute in all transactions associated 
with the RewardAccount instance that holds the newly defined attribute. We can de-
fine the operation in OCL; we should note that the operation that is defined in OCL is 
always will be a query operation. The code fragment that represents the expression 
just after the equality sign defines the body expression. Let us consider for an in-
stance, we might wish to introduce the operation getServicesAsPerLevel in the class 
RewardProgram. This query operation returns the set of all delivered services for a 
particular level in a reward point program: 

context RewardProgram 
def: getServicesAsPerLevel(levelName: String): 
Set(Service) 
    =levels->select(name=levelName).availableServices-
>asSet() 

The effect and output of the body expression is computed and taken from a collection 
and selectionof the levels associated with the instance of RewardProgram for which 
the operation getServicesAsPerLevel is called. It returns only the services available 
from the ServiceLevel whose name is equal to the parameter levelName.  

9 Summary 

Unified modeling language is critical to model driven architecture. We have investi-
gated that OCL is critical to and why UML alone is not enough. We investigated how 
OCL can be incorporated into model in order to forward engineer correct code in 
ebusiness solution. To demonstrate the use of object constraints along with the model-
ing we took a case study for an ebusiness enterprise that is based on a reward pro-
gram. There are many advantages to make UML model crisp and more specified by 
applying OCL to real-world modeling challenges. Using a combination of UML and 
object constraints allows developers to realize the effective, consistent, and coherent 
models. Finally we have all the complete and correct code in hand to satisfy our  
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customer. We have investigated that looking in to constraints applied to the modeling 
we can improve the quality of the product. It is oblivious that improving the quality of 
modeling definitely improves the quality of analysis and design. It is found during our 
research that when we apply tracing back, we found lesser bugs in the model (with 
constraints) as compared to the more number of bugs when we traced back to model 
from code without using object constraints.  
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Abstract. Rich developing countries suffer from the consequences of increase 
in both human and vehicle population. Road accident fatality rates depend upon 
many factors which could vary for different countries. It is a very challenging 
task and investigating the dependencies between the attributes become complex 
because of many environmental and road related factors. In this research work 
we applied data mining classification technique RndTree and RndTree using 
ensemble methods viz. Bagging, AdaBoost and Multi Cost Sensitive Bagging 
(MCSB) to carry out vehicle safety device based classification of which 
RndTree using Adaboost gives high accurate results. The training dataset used 
for the research work is obtained from Fatality Analysis Reporting System 
(FARS) which is provided by the University of Alabama’s Critical Analysis 
Reporting Environment (CARE) system.  The results reveal that RndTree using 
Adaboost improvised the classifier’s accuracy. 

Keywords: Data Mining, Classification Algorithms, Bagging, Boosting, 
MCSB, Road Accident Data, RndTree.  

1 Introduction 

Data Mining [4] has attracted a great deal of attention in the information industry and 
in society due to the wide availability of huge amounts of data and there is a need for 
converting such data into useful information and knowledge. The information and 
knowledge [4] gained can be used for applications ranging from market analysis, 
fraud detection, and customer retention, to production control and science exploration.   

Application of data mining techniques on social issues has been a popular tech-
nique of late. Road traffic injuries also place a huge strain on national health systems, 
many of which suffer from insufficient levels of resources [16]. Historically, many of 
the measures in place to reduce road traffic deaths and injuries are aimed at protecting 
car occupants [16]. Many literature analyses the road related factors which increase 
the death ratio.  
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Ensemble methods such as bagging and boosting are used to improve the accuracy 
of the weak classifiers [4]. In this paper, we focus on vehicle safety device based clas-
sification by applying RndTree classification algorithm and ensemble methods viz. 
Bagging, AdaBoost and Multi Cost Sensitive Bagging through which to identify best 
ensemble method. Among these algorithms RndTree using AdaBoost algorithm gives 
better results. The rest of this paper is organized as follows. Section I lists the sum-
mary of the related works in classification and ensemble algorithms. Section II illu-
strates the methodology used which includes the training dataset description, system 
design, classification algorithms, and ensemble algorithms and classifier accuracy 
measures. In section IV we present and discuss the experiment results. Finally the 
section V concludes the paper.  

2 Related Work 

The main reason to employ ensemble methods is to improve the accuracy of the weak 
classifiers. Various studies have been conducted to emphasize the use of ensemble 
methods such as bagging and boosting. 

Diverse ensembles have a better potential for improvement on the accuracy than 
non-diverse ensembles. Also it has been shown that based on the diversity measures 
boosting gives better results than bagging [7]. The voting classification algorithms, 
such as Bagging and AdaBoost are successful in improving the accuracy of certain 
classifiers for artificial and real-world datasets [3]. 

Ensemble methods are very popular method for improving the performance of any 
weak learning algorithm. The most popular weak learners are decision trees, for ex-
ample C4.5 or CART, and decision stumps [9]. In [9] AdaBoost integrating with C4.5 
is presented to classify missing data. In 1997 the multiplicative weight-update tech-
nique [15] was proposed to derive a new boosting algorithm which is used to solve 
the problem of learning functions whose range, rather than being binary, is an arbi-
trary finite set or a bounded segment of the real line. The combination of the  
AdaBoost and random forests algorithms were used for constructing a breast cancer 
survivability prediction model [5]. It was proposed to use random forests as a weak 
learner of AdaBoost for selecting the high weight instances during the boosting 
process to improve accuracy, stability and to reduce over fitting problems [5]. Per-
formance measurements (e.g., accuracy, sensitivity, and specificity), Receiver Operat-
ing Characteristic (ROC) curve and Area Under the receiver operating characteristic 
Curve (AUC) were used to measure the efficiency of the proposed classifier [5].  

In 2000, [14] compared the effectiveness of randomization, bagging, and boosting 
for improving the performance of the decision-tree algorithm C4.5. It was proved that 
the randomized boosting with C4.5 produces best result [14]. Random Projection 
Technique is used on various applications to speed up the training process of Ada-
Boost [2] especially when the input dimension of data is high.  

Various application domains are used [10] to study the different relationships and 
groupings among the performance metrics, thus facilitating the selection of perfor-
mance metrics that capture relatively independent aspects of a classifier’s perfor-
mance. Factor analysis is applied [10] to the classifier performance space.  
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In our research work we focused on vehicle safety device (Airbag) specific classi-
fication to find accident patterns in road accident data using various ensemble algo-
rithms. Next section illustrates the methodology used in our research work which 
includes RndTree, Bagging, AdaBoost and MCSB algorithms. 

3 Methodolgy 

This research work focuses on vehicle safety device (Airbag) specific classification of 
road accident patterns. The existing classification algorithm RndTree is adopted for 
classification. The RndTree algorithm produced classification results with 8.2% mis-
classification rate. Since RndTree had misclassification rate, ensemble methods viz. 
bagging, AdaBoost and MCSB have been incorporated with RndTree to improve the 
accuracy. The details of the work are given in the following sub sections.   

3.1    Training Dataset Description 

We carry out the experiment with road accident training dataset obtained from Fatali-
ty Analysis Reporting System (FARS) [17] which is provided by Critical Analysis 
Reporting Environment (CARE) system. This safety data consists of U.S. road acci-
dent information from 2005 to 2009. It consists of 272831 records and 23 attributes.  

To train the classifiers we have selected accident details for two states California 
and New York totally 63327 records with 17 attributes. The selected dataset with 
63327 records is divided into training dataset which consists of 47761 samples and 
test dataset which consists of 15566 samples. The list of attributes and their descrip-
tion is given in the Table 1.  

Table 1. Training Dataset Attributes Description 

Attributes Description 
Year Year of accident 

Month Month of accident 
Day Day of accident 
Manner_of_Collision Manner of collision 
Person_Type Driver/Passenger 
Seating_Position Seating Position 
Age_Range Age range of the person involved 
Gender Male/Female 
Injury_Severity Injury Severity 
Transported_By Transported by emergency vehicle or not 
AirBag Location of the airbag 
Protection_System Type of the protection system used 
Dead_on_Arrival Status of the person at the arrival to hospital 
Year_of_Death Year of death 
Month_of_Death Month of death 
Drug_Test Type of drug test 
Related_Factors Road related factors 



436 S. Shanthi and R.G. Ramani 

We have applied the classification algorithms using AirBag attribute as the class 
attribute.  Next sub section deals about the system model used in this study. 

3.2    System Design 

This section describes the steps used in this research work. The steps used in this 
work are depicted in Fig.1. 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Steps Involved in this study 

After preprocessing the training set is given as input to the weak learner i.e. 
RndTree. The results shown that RndTree gives 8.2% misclassification rate. Thus to 
improve the accuracy of RndTree, Meta learners or ensemblers viz. bagging,  
AdaBoost and MCSB have been incorporated with RndTree and analysed for each 
ensembler’s accuracy. The results are evaluated using accuracy measures such as 
precision, recall and ROC. It is found that Adaboost using RndTree significantly im-
proves the accuracy. Test dataset is applied to evaluate the results. 
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3.3     RndTree Classification Algorithm 

This section illustrates the RndTree algorithm. The accuracy of RndTree decision tree 
algorithm is better than that of other classification algorithms [13]. The advantage of 
decision tree algorithms is it is easy to derive the rules.  

Random tree [11] can be applied to both regression and classification problems. 
The method combines bagging idea and the random selection of features in order to 
construct a collection of decision trees with controlled variation.  

3.4     Bagging Algorithm 

Bagging is an acronym for Bootstrap Aggregating. It is a method for generating mul-
tiple versions of a predictor [8] and using these to get an aggregated predictor. Given 
a certain model form like a classification tree, take repeated bootstrap samples of the 
original data set, refitting the model each time [1]. Each of these models will be 
slightly different, and the predictions at each point will vary from model to model. 
The bagged prediction for each point is an average over the predictions of all the 
models for that point. The multiple versions are formed by making bootstrap repli-
cates of the learning set and using these as new learning sets [8].  

3.5 AdaBoost  Algorithm 

It is a boosting algorithm which is used to improve the accuracy of some learning 
method [4]. Accuracy is achieved by iteratively building weak models. Weak models 
are combined to deliver better model.  

3.6 Multi Cost Sensitive Bagging (MCSB)  

It is a sensitive supervised learning algorithm [14]. It uses the bagging for the estima-
tion of the posterior probability. The misclassification cost is applied on each individ-
ual classifier and a predicted attribute is created with the bagging phase. Then it is 
used as a class attribute in the final construction of a classifier [14]. The main parame-
ters of this algorithm are the cost matrix and the number of replication. 

3.7 Accuracy Measures  

The accuracy of a classifier on a given set is the percentage of test set tuples that are 
correctly classified by the classifier. The confusion matrix is a useful tool for analyz-
ing the efficiency of the classifiers [4]. ROC curve is a plot of TPR against FPR 
(False Positive Rate) which depicts relative trade-offs between true positives and false 
positives [4].  In next section we discuss the results we obtained in our research work. 

4 Experimental Results 

We have used Tanagra for our experimental study. It proposes several data mining 
methods from exploratory data analysis, statistical learning, machine learning and 
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databases area [14].  We have divided the accident dataset into two parts: Training 
dataset which consists of 47761 records and test dataset which consists of 15566 
records, totally 63327 records.  

4.1     Experimental Results of Base Classifier, RndTree 

In this phase we have applied basic decision tree algorithm RndTree to classify the 
training dataset. The results of these models are evaluated based on their error rates, 
precision and recall. The error rate of the RndTree is 8.2% which is given in the Fig.2. 

 

Fig. 2. Error Rate of RndTree 

In next section we discuss the results of ensemble classifiers using RndTree. 

4.2 Experimental Results of Ensemble Classifiers  

Since RndTree produced 8.2% misclassification rate we applied three ensemble me-
thods viz. Bagging, AdaBoost and MCSB to improve the accuracy of RndTree. The 
error rate of the Bagging is given in Fig.3. 

 

Fig. 3. Error Rate of Bagging using RndTree 

The error rate of bagging using RndTree is 6.77% which is better than that of the 
base clasifier, RndTree. It improvised the accuracy of RndTree from 91.8%  to 
93.23%. The error rate of AdaBoost using RndTree is given in Fig.4. 



 Vehicle Safety Device (Airbag) Specific Classification 439 

 

Fig. 4. Error Rate of AdaBoost using RndTree 

The error rate of AdaBoost using RndTree is 1.49% which is better than that of the 
base clasifier, RndTree and bagging. It improvised the accuracy of RndTree from 
91.8%  to 98.51%. The error rate of MCSB using RndTree is given in Fig.5. 

 

Fig. 5. Error Rate of Multi Cost Sensitive Bagging using RndTree 

The error rate of MCSB using RndTree is 10.2% which is greater than that of all the 
other classifiers. It decreased the accuracy of the base classifier from 91.8% to 89.8%. 
Fig.6 gives the comparison of accuracies of all the four classifiers. 

 
Fig. 6. Ensemble Classifier’s Accuracy- Training Dataset 
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Fig.6 reveals that the AdaBoost using RndTree Classfier outperforms all other el-
semble algorithms to perform vehicle safety measures (AirBag) based classification in 
road accident data set. The number of iterations at which the bagging, AdaBoost and 
MCSB accuracies are converged is given in the Table 2. 

Table 2. Number of Iterations of Ensemble Algorithms 

Classifiers Iterations Accuracy 

Bagging 25 93.23 

AdaBoost (RndTree) 5 98.51 

MCSB 45 89.8 

Table 3. ROC Curve Results 

Sample size : 47761     Positive examples : 9452        Negative examples : 38309 
Score  

Attribute 
RndTree (Score 1) Bagging (Score 2) AdaBoost (Score 3) MCSB (Score 4) 

AUC 0.9719 0.9824 0.9977 0.857 

Target 

size (%) Score FPR TPR Score FPR TPR Score FPR TPR Score FPR TPR 

0 1 0 0 1 0 0 0.9107 0 0 1 0 0 

5 1 0 0.2526 0.72 .0004 0.251 0.6443 0 0.2526 1 0.0018 0.2452 

10 1 0 0.5053 0.6 0.002 0.4978 0.6169 0 0.5053 0.8 0.0044 0.4873 

15 0.5195 0.0202 0.676 0.48 0.007 0.7292 0.5911 0 0.7579 0.4706 0.0304 0.6348 

20 0.4286 0.0517 0.8011 0.32 0.029 0.8928 0.494 0.0105 0.9678 0.1132 0.0684 0.7333 

25 0.3333 0.0914 0.8927 0.2 0.076 0.9537 0.3852 0.065 0.9999 0 0.1235 0.7627 

30 0.1818 0.1381 0.9561 0.12 0.134 0.9742 0.3507 0.1273 0.9999 0 0.1819 0.7788 

35 0.043 0.1927 0.9876 0.08 0.194 0.9843 0.3234 0.1896 0.9999 0 0.2394 0.798 

40 0.043 0.2523 0.9984 0.04 0.255 0.9889 0.2974 0.252 1 0 0.2975 0.8153 

45 0 0.3143 1 0.04 0.316 0.9922 0.2728 0.3143 1 0 0.356 0.831 

50 0 0.3766 1 0.04 0.378 0.9952 0.2477 0.3766 1 0 0.4142 0.8479 

55 0 0.439 1 0 0.44 0.9962 0.2223 0.439 1 0 0.4723 0.8647 

60 0 0.5013 1 0 0.502 0.9965 0.1956 0.5013 1 0 0.531 0.8795 

65 0 0.5636 1 0 0.564 0.9968 0.1701 0.5636 1 0 0.5901 0.8925 

70 0 0.626 1 0 0.627 0.9972 0.1448 0.626 1 0 0.6497 0.9039 

75 0 0.6883 1 0 0.689 0.9978 0.1201 0.6883 1 0 0.7082 0.9193 

80 0 0.7506 1 0 0.751 0.9982 0.0962 0.7506 1 0 0.7671 0.9331 

85 0 0.813 1 0 0.813 0.9984 0.0727 0.813 1 0 0.8251 0.951 

90 0 0.8753 1 0 0.876 0.9987 0.049 0.8753 1 0 0.8838 0.9657 

95 0 0.9376 1 0 0.938 0.9995 0.0228 0.9376 1 0 0.942 0.9822 

100 0 1 1 0 1 1 0 1 1 0 1 1 
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4.3 Experimental Results of Accuracy Measures 

In this research work we used sensitivity, specificity, precision which should be high 
and FPR should be low to have high accuracy. Different classification algorithms may 
have their own characteristics on the same dataset [6]. In this work, the performance 
of AdaBoost using RndTree shows better results than that of bagging and MCSB. 
AdaBoost using RndTree is more specific and more sensitive. The results of training 
and test data are same.  

Table 3 lists the AUC values of all classifiers depends on different sizes of the 
training data.  

Though AUC of all the classifiers are greater than 0.7, the AUC of  AdaBoost us-
ing RndTree (0.9934) is higher than other classifiers which conforms that AdaBoost 
using RndTree is comparatively good Meta classifier than other Meta classifiers. We 
got same results for test data. 

Fig.7 explains the performance measures using ROC curves. The Score 3 (Ada-
Boost using RndTree) gives the curve which is nearer to the perfection point, 1. 

 

Fig. 7. Classifier’s Accuracy- Test Dataset 

4.4 Evaluation of Experimental Results Using Test Data 

The correctness of the results of the foresaid classifiers have been evaluated using test 
dataset which consists of 15566 records. The results are depicted in Fig. 8.  
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Fig. 8. Classifier’s Accuracy- Test Dataset 

5 Conclusion 

In this paper we analyzed road accident training dataset using RndTree and ensemble 
methods viz. bagging, AdaBoost and MCSB to find patterns using vehicle safety 
measures (AirBag). Among the algorithms AdaBoost using RndTree gives high accu-
racy. The accuracy is evaluated based on precision, recall and ROC curves.  The re-
sults showed that among ensemble algorithms (Bagging, Boosting and MCSB) the 
AdaBoost using RndTree improved accuracy from 91.8% to 98.51%. 
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Abstract. In grid environment, resources and users from different 
administrative domains are integrated and coordinated each other. Grid uses 
open standard, general-purpose protocols and interfaces to provide nontrivial 
quality of services. Videoconferencing is communication between two or more 
people from geographically different locations by simultaneous two-way video 
and audio transmissions. This is a type of 'visual collaboration’ with audio-
video communication. It differs from telephone calls through video display. 
Audio and Video communications is achieved in form of conferencing through 
Internet. This paper proposes design of a Video Conferencing Solution (VCS), 
which enables the users to explore the power of collaborative conferencing in 
grid environment. This solution is capable of setting up live meetings between a 
host and a number of participants. 

Keywords: Gaia methodology, grid, video conferencing. 

1 Introduction  

A computational grid is designed to deliver larger computational resources to the users 
within affordable cost. Grids are used to solve large-scale computational and data-
intensive problems by creating virtual organizations, sharing, accessing and combining 
different sets of resources and specialized devices in secured way. Occasionally, audio-
video based collaborative conferencing might necessary in dynamic and diverse 
resource pool of grid environment.  Thus the execution of video conferencing in such a 
dynamic and heterogeneous environment is a challenging problem. The proposed video 
conferencing solution (VCS) is based on a Multi-Agent System (MAS). 

VCS is a collection of autonomous interacting software agents can offer services 
among distributed computational resources through deployment of these 
interconnected agents onto the resources. These resources are available and allocated 
in grid environment. Major task of VCS is to create super administrator, group 
administrator and user.  VCS users complete registration for joining a meeting as host 
or participant as well as leaving meeting. Super administrator is solely responsible for 
creating groups, license for the groups and administrator for group of users. Group 
administrator manages meeting, users of the group. Details of these functionalities of 
all these roles are discussed in Section 4. 

In this research work, Gaia methodology has been used to carry out the detailed 
design of the individual agent structure and the multi-agent development process in 
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the VCS. Therefore different types of analysis and design phases of VCS have been 
presented in this paper with environment model, role model, interaction model and 
service model respectively. Organization of this paper is as follows. Related work is 
presented in Section 2. Section 3 presented an overview of Gaia methodology. 
Detailed design of the video conferencing solution using Gaia methodology is 
presented in Section 4.  Section 5 concludes the paper with direction of future work. 

2 Related Work 

In recent times there has been a surge of interest in network based video conferencing 
system. Research and development in this area has expanded significantly in the past 
few years. The various popular available solutions may be enumerated as follows: 
Skype [4], PlaceCam [3], Vennfer [5], Woovoo [6], GoToMeeting [2] and Dimdim 
[1]. These products are Internet based and supports two way live audio video 
communications. The number of participants supported, codec, protocol, bandwidth 
requirement varies from product to product. Some products also provides extra 
feature like white board, test massaging, audio-video archiving and playback.   

In [12], heterogeneous multimedia clients can join in the same real-time sessions. 
This Global Multimedia Collaboration System provides support for a variety of 
protocols and applications, including H.323 clients, SIP clients and Access Grid rooms. 
It facilitates audio and video communications among participating clients in a real-time 
conference. A roadmap for the future of videoconferencing within e-science is presented 
in [8]. In this research, the concept of Access Grid Studio-based Videoconferencing is 
studied. The proposed VCS supports Unicast and Multicast both environments with 
audio / video standard (AAC / H.264) respectively. VCS uses HTTP (Hyper Text 
Transfer Protocol) for communication with meeting server and RTP (Real Time 
Transfer Protocol) for audio-video streaming. The total minimum bandwidth 
requirement for VCS is around 150Kb/s while an optimum bandwidth requirement is 
around 300Kb/s.  Novelty of this research is that it is based on multi-agent system 
(MAS) technology and proposed to be implemented in grid environment.  

Comparing all the agent-oriented methodologies is often difficult, because they 
might address different aspects in different scenarios. In this research, Gaia 
methodology is specially chosen to design the system in details. Main focus of Gaia is 
on individual and autonomous agent structure and interaction of these agents in 
organized society to achieve a common specified goal. Gaia [15] does not explicitly 
deal with the activities of requirement gathering phase and implementation issues. As 
requirement gathering is already done in this research, analysis and design is 
discussed elaborately in this paper. Implementation of this VCS would be done with 
the FIPA-compliant agent platform, Jade framework [11] in Grid environment.   

3 Overview of Gaia Methodology 

Gaia is a methodology [14] for agent-oriented software analysis and design. It deals 
with both the macro (social) aspect and the micro (agent internals) aspect of a multi-
agent system and devotes a specific effort to model the organizational structure and 
the organizational rules that govern the global behavior of the agents in the 
organization. Gaia is intended to allow an analyst to go systematically from a 
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statement of requirements to a design that is sufficiently detailed that it can be 
implemented directly. Analysis and design can be thought of as a process of 
developing increasingly detailed models of the system to be constructed.  

The objective of this paper is to describe the proposed VCS for execution in Grid 
environment. The main concepts in Gaia can be divided into two categories: abstract 
and concrete. These concepts are developed in three different phases – the analysis 
phase, the architectural design phase and the detailed design phase. Abstract entities 
are developed at the time of analyzing the requirements of the system and 
conceptualizing it, these entities may not have any direct realization within the 
system. The abstract concepts in Gaia include roles, permissions, responsibilities, 
protocols, activities, liveness properties and safety properties. Concrete entities, in 
contrast, are used in the detailed design phase, and will typically have direct 
counterparts in the runtime system.  

According to Gaia methodology, designing and developing of the role and 
interaction models require a few number of steps. In the detailed design phase service 
model is being developed. It depicts main services of each agent. Design of video 
conferencing solution is discussed elaborately phase wise in the next section. 

4 Design of Video Conferencing Solution 

Video Conferencing Solution is designed with a group of inter acting multiple 
autonomous agents, which performs several tasks to provide the live conference 
among group of people from different locations. A software engineering approach, 
namely Gaia methodology has been considered for detailing the design of the VCS. 
The steps for modeling the system using this methodology are described in this 
section. It composed of three different phases, namely: analysis phase, architectural 
design phase and detailed design phase. Analysis phase briefs about corresponding 
roles of each sub organization. In architectural design phase,   rules of liveness and 
safety described. It also finalizes role model and interaction model. At last, agent 
model and service model are developed in detailed design phase. 

 
Analysis Phase 
The objective of the analysis phase is to develop perception of the system and its 
structure. In this section, first the organizations within the system are identified, and 
then an environment model is developed as proposed by Gaia.  

 
Organizations 
According to Gaia, the first step in the analysis phase of VCS is to determine whether 
multiple organizations have to coexist in the system and perform autonomously. Sub-
organizations can be found, which fulfill any of these conditions: 

i. Exhibit a behavior specifically oriented towards the achievement of a given 
sub-goal. 

ii. Interact loosely with other segments of the system. 
iii. Require competences that are not needed in other parts of the system. 

The two major sub organizations of the system can be defined in analysis phase and 
the goal of each sub-organization is shown in Table 1.  
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Table 1. Sub-organizations in the Video Conferencing Solution 

Name  Description  

Meeting Provider This sub-organization provides Group, License, User, Multicast IP,  Meeting
and Client Installer software 

Meeting Executor This sub-organization executes the meeting by enabling audio video interchange
and desktop sharing  

 
The Environment Model 
In the next step of the analysis phase, the corresponding roles in specific sub 
organization are modeled as follows: 

i. SuperAdministrator (SA),  GroupAdministrator (GA) and User in Meeting 
Provider sub organization 

ii. Host, ActiveParticipant (AP), PassiveParticipant (PP) and Transponder (TP) in 
Meeting Executor sub organization 

 

Next the organizational rules of the above mentioned sub-organizations are defined. 
Organizational rules are seen as responsibilities of the organization as a whole. As in 
the role model, organizational rules also have safety and liveness rules. The 
organizational rules for liveness and safety are shown in Table 2 and Table 3 
respectively. They have been used and considered in the architectural design phase, 
which will be described in the next section. 

 
Architectural Design Phase 
On the basis of the analysis, this section describes the architectural design of the VCS 
that completes and refines the preliminary models and makes actual decisions about 
the organizational structure and models the VCS based on the specifications produced.  

Table 2. Liveness (Relations) Organizational Rules 

 
 
As it is already mentioned that Meeting Provider sub organization is responsible 

for the overall provisioning which includes management of Group, License, User, 
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Multicast IP, Meeting and Client Installer software. There are three types of roles in 
the system SuperAdministrator, GroupAdministrator and User. There is only one 
SuperAdministrator in the whole system. SuperAdministrator creates a new group for 
the customer or user and licenses are created whenever a new customer purchases 
license. SuperAdministrator will also create one User with GroupAdministrator role 
for the group. SuperAdministrator may create number of Users less than equal to the 
licenses being purchased for the group. Alternatively GroupAdministrator also may 
create the other Users. 

Table 3. Safety (Constraints) Organizational Rules  

 
 

Meetings may be of three types Multicast, Unicast, Multicast-Unicast. Super-
Administrator also creates a number of unique Multicast IP for the group which will be 
required to create multicast and unicast-multicast meetings. SuperAdministrator, 
GroupAdministrator and User any one can create meeting by selecting the host, 
participant and Multicast IP (for multicast and unicast-multicast meeting types). User 
may edit and delete meetings created by him/her. GroupAdministrator may edit and 
delete users and meetings of his/her group. SuperAdministrator also manages the Client 
Installer software as well as edit and delete Group, License, User, Multicast IP, and 
Meeting.  

Meeting Executor sub organization is responsible for running the meeting participated 
by host and other participants. Running meeting includes organizing and hosting meeting 
by enabling audio video interchange and desktop sharing. Host transmits his/her audio 
video to all other participant of the meeting. It also can share his/her desktop to other 
participants to give a presentation. Participant can raise their hand to become “active”. 
Host may select any of the participants as “active”. ActiveParticipant (AP) also transmits 
his/ her audio video to host as well as other participants. Transmitted audio video may 
reach directly to the recipient or via n number of hops in-between depending upon the 
distance between the sender and receiver. 

Next on the basis of the analysis and organizational structure, the agent role model 
of the VCS is described. The role schemas are presented using the templates from [15, 
14]. At first, roles of the Meeting Provider sub organization are discussed. 
SuperAdministrator role has the ultimate authority of the system. SuperAdministrator 
performs these activities Group Management, License management, User manage-
ment Multicast management, Meeting management, Client Installer management. 
Whenever a new customer purchases license SuperAdministrator will create one User 
with GroupAdministrator role for the group. GroupAdministrator may create the other 
users with User role. GroupAdministrator also may create meeting by selecting the 
host, participant and Multicast IP (for multicast and unicast-multicast meeting types) 
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for the group. GroupAdministrator may edit and delete users and meetings of his/her 
group. Role user belongs to a particular group. User may create meeting by selecting 
the host, participant and Multicast IP (for both unicast / multicast meeting types) from 
his/her group. User may also edit and delete meetings created by him/her. 
Corresponding role schemas for SuperAdministrator (SA), GroupAdministrator (GA) 
and User are shown in Figure 1, Figure 2 and Figure 3. 

 

 

Fig. 1. Role schema of SuperAdministrator (SA) 

Roles of Meeting Executor consist of Host, Active Participant, Passive Participant 
and Transponder. Host is selected at the time of meeting creation, though it can be 
changed by editing the meeting at any point of time. When a meeting starts there is 
Host and other passive participants present in the meeting. All passive participants 
receive host’s audio video. In addition host can also share desktop. Passive 
participants may raise hand to become active. One of the passive participants is 
selected as active by the host. ActiveParticipant does interactive communication with 
the host. If any participant previously selected as active, it will be turned passive 
again automatically, if host selects another participant as Activate participant. One of 
the passive participants is selected as active by the host. Passive participant receives 
audio video from host as well as active participant, receives desktop sharing from 
host.  It cannot transmit audio video. But it can raises hand to become active. 
Transmitted audio video, desktop sharing and hand raise may reach directly to the 
recipient or via n number of hops in-between depending upon the distance between 
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the sender and receiver. There will be only one Transponder per network. 
Transponder is essentially a client agent playing role of Host, AP or PP in the same 
meeting. Transponder may work independently or collaborates with other 
Transponders. It receives audio video from Host and ActiveParticipant, as well as 
desk top sharing (DS) and hand raise of PassiveParticipant. It also capable of 
retransmit all these at the same time. The role schemas for Host, ActiveParticipant 
(AP), Passive participant (PP) and Transponder (TP) are depicted in Figure 4, Figure 
5, Figure 6 and Figure 7 respectively.  

Interaction model follows the role model. The functionalities, activities and 
responsibilities of the roles are described in role model. Interaction model depicts the 
interaction between the roles on the basis of protocol. It also describes the 
characteristics and dynamics of each protocol. So it completely defines the protocol 
through which the roles will interact in the organization. Interaction model of VCS is 
shown in Figure 8. 

 

Fig. 2. Role Schema of GroupAdministrator (GA) 

Detailed Design Phase 
According to Gaia, the detailed design commences just after development of the role 
model and interaction model. In the detailed design phase, actually one-to-one 
correspondence between roles and agent classes is made to create agent model. It is 
also possible to combine closely roles into one agent. This is advantageous because of 
less number of classes and instances eventually reduce conceptual complexity. 
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However, this has to be done without: 

 affecting the organizational efficiency, 
 violating organizational rules and 
 Creating problems (that is, without exceeding the amount of information it is 

able to store and process in a given amount of time). 

 

Fig. 3. Role Schema of User 

 

Fig. 4. Role Schema of Host 
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Detailed design phase actually develops agent model and service model. In case of 
agent model, agent is a software program or class which would be implemented during 
implementation stage. In Meeting Provider sub organization, each role is mapped to its 
corresponding agent, while, group of roles are mapped to a single agent in Meeting 
Executor sub organization. Agent model of Meeting Provider and Meeting Executor are 
depicted in Figure 9 and Figure 10 respectively. In case of service model, the specific 
services of agents are identified. There are four properties related to each service, 
namely: input, output, pre-condition and post-condition. Input-output are actually 
derived from the interaction model or protocols, while pre and post conditions are 
restrictions on the execution and completion of the services respectively. 

 

Fig. 5. Role Schema of ActiveParticipant (AP) 

 

Fig. 6. Role Schema of Passive Participant (PP) 
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These services are derived from the protocols, activities and liveness properties of 
the roles that the agent implements. As a rule of tomb, there will be one service for 
each parallel activity of execution that the agent has to execute. The service model of 
VCS is represented in Table 4. 

 

Fig. 7. Role Schema of Transponder (TP) 

5 Conclusion and Future Work 

This paper clearly portrays the design of a video conferencing solution based on 
multi-agent system. This solution is capable of setting up live meetings between a 
host and a number of participants. VCS is a collection of autonomous interacting 
software agents can offer services in grid environment through deployment of these 
interconnected agents onto the resources. In order to do design and analysis of VCS, a 
software engineering approach using Gaia Methodology is used. The role model, 
interaction model, agent model and services model are discussed and developed in 
this research work. The current work demonstrates individual and autonomous agent 
structure as well as illustrates the interaction of the agents in proposed VCS. The main 
intention of future work is to implement the VCS in grid environment with the FIPA-
compliant agent platform, Jade framework through collaboration of a few interacting 
agents. 

 
 
 
 
 
 



 Design of Video Conferencing Solution in Grid 455 

 
 
 

 

Fig. 8. Interaction model of protocol Manage User and Manage Meeting 
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Fig. 9. Agent Model of Meeting Provider sub organization 

 

Fig. 10. Agent Model of Meeting Executor sub organization 

Table 4. Service Model of Video Conferencing Solution 
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Abstract. In medical science, diagnostic imaging is an invaluable tool because 
of restricted observation of the specialist and uncertainties in medical know-
ledge. A thyroid ultrasound is a non-invasive imaging study used to  
understand the anatomy of thyroid gland which is not possible with other tech-
niques. Various classifiers are used to characterize thyroid nodules into  
benign/malignant based on the extracted features to make correct diagnosis. 
Current classification approaches are reviewed with classification accuracy for 
thyroid ultrasound image applications. The aim of this paper is to review exist-
ing approaches for the diagnosis of Nodules in thyroid ultrasound images.   

Keywords: Thyroid Nodule, TIRADS, Ultrasound Images, Computer-Aided 
Diagnosis, Feature extraction, Classification. 

1 Introduction 

Thyroid nodules are swells that appear in the thyroid gland and can be due to the 
growth of thyroid cells. The nationwide relative frequency of thyroid cancer among 
all the cancer cases is 0.1%-0.2%. As per this statistics, it is concluded that thyroid 
related cancer is a serious disease which can lead to death, with increasing incidence 
rates every year. Hence, early detection is important for effective diagnosis. For diag-
nosing thyroid diseases, Ultrasound (US) and Computer Tomography (CT) are two of 
the most popular imaging modalities. US imaging is inexpensive, non-invasive and 
easy to use. However, US image contains echo perturbations and speckle noise, which 
could make the diagnostic task harder. The boundary of malignant tumor often 
merged with the surrounding tissues. Therefore, some Computer-Aided Diagnosis 
(CAD) system is necessary to increase reliability and reduce invasive operations in 
order to delineate nodules, classifying benign/malignant and estimating the volumes 
of thyroid tissues.  

Generally, CAD systems are consisting of various stages like pre-processing, seg-
mentation, feature extraction and classification. The boundaries of the tumors in US 
images are unclear and hard to distinguish due to artifacts such as speckle, reverbera-
tion echo, acoustic shadowing and refraction. Thus, it is necessary to suppress speckle 
noise before segmentation. Image segmentation plays an important role for automatic 
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delineation of important regions used for analyzing anatomical structure, tissue types 
and pathological regions. Accuracy of segmentation is important because many cru-
cial features for discriminating benign and malignant lesions are based on the contour, 
shape and texture of the lesion. These features can be effectively extracted after the 
lesion boundary is correctly detected. Thus, an accurate segmentation method is es-
sential for a correct diagnosis. Segmentation of thyroid nodule in ultrasound images is 
given in [9-12]. 

The rest of this paper is organized in following sections. Section 2 describes the 
Feature Extraction and Selection for identification of thyroid nodules in ultrasound 
images. The classification techniques are explained in Section 3 and conclusions are 
given in Section 4. 

2 Feature Extraction and Selection 

Feature extraction is used to find a feature set of tissue that can accurately distinguish 
lesion/non-lesion or benign/malignant. Recently, various feature extraction methods 
were proposed from which lot of features from medical images can be obtained. 
However, it is difficult to select significant features from the extracted features. There 
is no single feature that can accurately determine whether a nodule is benign or ma-
lignant. In addition to features that can be derived from the inside of the nodule, the 
tissue texture around the margin of the nodule is also important. The growth of malig-
nant tumors tends to distort the surrounding tissue texture, while benign nodules tend 
to have smooth surfaces with more uniform texture around them. Different shapes and 
margins have different likelihoods of malignancy. Thus, texture features have the 
potential to capture characteristics that are diagnostically important but are not easily 
visually extracted. Feature selection is a process of feature reduction by removing 
irrelevant, redundant or noisy data and has an immediate effect on application by 
accelerating the classification algorithm. A typical feature selection process consists 
of four basic steps: namely, subset generation, subset evaluation, stopping criterion 
and result validation. The feature space could be very large and complex, so extract-
ing and selecting the most effective features are very important. 

In literature, different authors have extracted different types of features from thyroid 
tissue. In [12], six textural features are extracted from the selected ROIs. These textural 
features including Haar wavelet features, homogeneity feature, histogram feature, 
Block Difference of Inverse Probabilities (BDIP) and Normalized Multi-Scale Intensi-
fy Difference (NMSID) will be used in the RBF neural network to classify the thyroid 
region. In [23], two features associated with the Rayleigh distribution parameter, four 
wavelet energy coefficients, four radon transform parameters are computed for each 
rectangular window. These features are also combined with the longitudinal mid-
distance measure for each thyroid gland. This distance corresponds to the vertical  
distance measured between the borders of the thyroid at its middle section.  

In [24], the features such as mean, variance, Coefficient of Local Variation Fea-
ture, Histogram Feature, NMSID Feature, and Homogeneity are extracted and are 
used to train the classifiers such as ELM and SVM.  
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Table 1. Feature Extraction Approaches For Thyroid Ultrasound Image Analysis 

 

In [46,47], texture patterns appearing in US images can be represented by a fuzzy 
distribution of Local Binary Patterns, referred to as Fuzzy Local Binary Patterns 
(FLBP) features [8]. The original approach of Local Binary Pattern (LBP) [12] has 
been proven to be sensitive to small variations of the pixel intensities usually caused 
by noise. The FLBP is an enhanced extension of the LBP approach, capable of better 
coping with speckle noise [8], a common characteristic of all US images [13]. In US 
images a substantial amount of information concerning the pathology of the examined 
tissue is contained in image echogenity [11]. Several studies on US medical images 
have been using echogenity features based on grey-level histograms (GLH) and Fuzzy 
grey-level histograms (FGLH). Morphological features describe the shape and the 
boundary regularity of each nodule and comprised several 1st order statistics of the 
boundary radius along with area, smoothness, concavity, and symmetry and fractal 
dimension [12].  

In [21],a set of twenty morphological features (Mean radius, Radius entropy, Ra-
dius standard deviation, Perimeter, Area Circularity Smoothness Convex hull mean 
radius Concavity Number of concave points Symmetry Fractal dimension) and wave-
let local maxima (first order histogram, Mean value, entropy, central moment 3rd de-
gree, kurtosis, skewness, variance, standard deviation) are extracted from segmented 
nodule. The various feature extraction approaches for thyroid nodule in ultrasound 
images are summarized in Table 1. 

3 Classification 

The suspicious regions will be classified as lesion/non-lesion or benign/malignant 
based on the selected features by various classification methods. The Thyroid Imag-
ing Reporting and Data System (TIRADS) is a standardized US characterization and 

REF. FEATURE EXTRACTION APPROACH 

[42][43][44] Grey Level Histogram 

[45] Muzzolini ’S Features 

[42][45] Co-Occurrence Matrix 

[11] Radon Transform 

[46] Local Binary Patterns 

[47] Fuzzy Local Binary Pattern 

[7] 

 

Mean, Variance,  Coefficient  Of Local Variation Feature, Histogram Feature,  
Normalized Multi Scale, Intensity Different NMSID Feature,  Homogeneity 

[48] Statistical Pixel Level Features 

[14] Morphology  And  Tissue  Reflectivity 

[11] Intensity And Statistical Textural Feature 

[48] Textural Features 
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reporting data system of thyroid lesions for clinical management. The TIRADS is 
based on the concepts of the Breast Imaging Reporting Data System (BIRADS) of the 
American College of Radiology [2]. The categories are as follow: TIRADS 1: normal 
thyroid gland, TIRADS 2: benign conditions (0% malignancy), TIRADS 3: probably 
benign nodules (< 5% malignancy), TIRADS 4: suspicious nodules (5–80% malig-
nancy rate). A subdivision into 4a (malignancy between 5 and 10%) and 4b (malig-
nancy between 10 and 80%) was optional, TIRADS 5: probably malignant nodules 
(malignancy>80%), TIRADS 6: included biopsy proven malignant nodules. 

There are different neural networks used in image segmentation such as Back 
Propagation neural network, Hopfield neural networks and Self-Organizing Maps 
(SOM). Various previous studies based on classifiers used to identify the malignancy 
in the thyroid lesion are mentioned in [15,16]. Many machine learning techniques 
such as Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) and 
Artificial Neural Network (ANN) have been studied for thyroid lesion classification. 
The classification accuracy of various classifiers for thyroid nodule in ultrasound 
images are summarized in Table 2. 

Table 2. Accuracy of Thyroid Classifiers 

Publication year Ref.                         Method     Accuracy 
(%) 

1984 [42] FA FA+C4.5 (Pruned) 

 FAFA+C 4.5 (Rules) 

Einstein  

FAF A+Einstein  

94.38 

94.38 

91.91 

93.34 

1997 [40] A Fuzzy Classifier with Ellipsoidal Regions 93.34 

1997 [41] MLP  

LVQ  

RBF  

PPFNN  

36.74  

81.86  

72.09 

78.14 

1999 [39] k-NN method 

EACH method 

RPA method 

96.90 

95.60 

96.10 

2002 [30] 3NN-Par  

FED IC-Plain  

94.20 

96.10 

2006 [31] EDA 

WEDA 

98.06 

98.00 

2006 [32] HMM method  

SOM method  

87 .91 

88.84 

2006 [33] LDA  

SVM  

GPC-EP (s-soft) 

GP C-EP(m-soft) 

93 .44 

94.44 

96.75 

97.23 
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Table 2. (continued) 

2007 [29] AIRS 

AIRS with fuzzy weighted pre-processing  

81 

85 

2008  [12]  MLNN with LM  

PNN  

LVQ  

92.96 

94.43 

89.79 

2008 [27] AIRS  

IG-AIRS  

94.82 

95.90 

2009  [26] PNN with GA Feature selection 

SVM with GA Feature selection 

96.8 

99.05 

2009 [18] BPA   

RBF 

LVQ 

 92   

 80 

98   

2011 [25] GDA–WSVM  Expert System 91.86 

2011 [24] SVM   

ELM 

Radon- based approach  

84.78  

93.56       

90.9 
FED IC-Plain: Feature Extraction for Dynamic Integration of Classifiers 
MLP with bp: multi layer perceptron with back-propagation. 
MLP with fbp: multi layer perceptron with fast back-propagation. 
DIMLP: DIMLP with two hidden layers and default learning parameters. 
PNN with GA: Probabilistic Neural Network with Genetic Algorithm 
MLNN with LM: Multilayer neural network Levenberg–Marquardt 
IG-AIRS : Information Gain based Artificial Immune Recognition System  
GDA–WSVM : Generalized Discriminant Analysis and Wavelet Support Vector Machine Sys-
tem                                                          WEDA: Wrapped Evolutionary discriminate analysis       
PLS-QDA: Partial Least Squares Discriminant Analysis-Quadratic Discriminant Analysis 
CSFNN: Adaptive Conic Section Function Neural Network           SOM: Self Organizing map      
PPFNN: Probabilistic Potential Function Neural Network           PWC : Pairwise Classification     
ESTDD: Expert system for thyroid diseases diagnosis                RBF: Radial Basis Function 
HOFDA: High order Fisher discriminate analysis                        Par : Parametric Approach 
C4.5-1: C4.5 with default learning parameters               C4.5-2: C4.5 with parameter c equal to 5. 
C4.5-3: C4.5 with parameter c equal to 95.               FAFA: Function attribute finding algorithm 
EDA: Evolutionary discriminate analysis                 NEFCLASS-J: Neuro Fuzzy Classification  
SMC: Single-model multigroup classifiers                LDA: Linear Discriminant Analysis 
GPC-EP: Gaussian Process Classifier                        RPA: Recursive Partition Averaging 
LVQ: Learning Vector Quantizer                               BPA : Back propagation algorithm  
DPM :  Decision pathway modeling                           ELM: Extreme Learning machine 
HMM: Hidden Markov Model                                      OAC: One-Vs-All Classification 

 

In  [17] the thyroid disease are diagnosed by training a neural network on the basis 
of signs and symptoms that outperforms human physicians especially in the presence 
of noise. In [10], the potential of boundary descriptors for the assessment of thyroid 
nodules on US images is investigated according to malignancy risk. The diagnosis of 
thyroid producing thyroid disorders using ANNs is presented in [18]. The best  
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accuracy of LVQ Network for diagnosis is 98%.  In [19] RBF, Probabilistic Neural 
Network (PNN) and Linear Vector Quantizer (LVQ) and SVMs are used for diagnos-
ing thyroid diseases. The overall accuracy of diagnosis system is range from near 
96% to 99%.  A comparative thyroid disease diagnosis realized by multilayer, proba-
bilistic, and learning vector quantization neural networks is presented in [13]. The 
results showed that Probabilistic Neural Network has given the best classification 
accuracies for thyroid disease dataset. An approach for differentiating benign and 
malignant thyroid nodules based on SVM with biased penalties is presented by [20]. 
The results showed that the method is able to get 90.1% with the sensitivity of 93.8% 
and the specificity of 86.6%. In [21] a computer-based image analysis system is pro-
posed employing the SVM classifier for the automatic characterization of 120 verified 
thyroid nodules. Here the accuracy of SVM in classifying the low and high risk no-
dules is 96.7% where QLSMD classifier is 92.5% and QB classifier is 92%. In [22], 
five support vector machines (SVM) were adopted to select the significant textural 
features and to classify the nodular lesions of thyroid.  

In [8] the computational characterization of thyroid tissue is investigated using su-
pervised classification of directionality patterns in thyroid US images. The overall 
classification accuracy obtained by the application of the proposed Radon-based ap-
proach was 89.4%. In [22], the thyroid disease with a new hybrid machine learning 
method was diagnosed. The classification accuracy of 81 % was obtained with AIRS 
classification system.  In [14] feature selection is argued as an important problem via 
diagnosis and demonstrate that GAs (Genetic Algorithms) provide a simple, general 
and powerful framework for selecting good subsets of features leading to improved 
diagnosis rates. In [23], a biometric system based on features extracted from the thy-
roid tissue accessed through 2D US was proposed. Using leave-one-out cross-
validation method the identification rate was up to 94%. In [24] an automatic system 
is developed that  classified  the  thyroid images  and  segmented  the  thyroid  gland  
using  machine  learning algorithms. In [25], a Generalized Discriminant Analysis and 
Wavelet Support Vector Machine System (GDA_WSVM) method is presented for 
diagnosis of thyroid diseases.  

4 Conlusions     

Thyroid nodules are categorized according to the pathology as the enlarged follicles, 
the follicular cells with follicles, the papillary cells with follicles, the follicular cells 
with fibrosis, the papillary cells with fibrosis and the fibrosis. Many physicians are 
confused about the nature of various echo patterns of thyroid nodules because of low 
resolution of ultrasound. Various techniques are applied by different researchers to 
process Thyroid US as many of the structures are hardly visible due to noise ambigui-
ty, vagueness and uncertainty. Thus, the utilization of new and more efficient classifi-
ers could improve the accuracy performance towards classifying thyroid nodule as 
benign/malignant. In order to detect the abnormal structure, intuitive ways must be 
found out to interpret and describe the inherent ambiguity and vagueness in the US 
image using (intuitionistic and neutrosophic) fuzzy set theory. Therefore, this research 
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would definitely be an aid, even to experienced radiologists, by providing a second 
opinion for the characterization of nodules. Moreover, it could be used as a valuable 
tool in follow-up diagnosis (such as thyroid cancer) where the validity of conclusions 
drawn by radiologist depends on the classification accuracy. Such techniques will 
help to aid the diagnosis process by automatically detecting the nodules in thyroid 
images and consequently lead to reduction of false diagnosis related thyroid diseases. 
Thyroid volume estimation from the segmented  thyroid  region and classification of 
thyroid nodules based on malignancy risk factor in ultrasound images could also in-
volve in the future work. 
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Abstract. Data mining techniques have been used by researchers for analyzing 
protein sequences. In protein analysis, especially in protein sequence classifica-
tion, selection of feature is most important. Popular protein sequence classifica-
tion techniques involve extraction of specific features from the sequences.  
Researchers apply some well-known classification techniques like neural  
networks, Genetic algorithm, Fuzzy ARTMAP, Rough Set Classifier etc for ac-
curate classification. This paper presents a review is with three different classi-
fication models such as neural network model, fuzzy ARTMAP model and 
Rough set classifier model. A new technique for classifying protein sequences 
have been proposed in the end. The proposed technique tries to reduce the com-
putational overheads encountered by earlier approaches and increase the accu-
racy of classification.  

Keywords: Data Mining, Neural Network Model, Fuzzy ARTMAP Model, 
Rough Set Classifier. 

1    Introduction 

The introduction of new technologies such as computers, satellites and many others 
has lead to an exponential growth of collected data in many areas. Traditional data 
analysis techniques often fail to process large amounts of data efficiently. In this case 
data mining technology can be used to extract knowledge from large amount of data. 
Recently, the collection of biological data like protein sequences, DNA sequences etc. 
is increasing at explosive rate due to improvements of existing technologies and the 
introduction of new ones such as the microarrays. So Data mining technique is used to 
extract meaningful information from the huge amount of biological data sequences, 
such as the DNA, protein etc. One important area of research is to classify protein 
sequences into different families, classes or sub classes.  

Classification is the most important technique to identify a particular character or a 
group of them. Different classification methods or algorithms have been proposed by 
different researchers to classify the protein sequences. The Protein sequence consists 
of twenty different amino acids which are arranged in some specific sequences. Popu-
lar protein sequence classification techniques involve extraction of specific features 
from the sequences. These features depend on the structural and functional properties 
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of amino acids. These features are compared with their predefined values. Using 
neural networks, Genetic algorithm, Fuzzy ARTMAP, Rough Set based Classifier etc 
till date; none of researchers have achieved 100% accuracy level. This paper presents 
a comprehensive study of the on-going research on protein sequence classification 
followed by a comparative analysis. 

The rest of the paper is organized as follows: Section 2 presents a review of classi-
fication models; section 3 consists of a comparative analysis, followed by a proposed 
work in section 4. Section 5 presents the conclusion. 

2    Review 

Different classification techniques have been used to classify protein sequence into its 
particular class, sub class or family. All these methods aim to extract some features, 
match the value of these features and finally classify the protein sequence.  This paper 
focuses on mainly three types of classification techniques, the (i) Neural network 
Model, (ii) the Fuzzy ARTMAP Model, and (iii) the Rough Set Classifier. 

2.1    Neural Network Model 

Generally there are different types of approaches available for classification, such as 
decision trees and neural networks. Extracted features of protein sequences are dis-
tributed in a high dimensional space with complex characteristics, which is difficult to 
satisfy model using some parameterized approaches. So neural network based classi-
fier have been chosen to classify protein sequence. Decision tree based techniques 
fails to classify patterns with continuous features especially as the number of attrib-
utes is larger.  

Neural network model [2] has been used to classify unknown protein sequences by 
extracting some features from it which can apply as input of this model. 2-gram encod-
ing method and 6-letter exchange group methods were used to find global similarity. 
For local similarity, user defined variables Len, Mut, and occur were used. Minimum 
description length (MDL) principle was also used to calculate the significance of motif. 
Some predefined values of these features were used as intermediate layers or hidden 
layers of the neural network. This model produces 90% to 92% accuracy.  

In [1] authors want to classify the protein sequences using neural network model. 
Here n-gram encoding method (n = 2, 3… N and N = len. of the input sequence) was 
used to extract feature which was applied to construct the pattern matrix. At the end 
by using neural network model new pattern was matched with the predefine pattern of 
protein super families or families. N-gram encoding method includes all 2-gram, 3-
gram, etc encoding method, so to form the pattern matrix of features extracted from n-
gram encoding method, individual also needed. Therefore in case of large sequences 
computational overhead also be increase. The accuracy level remains 90% only. 

[7] Proposes an advance technique of [1]. At first 2-gram encoding method is ap-
plied and using only this result pattern matrix is build. If this matrix is unable to clas-
sify the input protein sequence, result of 3-gram encoding method is added to the 
pattern matrix. The result is then matched using neural network. The performance of 
this technique is largely dependent on the number of encoding operations performed. 
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In case all the sub patterns are to be checked, performance deteriorates sharply. The 
average performance is slightly better than [1].  

In [9] authors used a probabilistic neural network model. The paper uses self  
organized map (SOM) network. The SOM networks can be used to discover relation-
ships within a set of protein sequences by clustering them into different groups. Dif-
ferent types of features like Amino acid distribution, 2-gram amino acid distribution, 
etc, were extracted from the input protein sequence to construct the pattern matrix. 
According to the unsupervised learning method of neural network input sequences are 
placed in the 1st layer of neural network, then pattern matrix is presented in the hidden 
layer (2nd layer) for matching with some predefine values. Different outcome results 
are summarized in the 3rd layer. 4th or final layer of the probabilistic neural network 
model produced the final result of classification. The technique failed to produce im-
pressive results in case of unclassifiedp and unclassifiedn  parameters. The use of SOM 
network also causes hindrance in interpreting the results. 

The main limitations of SOM networks for protein sequence classification are its 
interpretability of the results, and the model selection. SOM is a straight forward 
method; there is no chance of back propagation. But to reach a particular goal and 
increase the accuracy level of the classification back propagation is most important 
technique. In back propagation based model, there is a chance to move to the previous 
steps.  

The problems faced by the SOM based technique in [9] is overcome by back 
propagation neural network (BPNN) technique in [4]. Here authors use extreme learn-
ing machine to classify protein sequence. This extreme learning machine included the 
advancement of back propagation technique of neural network model. To evaluate the 
performance of this machine authors extracted some features like 2-gram encoding 
method and 6-letter exchange method from the input protein sequence. A pattern  
matrix was formed using those features and used in the extreme learning machine. 
Finally accuracy level also is measured.    

The use of neural network technique normally neural network is good at handling 
non-linear data (noise data). The protein sequence being linear, use of neural network 
does not add up. It has been observed that sequences of 20 different amino acids (Pro-
tein sequences) were used as working data in this paper. The data being linear, the use 
of neural network modelling fails to add any extra benefit. The paper fails to take care 
of noise in protein sequence even through it uses neural network. The model failed to 
process the physical relationships which are most important in this purpose. Again 
regarding the accuracy issue, neural network model provide 90%-92% accuracy.  
Improvement of this accuracy is mostly needed.  

2.2    Fuzzy Artmap Model 

Generally Fuzzy ARTMAP model, a machine learning method is used to classify the 
protein sequence. The basic difference between neural network model and fuzzy 
model is that neural network model do not analysis the data individually, it only pro-
vide a knowledge based information. On the other hand Fuzzy model calculates the 
membership value of every feature using membership functions and implements it in 
the whole model.  
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This model [5] was implemented to classify the unknown protein sequence into 
different predefine protein families or protein sub families with 93% high accuracy. A 
cleaning process was also been conducted on the databases. After that different fea-
tures were extracted from protein sequences, e.g. physic-chemical properties of the 
sequences. They calculated the molecular weight (W) and the isoelectric point (pI) of 
the protein sequences, followed by Amino acid composition of the sequences. The 
hydropathy composition (C), the hydropathy distribution (D) and the Hydropathy 
transmission (T) also calculated. After extracting all forty different features an un-
known protein sequence was used as the input of the Fuzzy ARTMAP model. Some 
predefine features which were extracted or generated from known protein sequence 
also used as the unit of classification rules. This model generated the name of family 
or sub family of the unknown protein sequence as the output which was taken as the 
input of the Fuzzy ARTMAP model. 

In [6] author wants to classify protein sequence using Fuzzy model. Calculating the 
membership value using the membership function is most important in fuzzy model. 
At first feature is extracted using 6-letter exchange group method. Then membership 
value is assigned and constructs the pattern matrix. Using a fuzzy rule pattern matrix 
was distributed into 3 small groups (i) small, (ii) medium and (iii) large. Now accord-
ing to the target, choose a group and further distribution was done to reach to goal. At 
the end, the model is tested using uniport 11.0 dataset which contain globin, kinase, 
ras and trypsin super families of protein. In this paper number of antecedent variables 
is huge. It is right that increase of antecedent variable, increase the classification accu-
racy but it also increases the CPU time.      

[8] Proposes an advancement of the techniques proposed in [6]. This technique 
tries to decrease the CPU time without changing the classification accuracy. Here 
features also extracted using 2-gram encoding method and 6-letter exchange group 
method and according to the membership value of features pattern matrix was distrib-
uted into 3 small groups. But executing the distribution method a new algorithm is 
applied on the value of features. This algorithm provides a rank on the value of the 
features using the feature ranking algorithm and according to the rank features is ar-
ranged in descending order. Now collect the top ranked features to construct the pat-
tern matrix. In this way this technique can reduce the CPU overhead. This is a normal, 
easy, human understandable and alignment – independent method. As a result every 
biologist can easily understand this method and feel free to implement it. At the end 
this method is evaluated and compared to the non fuzzy technique (C 4.5). The com-
putational complexity is reduced, but the accuracy level remains the same as the ear-
lier method [6].  

Fuzzy modeling helps in the data analysis although storage and time requirement 
are high. The construction of fuzzy sets, for every iteration adds up to the computa-
tional complexity as well. This model also failed to process the physical relationships 
which are most important in this purpose. 

2.3    Rough Set Classifier 

Generally machine learning methods such as the neural network model, Fuzzy 
ARTMAP model etc., are insufficient to handle large number of unnecessary features, 
extracted for rule discovery [11]. As a result they try to select the features to reduce 
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the computation time. But these methods also degrade their performance. Accuracy 
level is not sufficient since every feature is equally important for proper classification. 
Rough set classifier is a new model to overcome this problem.   

Rough sets theory is a machine learning method, which is introduced by Pawlak 
[3] in the early 1980s. It implements the concept of set theory to make some decision. 
The indiscernibility relation that induced minimal decision rules from training exam-
ples is the important notation in rough set model. To identify the minimal set of the 
features, if-else rule is used on the decision table.  

This new classification model [10] can classify the voluminous protein data based 
on structural and functional properties of protein. This model is faster, accurate and 
efficient classification tool than the others. Rough Set Protein Classifier provides 
97.7% accuracy. It is a hybridized tool comprising Sequence Arithmetic, Rough Set 
Theory and Concept Lattice. It reduces the domain search space to 9% without losing 
the potentiality of classification of proteins. An innovative technique viz., Sequence 
Arithmetic (SA) to identify family information and utilize it for reducing the domain 
search space is proposed. Rules are generated and stored in Sequence Arithmetic da-
tabase. A new approach to compute predominant attributes (approximate reducts) and 
use them to construct decision tree called Reduce based Decision Tree (RDT) is pro-
posed. Decision rules generated from the RDT are stored in RDT Rules Database 
(RDTRD). These rules are used to obtain class information. The infirmity of RDT is 
overcome by extracting spatial information by means of Neighbourhood Analysis 
(NA). Spatial information is converted into binary information using threshold. It is 
utilized for the construction of Concept Lattice (CL). The Associated Rules from the 
CL are stored in Concept lattice Association Rule Database (CARD). Further, the 
domain search space is confined to a set of sequences within a class by using these 
Association Rules. Time complexity of this model is O(n) + O(f) + O(log C) + O(2r), 
where the unknown sequence y with size n. No of the families in the database is f. ‘C’ 
is the number of classes in a given family and ‘r’ is the number of proteins in classes 
then the CL will have 2r nodes. 

In [11] authors use rough set classifier to extract all the features necessary for clas-
sification. The feature set was built based on compositional percentages of the 20 
amino acids properties. The authors had used Rosetta system for data mining and 
knowledge discovery. In the first phase, a method is implemented on the whole  
datasets in which all the subfamilies were included ignoring the small size of se-
quences. Rough set model generally use standard Genetic Algorithms. The Rough Set 
was further applied to classify the data and evaluate the performance of the seven 
subfamilies. This paper achieves a satisfactory accuracy level without increase the 
computational time.  

The Rough Set Classifier model provides knowledge based information only with-
out any analysis of data. For properly classifying protein sequences, both play an 
important role. Instead of classifying protein sequence into classes or sub classes,  
this model provides a small known sequence from a long unknown protein sequence. 
Thus it requires extra time and space for further classification of the output sequence 
into classes or sub classes. The accuracy level is 97.7%, which leaves scope for  
improvement.  
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3    Comparative Analysis 

 

Techniques 
Neural Network 
based Classifier 

[1,2,4,7,9] 

Fuzzy ARTMAP 
based Classifier [5,6,8] 

Rough Set based 
Classifier 
[3,10,11] 

 

Database 
Uses 

 

The Int. Protein Seq. 
Database Release 62 

i) SCOP  1.69 
ii) ASTRAL 1.69 

 
NCBI (Blast) 

 
 
 
 

 
Features 
Selection 

 

1) Global similarity 
i) 2-gram encod-

ing method 
ii) 6-letter  

exchange group 
methods. 

 

2) Local similarity 
i) Len, Mut, and 

occur  
calculation. 

ii) Min. descrip-
tion length 
(MDL)  
principle 

 

 
i) Molecular weight 

(W) 
ii) Isoelectric point 

(pI) 
iii) Hydropathy  

composition (C) 
iv) Hydropathy  

distribution (D) 
v) Hydropathy  

transmission (T ) 
 

 
i) Sequence 

Arithmetic 
ii) Reduce based 

Decision 
Tree (RDT) 

iii) Neighbour-
hood Analy-
sis (NA) 

iv) Concept 
Lattice (CL) 

 

Accuracy 
Level 

 

90% to 92% 
 

93% 
 

97.7% 

 
 

Drawbacks 

i) Better for Non-
linear and Noisy 
data. 

ii) Does not handle 
Physical  
relationship. 

i) Concerned only 
about the physical 
Structure of AA. 

ii) Does not handle 
Physical  
relationship. 

i) No analytical 
output. 

ii) Need Extra 
Time and 
Space 

4    Proposed Model 

The main purpose of this model is to classify the unknown protein sequence in to 
different families, classes or sub classes with high accuracy level and low computa-
tional time. To implement this goal choose a unknown protein sequence as an input 
and extracts some features from it and match with predefine values to classify the 
sequence into classes, sub classes and families. To do this first of all, extraction of 
features which is used to classify, is very important.  

The proposed technique consists of three phases. The first phase aims to reduce the 
input dataset. The second phase helps to increase accuracy level of classification and 
the third phase implies the association rule to classify the protein sequence. Figure 1 
gives a pictorial representation of the different modules of the proposed technique. 
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4.1    Phase 1 

2-gram encoding method and 6-letter exchange group method both are used to extract 
the global similarity of the protein sequence [2]. These two methods are directly re-
lated to the structure of a protein sequence. So, to extract the knowledge based infor-
mation, we have to calculate the global similarity of protein sequence. In the first 
phase if we extract the knowledge based information using the back propagation 
technique of the neural network [4] then we are able to reduce the total dataset. So 
those two methods are performed at first to construct the pattern matrix. Now this 
pattern matrix acts as the input of the neural network model. Here we use only two 
techniques to extract the feature, so number of the features is very less. In this situa-
tion it is right that we do not reach the require accuracy but we can be able to reduce 
the total dataset for further classification within low computational time. 

4.2    Phase 2 

In the second phase, after reduce the dataset, Molecular weight, isoelectric point, 
Hydropathy composition, Hydropathy distribution, Hydropathy transmission will be 
calculated to extract the features.. After extracting those features, a feature ranking 
algorithm will be applied on it. This algorithm will be able to provide a rank to the 
feature values and arrange the features values according to the descending order [8]. 
Top rank means have an extra ability to classify the protein sequence. After that pat-
tern matrix will be generated using top ranked in the second highest level of reduce 
based decision tree. Now this pattern matrix will be distributed within three groups 
[6] and applied to the Fuzzy model. Those features which are used here generally deal 
with the molecular structure of the amino acids. So it is possible to eliminate huge no 
of classes, sub classes and families of protein in which the input protein sequence 
does not belongs. In this case data by data analysis was implemented instead of ex-
tracting knowledge based information. If our dataset is huge then data by data analy-
sis takes huge computational time. But here our data set is small because in the first 
stage we are able to reduce the data set. The main advantage of the data by data anal-
ysis is it provides the high accuracy level.  

4.3    Phase 3 

In the third and final phase, Neighbourhood Analysis (NA) will be used to classify the 
input sequence in the particular class or family. To use neighbourhood analysis we 
generally apply association rule. This rule has a power to extract the particular asso-
ciation between the protein sequence and classes, sub classes and families. So it is 
possible to eliminate all other classes, sub classes and families of protein in which this 
input protein sequence do not belongs. 
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Fig. 1. Pictorial representation of the different modules of the proposed technique 

5    Conclusion 

In the recent treads, analysis the large amount of biological data like protein se-
quences is very difficult using traditional database system. In this case data mining 
technique can be used to classify the unknown protein sequence. But the different 
models, which are used to classify the protein sequence is not perfect regarding the 
both accuracy level and computational time. This dissertation includes a detail review 
of ongoing research work involving three different techniques to classify the protein 

Output Particular Classes, 
Sub-classes, Families 

Input Protein Sequences 
(Sequences of 20 different Amino Acids) 

 
Extract features using 2-

gram encoding method and 
6-letter exchange method. 

Construct a pattern matrix 
using the features value. 

Apply the pattern matrix to 
the Back propagation based 

Neural Network Model. 

Collect the Reduce Dataset 

Phase 1 

 
Extract features using Mole-

cular Weight, Isoelectric point, 
Hydropathy Composition,  

Hydropathy Distribution and 
Hydropathy Transmission 

Construct a pattern matrix us-
ing the top ranked features value. 

Apply the pattern matrix to the 
Fuzzy Model. 

Collect the Reduce Dataset 

Apply Feature ranking Algorithm 

Distributed the Pattern matrix 
using Membership Function 

Phase 2

Neighbourhood Analysis 

Phase 3 
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sequences. It has been observed that knowledge based and analysis of data form 
integral parts of protein sequence classification. The accuracy level of each proposed 
model has been studied. Finally, a new classification model have been proposed 
which can classify the unknown protein sequences into families, classes or sub 
classes, producing knowledge based information beside data analysis technique. In 
future different analysis will be done with this new proposed classification model. 
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Abstract. Job scheduling problem is a combinatorial optimization problem in 
computer science in which ideal jobs are assigned to resources at particular 
times. Our approach is based on heuristic principles and has the advantage of 
both ACO and Cuckoo search. In this paper, we present a Hybrid algorithm, 
based on ant colony optimization (ACO) and Cuckoo Search which efficiently 
solves the Job scheduling problem, which reduces the total execution time. In 
ACO, pheromone is chemical substances that are deposited by the real ants 
while they walk. When it comes to solving optimization problems it acts as if it 
lures the artificial ants. To perform a local search, we use Cuckoo Search where 
there is essentially only a single parameter apart from the population size and it 
is also very easy to implement. 

Keywords: Job Scheduling, Ant Colony Optimization, Cuckoo Search. 

1    Introduction 

Scheduling is the process of allocation of limited resources to tasks over time. The 
main objective of the scheduling is optimization and hence it can be considered as a 
decision making process. Job scheduling problem is a combinatorial optimization 
problem, that validates the performance of heuristic algorithms and hence it is used in 
the manufacturing systems. The major difficulty encountered is that not many 
scheduling problems fit into a common description model. This makes it very difficult 
to define a common framework for scheduling problems and also to find algorithms 
which can be applied or adopted to tackle a great variety of problems. In fact, a well 
working algorithm for problem A might not work for problem B inspite of slight 
variation from problem A. 

In this paper, we present a Hybrid algorithm, based on the Ant Colony 
Optimization (ACO) and Cuckoo Search which efficiently solves the Job scheduling 
problem, which reduces the total execution time. Our approach is based on heuristic 
principles and has the combined advantages of ACO and Cuckoo search. The main 
contributions of this paper can be summarized as follows: 

• The proposal of a Hybrid algorithm which combines the advantage of ACO and 
Cuckoo Search.  

• The evaluation of the Job creation time, Task creation time, Result retrieval time 
and destruction time.  
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• The performance comparison of the Hybrid algorithm and Ant colony 
optimization.  

2    Related Work 

The main objective is to find a feasible plan which reduces the completion time 
(makespan) and the waiting time in such a manner that the processing order of jobs for 
each machine is scheduled [1]. ACO heuristic of the given model for the targeted 
architecture reduces the execution time of the application by exploring different solutions 
for mapping and scheduling of tasks and communications [2]. Multi-objective task 
scheduling optimization model is presented using ACO algorithm [3]. Improved Ant 
Colony Optimal algorithms are used for searching the Pareto optimal solutions [4]. A  
Mixed-Integer Linear Programming (MLIP) model for the job shop scheduling problem 
considers the sequence-dependent setup time and the arrival time constraints [5]. 

Agent and multi agent based techniques can be used for the job scheduling, but for 
combinatorial optimization problems it is not feasible [6][7][8].  A novel framework 
for the estimation of particle swarm distribution algorithm is applied for the selection 
of the local best solutions thereby obtaining further promising individual meant for 
model buildings [9]. It is a newly combined modeling method based on fuzzy system 
and evolutionary algorithm [10]. PSO has a drawback of premature convergence [11]. 
Feasible schedules in job shop problems are inadmissible, semi-active, active, non-
delay [12]. Various optimization methods, such as canceling the history velocity, the 
double perturbation of the gBest and pBest of the particle need to escape from the 
local optimum. They are proposed by detecting the precise time and dimension of the 
double perturbation and also increase the performance of the rotary chaotic particle 
swarm optimization [13]. A new way of extending ACO to solving continuous 
optimization problems is by focusing on continuous variables sampling as a key in 
transforming ACO from discrete optimization to continuous optimization [14]. ACO 
algorithm belongs to constructive method, which can build a solution for 
combinatorial optimization problem in an incremental way step by step without 
backtracking. ACO algorithm provides a solution component until a complete 
solution is generated [15]. It formulates the aircraft arrival sequencing and scheduling 
problem in the form of permutation problem and proposes a new solution framework 
[16]. ACO and Cuckoo search algorithm are used in many application for the 
performance control [17][18][19][20][21]. 

3    Problem Definition 

The most complex combinatorial optimization problem is job scheduling. Job 
scheduling can be described in the following manner. We have set of n jobs which 
need to be operated on m machines. Each activity will begin its execution only when 
the preceding activities in the ordering have finished their execution. Jobs which need 
to be completed, will visit the machine in different sequences. Each job can be 
performed on m machines. The following assumptions are additionally characterized. 

• Job can be performed on any machine one at a time.  

• Only a single operation can be performed on a machine.  
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• Once an operation has begun, it should not be interrupted. 

• The starting time of the job are known in advance.  

4    Proposed System 

In this section, we present a hybrid algorithm for job scheduling which will have the 
advantage of Ant Colony Optimization and Cuckoo Search. We formulate the 
problems as follows. We have n jobs and m machines. Each job has their own 
ordering of execution that needs to be performed on m machines. Each job has its 
own starting time. The objective of the algorithm is to minimize the completion time 
and resources being consumed. 

Table 1. Parameters 

Parameters 
Index Notation 

No. of Jobs N 

No. of machines M 

No. of operation of job index i 

Job creation time 

Remote call  

Disk space 

Job submission time 

Executing job 

Job destruction time 

Job deletion time 

Task deletion information 

Total time 
 

4.1    Ant Colony Optimization (ACO) 

For solving the computational problems ant colony optimization algorithm is a good 
technique, which can minimize and find the optimal path through  graphs. The 
environment is used as a medium for the communication of Ants. With the help of the 
pheromone that have been deposited, exchange of information takes place, like the 
status of their “work”. Since the exchange of information has a local scope, the 
pheromones were left as a perception for the located ants. The ant finds its food 
source somehow and returns to its nest leaving behind a trail of pheromone. Ants 
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follow four possible ways to reach its destination. Once the shortest route is found, 
the strengthening of the runway will be made in a more attractive way. Other ants 
take only this shortest route. Pheromone that has been deposited in other ways will be 
lost. Model explaining this behavior is described in the following manner. 

An ant runs randomly around the colony, if the food sources have been discovered, 
it returns directly to the nest. Since the pheromones that have been deposited are 
attractive, nearby ants will be nurtured to follow this track. Returning to the colony, 
further these ants will deposit the pheromone to strengthen the route. For a particular 
time if there happens to be more than one route to attain the same food source then, 
the shorter route will be chosen by the ant to travel. The short route will be further 
enhanced and therefore becomes more attractive since the pheromones are volatile, 
the longer routes will be disappeared. 

The following formulae show the most common algorithms of Ant Colony 
Optimization philosophy: 

Pij= ( ) ( ) /Σ ( ) ( ) 

Where, 
τij- is the amount of the pheromone on arc I j 
α-is a parameter used to control the on fluency of τij 
ηij-is the desirability of arc I j (a priori knowledge, typically 1/di,j) 
β - is a parameter of control the influence of ηij 

Τij = ρτij+∆ Τij 
Where, 

Τij   is represented as the amount of pheromone lying on a given arc ij ρ  is 
the pheromone evaporation rate. 

∆ Τij is the amount pheromone deposited, typically given by 

∆ Τ k I j =       1/Lk 

if ant k travels on arc I, j 0 otherwise 

 
Initialization: 
          The pheromone trails, the heuristic information and the parameters are 

initialized. 
Iterative Loop: 
          A colony of ants determines the starting job 
          Construct a complete schedule for each ant. 
Repeat: 
       Apply state transition rule to select the next processing job 
       Apply the local updating rule. 
Until a complete schedule is constructed 
         Apply the local search process. 
         Apply the global updating rule. 
Termination: 
        If the maximum number of interactions is realized, 
        Then STOP 
        Else go to STEP 2 

Fig. 1. ACO Algorithm 
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4.2    Cuckoo Search 

Cuckoo Search (CS) is an  optimization algorithm. The major advantage of Cuckoo 
Search algorithm is its simplicity. In reality, when we compare with other population 
or agent-based Meta heuristic algorithms such as particle swarm optimization and 
harmony search. In Cuckoo Search there is essentially only a single parameter pa, 
other than the population size n. Hence, it is very easy to implement. Cuckoo search is 
considered to be worthy for the imitation of the breeding behavior. Thus the Cuckoo 
Search can be applied for various combinatorial optimization problems. It is found 
that it can perform better than other Meta Heuristic algorithms. Cuckoo search uses 
the following representation. 

In cuckoo search the eggs that are present in the nest is represented as the solution. 
The main objective is to use a new and better solution where the cuckoo replaces the 
solutions which are not so good. In other words, each nest has only one egg. Further 
the algorithm can be extended to more complex cases in which each nest containing 
more than one egg denotes a set of solution. 

4.2.1    Basic Results of Cuckoo Search 
 

i. Each cuckoo can lay only one egg at a time, and it dumps it in the 
randomly chosen nest. 

ii. For the next generation the eggs of high quality in the optimum nest will be 
carried out.  

iii. The number of available host’s nest is fixed, and the probability of egg laid 
by a cuckoo is found by the host bird by pa . 

iv. The discovered set of worst nests needs further calculation to the obtain the 
solution 

4.3    Random Walk Step Size 

According to Yang and Deb discovery with the help of Levy’s flights, random-walk 
style performance of the search is compared to simple random walk. The major 
concern is the applications of random walks and Levy’s flights in the necessary 
equation for generating new solution is  

 

Where Et is worn out from a standard normal distribution mean value as zero and 
unity standard deviation for random walks, or drained from Levy distribution for 
Levy flights. Apparently, it will be complicated where the random walks can also be 
connected with the similarity between a cuckoo's egg and the host's egg. The size of 
the step s determines how far a random walker can go for a fixed number of iterations. 
It will be tricky during the generation of Levy step. 

If the value of s is too large, when compared to the old solution the new solution 
produced will be too far away. In the above scenario it is doubtful to be accepted. If 
the value of s is too small, then there will be a significant change and hence the search 
will not be efficient. Hence a proper step size is necessary to maintain the search 
efficiently. 
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Objective function:  , x=(  

Initialization: 
Number of nests, random initial solution; 
Iterative loop: 
Get the current best nest 
While (fmin>Max generation) 
Get cuckoos by random walk and then replace it solution by Levy’s flights 
Evaluate the quality fitness (Fni) 
Randomly choose nest among n, say j 
If ( Fni>Fnj ) 
Replace j value by the new solution 
End 
Fractions of the nest which is worst are discarded and new ones are built; 
Maintain the best solution and nests; 
Rank the best solutions and nests, discover the current best; 
To the next generation pass the current best solutions; 
End while 

Fig. 2. Cuckoo Search Algorithm 

Initialization: 
The pheromone trails, the Meta heuristic information and the number of nests, random 
initial solution 
Iterative loop: 
A colony of ants determines starting jobs Construct a complete schedule for each ant: 
Repeat 
Apply state transition rule to select the next processing job 
Apply the local updating rule 
Until a complete schedule is constructed 
Apply cuckoo search process 
Apply the global updating rule 
Termination 
If the maximum number of interactions is realized, the STOP Else go the step 2 
Cuckoo search process 
Objective function:  , x=(  

Iterative loop: 
Get the current best nest While (fmin>Max generation) 
Get cuckoos by random walk and then replace it solution by Levy’s flights 
Evaluate the quality fitness (Fni) 
Randomly choose nest among n, say j 
If ( Fni>Fnj ) 
Replace j value by the new solution 
End 
Fractions of the nest which is worst are discarded and new ones are built; 
Maintain the best solution and nests; 
Rank the best solutions and nests, discover the current best; To the next generation pass the 
current best solutions; End while 

Fig. 3. Hybrid Algorithm 
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4.4    Hybrid Algorithm 

In this algorithm we combine the advantages of both Ant Colony Optimization and 
Cuckoo Search. The major problem in ACO is that while the real ant walks, a 
chemical substance called Pheromone is deposited. While solving the optimization 
problems it lures the artificial ants and hence to perform a local search, we use 
Cuckoo Search where there is essentially only a single parameter apart from the 
population size. 

Hence in ACO whenever a local search is performed, Cuckoo Search is applied 
because it is used for optimization problems. Comparing them with other population 
or agent-based Meta Heuristic algorithms such as particle swarm optimization and 
harmony search, there is basically a single parameter in Cuckoo Search apart from the 
population size n. Therefore, it is very easy to implement. 

4.5    Flow Chart 

Figure 1 shows the flow chart of the hybrid algorithm. For the job scheduling 
problems, when the jobs have been given as the input, the corresponding resources 
have to allocate to perform the operation.  Hence matching of resource need to take 
care by algorithm, thus initialization of the job and the solution construction is 
performed.  Random search operation is performed for the job that is matching of the 
resources to the job done, if the solution is not feasible the levy’s flight has been 
performed. Updation of the search operation is performed globally and after execution 
of the job the process is terminated. 

 

Fig. 4. Flow chart of Hybrid Algorithm 
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5    Experimental Results 

Solving computationally demanding and data-demanding problem can be solved with 
the help of matlab more easily and quickly. Using parallel computing toolbox in 
matlab. We constructed the jobs and using workers we created 15 tasks for the 
corresponding jobs. And thus job creation time, tasks creation time, destruction time, 
result retrieval time and total execution time have been calculated. Using some of the 
parallel processing operation such as parallel for-loops and message-passing functions 
which   allow us to implement task and data- parallel algorithms in matlab. 

5.1    Job Creation Time  

Job creation time can be stated as the time taken to create a new job.  And thus for the 
job manager it includes the remote call and the time taken by the job manager to 
allocates space in its database for the operation. For the other types of schedulers, the 
job creation time includes writing some files to the disk. 

  or   

Table 2 shows the job creation time for the various tasks that has been given as the 
input, for the tasks 1 five job have been created; similarly for the tasks 2 and tasks 5 
the corresponding jobs have been created. We took the average for the tasks1, tasks 2 
and tasks 4. Figure 5 show that when the number of tasks increases the job creation 
time also increases with respect to the time in seconds. Hybrid algorithm shows 
clearly that job creation time for each and every task is a slight increase only. 

5.2    Job Submission Time 

Job submission time is the time taken to submit the job. Job manager, we can say to 
start executing the job that it has in the database. For the schedulers the time taken to 
execute all the tasks that have been created. 

   or    

5.3    Job Destruction Time  

Job destruction time is the time to taken to completely delete the job and task 
information. For the job manager this includes the time taken to delete job and its 
associate information from the database. 

 

Table 2 shows the job destruction time for the various tasks that has been given  for 
the job that have been created , for the tasks 1 five job have been created and  5 job 
destruction time has been evaluated based on the time  ; similarly for the tasks 2 and 
tasks 4 the corresponding jobs destruction time  have been found. We took the 
average for the tasks1, tasks 2 and tasks 4. Figure 6 show that when the number of 
tasks increases the job destruction time also increases with respect to the time in 
seconds for the job that have been created. Hybrid algorithm shows clearly that job 
destruction time for each and every task increases gradually. 
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5.4    Total Time 

Total time is the time taken to perform the Job creation time, Task creation time, Job 
submission time, Job waiting time, Task execution time, Result retrieval time, Job 
destruction time. 

 

Table 3 shows the total time for the various tasks that has been given as the input, for 
the tasks 1 five total time have been calculated; similarly for the tasks 2 and tasks 5 
the corresponding total time has been found. We took the average for the tasks1, tasks 
2 and tasks 4. Figure 7 shows the performance of the Hybrid algorithm, when the 
number of tasks increases the total time also increases with respect to the time in 
seconds. Hybrid algorithm shows clearly that total time for each and every task 
increase, when compared with ACO algorithm. Table 3 shows that Hybrid algorithm 
search is performed more quickly and fastly, than ACO. There is tremendous increase 
in the performance when more and more task as been executed. 

Table 2. Hybrid Job creation time and Hybrid Job destruction time 

JOB DESTRUCTION  TIME 

Sl.No Task 1 Task 2 Task 4 

1 0.0256 0.0269 0.0262 

2 0.0266 0.0263 0.0268 

3 0.0255 0.0256 0.0261 

4 0.0239 0.0256 0.0262 

5 0.0255 0.0257 0.0260 

Total 0.1271 0.1301 0.1313 
Average 0.02542 0.02602 0.02626 

 

 

JOB CREATION TIME 

 Sl.No Task 1 Task 2 Task 4 

1 0.0260 0.0290 0.0294 

2 0.0285 0.0289 0.0265 

3 0.0261 0.0254 0.0258 

4 0.0269 0.0272 0.0281 

5 0.0265 0.0251 0.0269 

Total 0.134 0.1356 0.1367 

Average 0.0268 0.02712 0.02734 



488 R.G. Babukarthik, R. Raju, and P. Dhavachelvan 

Table 3. Hybrid Total time and Comparison of Hybrid & ACO 

Hybrid and ACO algorithm 

Sl.No Number of Tasks Hybrid ACO 

1 1 4.20694 4.20691 

2 2 4.208 4.206 

3 4 4.21428 4.211 

4 8 4.22055 4.2132 

5 16 4.25946 4.2432 

6 32 4.26580 4.2487 

7 64 4.27216 4.251 

8 128 4.27364 4.2538 
9 256 4.2766 4.2551 

         

Fig. 5. Hybrid Job Creation Time            Fig. 6. Hybrid Job Destruction time 

Using Hybrid algorithm the time taken for the job creation and job destruction is 
very minimum as the number of tasks increases, and more over it is clearly seen that 
for more and more tasks the execution speed of the Hybrid algorithm increases than 
the Ant Colony Optimization algorithm. 

 

TOTAL TIME 

Sl.No Task 1 Task 2 Task 4 

1 4.2042 4.2083 4.2113 

2 4.2021 4.2036 4.2052 
3 4.2030 4.2034 4.2036 

4 4.2142 4.2125 4.2380 

5 4.2112 4.2122 4.2133 

Total 21.0347 21.0400 21.0714 
Average 4.20694 4.2080 4.21428 
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Fig. 7. Speed of Execution 

6    Conclusion 

Job scheduling problem is a combinatorial optimization problem, used to validate the 
performance of heuristic algorithms. In this paper we have proposed a new Hybrid 
algorithm for the job scheduling which combines the advantages of both Ant Colony 
Optimization and Cuckoo Search. The experimental analysis show that the 
performance of the algorithm is considerably increased as the number of the task 
increases. In future we plan to apply the Hybrid algorithm for job scheduling in the 
cloud computing environment for the analysis of the performance and to reduce the 
resources consumed. 
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Abstract. Job scheduling is a type of combinatorial optimization problem. In 
this paper, we propose a Hybrid algorithm which combines the merits of ACO 
and Cuckoo Search. The major problem in the ACO is that, the ant will walk 
through the path where the chemical substances called pheromone is deposited. 
This acts as if it lures the artificial ants. Cuckoo search can perform the local 
search more efficiently and there is only a single parameter apart from the 
population size. It minimizes the makespan and the scheduling can be used in 
scientific computing and high power computing. 

Keywords: Job Scheduling, Ant Colony Optimization, Cuckoo Search. 

1    Introduction 

Job scheduling problem has a combinatorial optimization problem. Job scheduling is 
used in compound equipment manufacturing system for authenticating the 
performance of heuristic algorithms. The major problem in job scheduling is that 
many scheduling do not fit into a common description model. Hence for scheduling 
problems it is too difficult to define a common frame work. 

In this paper, we have proposed a Hybrid algorithm which combines the advantage 
of ACO and Cuckoo Search so as to solve the job scheduling problems. Job 
Scheduling can be used in scientific computing and high power computing for solving 
all the combinatorial optimizations problems. Our approach is based on heuristic 
principles which have the advantage of minimizing the makespan. 

The main contribution of this paper is, 

• The proposal of a Hybrid algorithm which combines the advantage of ACO and 
Cuckoo Search.  

• The evaluation of the Job creation time, Task creation time, Result retrieval time 
and destruction time.  

• The performance comparison of the Hybrid algorithm and Ant colony 
optimization.  

2    Related Work 

The predefined collection of tasks can be performed by JSSP with the allocation of 
required resources within a given time period of time. Combining the PSO and ACO 
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an approach for computational intelligence technique for solving JSSP is framed.  The 
main objective is to minimize the makespan and the waiting time, in such a way the 
processing order of the job each and every machine is scheduled [1]. Power 
consumption of the system can be reduced using ACO with the proper allocation of 
tasks. When the size of the problem increases, a problem-specific optimization is 
used. By exploring the different solution for mapping and scheduling of the tasks and 
communication, using ACO it reduces the execution time of the application. 
Renewable and non-renewable resources are considered, for the heterogeneous 
embedded systems no formulation of ACO for concurrent mapping and scheduling. It 
is problem specific optimization. 

Optimized performance is not achieved [2].  Using Local Node Fault Recovery 
(LNFR) the failed subtask execution can be resumed from the interrupted point which 
is used for fault recovery strategies in local situations. Using ACO multi objective 
task scheduling can be performed. LNFR can be used in life time of subtasks, number 
of recoveries to be performed, and grid service reliability models.  Proposed a 
optimization model to minimize the total cost and to maximize the grid service 
reliability for task scheduling.  Since gird has one RMS, it can be viewed as star 
topology which is very difficult for the complexity of grid [3]. Mobile agent based 
techniques can be used to avoid the failure, and further it can be improved by using 
the co-operative problem solving techniques [4][5]. Considered a scheduling model 
with two agent and batch processing machines with non-identical job. Consideration 
of the two agents is to minimize the completion time. Product allocation and 
resources distribution can be performed better with the help of improved ACO 
algorithm. In batch processing jobs from the same agent have their priority to 
scheduled, not focused on dynamic arrival of jobs [6]. 

Mixed-Integer Linear Programming (MILP) model for job shop scheduling solves 
the problem in mean weighted flow time, the sum of the weighted tardiness and the 
earliness costs. To find the pareto optimal solution for a given problem, they used a 
character of scatter search (SS) to select new swarm in each iteration. PSO has the 
good performance and computational cost and it is also very easy for implementation. 
The major disadvantage is that they used genetic operators and character of scatter 
search [7]. Local search can be performed efficiently with the help of PSO and global 
search is performed using genetic algorithm. Extended compact Particle Swarm 
Optimization (EcPSO) is developed by combining the benefits of genetic algorithm 
with PSO. Without losing the unique features they combined the PSO and Estimation 
distribution algorithm. Algorithm solves the deceptive and symmetric problems. 
Algorithm does not focus on continuous problems [8]. Wang-Mendel based on PSO is 
proposed.  High-dimension non-linear optimization problems can be solved using 
PSO. A complete fuzzy rule set has been obtained through extrapolating using 
modified PSO algorithm to optimize the fuzzy rule centroid of the data covered area. 
[9]. The technique which has been used in the global replication management and in 
keyword matching can be used [10][11]. The major disadvantage of PSO is the 
premature convergence which can be solved by Intelligent Dynamic Swarm (IDS). It 
uses the feature selection technologies [12]. Performance of PSO is better in search 
quality and efficient than the traditional evolutionary heuristics [13].  

Rotary Chaotic Particle Swarm Optimization (RCPSO) algorithm optimizes the 
scheduling performance in a multi-dimensional complex space.  To optimize the grid 
workflow scheduling in discrete space a novel RD rule is presented to help the PSO. 
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In multi-dimensional complex space the scheduling performance is optimized [14]. 
Agent based techniques can be used for the combinatorial optimization problems 
[15][16][17]. SamACO is a way to sample promising variable values in the 
continuous domain and to use pheromones to guide ant’s construction behavior. This 
has been developed to extend ACO to a continuous optimization [18].ACO algorithm 
belongs to the constructive method and hence solution for the combinatorial 
optimization problem is built step by step without backtracking. Further ACO 
algorithm adds solution components until a complete solution is generated [19]. Due 
to stochastic optimization nature of the ACS algorithm, only statistical conclusions 
can be made [20]. Efficiency of the algorithm to which it can be used in many 
application [21][22][23]. 

3    Problem Definition 

For solving combinatorial optimization problem, an efficient algorithm is necessary. 
In this section, we have proposed a hybrid algorithm for job scheduling which will 
combine the advantages of ACO and Cuckoo search.  

Problem can be defined as follows. We have N jobs and M machines. Each and 
every job has its own order of execution that has to be performed on M machines. 
Each job has its own starting time. The objective of this algorithm is to minimize the 
makespan and it can also be used for job scheduling in scientific and high power 
computing. 

Some of the assumptions for the job scheduling problem are, 

1. Jobs should be finite set. 
2. Each and every job contains a series of operations that needs to be performed. 
3. Machines should be finite set. 
4. All the machines are capable of handling only one operation at a time. 

Table 1. Parameters 

Parameters

Index Notation 

Input Variables Tasks 

Output variables Processing time 

No. of Tasks 32 

No. of Machines 4 

Task creation time Tct 

Time to save disk information tsinf 

Creation time Ct 
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Some of the constraints are, 

1. No job should visit the same machines twice. 
2. No condition among operation of various jobs. 
3. Preemption type of operation is not allowed. 
4. A single machine is capable of handling individual job at a time. 
5. No machines fail during its operation. 

4    Proposed System 

4.1    Hybrid Algorithm  

It combines the advantages of Ant Colony Optimization and Cuckoo search. The 
major disadvantage in the ACO is that while trying to solve the combinatorial 
optimization problems the search has to performed much faster, but in ACO ant will 
walk through the path where the chemical substance called pheromone has been 
deposited. This acts as if it lures the artificial ants. Hence local search will be 
performing at the faster rate than in the ACO. In order to overcome the above 
drawback, Cuckoo search is used. Moreover in the Cuckoo search there is only a 
single parameter apart from the population size. 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 1. Scheduling Algorithm 

4.2    Flow Chart 

Figure 4 shows the flow chart of the Hybrid algorithm, thus the intialization of the 
parameter that need to be scheduled is performed. Then the number of task that has to 
be scheduled is identified. Scheduling of resource to the task is carried out with the 
help of Hybrid algorithm. Once the resource are assigned, the scheduler will assign 
the task to the worker and the execution of task time is calculated. Hybrid algorithm 
uses the ACO and Cuckoo search. 
 

1) Scheduling Algorithm 
 

Step 1: Initialization - Job creation time, starting time.   
Step 2: Find out the number of task T that need to be scheduled. 
Step 3: Schedule the task T using a Hybrid algorithm. 
Step 4: Assign the task T to the scheduler, using parallel computation to compute the tasks 
with the help of the workers. 
Step 5: Find out the Job creation time , Task creation time , Result retrieval 
time , Job Destruction time   and Total time . 
 
Step 6: Termination check - When the entire task Tt has been assigned to the scheduler, the 
algorithm terminates. Else go to step 2 for scheduling the tasks.In the former steps, Step 3 
is the main process of the algorithm. 
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Fig. 2. Ant colony Algorithm 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Cuckoo search 

ACO Flow chart description: Initialization of the pheromone trails, and ant solution 
construction is performed. The task that need to be scheduled is choosen, assigning of 
the resource to the task is performed by Cuckoo search. Global upadation of the 
resource to the task is performed using the pheromone global update. Termination of 
task is carried out till the execution of the task is completed. 

 

2) Ant colony Algorithm 
 

Step 1: Initialization 
Initialize the pheromone trails, Ant solution construction. 
Step 2: Construction 
For each ant in each step, choose the number of task that is needed to be scheduled.  
Step 3: Local search 
Perform the local search using cuckoo search and then update the . 
Step 4: Pheromone update 
For each   compute fitness value and update pheromone. 
Step 5: Termination condition 
If total_ iteration < max_iteration go to step 2 otherwise terminate. 

 

3) Algorithm for cuckoo search 
 

Step 1: Initialization 
Initialization of nests and random initial solution.  
Step 2: Evaluation 
Get the current best nest. 
Step 3: Loop construction 
While (fmin > Max generation) 
Get the cuckoo value by random walk, if not replace it by Levy’s flights. 
Step 4: Evaluation 
Evaluate the quality fitness . 
Randomly choose nest among n, say j. 
Step 5: Condition 
If( ) 
Replace j value by new solution. 
End  
Step 6: Solution construction 
Retain the best solution and nests. 
Rank the solution and nests to choose the best. 
Pass to next generation. 
End while, else go to step 2. 
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Fig. 4. Scheduling flow chart 

Cuckoo search Flow chart description: Initilization of the nests and the random 
initial solution is performed. The current best nest is choosen by the random walk and 
then the evalution of the qulaity is fitness is performed. Else apply levy’s flight for the 
evluation. Execution is carried out till all the solution is constructed. 

5    Experimental Results 

The performance of the Hybrid algorithm is stimulated using the parallel computing 
toolbox in matlab with the help of workers. The input value for the scheduling is 
given in form of number of tasks and the various values are Task creation time and 
the Result retrieval time. They are obtained in terms of time (seconds). Thus when the 
number of tasks is increased, the time taken for the creation of tasks is also increased. 
Result retrieval time for the number of tasks is also increased when the number of 
tasks is increased. It is obvious from the above result that in other types of algorithm 
such as PSO and ACO, when the number tasks is increased the time taken for the 
creation of each and every task is also considerably more, similarly for the result 
retrieval time will also be more. Where as in hybrid algorithm time taken for the 
creation of tasks is slightly increased. 
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5.1    Task Creation Time  

Task creation time can be defined as the time taken to create and save the disk 
information. Thus job manager saves the task information in its database, for the other 
types of schedulers, saves the task information in files on the file system.    

Table 2 shows the Task creation time for the various tasks that has been given as the 
input, for the tasks 1 five task have been created; similarly for the tasks 2 and tasks 5 
the corresponding tasks have been created. We took the average for the tasks1, tasks 2 
and tasks 4. Figure 5 show that when the number of tasks increases the task creation 
time also increases with respect to the time in seconds. Hybrid algorithm shows 
clearly that task creation time for each and every task increase. 

5.2    Result Retrieval Time 

Result Retrieval time is the time taken to display the result to the client. Generally for 
the job manager this includes the time taken to obtain the results from the database. 
For the other types of schedulers is the time taken to read from the file system.   

Table 3 shows the result retrieval time for the various tasks that has been created , for 
the tasks 1 five job have been created and  5  result retrieval time has been evaluated 
based on the time for the task ; similarly for the tasks 2 and tasks 4 the corresponding 
result retrieval time  have been found. We took the average for the tasks1, tasks 2 and 
tasks 4. Figure 6 show that when the number of tasks increases the result retrieval time 
also increases with respect to the time in seconds for the job that have been created. 
Hybrid algorithm shows clearly that result retrieval time for each and every task. 

5.3    Total Time 

Total time is the time taken to perform the Job creation time, Task creation time, Job 
submission time, Job waiting time, Task execution time, Result retrieval time, Job 
destruction time.       

Table 2. Task creation time 

TASK CREATION TIME 

Sl.No Task 1 Task 2 Task 4 
1 0.0330 0.0334 0.0340 
2 0.0337 0.0357 0.0369 
3 0.0320 0.0321 0.0322 
4 0.0331 0.0346 0.0351 
5 0.0338 0.0301 0.0341 

Total 0.1656 0.1659 0.1729 
Average 0.03312 0.03318 0.0348 
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Sl.No Tas
1 0.0
2 0.0

3 0.0
4 0.0
5 0.0

Total 0.0

Average 0.0
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Table 3. Result Retrieval time 

RESULT RETRIEVAL TIME 
sk 1 Task 2 Task 4 
100 0.0104 0.0105 
102 0.0103 0.0107 

104 0.0110 0.0105 
103 0.0104 0.0122 
101 0.0105 0.0108 
510 0.0526 0.0547 

102 0.01052 0.01094 

Table 4. Total time 

TOTAL TIME 

Task 1 Task 2 Task 4 

4.2042 4.2083 4.2113 

4.2021 4.2036 4.2052 

4.2030 4.2034 4.2036 

4.2142 4.2125 4.2380 

4.2112 4.2122 4.2133 

21.0347 21.0400 21.0714 
4.20694 4.2080 4.21428 

 

Fig. 5. Task creation time 

ws the total time taken for the execution of tasks for the 
the input, thus for 64 task that have been created 

me have been evaluated, moreover for the task 1,we h
responding execution time is founded. Similarly for tas
the execution time is taken. 

1 2 4 8 16 32

Number of Task

TASK CREATION TIME

job 
the 

have 
sk 2 



 Hybrid A

The speed-up of the Hyb
the Hybrid algorithm increa
Comparison is made with t
based on the taks which has
of the hybrid algorithm and
when the more and tasks ha
Algorithm than in ACO. T
Hybrid algorithm by the cuc

0.009

0.01

0.011

0.012

0.013

1

Ti
m

e 
in

 S
ec

on
ds

4.16
4.18

4.2
4.22
4.24
4.26
4.28

1

Sp
ee

d-
up

(t
im

e)

SP

Ant Colony Optimization and Cuckoo Search Algorithm 

Fig. 6. Result Retrieval time 

Fig. 7. Speed of Execution 
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6   Conclusion 

Job scheduling is a type of combinatorial optimization problem, which can be used to 
validate the heuristic algorithms. In this paper, we have presented a Hybrid algorithm 
for job scheduling by combining the merits of ACO and Cuckoo search. The 
experimental analysis shows that as the number of tasks is increased, the time taken 
for the creation of tasks and result retrieval is also increased. In future we plan to 
apply the hybrid algorithm for job scheduling in scientific and high power computing 
to minimize the completion time and resource consumed. 

References 

1. Surekha, S.: PSO and ACO based approach for solving combinatorial Fuzzy Job Shop 
Scheduling. Int. J. Comp. Tech. Appl. 2(1), 112–120 (2010) 

2. Ferrandi, F.: Ant Colony Heuristic for Mapping and Scheduling Tasks and 
Communications on Heterogeneous Embedded Systems. IEEE Transactions on Computer-
Aided Design of Intergrated Circuits and Systems 29(6) (2010) 

3. Guo, S., Huang, H.-Z.: Grid Service Reliability Modeling and Optimal Task Scheduling 
Considering Fault Recovery. IEEE Transactions on Realiability 60(1) (2011) 

4. Venkatesan, S., Dhavachelvan, P., Chellapan, C.: Performance analysis of mobile agent 
failure recovery in e-service applications. International Journal of Computer Standards and 
Interfaces 32(1-2), 38–43 (2005) ISSN:0920-5489 

5. Venkatesan, S., Chellapan, C., Vengattaraman, T., Dhavachelvan, P., Vaish, A.: Advanced 
Mobile Agent Security Models for Code Integrity and Malicious Availability Check. 
International Journal of Network and Computer Applications 33(6), 661–671 (2010) 

6. Tan, Q., Chen, H.-P.: Two-agent scheduling on a single batch processing machine with 
non-identical job sizes. In: Artificial Intelligence, Management Science and Electronic 
Commerce, AIMSEC (2011) 

7. Tavakkoli-Moghaddam, Azarkish: A new hybrid mutli-objective Pareto archive PSO 
algorithm for a bi-objective job shop scheduling problem. Elsevier Expert Systems with 
Applications (2011) 

8. Ahn, C.W., An, J.: Estimation of particle swarm distribution algorithms: Combining the 
benefits of PSO and EDAs. Elsevier Information Sciences (2010) 

9. Yang, X., Yuan, J.: An improved WM method based on PSO for electric load forecasting. 
Elsevier Expert Systems with Applications (2010) 

10. Victer Paul, P., Saravanan, N., Jayakumar, S.K.V., Dhavachelvan, P., Baskaran, R.: QoS 
enhancements for global replication management in peer to peer networks. Future 
Generation Computer Systems 28(3), 573–582 (2012) 

11. Abirami, S., Baskaran, R., Dhavachelvan, P.: A survey of Keyword spotting techniques for 
Printed Document Images. Artificial Intelligence Review 35(2), 119–136 (2010) 

12. Bae, C., Yeh, W.-C.: Elsevier Expert Expert Systems with Applications. Feature selection 
with Intelligent Dynamic Swarm and Rough Set (2010) 

13. Sha, Lin, H.-H.: A Multi-objective PSO for job-shop scheduling problems. Elsevier Expert 
Systems with Applications (2010) 

14. Tao, Q., Chang, H.-Y.: A rotary Chaotic PSO algorithm for trustworthy scheduling of a 
grid workflow. Elsevier Computers & Operations Research (2011) 
 



 Hybrid Ant Colony Optimization and Cuckoo Search Algorithm 501 

15. Dhavachelvan, P., Uma, G.V.: Complexity Measures For Software Systems: Towards 
Multi-Agent Based Software Testing. In: Proceedings-2005 International Conference on 
Intelligent Sensing and Information Processing, ICISIP 2005, Art. no. 1529476, pp. 359–
364 (2005) 

16. Vengattaraman, T., Abiramy, S., Dhavachelvan, P., Baskaran, R.: An Application 
Perspective Evaluation of Multi-Agent System in Versatile Environments. International 
Journal on Expert Systems with Applications 38(3), 1405–1416 (2011) 

17. Vengattaraman, T., Dhavachelvan, P.: An Agent-Based Personalized E-Learning 
Environment: Effort Prediction Perspective. In: IEEE International Conference on 
Intelligent Agent & Multi-Agent Systems, IAMA 2009 (2009) ISBN: 978 1-4 244-4710-7 

18. Hu, X.-M., Zhang, J.: SamACO: Variable Sampling Ant Colony Optimization Algorithm 
for Continuous Optimization. IEEE Transactions on Systems, Man, and Cybernetics 40(6) 
(2010) 

19. Zhang, Z., Zhang, J., Li, S.: A Modified Ant Colony Algorithm for the Job Shop 
Scheduling Problem to Minimize Makespan. IEEE Explore (2010) 

20. Zhan, Z.-H., Zhang, J.: An Efficient Ant Colony System Based on Receding Horizon 
Control for the Aircraft Arrival Sequencing and Scheduling Problem. IEEE Transactions 
on Intelligent Transaction Systems 11(2) (2010) 

21. Victer Paul, P., Vengattaraman, T., Dhavachelvan, P.: Improving efficiency of Peer 
Network Applications by formulating Distributed Spanning Tree. In: Proceedings - 3rd 
International Conference on Emerging Trends in Engineering and Technology, ICETET 
2010, Art. no. 5698439, pp. 813–818 (2010) 

22. Saleem Basha, M.S., Dhavachelvan, P.: Web Service Based Secure E-Learning 
Management System - EWeMS. International Journal of Convergence Information 
Technology 5(7), 57–69 (2010) ISSN: 1975 9320 

23. Dhavachelvan, P., Uma, G.V., Venkatachalapathy, V.S.K.: A New Approach in 
Development of Distributed Framework for Automated Software Testing Using Agents. 
International Journal on Knowledge–Based Systems 19(4), 235–247 (2006) 



N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 503–510. 
springerlink.com                                                                     © Springer-Verlag Berlin Heidelberg 2013 

Particle Based Fluid Animation Using CUDA 

Uday A. Nuli1 and P.J. Kulkarni2 

1 Textile and Engineering Institute, Ichalkaranji 
uanuli@yahoo.com 

2 Walchand College of Engineering, Sangli 
pjk_walchand@rediffmail.com 

Abstract.  Particle based animation employing physical model is a highly com-
pute-intensive technique for realistic animation of fluids. It has been used since 
its inception for the offline production of high quality special effects of fluids in 
the movies. However due to intense computational cost, it could not be adapted 
for real-time animations. This paper primarily focuses on formulation of paral-
lel algorithms for particle based fluid animation using Smoothed Particle Hy-
drodynamics(SPH) approach employing CUDA enabled GPU to make it near 
real-time. SPH technique is highly suitable for SIMT architecture of CUDA 
enabled GPU promising better speedup than CPU based approaches. The most 
important hurdle in parallelization using CUDA is the existing parallel algo-
rithms do not map efficiently to CUDA. In this paper we have employed paral-
lel sorting based particle grid construction approach to reduce computational 
cost of SPH density and force computation from O (N2) to O (N).  

Keywords: CUDA, particle animation, smoothed particle hydrodynamics. 

1    Introduction 

Animation is changing its trend from basic key-framed, non-realistic, and offline to 
realistic, model driven, and real time animation. Physically based animation is a tech-
nique that incorporate physical behavioral model of the object to estimate motion of 
the object. Since the motion is based on physical laws, the motion produced in the 
animation is more realistic. However such animation needs huge computational power 
to solve the equations governing the motion. Hence real-time physically based anima-
tion is possible through involvement of suitable parallel architecture system such as 
multi-core or computer cluster. In Particle base fluid animation using Smoothed Par-
ticle Hydrodynamics (SPH), fluid is treated as collection of particles. Motion of par-
ticles is governed by set of equations defined by SPH technique. Hence particle based 
animations is appropriate for implementation on SIMD parallel architecture. 

Over past few years, Graphics Processing Unit (GPU) has evolved from a fixed 
function graphics pipeline to a general purpose, many core SIMD architecture. Al-
though GPU architecture is inherently parallel since its invention, it was specifically 
limited to graphics functionality till NVIDIA introduced it as a Compute Unified De-
vice Architecture (CUDA)[1][2].One of key fact about any parallel platform is the  
algorithms optimized for one platform may not run with same efficiency on other 
platform. Hence restructuring and optimization of algorithms before implementation 
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on a specific parallel platform is essential. This paper is devoted to restructuring and 
optimization of parallel algorithm for implementation of SPH based particle anima-
tion on NVIDIA CUDA platform. 

2     Related Works 

Fluid animations have a very long history. In past it has been implemented with vari-
ous physical models, and hardware platforms. Jos Stam[3] has developed a Mesh-
oriented solution for fluid animation. Nick Foster and Ron Fedkiw[4] derived full 3D 
solution for Navier-Stokes equations that produces realistic animation results. In addi-
tion to the basic method, the Lagrange equations of motion are used to place buoyant 
dynamic objects into a scene, and track the position of spray and foam during the 
animation process. Jos Stam[5] extended the basic Eulerian approach by approximat-
ing the flow equations in order to achieve near real time performance. He has also 
demonstrated various special effects of fluid with simple “C” code at typical frame 
rate of 4 to 7 minutes per frame.  

Although Eulerian approach was a popular scheme for fluid animation, it has few 
important drawbacks such as; it needs global pressure correction and has poor scala-
bility[6]. Due to these drawbacks such schemes are unable to take benefits of parallel 
architectures available today. Particle based methods are free from these limitations 
and hence are becoming more popular in fluid animation. 

 Reeves [7] introduced the particle system which is then widely used to model the 
deformable bodies, clothes and water. His paper has demonstrated animation of fire 
and multicolored fireworks. Particle System based animations are created with two 
approaches, one with motion defined by certain physical model and other by simple 
use of Newton’s basic laws. R. A. Gingold and J.J Monaghan proposed “Smoothed 
Particle Hydrodynamics”, a particle based model to simulate astrophysical phenome-
na [8] and later extended to simulate free-surface incompressible fluid flows[9]. This 
model was created for scientific analysis of fluid flow, carried out with few particles. 
Matthias Müller extended the basic SPH method for fluid simulation for interactive 
application [10] and designed a new SPH kernel.  

The first implementation of the SPH method totally on GPU was realized by T. 
Harada [11] using OpenGL APIs. T. Harada has demonstrated 60,000 particles fluid 
animation at 17 frames per second which is much faster as compared to CPU based 
SPH fluid animation.  

These papers clearly highlight the aptness of Smoothed Particle Hydrodynamics 
technique for SIMD parallel architecture to achieve realistic Particle based fluid  
animation. 

3    Smoothed Particle Hydrodynamics (SPH) 

Smoothed Particle Hydrodynamics [8][9][10] is a mesh-free, Lagrangian, particle me-
thod for modelling Fluid flow. This technique is introduced by Lucy and Monaghan 
in 1977 for modelling astrophysics phenomena and later on extended for modeling 
fluid phenomena. 

SPH integrates the hydrodynamic equations of motion on each particle in the La-
grangian formalism. Relevant physical quantities are computed for each particle as an 
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interpolation of the values of the nearest neighbouring particles, and then particles 
move according to those values. The basic Navier-Stokes equations are transformed 
to equivalent particle equations.  

 

Fig. 1. Representation of fluid as collection of particles 

According to SPH, a scalar quantity ( )sA r  is interpolated at location r by a 
weighted sum of contributions from all particles. The basic interpolation formula used 
is: 

( ) ( , )s
j

r m W r r hj
A

jj
A jρ

= −                                  (1) 

Where, ( )sA r is the scalar property of Particle at position r , jm the mass of  Jth par-

ticle at distance jr   from particle at r, jρ  the mass-density of particle at location jr , 

jA the scalar property of particle at location jr  and W  the Kernel Function[10] or the 

smoothing kernel. The kernel function has a cut of radius h. The cut-of radius sets W 
= 0 for all |r - rj| > h. Mass-density of a particle is calculated by substituting density 
term in place of generic term ( )sA r . The equation for density ρs(r) terms is as follows 
[10]: 

( ) ( , )s j j
j

r m W r r hρ = −                                          (2) 

The pressure exerted on a particle due to other particles is derived from ideal gas law. 
The pressure is computed using following equation: 

0( )P k ρ ρ= −                                                        (3) 

Where P is the pressure exerted on the particle, k the stiffness constant of gas, ρ the 
mass density of the particle at time t in simulation and ρ0 the mass density of the par-
ticle at rest condition. Every particle is influenced by viscous and pressure forces. 
These forces are computed using SPH formulations as: 
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Where pressure
if is the force due to pressure and cosvis ity

if the force due to viscosity on 

ith particle exerted by other particles; ip and jp  are the pressure, iv  and jv the veloc-

ities, ir  and jr  the position of  ith  and jth particle; jm is the mass and jρ is the densi-

ty of the jth particle;  
Velocity and particle position updates are carried out using equations specified by 

the Takahiro Harada [11].  

4     System Architecture 

Primary task in any physically based particle animation model is to estimate the mo-
tion of each particle. This is basically a physical simulation approach and comprises 
of calculation of particle spatial position in every time step. Motion estimation based 
on SPH involves computation of every particle’s mass density, pressure and force ex-
erted due to neighbouring particle within a distance of smoothing radius. Hence de-
termination of neighbour particles has complexity of O(N2) for all particles. This 
complexity can be reduced down to O(N), if spatial grid based neighbour search tech-
nique is employed. These huge periodic computations justify the need of SIMD paral-
lel architecture in order to complete it in real time. However certain part of animation 
needs to be carried out on CPU due to execution constraints of CUDA. The computa-
tional part in animation is executed completely on CUDA as parallel CUDA Kernels 
whereas launching of CUDA Kernel takes place from CPU. The basic steps for Par-
ticle System Animation using SPH are as follows: 

a) Initialize and setup particle system.    
b) Render Particles. 
c) Construct spatial grid for particles. 
d) For each particle: 

i. Calculate density. 
ii. Calculate Pressure exerted on the particle due to its neighbours. 

iii. Calculate net Force on Particle due to inter particle pressure. 
iv. Add external force to Particle. 
v. Find Particle Acceleration. 

vi. Find next particle position. 
vii. Update Particle position. 

e) Invoke OpenGL to Display the Particles at updated position. 
f) Repeat from step d.   

The animation process needs to be partitioned into two phases. During first phase  
the initialization of particle system, SPH parameters and GPU memory allocation is 
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carried out. During second phase animation loop comprising particle motion estima-
tion is carried out. First phase execution entirely takes place on CPU and second 
phase on GPU co-ordinated by CPU. Separate parallel kernels are written for spatial 
grid construction, Density, pressure, force and displacement computation. These ker-
nels are called sequentially from CPU as indicated in Figure 3. Particle rendering can 
be implemented on entirely CPU or GPU based on sophistication requirements of 
animated result. 

 

Fig. 2. System Block Diagram 

5     Particle Motion Estimation Using CUDA 

Motion estimation computations, described in section 3 and 4, can be significantly 
speedup through implementation on parallel architecture like CUDA. The operations 
implemented as separate CUDA kernel to estimate particle position at every simula-
tion step are as listed below: 

1. Spatial Grid Construction. 
2. Particle density and force computation. 
3. Particle Velocity and displacement computation. 

Particles are organized in a 3-dimensional spatial grid to reduce parameter computa-
tional cost from O (n2) to O (n). Dynamic grid construction with variable number of 
particles per grid cells is the key requirements for grid construction approach. Both 
requirements can be satisfied by sorting based grid construction approach. The steps 
for spatial grid construction are as listed below. 

1) Computation of Cell ID for each particle based on its location. 
2) Grouping Particles according to grid cell. 
3) Prepare cell table consisting Cell ID, Particle index for cell header, and 

particle count. 
4) Prepare cell neighbour table consisting 26 neighbours for each cell.  

The Cell ID is the identity of each cell in the dynamic grid. CUDA based implementa-
tion of Cell ID computation reduces its complexity from O (n) to O (1) by employing a 
CUDA thread per particle. Particles are grouped in cell by employing sorting technique 
on Cell ID. The radix sort algorithm is used to carry out sorting since it is the most  
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efficient algorithm on CUDA [12]. Sorted Cell IDs are used to create a cell table com-
prising Cell ID, Particles per Cell, and Index for first particle in the cell. The modified 
parallel prefix scan algorithm is used to identify first cell index and Particles per cell 
count. Cell neighbour table stores information about 26 neighbours of cell and is com-
puted form cell table performing parallel binary search on cell IDs. This is essential to 
reduced search complexity from O (n) to O (1) during iterations of animation.    

Particle density and force are computed using equations as described in section 3. 
The force computed is used compute acceleration and velocity of each particle which 
is further used to compute displacement. The nature of computations makes it appro-
priate for data parallel architecture of CUDA. Number of threads launched on CUDA 
is decided by the Particle count used in animation. A single thread per particle strate-
gy is employed for thread assignment to each particle. A simple cubical boundary is 
assumed for demonstration of animation hence it is possible complete these computa-
tions along with displacement in same kernel. A complicated boundary handling may 
require separate computation kernel. 

6    Particle Rendering 

Particles are rendered using OpenGL functions. A simplest approach is to render each 
particle as solid sphere. This approach is suitable for demonstration of fluid animation 
technique and not for professional animation. For Professional animation, Marching 
Cube like algorithm along with ray-tracing can be applied for fluid surface recon-
structed from particle. 

7    Results 

Main motive behind employment of CUDA enable GPU for fluid animation is to 
achieve real-time performance. The result shown here clearly demonstrates considerable 
speedup in execution of every stage of animation. This particle animation has been car-
ried out on a computer with Intel® Core™2 Duo CPU E7500 @ 2.93GHz with 2GB of 
RAM and NVIDIA GTX 280 GPU card.  Timings are measured with NVIDIA CUDA 
Profiler and averaged. The result shows speedup for both animations with and without 
spatial grid. The optimized speed up is for animation employing spatial grid. 

Table 1. Computation Time for 50000 Particles 

Operations CPU(ms) GPU(ms)
Optimized 
GPU(ms) 

Speed up 
Optimized 
speedup 

Pressure 
Computation 

12725.74 71.26 2.653 178.58 4796.74 

Force 
Computation 

14672.61 190.66 5.092 76.96 2881.50 

Displacement 
Computation 

1.41 1.09 1.091 1.29 1.91 

Total  27399.76 263.34 9.148 104.05 2995.16 
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Table 2. Computation Time for 100000 Particles 

Operations CPU(ms) GPU(ms)
Optimized 
GPU(ms) 

Speed up 
Optimized 
speedup 

Pressure 
Computation 

58249.08 269.22 4.825 216.36 12072.35 

Force 
Computation 

65184.26 939.86 12.743 69.36 5115.29 

Displacement 
Computation 

2.94 1.14 1.132 2.58 2.59 

Total  
123436.3 1211.99 20.49 101.85 6024.22 

8    Conclusion and Future Work 

This Paper is focused on SPH, a relatively new Fluid Dynamics technique to simulate 
motion of fluid particles. SPH is a particle based parallelizable technique hence more 
suitable for CUDA. Equations of SPH expose more arithmetic intensity in computa-
tion; hence the animation’s computational part can be executed on CUDA in real 
time. However the major hurdle in SPH based animation is the tuning of SPH parame-
ters like smoothing radius and rest density. A small change in any of these parameter 
results into almost explosion of fluid. 

Parallel Algorithm Design is the most critical issue in any application development 
for CUDA. Even though most of the algorithms discussed in the paper are already de-
signed for some of earlier parallel architectures, it is not possible to adopt them with-
out modification for CUDA. Also the typical asymptotic complexity equations are not 
appropriate for indicating performance of algorithm on CUDA. The asymptotic defi-
nition of complexity comments on the number of discrete steps executed by algorithm 
and not on the arithmetic intensity of computations per step. Hence asymptotic com-
plexity equations do not represent true performance of an algorithm on CUDA.  

This work can be extended for huge quantity fluid animation that demands more 
memory space than available on present CUDA devices. For animation of large quan-
tity of fluid, the employment of alone CUDA is also insufficient. Hence development 
of framework for animation on cluster of CUDA can be considered as next possible 
approach. Also Surface quality of fluid can still be improved by optimizing ray trac-
ing for interactive rate rendering on GPU. 
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Abstract. This article presents a novel methodology of a visual cryptographic 
system based on Telugu Text. Visual Cryptography concerns with the 
methodology of hiding a secret message in n shares such that each individual 
receives one share and only the authorized person can identify the secret 
messages after superimposing one share upon the other.  Many techniques are 
proposed in literature where in  Rotation Visual Cryptography the underlying 
message of hiding is done by rotating the shares at different angles or 
directions.  The proposed sliding scheme reveals the information by horizontal 
sliding of a share in downward direction by an angle of 1800.  

Keywords: Visual cryptography, Encoded Telugu text, Human Visual System, 
Sliding Scheme.  

1    Introduction 

An increased dependency on networks for information transmission has provided a 
large scope for hackers to utilize the leaks during transmission.  To provide a secured 
transmission, senders had to increase the computational complexity which resulted in 
a higher degree of encryption and decryption process.  But this lead to a complicated 
and time taking process.  With the advent of Visual Cryptography this complexity is 
reduced to maximum extent. 

Many efforts have been made for secured transmission of data using different 
methodologies. Amongst them, visual cryptography has evolved as one of the most 
successful method due to its simplicity and minimized computational complexities. 
Visual Cryptography Schemes can decode concealed images based purely on human 
visual systems, without any aid from cryptographic computation. This property has 
given rise a wide range of encryption applications[1]. Ever since the concept has been 
introduced in the year 1994 by “Shamir and Naor”, many techniques have evolved, 
each of which refines a different aspect of this methodology.  

[2] Naor and Shamir analyzed (k, n)-threshold visual cryptography schemes. In 
these schemes, a subset is qualified if and only if it consists of at least k participants. 
Most work concerning this subject focuses on two aspects, either the pixel expansion, 
i.e. the number of sub-pixels which is needed on the different levels to represent a 
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white or a black pixel, or the contrast, i.e. the difference of sub-pixels representing a 
white or a black pixel. 

As a further generalization, the existence of a secret image can be concealed by 
displaying a different image on each transparency. Naor and Shamir [2] solved this 
problem for the (2, 2)-threshold scheme. By stacking the transparencies of each 
participant one upon another, a secret image is recovered, and this is in fact the only 
way to recover it[3]. 

The optimality of VCS is determined mostly by its pixel expansion m and the 
relative contrast. Pixel expansion m represents the loss in resolution from the original 
image to the decoded one. Therefore m needs to be as small as possible. 

The theme of Rotation Visual Cryptography Schemes is to reveal the underlying 
message by rotation of a share at different angles[4]. Rotation schemes facilitated 
storage of multiple secrets in a single share.  

Many methods are available in literature [1,3,5], which are mostly focused in 
hiding the text in the form of English language, but very little work is projected 
towards the usage of Telugu text for the purpose of secret transmission. Among the 
south central languages, Telugu is mostly preferred language, and it is being used in 
the government sectors as well as private sectors of Andhra Pradesh, hence in this 
paper, we propose a model based on Telugu Text. The Telugu coding scheme helps to 
minimize the bits required for hiding each character along with its diacritic and 
compound.  We can hide a larger message with minimal effort[5]. This methodology 
using the (k,n) scheme , which can be very useful for secret transmission of messages 
in areas such as Banks, Home Department, Intelligence and other public services for 
the state of Andhra Pradesh, where Telugu language is commonly used.  We can 
either transmit a continuous message or a fragmented password using the proposed 
system. The next section of the paper deals with the encryption model, section-3 deals 
with the decryption methodology, section-4 presents the proposed methodology, 
section-5 describes the experimental results of the proposed system and finally the 
conclusions are given in section-6. 

2    Encryption Process 

Step 1: Convert the Telugu text input into its equalent code[5]. 

Step 2: Select k number of shares randomly from a total of n shares, where k+1<n.  
The value of k and n are dynamic.  

Step 3: Split the coded message obtained from step 1 in to k slices and generate k 
shares, where each share contains one slice of the coded message. 

The random selection of shares in step 2 assures that the sequence of shares in which 
the information would be stored would not be the same always.  A single share would 
contain only one portion of information. 

3    The Process Adopted for Decryption 

Step 1: Retrieve the k out of n shares which contain the embedded message with 
inverse random process. 
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Step 2: From the remaining n-k  shares select a share which has to be slided over the 
selected k shares to reveal the information. Let the selected share be x. 

Step 3: Slide the share x on each of the k shares horizontally downwards to reveal the 
message in each share sequentially. 

4    Proposed Scheme 

We propose the technique of inter-slicing in order to store text in a share. The number 
of slices is dynamic depending upon the value of k.  For example consider 4 out of 7 
shares to contain the secret message (k=4 and n=7).  Let the numbers of the selected 
share numbers be 2,3,5 and 7.   Each of the k shares are divided into k slices as shown 
in Figure 1. 

 
Slice-1       

  Slice-2     

  Slice-3   

      Slice-4 

Share -2 Share -3 Share -5 Share -7 
 

Fig. 1. Inter-sliced arrangement of shares 

The shaded regions of the shares contain the embedded text.  All shares must be of 
equal size.   

For example consider the Telugu text “     ”. The equalent 
encoded string for the given text is “0002401000 1A01E84110 0016012801 
120021011F” [5]. Embed 10 characters each of this code in 4 shares(2,3,5 and 7) as 
shown in Figure 2. 

 
0002401000       

  1A01E84110     

    0016012801   

      120021011F 

Share -2 Share -3 Share -5 Share -7 
 

Fig. 2. Images with secret message 

 

The original image would contain the complete code generated at step1 on the 
sender side and would appear as in Figure 3.  
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0002401000 

1A01E84110 

0016012801 

120021011F 

Fig. 3. Original Image with secret message 

5    Experimental Results 

The system is implemented using matlab. It considers the image containing the 
original encrypted message as its base image. To make the proposed system dynamic 
the values of k and n are not taken as constants instead are given as input on execution 
of the code. 

Resultant shares after superimposing the share ‘x’ on each and every share to 
reveal the underlying text is shown in Figure 4.  

 

                 
Share -2 

 
Share -3 

 
Share -5 

 
Share -7 

Fig. 4. Shares with disclosed information 
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The final share after combining the information of each share would appear as 
shown in figure 5. 

 

Fig. 5. Final share with complete secret message 

The final Telugu text “     ”  is obtained on decrypting the 

information n the final share[1]. 
Another application of the same concept can be demonstrated as follows: 
The Figure 6 shows an image with a message in it. 

 

 

Fig. 6. Original Image with secret message 

Apply the horizontal slicing technique and put the information in 5 shares,  
which are selected randomly. The shares would appear as shown in figures 7, 8, 9, 10 
and 11. 
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Fig. 7. Slice1 of the Original Image  

 

Fig. 8. Slice2 of the Original Image  

 

Fig. 9. Slice3 of the Original Image  

 

Fig. 10. Slice4 of the Original Image  
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Fig. 11. Slice5 of the Original Image  

Add noise to the shares, and use the share ‘x’ to disclose the content in the shares 
as specified in the decryption procedure.  Resultant shares after superimposing the 
share ‘x’ on each and every share to reveal the underlying text is shown in Figures 12, 
13, 14, 15 and 16. 

 

Fig. 12. Information of Slice1 disclosed from the first share 

 

Fig. 13. Information of slice2 disclosed from the second share 
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Fig. 14. Information of slice3 disclosed from the third share 

 

Fig. 15. Information of slice4 disclosed from the fourth share 

 

Fig. 16. Information of slice5 disclosed from the fifth share 

The final share on combining all the above 5 shares  is shown in figure 17. 

 

Fig. 17. Final share with complete disclosed message 
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6    Conclusion 

The proposed scheme sliding Technique in Visual Cryptography is designed for 
encrypting a message or a short length password by slicing into k parts and storing 
each part in a share based on Telugu character code. 

The decryption of the original message is possible only with the assistance of a share 
‘x’ which has to be commonly stacked on all the shares with secret message. The 
resultant output is combined into a single share to disclose the complete secret text.  

The proposed methodology not only works for the experimented Telugu language 
encryptions, but can be used as a generalized concept applicable for transmitting any 
secret information of any language in the world.  It can also be used for password 
transmission, where each share can be sent to a person and on recombining we get 
back the complete password.  The probability of guessing the password is much less 
when compared to the other methodologies as no single alphabet is completely 
displayed in any of the share. 
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Abstract. A data warehouse stores historical data for answering analytical 
queries. These analytical queries are long, complex and exploratory in nature 
and, when processed against a large data warehouse, consume a lot of time for 
processing. As a result the query response time is high. This time can be 
reduced by materializing views over a data warehouse. These views aim to 
improve the query response time. For this, they are required to contain relevant 
information for answering future queries. In this paper, an approach is presented 
that identifies such relevant information, obtained from previously posed 
queries on the data warehouse. The approach first identifies subject specific 
queries and then, from amongst such subject specific queries, frequent queries 
are selected. These selected frequent queries contain information that has been 
accessed frequently in the past and therefore has high likelihood of being 
accessed by future queries. This would result in an improvement in query 
response time and thereby result in efficient decision making. 

1    Introduction 

The World Wide Web has allowed the accumulation of large amounts of data from 
across the globe. Organizations aspire to exploit this data for their benefit in order to 
stay competitive in the market. This would entail accessing data in a manner that would 
facilitate decision making. There are two ways to access this data namely the lazy (on-
demand) approach or the eager (in-advance) approach[31]. In the former approach, the 
data is accessed based on the user query whereas in the latter approach, the data is 
accumulated and stored aprior and queries are posed against this stored data. Data 
warehousing is based on the latter approach[31] where data is extracted from disparate 
data sources, transformed and then loaded into a central repository, called a data 
warehouse[12].  A data warehouse stores historical data with the purpose of supporting 
decision making[12].  The queries associated with decision making are analytical and 
exploratory in nature. These queries, when processed against a large data warehouse, 
consume a lot of time for processing. As a result, the response time is high. Several 
effective solutions exist for organizing data for analytical queries, but the issue of poor 
query performance still needs to be addressed [18]. Traditional query optimization [5, 9] 
and indexing techniques [17], despite attempting to address this problem, could not 
scale up for longer and complex analytical queries on large data sets [16]. An alternative 
approach, which has been widely used to address the poor query response time of 
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analytical queries, is to materialize views in a data warehouse. Materialized views are 
constructed with the purpose of improving the query performance of the system [10, 16, 
20]. To accomplish this, these should contain information that is relevant for answering 
future queries. This information cannot be arbitrarily identified, as it may result in 
materialized views that are not capable of answering future queries and thereby result in 
an unnecessary space overhead. Selecting such information, from the large amount of 
data available in the data warehouse, is referred to as the view selection problem [6]. 
View selection deals with selecting an appropriate set of views for materialization that 
can improve the query response time even while conforming to the resource constraints 
like storage space, memory etc [6, 8]. 

All possible views cannot be materialized, as the number of possible views grows 
exponentially with the number of dimensions and it becomes infeasible to materialize 
views for higher dimensional data sets within the storage space constraint. One way to 
construct materialized views is by materializing all possible views. Further, optimal 
selection of subsets of views, from among all possible views, is shown to be NP-
Complete [10]. Alternative approaches exist in literature, that select views heuristically or 
empirically. Heuristic based approaches are greedy [8, 10, 22, 23, 24, 27, 28, 30] or 
evolutionary [11, 14]. Empirically, views are selected by assessing and monitoring 
queries on various factors like frequency, data size etc. [15, 19]. This paper focuses on 
constructing views empirically from queries posed on the data warehouse in the past.  

Most query based approaches presented in literature [1, 2, 3, 21, 32] for 
constructing materialized views are workload driven, and based on the assumption 
that past queries are indicative of queries likely to be posed in future. In this paper, an 
approach is presented that first identifies subject area specific queries, from amongst 
previously posed queries. This is followed by selecting frequent queries from amongst 
subject specific queries. The materialized views constructed using these frequent 
queries are capable of answering most future queries in reduced query response times. 

The paper is organized as follows: The frequent queries selection approach is given 
in section 2 and an example based on it in section 3. Section 4 is the conclusion. 

2    Approach 

The approach aims to select queries, from amongst all queries posed on the data 
warehouse in the past, containing relevant and required information for answering 
future queries. The approach selects such queries by first grouping similar queries posed 
in the past into groups or subject areas. This is followed by selecting queries that access 
frequently accessed data, referred to as frequent queries, from amongst the queries in 
each subject area. These selected frequent queries are subject specific and contain 
information that has high likelihood of answering future queries. The approach is 
similar to the one given in [25, 26, 29]. It differs in the similarity measure used, and  the 
technique used for subject area identification and frequent query selection. The two 
phases used in the approach, as mentioned above, are discussed next. 

2.1    Subject Area Identification  

The approach considers the fact that most queries posed on the data warehouse 
happen to be subject specific and only few queries are posed a cross subject lines. The 
subject specific data, accessed in the past, needs to be consolidated. Accordingly, it is 
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appropriate to identify subject specific queries, from amongst all the queries posed in 
the past. The approach identifies such subject specific queries by grouping the 
previously posed queries using the Nearest Neighbor Clustering technique [13]. The 
similarity between queries is computed using the DICE coefficient [7] according to 
which,  the Similarity between a pair of queries Qi and Qj, i.e. Sim(Qi, Qj), based on  
Dice Coefficient measure [7], is given by   

|)Q(R||)Q(R|

|)Q(R)Q(R|2
)Q,Q(Sim

ji

ji
ji +

∩
=  

where R(Qi) and R(Qj) are the relations accessed by queries Qi and Qj respectively. 
Using the above similarity measure, the similarity between the previously posed 

queries is computed and a similarity matrix depicting this similarity is constructed. 
The Nearest Neighbor clustering technique uses the similarity matrix to group closely 
related queries into clusters. Each such cluster of queries, so identified, represents a 
subject area. The algorithm SubjectAreaIdentification, based on nearest neighbor 
clustering technique[13], used to identify subject areas, is given in Fig. 1. This 
algorithm takes the previously posed queries, the similarity matrix and a minimum 
query similarity threshold as input and produces the cluster of queries as output.  

The algorithm first intitalizes the query count QC and the cluster count CC to 1. It 
then assigns the first query QQC, from amongst previously posed queries Qp, into cluster 
CCC. The next query in Qp is then considered and its nearest neighbor, i.e. in terms of 
having maximum similarity, is identified from queries that are already assigned to 
clusters. If this similarity is greater than or equal to the minimum similarity threshold ε, 
then the query is assigned to the corresponding cluster. Otherwise, a new cluster is 
created and the query is assigned to it. This continues till all queries have been 
considered. The identified clusters specify the various subject areas.  

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
There can be large numbers of queries in each subject area. Most of these may 

access similar information with others accessing dissimilar information. The queries 
accessing similar information are indicative of the information more likely to be 

ALGORITHM SubjectAreaIdentification 
 

Inputs:  QP : Previously posed Queries queries,  
               ε : Minimum query similarity threshold,  
         SimMat  : Similarity Matrix showing similarity between queries 
 

Output:  Cluster of Queries CQ 
 

Method:  
 

STEP 1 Set query count QC = 1 and cluster count CC = 1. 
STEP 2 Assign query QQC in QP to cluster CCC 
STEP 3 Increment QC by 1. 
STEP 4 Find nearest neighbour of QQC among the queries in QP already assigned to clusters.  
STEP 5 Using the SimMat, let MaxSim denote the similarity between QQC

 and it’s nearest  
               Neighbor query in the existing clusters. Suppose the nearest is in cluster K 
STEP 6 If MaxSim is greater than or equal to ε, then assign QQC to CK otherwise increment  
                  CC by one and assign QQC to CCC 
STEP 7 If every query has been considered then STOP else go to STEP 3.  

Fig. 1. Algorithm SubjectAreaIdentification based on Nearest Neighbor[13] 
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accessed in future. Thus selecting such queries is beneficial, as the information 
accessed by them is more likely to be accessed by most future queries. Selection of 
such queries is discussed next. 

2.2     Frequent Query Selection 

As mentioned above, materialized views can reduce the query response time if they are 
capable of providing answers to most future queries. This necessitates that materialized 
views contain relevant and required information. This information cannot be arbitrarily 
identified, as it is required to contain information that is capable of providing answers to  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

INPUT:
QS: Set of Queries 
TQ: Query Transaction Table 
θ: Minimum Query Support Threshold 
M: Minimum Transaction per Scan 

OUTPUT: 
       FQS: Frequent Query Set 
METHOD: 
Initially for each RelationSet 
 Solid Square SS = NULL (Frequent) 
 Solid Circle SC= NULL   (Infrequent) 
 Dashed Square DS = NULL (Suspected Frequent) 
 Dashed Circle DC = {All 1-Relation Sets} (Suspected Infrequent) 
WHILE (DS!=0) OR (DC!=0) 
BEGIN 

  Read M Queries from QS into T 
  FOR all queries in T 
  BEGIN 
   FOR each relation set R in DS and DC 
   BEGIN 
   IF R is in T 
    Increment count of R, i.e. RC, by 1 
   FOR each relation set R in DC 
   IF (RC  is greater than or equal to θ) THEN 
    Move R from DC to DS 
    IF (any immediate superset SR of R has all its subsets in SS and DS) THEN 
     Add a new relation set SR in DC 
   END 
   FOR each relation set R in DS 
    IF (R has been counted through all queries) THEN 
     Move R to SS 
   FOR each relation set R in DC 
    IF (R has been counted through all queries) THEN 
     Move R to SC 
  END 
 Increment M by M 
END 
Frequent Relations Sets FRS contains relation sets in SS 
Compute FQS as the queries in QS that contains atleast one frequent relation set in FRS. 
 

Fig. 2. Algorithm FrequentQuerySelection based on DIC[4] 
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future queries. The approach identifies such relevant and required information by 
selecting queries that seek frequently accessed information. These queries, referred to as 
frequent queries, provide information that have high likelihood of answering future 
queries and therefore can appropriately be used for constructing the materialized view 
for the corresponding subject area.  The approach uses the association rule mining 
technique DIC(Dynamic Itemset Counting) [4]. The frequent queries selection 
algorithm, based on DIC [4], is given in Fig. 2. The algorithm takes queries in a subject 
area along with the  minimum query support threshold as input, and produces a set of 
frequent queries in the corresponding subject area as output. 

The algorithm first marks the empty relation set NULL with a solid square and 
marks 1-relation set with dashed circles. Remaining relations sets are left unmarked. 
It then reads M queries from the query set QS into a transaction File. This is followed 
by incrementing the respective counters for relation sets in transaction files and 
marked with dashes. If a dashed circle's count for a relation set R exceeds the 
minimum support threshold θ, turn the dashed circle into a dashed square for R. If any 
immediate superset SR of R has all of its subsets as solid or dashed squares, mark  a 
new relation set SR with a dashed circle. After the dashed relation sets have been 
counted through all the queries, make dashes as solid. The number of scans is 
incremented by M and the process is repeated. The process continues till there are no 
more dashed square and circle relation sets. The relation sets marked as solid square 
are the frequent relation sets. The queries containing any of the frequent relation sets 
are then selected as the frequent queries. In a similar manner, frequent queries in each 
subject area are selected. Materialized views can thereafter be constructed using the 
frequent queries selected in the respective subject area. These materialized views 
contain information more likely to be accessed by most future queries. This in turn 
would reduce the query response time and lead to efficient decision making. 

3     Example 

Consider the relations accessed by previously posed queries on the data warehouse 
given in Fig. 3.  
 

 
 
 
 

 
 
 
 
 

 

 
The similarity between the queries in Fig. 3 is computed using the DICE 

Coefficient[7]. These similarities are then used to construct a similarity matrix, given 
in Fig. 4.  

Q1 Employee, Company, BranchDetails  Q11 Company, Module, Project 

Q2 Hotel, Room, Guest  Q12 Room, Guest, Payment 

Q3 Hotel, Room, Booking Q13 Booking, Guest, Payment 

Q4 Hotel, Room, Payment Q14 Employee, Hotel, TouringDetails 

Q5 Employee, Department, BranchDetails  Q15 Company, Project, BranchDetails 

Q6 Hotel, Guest, Payment Q16 Employee, Department, Company  

Q7 Hotel, Room, Guest   Q17 Department, Module, Project 

Q8 Company, Department, BranchDetails Q18 Hotel, Room, Payment 

Q9 Employee, Department, Project Q19 Employee, Department, Project 

Q10 Hotel, Room, Booking  Q20 Empoyee, Company, BranchDetails 

Fig. 3. Relations accessed by Previously Posed Queries on a Data Warehouse 
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Using the similarity matrix in Fig. 4, the queries in Fig. 3, minimum query 

similarity threshold ε=0.5, the subject areas are identified as given in Fig. 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 

Q1 1 0 0 0 0.666 0 0 0.666 0.333 0 0.333 0 0 0.333 0.666 0.666 0 0 0.333 1 

Q2 0 1 0.666 0.666 0 0.666 1 0 0 0.666 0 0.666 0.333 0.333 0 0 0 0.666 0 0 

Q3 0 0.666 1 0.666 0 0.666 0.66 0 0 0.666 0 0.333 ..333 0.333 0 0 0 0.666 0 0 

Q4 0 0.666 0.666 1 0 0.666 0.666 0 0 0.666 0 0.666 0.333 0.333 0 0 0 1 0 0 

Q5 0.666 0 0 0 1 0 0 0.666 0.666 0 0.333 0 0 0.333 0.333 0.666 0.333 0 0.666 0.666 

Q6 0 0.666 0.666 0.666 0 1 0.666 0 0 0.333 0 0.666 0.666 0.333 0 0 0 0.666 0 0 

Q7 0 1 0.666 0.666 0 0.666 1 0 0 0.666 0 0.666 0.333 0.333 0 0 0 0.666 0 0 

Q8 0.666 0 0 0 0.666 0 0 1 0.333 0 0 0 0 0 0.666 0.666 0.333 0 0.333 0.666 

Q9 0.333 0 0 0 0.666 0 0 0.333 1 0.333 0.333 0 0 0.333 0.333 0.666 0.666 0 1 0.666 

Q10 0 0.666 0.666 0.666 0 0.333 0.666 0 0.333 1 0 0.333 0 0.333 0.333 0 0.333 0.666 0.333 0 

Q11 0.333 0 0 0 0.333 0 0 0 0.333 0.333 1 0 0 0.333 0.333 0.333 0.666 0 0.666 0.333 

Q12 0 0.666 0.333 0.666 0 0.666 666 0 0 0.333 0 1 0.666 0 0 0 0 0.666 0 0 

Q13 0 0.333 0.333 0.333 0 0.666 0.333 0 0 0 0 0.666 1 0 0 0 0 0.333 0 0 

Q14 0.333 0.333 0.333 0.333 0.333 0.333 0.333 0 0.333 0.333 0.333 0 0 1 0 0.333 0 0.333 0.333 0.333 

Q15 0.666 0 0 0 0.333 0 0 0.666 0.333 0.333 0.333 0 0 0 1 0.333 0.333 0 0.333 0.333 

Q16 0.666 0 0 0 0.666 0 0 0.666 0.666 0 0.333 0 0 0.333 0.333 1 0.333 0 0.666 0.666 

Q17 0 0 0 0 0.333 0 0 0.333 0.333 0.333 0.333 0 0 0 0.333 0.333 1 0 0.666 0 

Q18 0 0.666 0.666 1 0 0.666 0.666 0 0 0.666 0 0.666 0.333 0.333 0 0 0 1 0 0 

Q19 0.333 0 0 0 0.666 0 0 0.333 1 0.333 0.666 0 0 0.333 0.333 0.666 0.666 0 1 0.333 

Q20 0.666 0 0 0 0.666 0 0 0.666 0.666 0 0.333 0 0 0.333 0.333 0.666 0 0 0.333 1 

Fig. 4. Similarity Matrix showing similarity between queries Q1 . . Q20 

Initialize QC=1 and CC=1 
Assign QQC i.e. Q1 to cluster CCC i.e. C1 
Now C1= {Q1} 
Set QC=QC+1 i.e. QC=2 
MaxSim of QQC i.e. Q2 is 0 with nearest neighbor query Q1 
Since MaxSim < ε, set CC=CC+1 i.e. CC=2 and CCC i.e. C2={Q2} 
Set QC=QC+1 i.e QC=3 
MaxSim of QQC i.e Q3 is 0.666 with its nearest neighbor query Q2 in C2 
Since MaxSim > ε, Assign Q3 to C2 
C2={Q2, Q3} 
Set QC=QC+1 i.e. QC=4 
MaxSim of QQC i.e Q4 is 0.666 with its nearest neighbor query Q2 and Q3 
Since MaxSim > ε, Assign Q4 to C2 
C2={Q2, Q3, Q4} 
Set QC=QC+1 i.e. QC=5 
MaxSim of QQC i.e. Q5 is 0.666 with its nearest neighbor Q1 
Since MaxSim > ε, Assign Q5 to C1 
C1={Q1, Q5} 
Set QC=QC+1 i.e. QC=6 
MaxSim of QQC i.e. Q6 is 0.666 with its nearest neighbor Q2, Q3 and Q4 
Since MaxSim > ε, Assign Q6 to C2 
C2={Q2, Q3, Q4, Q6} 
The above steps are carried out in the similar manner to identify cluster of queries. The cluster of  
queries C1, C2, C3, C4 and C5 identified represent the five subject areas S1, S2, S3, S4 and S5  
respectively as given below: 
S1={Q1, Q5, Q8, Q9, Q15, Q16, Q19, Q20} 
S2= {Q2, Q3, Q4, Q6, Q7, Q10, Q12, Q13, Q18} 
S3={Q11},  S4={Q14}, S5={Q17} 

Fig. 5. Subject Area Identification using previously posed queries Q1 . . Q20 
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Next, the frequent queries are selected in each subject area using the 
FrequentQuerySelection algorithm given in Fig. 2. Consider subject area S1. The 
queries, along with the relation accessed by them, are given in Fig. 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Q1 Employee Company BranchDetails 

Q5 Employee Department BranchDetails 

Q8 Company Department BranchDetails 

Q9 Employee Department Project 

Q15 Company Project BranchDetails 

Q16 Employee Department Company 

Q19 Employee Department Project 

Q20 Employee Company BranchDetails 

Fig. 6. Queries along with relations accessed by them 

Fig. 7. Identification of frequent RelationSet in subject area S1 E: Employee, C: 
Company, B: BranchDetails, D: Department, P: Project 

E=0, C=0, B=0, D=0, P=0 E=3, C=2, B=3, D=3, P=4 

  E      C       B       D         P 

 EC      EB       ED      EP  CB    CD     CP      BD     DP    BP

   ECB  ECD     ECP   EBD   EBP     EDP   CBD   CBP  CDP    BDP 

ECBD  ECBP  ECDP  EBDP CBDP 

ECBDP 

{ }

RelationSet lattice after 
M transactions are read 

E=6, C=5, B=4, D=6, P=3,  
EC=0, EB=0, ED=0, CB=0, CD=0, BD=0 

E=6, C=5, B=4, D=6, P=3,  
EC=3, EB=2, ED=4, CB=3, CD=3, BD=2 

  E      C       B       D         P 

 EC      EB       ED      EP  CB    CD     CP      BD     DP    BP

   ECB  ECD     ECP   EBD   EBP     EDP   CBD   CBP  CDP    BDP 

ECBD  ECBP  ECDP  EBDP CBDP 

ECBDP 

{ } 

RelationSet lattice before 
any transactions is read 

  E      C       B       D         P 

 EC      EB       ED      EP  CB    CD     CP      BD     DP    BP

   ECB  ECD     ECP   EBD   EBP     EDP   CBD   CBP  CDP    BDP 

ECBD  ECBP  ECDP  EBDP CBDP 

ECBDP 

{ } 

RelationSet lattice after 
2M transactions are read 

  E      C       B       D         P 

 EC      EB       ED      EP  CB    CD     CP      BD     DP    BP

   ECB  ECD     ECP   EBD   EBP     EDP   CBD   CBP  CDP    BDP 

ECBD  ECBP  ECDP  EBDP CBDP 

ECBDP 

{ }

RelationSet lattice after 
3M transactions are read 
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Using the query information in Fig. 6, the frequent relation set in S1 for minimum 
query support threshold θ=0.5 and M=4 is identified to be {Employee, Department} 
as given in Fig. 7. Thus, the frequent queries selected are Q5, Q9, Q16 and Q19 as 
they contain {Employee, Department} in their FROM clause. In a similar manner, the 
frequent relation set identified in S2 is {Hotel, Room} and thus the frequent queries 
are {Q2, Q3, Q4, Q7, Q10, Q18}. Such selected frequent queries would be used to 
construct the materialized views for the respective subject areas.  

4   Conclusion 

In this paper an approach, that selects frequent queries from previously posed queries 
on the data warehouse, is presented. The approach first identifies clusters of closely 
related previously posed queries. Each such cluster defines a subject area. The 
approach then selects frequent queries, from amongst all queries in each subject area. 
The selected frequent queries in each subject area identify the data accessed 
frequently in the past and therefore have high likelihood of being accessed by future 
queries. Materialized views constructed using these queries would improve the query 
response time. Further, materialized views being subject specific, as they are 
constructed for a specific subject area and most future queries posed on the data 
warehouse are subject specific, fewer numbers of views are required to answer future 
queries. As a result, the response time would be further reduced thereby aiding in 
efficient decision making.   
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Abstract. In Data mining field, the primary task is to mine frequent itemsets 
from a transaction database using Association Rule Mining (ARM). Utility 
Mining aims to identify itemsets with high utilities by considering profit, quan-
tity, cost or other user preferences. In market basket analysis, high considera-
tion should be given to utility of item in a transaction, since items having  
low selling frequencies may have high profits. As a result, High Utility Itemset 
Mining emerged as a revolutionary field in Data Mining. Rare itemsets provide 
useful information in different decision-making domains. High Utility Rare 
Itemset Mining, HURI algorithm proposed in [12], generate high utility rare 
itemsets of users’ interest. HURI is a two-phase algorithm, phase 1 generates 
rare itemsets and phase 2 generates high utility rare itemsets, according to us-
ers’ interest. In this paper, performance evaluation and complexity analysis of 
HURI algorithm, based on different parameters have been discussed which in-
dicates the efficiency of HURI. 

Keywords: Association Rule Mining, Utility Mining, Rare itemset, High  
Utility Rare itemset Mining. 

1   Introduction 

The most important assets of any corporation might be data. Data Mining extracts 
diamonds of knowledge from historical data and predicts outcomes of future situa-
tions, in the form of patterns and associations from large databases. One of the most 
widely used areas of data mining for retail industry is marketing. ‘Market basket 
analysis’ is a marketing method used by many retailers to promote products. Data 
Mining uses information about products purchased by customers to predict which 
products they would buy if given special offers [13]. Apriori algorithm, the first ARM 
algorithm developed by Rakesh Agrawal [10], firstly identifies those itemsets from 
sales dataset, having frequencies above a specified threshold and then generates asso-
ciation rules. Itemset Mining is done using Association Rule Mining (ARM). Most 
classical association rule mining algorithms consider utilities of the itemsets to be 
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equal [15]. In real life retail marketing or business other utility factors such as quanti-
ty, cost, revenue or profit of an item should also be considered. Yao et al defined  
Utility as a measure of how useful or profitable an itemset is [15]. In many practical 
situations rare ones are of higher interest (e.g., in medical databases, rare combina-
tions of symptoms might provide useful insights for the physicians)[6]. Rare itemset 
mining is a challenging topic; the rare combinations of items in the itemset with high 
utilities provide very useful insights to the user. For example, a sales manager may 
not be interested in frequent itemsets that do not generate significant profit. In many 
real-life applications, high-utility itemsets consist of rare items, i.e. itemsets that occur 
infrequently in the transaction data set but may contribute a large portion of the profit; 
for eg, customers purchase microwave ovens or LEDs rarely as compared to bread, 
butter, etc. The former may yield more profit for the supermarket than the latter.  

Jyothi et al proposed High Utility Rare Itemset Mining (HURI) algorithm [12], 
which finds high profitable rare itemsets according to user’s perspective in two phas-
es. In first phase, rare itemsets having support value less than the maximum support 
threshold are generated. Second phase finds high utility rare itemsets having utility 
value greater than the minimum utility threshold. The novel contribution of HURI is 
to effectively find rare itemsets, which are of high utility according to users’ prefe-
rences. In this paper, performance evaluation of HURI based on different values of 
parameters such as support, utility, etc. have been described. The rest of paper is or-
ganized as follows. In section 2, we discuss some related works: section 3 presents the 
HURI algorithm. Section 4 performs the evaluation of HURI and section 5 presents 
conclusion and future work. 

2   Related Work 

The basic bottleneck in association rule mining is the rare itemset problem. In many 
applications, some items appear more frequently in the data, while others rarely ap-
pear. If frequencies of items vary, two problems may be encountered – (1) If minsup 
is set too high, then rules of rare items will not be found (2) To find rules that involve 
both frequent and rare items, minsup has to be set very low, where minsup is the min-
imum support of an item. This may cause combinatorial explosion in the number of 
itemsets.  

Utility mining is now an important association rule-mining paradigm. Yao et al fo-
cuses on the measures used for utility-based itemset mining [8]. A unified framework 
is proposed for incorporating utility based measures into the data mining process via a 
unified utility function. Ying et al proposed a Two-Phase algorithm [14] that discov-
ers high utility itemsets highly efficiently. Rare itemsets provide very useful informa-
tion in real-life applications such as security, business strategies, biology, medicine 
and super market shelf management. For example [5] shows that normal behavior is 
very frequent whereas abnormal or suspicious behavior is less frequent. For example, 
from a marketing strategy perspective, it is important to identify product combina-
tions that have a significant impact on company’s bottom line, having highest revenue 
generating power [7]. 

S. Shankar et al presents a novel algorithm Fast Utility Mining (FUM) in [4], 
which finds all high utility itemsets within the given utility constraint threshold. The 
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authors also suggest a novel method of generating different types of itemsets such as 
High Utility and High Frequency itemsets (HUHF), High Utility and Low Frequency 
itemsets (HULF), Low Utility and High Frequency itemsets (LUHF) and Low Utility 
and Low Frequency itemsets (LULF) using a combination of FUM and Fast Utility 
Frequent mining (FUFM) algorithms. 

A different approach known as Apriori Inverse [9], involves use of maximum sup-
port measure to generate candidate itemsets, i.e., only items with a lower support than 
a given threshold are considered. Then rules are generated by an Apriori approach. In 
[6], L. Szathmary et al presented a novel algorithm for computing all rare itemsets by 
splitting the rare itemset mining task into two algorithms , (i) a naïve one that relies 
on an Apriori-style enumeration, Apriori-rare and (ii) an optimized method that limits 
the exploration to frequent generators only. Apriori-rare generates a set of all minimal 
rare generators, also called MRM. To retrieve all rare itemsets from minimal rare 
itemset, a prototype algorithm called “A Rare Itemset Miner Algorithm (ARIMA)” 
was proposed. ARIMA generates the set of all rare itemsets, splits into two sets: the 
set of rare itemsets having a zero support and the set of rare itemsets with non-zero 
support.  

A totally different approach to all these algorithms presented demands developing 
new algorithms to tackle new challenges. Apriori-inverse [9], is a more intricate var-
iation of the traditional Apriori algorithm. The main idea is that given a user-specified 
maximum support threshold, MaxSup and a derived MinAbsSup value, a rule X is 
rare if Sup(X)<MaxSup and Sup(X)>MinAbsSup. M. Adda et al [5] proposed a 
framework to represent different categories of interesting patterns and then instantiate 
it to the specific case of rare patterns. A generic framework called AfRIM for Apriori 
Rare itemset was presented to mine patterns based on the Apriori approach. The gene-
ralized Apriori framework was instantiated to mine rare itemsets.  In [11], Lan et al 
proposed rare-utility itemset, by considering profit and quantity of each item in a 
transaction and an algorithm TP-RUIMD (Two-Phase Algorithm for Mining Rare 
Utility Itemsets in Multiple Databases), to find rare-utility itemsets in a multi-
database environment. HURI algorithm proposed in [12] generates high-utility rare-
itemsets, by considering the utility of itemsets other than the frequency of items in the 
transaction set. The utility of items is decided by considering factors such as profit, 
sale, temporal aspects, etc. of items. By using HURI, high-utility rare itemsets can be 
generated based on minimum threshold values and user preferences. 

3   HURI Algorithm 

3.1   Definitions 

In this section, HURI algorithm is presented with formal definitions and examples to 
illustrate the approach. 

Utility Mining. Let D1 (Table 1) be a given transaction database with a set of trans-
actions {T1,T2,…,Tn} and a set of quantities of items I={i1, i2, i3,… , im} where 
each item i ε I has a set of utilities defined as U={u1, u2, u3,… , uk} (Table II). For 
example in transaction T29, the quantities of items A001, B002, C003, D004, E005… 
are 1,3, 0,1,1… respectively. The utility of an itemset X, i.e., u(X), is the sum of  
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utilities of itemset X in all transactions containing X. An itemset X is called a high 
utility itemset if and only if u(X) >= min_utility, where min_utility is a user-defined 
minimum utility threshold [8]. Identification of the itemsets with high utilities is 
called as Utility Mining [5]. 
 

Utility Table. A utility Table UT (Table 2) contains items and their utility values 
where each item i has some utility value uj in U={u1, u2, u3,… , uk } for some k > 0. 
For example utility of item A001 from D1 is u(A001) = 4 in (Table 2). 
 

Internal Utility. Internal utility value of item ip in a transaction Tq, denoted o(ip, Tq) 
is the value of an item ip in a transaction Tq (Table 2), reflecting the occurrence of 
item. For eg., internal utility of item A0001 in transaction T1 is o(A001, T1) = 1, 
while internal utility of item A0001 in D1 is o(A001, D1) = 21(Table 1). 
 

External Utility. External utility value of an item is a numerical value s(ip) asso-
ciated with an item ip such that s(ip )=u(ip), where u is a utility function, a function 
relating specific values in a domain according to user preferences (Table 2). From 
Table 3, external utility of item A0001 in D1 is s(A0001) = u(A0001) = 4. 

Item Utility. The utility of an item ip in a transaction Tq, denoted U(ip, Tq) is product 
of o(ip, Tq) and s(ip), i.e. internal and external utility respectively . For eg., total utility 
of item A0001 in D1 is U(A001) = s(A001)*o(A001)=4*21=84. 

Transaction Utility. The transaction utility value of a transaction, denoted as U(Tq) 
is the sum of utility values of all items in a transaction Tq (Table I, Table II). From 
Table I and Table 3, the transaction utility of the transaction T1 from D1, U(T1) = 
U(A001)+U(B002)+U(C003)+ … + U(T020)=39. 

Rare Itemset. Mining  Rare itemsets are itemsets that occur infrequently in the trans-
action data set.  

 
The HURI algorithm(Fig. 1) can be best understood by transactional dataset D1 (Ta-
ble 1) and Item utility table (Table 2). Given a user-specified maximum support thre-
shold maxsup, and a generated minabssup value, we are interested in a rule X if 
sup(X) < maxsup and sup(X) > minabssup. Rare rules are generated in the same  
manner as in apriori rule generation. Apriori-Inverse produces rare rules that do not 
consider any itemsets above maxsup. In Apriori inverse algorithm, rare itemsets are 
itemsets which fall below maxsup value. In HURI Algorithm (Fig. 1), high utility rare 
itemsets are generated in two phases:- 

(i)In first phase, rare itemsets are generated by considering those itemsets which 
have support value less than the maximum support threshold (using apriori-inverse 
concept). Table III lists rare itemsets generated from dataset D1(Table 1).  

(ii)In second phase, high utility rare itemsets having utility value greater than the 
minimum utility threshold are generated (Table 4). 

By applying HURI algorithm [12] on Transaction dataset described in Table 1 and by 
setting the value of maximum support threshold to 40%, the rare itemsets generated 
are listed in Table 3.  Then HURI algorithm generates high utility rare itemsets which 
fall below a maximum support value but above a user provided high utility threshold. 
For example by setting high utility threshold as 45, the high utility rare itemsets  
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generated from D1 are listed in Table 4. Both HURI and apriori inverse algorithm 
considers utility values of all items in transaction set in addition to frequency. But 
apriori inverse produces only rare itemsets whereas HURI produces high utility rare 
itemsets according to users’ interest. 

 
Table 1. Transaction Dataset D  Table 2. Item Utility Table 

 

Table 3. Rare Itemset Table 

     
 
 
 
 
 
 
 
 
 

Table 4. High Utility Rare Itemset Table 

 

3.2   Algorithm HURI 

Description: Finding High Utility Rare Itemsets of users interest 
Ck: Candidate itemset of size k   Lk: Rare itemset of size k 
For each transaction t in database 
begin 

increment support for each item i present in t 
End 
L1= {Rare 1-itemset with support less than user provided max_sup} 
for(k= 1; Lk!=Ø; k++) 
begin 

C k+1= candidates generated from Lk; 
         //loop to calculate total utility of each item 

For each transaction t in database 
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begin 
Calculate total quantity of each item i in t 
Find total utility for item i using following formula:- 

u(i,t) = quantity[i] * user_provided_utility for i 
End 
//loop to find rare itemsets and their utility 
For each transaction t in database 
begin 
increment the count of all candidates in Ck+1 that are contained in t 

Lk+1 = candidates in Ck+1 less than min_support 
Add Lk+1 to the Itemset_Utility Table by calculating rare itemset utility using formula:    

Utility(R,t) = Σfor each individual item i in R (u(i,t)); 
End 
//loop to find high utility rare itemset 
For each itemset iset in rare itemset Table R 
begin 
If (Utility(iset) > user_provided_threshold_for_high_utility_rare_itemset) 
then iset is a rare_itemset that is of user interest i.e.high_utility_rare_itemset 
else iset is a rare itemset but is not of user interest 
End 
Return high_utility_rare_itemsets 

END 

Fig. 1. Pseudo Code for HURI 

4   Performance Evaluation of HURI 

4.1   Comparative Analysis 

Apriori Inverse and HURI algorithms were compared using a transactional datasets of 
different sizes. Java as front end and MS Access as backend tool were used to eva-
luate HURI algorithm. We study the impact of different values of minimum support, 
number of transactions, number of items, on processing time etc. for comparing Apri-
ori Inverse and HURI. The different comparative parameters are:- 

(i) Number of rare itemsets generated. 
(ii) Total execution time taken for generation of rare itemsets.  
 

 
         Fig. 2. Execution Time on Database D1                 Fig. 3. ExecutionTime on Database D2 

max_supp 
Time Taken(secs.)
HURI INV

10 0.004 0.006
20 0.009 0.011
30 0.014 0.015
40 0.031 0.031
50 0.325 0.484
60 0.741 0.954

 

max_supp 
Time  

Taken(secs.) 
HURI INV 

10 0.022 0.024 
20 0.053 0.099 
30 0.076 0.143 
40 0.123 0.234 
50 0.867 1.597 
60 1.65 2.053 
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Fig. 8. Effect of utility threshold on 
high utility rare itemsets from 
dataset D1 

    Fig. 4. Execution Time on Database D3                    Fig. 5. Number of rare itemsets from D1 

 

  Fig. 6. Number of rare itemsets from D2                 Fig. 7. Number of rare itemsets from D3 

In item utility Table (Table 2), each item is as-
signed an external utility and internal utility is 
calculated from database D1. We considered three 
transaction sets, D1 (number of transactions is 50, 
number of items is 20), D2 (number of transac-
tions is 50, number of items is 20) and D3 (num-
ber of transactions is 60, number of items is 20). 
Fig.2, Fig.3 and Fig.4 shows execution time of 
algorithms to generate rare itemsets from  
datasets D1, D2 and D3 respectively, by varying 
the support threshold. Fig.5, Fig.6 and Fig.7 
shows number of rare itemsets generated from 
datasets D1, D2 and D3. The results show  
that HURI algorithm yields more rare  
itemsets with less execution time as compared to 
Apriori inverse. Apriori inverse produces only  
 

 

max_supp 
No. of rare itemsets 
HURI INV 

10 1 1 
20 6 6 
30 12 9 
40 15 14 
50 21 19 
60 23 20 

max_supp 
Time Tak-
en(secs.) 

HURI INV
10 0.029 0.031
20 0.089 0.099
30 0.145 0.168
40 0.342 0.255
50 1.324 1.654
60 2.031 2.112

max_supp 
Time Taken(secs.)
HURI INV

10 0.029 0.031
20 0.089 0.099
30 0.145 0.168
40 0.342 0.255
50 1.324 1.654
60 2.031 2.112

 

max_supp 
No. of rare itemsets 

HURI INV 
10 3 3 
20 13 12 
30 16 16 
40 21 21 
50 24 22 
60 25 22 

 

Min.utility 
No. of high utility rare itesets 

HURI 
10 15 
20 13 
30 11 
40 9 
50 8 
60 8 
70 7 
80 5 
90 3 

100 1 
110 0 
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rare itemsets whereas HURI produces high utility rare itemsets according to users’  
interest. 

HURI was evaluated on dataset D1 under varied minimum utility thresholds, for 
generation of high utility rare itemsets (Fig.8). The experimental result shows that 
number of high utility rare itemsets decreases as minimum utility threshold increases, 
as desired, which indicates effectiveness of HURI. 

4.2   Computational Complexity 

The computational complexity of HURI can be affected by following factors – 

4.2.1   Support Threshold  
Increasing the support threshold results in more itemsets declared as rare. This has an 
adverse effect on the computational complexity of the algorithm because more candi-
date itemsets must be generated and counted as shown in Figure VIII, Figure IX and 
Figure I0. The maximum size of rare itemsets also tends to increase with higher sup-
port thresholds. 

4.2.2   Number of Items (Dimensionality)  
As number of items increases, more space will be needed to store support counts of 
items. If number of rare items also grows with dimensionality of the data, the compu-
tation and I/O costs will increase because of the larger number of candidate itemsets 
generated by the algorithm. 

4.2.3   Number of Transactions  
Since HURI algorithm makes repeated passes over the dataset, its run time increases 
with a large number of transactions. 

4.2.4   Average Transaction Width  
For dense datasets, the average transaction width can be very large. The maximum 
size of rare itemsets tends to increase as the average transaction width increases. As a 
result, more candidate itemsets must be examined during candidate generation and 
support counting. 

A detailed analysis of time complexity for HURI algorithm is presented – 

4.2.5   Generation of Rare 1-Itemsets  
For each transaction, support count of every item presented in transaction is updated. 
If n is total number of transactions and m is the average transaction width, the time 
required for this operation is O(n*m). 

4.2.6   Candidate Generation  
To generate candidate k-itemsets, pairs of rare (k-1)-itemsets are merged. In the best-
case scenario, every merging step produces a viable k-itemset. In the worst-case  
scenario, the algorithm must merge every pair o0f rare (k-1)-itemsets found in the 
previous iteration.  

Therefore the overall cost of merging rare itemsets is  
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4.2.7   Support Counting  
Each transaction of length x produces tCk itemsets of size k. If m is the maximum 
transaction width and αk is cost for updating support count of candidate k-itemset 
then cost for support counting is 
 
 
4.2.8   High Utility Rare Itemsets  
If m is maximum transaction width then time required to generate high utility rare 
itemsets is O(m2), which is negligible as compared to time taken for other operations 
for finding rare itemsets. Hence time taken in calculating Utilities like Internal utility, 
total item utility, Itemset Utility, Dataset Utility, etc. does not affect time taken by 
HURI algorithm to generate high utility rare itemsets. This proves the effectiveness 
and efficiency of HURI. 

5   Conclusions and Future Work 

Our paper proposes an innovative algorithm, HURI, for making business data mining 
more realistic and usable to business analyst. Data mining can identify products that 
are often purchased together, which can help product bundles that are more likely to 
be successful [13]. Frequency of item is not sufficient to answer a product combina-
tion i.e. whether it is highly profitable or whether it has a strong impact. Marketers are 
interested in knowing how various marketing programs affect the discovery of subtle 
relationships. The novelty of HURI is the ability to discover high utility rare itemsets. 
HURI algorithm may have practical meaning to real-world marketing strategies.The 
high utility rare itemsets are generated according to the users’ preference.  

HURI may be more beneficial on application to transactional data set. The high 
utility rare itemsets are generated based on transactional database information and 
external information about utilities. HURI uses the concept of Apriori inverse which 
produces only rare itemsets having support less than maximum support value where 
as HURI can produce high utility rare itemsets based on users’ interest, support utility 
thresholds. The outcome of HURI would enable the top management or business ana-
lyst in crucial decision-making such as providing credit facility, finalizing discount 
policy, analyzing consumers’ buying behaviour, organizing shelf space, quality im-
provement in supermarket scenario. Also the time complexity of HURI is almost the 
same as other algorithms. The future work includes the incorporation of temporal and 
fuzzy concept in HURI. 
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Abstract. Protein contact maps are two dimensional representations of protein
structures. It is well known that specific patterns occuring within contact maps
correspond to configurations of protein secondary structures. This paper addresses
the problem of protein fold prediction which is a multi-class problem having
unbalanced classes. A simple and computationally inexpensive algortihm called
Eight-Neighbour algortihm is proposed to extract novel features from the contact
map. It is found that of Support Vector Machine (SVM) which can be effec-
tively extended from a binary to a multi-class classifier does not perform well on
this problem. Hence in order to boost the performance, boosting algorithm called
SMOTE is applied to rebalance the data set and then a decision tree classifier is
used to classify “folds” from the features of contact map. The classification is
performed across the four major protein structural classes as well as among the
different folds within the classes. The results obtained are promising validating
the simple methodology of boosting to obtain improved performance on the fold
classification problem using features derived from the contact map alone.

1 Introduction

Multi-class classification problem with imbalanced data is a challenging problem. The
majority of multi-class pattern classification techniques are proposed for learning from
balanced datasets [1]. There exist datasets having imbalanced data distribution, where
some classes may have fewer training samples compared to other classes. Protein fold
data set contains proteins from 27 most populated folds (classes) representing all major
structural classes: all alpha, all beta, alpha + beta and alpha / beta. Protein fold pre-
diction is a multi-class classification problem having highly imbalanced data amongst
its classes. In literature, it can be seen that most of the datsets having insufficient in-
stances among classes challenge the machine learning algorithms. The main objective
of this paper is to find a solution for the multi-class protein fold prediction problem
with the classes being highly imbalanced. Multi-class pattern classification techniques
are principally proposed for learning from balanced dataset. Many datasets have imbal-
anced data distribution, where some classes of data may have fewer training samples
compared to other classes. Support Vector Machines are believed to be less prone to the
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class imbalance problem than other classification learning algorithms [3], since bound-
aries between classes are calculated with respect to only a few support vectors and the
class sizes may not effect the class boundary too much. The underlining reason for this
phenomenon is that as the training dataset gets more imbalanced, the support vector
ratio between the high sample class and the small sample class also becomes more im-
balanced. The small amount of cumulative error on the small class instances count for
very little in the tradeoff between maximizing the width of the margin and minimizing
the training error. Support Vector Machines simply learn to classify everything as the
high sample class in order to make the margin the largest and the error the minimum.
Boosting is a very popular technique for improving the accuracy of any given machine
learning algorithm. Literature reports that AdaBoost and SMOTE algorithm have been
successfully applied to most popular classifiers [4,5,6,7]. In literature, different boost-
ing algorithms have been applied to unbalanced datasets consisting of a certain class
of interest having very small size. Among the boosting algorithms AdaBoost[5,6] is
shown to decrease the prediction error of minority classes. Significantly with increas-
ing the prediction error of majority class a little bit, it can also produce higher values
of margin which indicates a better classification. On the other hand, the combination
of boosting and bagging, construct multiple classifiers by resampling the data space,
weighting samples by boosting and replacing samples by bagging. The improvement
in performance arising from ensemble combinations is usually the result of a reduction
in variance. Variance measures how much a learning algorithm’s guess bounces around
for different training sets. Variance is therefore associated with overfitting: if a method
overfits the data, the predictions for a single instance will vary between samples. Both
boosting and bagging are capable of reducing variance, and hence are immune to the
model overfitting problem. With an imbalanced data set, small class samples occurring
infrequently, models that describe the rare classes have to be highly specialized. Stan-
dard learning methods pay less attention to the rare samples as they try to extract the
regularities from the dataset. Such a model performs poorly on the rare class due to the
introduced bias error. Bagging is believed to be effective for variance reduction, but not
for bias reduction. AdaBoost and SMOTE, however are stated to be capable of both
bias and variance reduction.

1.1 Boosting Algorithms

There are several boosting algorithms for classification of imbalanced data in the lit-
erature. All boosting algorithms can be divided into two categories The first category
represents those that can be applied to most classifier learning algorithms directly, such
as AdaCost[9], CSB1 and CSB2 [10], and RareBoost [11], the second category in-
cludes those that are based on a combination of the data synthesis algorithm and the
boosting procedures, such as SMOTEBoost [13], and DataBoost-IM [13]. Synthesiz-
ing data may be application-dependent and hence involves extra learning cost. We only
consider boosting algorithms that can be applied directly to most classification learn-
ing algorithms. In this category, Ada-Cost, CSB1 and CSB2 employ cost items to bias
the boosting towards the small class, and RareBoost. The AdaBoost algorithm weights
each sample to reflect its importance and places the greatest weights on those samples
which are most often misclassified by the preceeding classifiers. The sample weighting
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strategy is equivalent to re-sampling the data space combining both up-sampling and
down-sampling. Boosting attempts to reduce the bias error as it focuses on misclassi-
fied samples [9]. Such a focus may cause the learner to produce an ensemble function
that difers significantly from the single learning algorithm. When the AdaBoost algo-
rithm is adopted to tackle the class imbalance problem. Hence some of the advantages
of AdaBoost for learning imbalanced data: 1.Applicable to most classifier learning al-
gorithms. 2.AdaBoost algorithm is equivalent to resampling the dta space combining
both up-sampling and down-sampling. 3.As a resampling method, Adaboost updates
the data space automatically eliminating the extra learning cost for exploring the opti-
mal class distribution.

1.2 SMOTE: Sythetic Minority Oversampling Technique

Synthetic Minority Oversampling Technique involves the process in which the minor-
ity class is oversampled by creating synthetic examples rather that by oversampling
with replacement. Firstly, the minority class is oversampled by taking samples from the
minority class and then introducing synthetic examples along the nearest neighbours of
the minority class. Secondly, the majority class is under-sampled by randomly removing
samples from majority class until the minority class becomes some specified percentage
of the majority class.Thus a combination of under-sampling and over-sampling leads to
the initial bias of the learner towards the majority (negative) class being reversed in
favor of the minority (positive) class. The classifiers are generally taken to be SVM and
NN learned on the datset by ”SMOTING” the minority class and under-sampling the
majority class[12].

1.3 Protein Contact Map

Figure 1 shows 3D structure of protein (2IGD,Sequence length:61) and the correspond-
ing cartoon topology of protein structure. The two dimensional representation of this

Fig. 1. 3D Structure and Cartoon topology for Protein :2IGD
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structure is called a contact network which is a symmetric square matrix. The contact
matrix C is obtained by taking a map from the amino acid (aa) sequence of the protein
to itself with C(a,b) = 1 if aminoacid residue a is in proximity with b, say within 7
Angstrom units, otherwise zero. Protein contact maps are intermediary representations
which are found to be useful to analyze the structural properties of proteins. [25,22].
Our work involves extracting useful features from the contact matrices and utilize them
effectively for the protein fold prediction problem. Without loss of generality consider
the lower triangular matrix for this study.

2 Methodology

Ding et al. consider features from sequences and construct a feature vector of dimen-
sion 20. Shamim et al. consider some additional features totalling upto 100 and also
consider both sequence and secondary structural features. More recently, Chmielnicki
and et al. apply the multi-class support vector machine classifier for protein fold recog-
nition problem[18]. To the best of our knowledge the boosting techniques have not been
applied to this problem.

2.1 Data Set

The data set of Ding et al is considered as a bench mark data in the literature [23],for
protein folds. This data set contains proteins with less than 35-40% sequence identity
representing all classes and further contains proteins belonging to 27 most populated
folds, representing all major structural classes of all alpha, all beta, alpha + beta and
alpha / beta. Along with the data set of Ding et al we use the recently updated database
that holds consensus view of fold space based on SCOP, CATH and DALI [2,20,17].
This database is designed such that proteins domains are classified as a protein fold if
they agree in at least two of three classification systems. These proteins are then down-
loaded from the protein data bank [21] for which the contact map is computed. The
contact matrices of the map form the input data set for the classification experiments.
Useful features are to be computed for these proteins. In the literature, amino acid com-
position, physico-chemical properties and secondary structural properties have been
considered as features for classification. Ding [23]et. al consider 20 dimensional fea-
ture vectors and Nagarajaram et al use 100 such features for the protein fold prediction
problem [24]. We propose novel contact map features along with the features proposed
in the earlier paper [14] to form an eleven dimensional feature vector representation.
We choose training set to have 244 sequences and testing set with 296 sequences.

2.2 Feature Extraction

If one looks at regions within contact maps in figure 2, it shows how the secondary
structure interactions are nicely embedded within a contact map. The challenge then is
to distinguish the differences in the patterns and automate the procedures such that these
can be run on huge data sets. The secondary structures are visible along the diagonal in
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Fig. 2. Eight Directional Bit Positions and Protein 2IGD diagonal masked contact map

the contact map and the clusters seen away from the diagonal represent interactions be-
tween different secondary structures due to the folding of the protein chain. As proteins
belonging to the same fold have highly similar arrangement of the secondary structures,
we hypothesize that their corresponding contact maps exhibit similarity.The figure 1
shows Left:3D structure of protein (PDB file 2IGD,Sequence length:61) Right: The car-
toon topology of protein structure. In this paper eleven features are derived : Number of
helices, minimum helix length, maximum helix length, number of betas, minimum beta
length, maximum beta length, number of clusters, minimum cluster density, maximum
cluster density, number of parallel sheets and number of orthogonal sheets. The first six
features are the secondary structure features derived from the diagonal proposed in an
earlier paper [14]. Here we propose a novel yet simple method, the EightNeighbour Al-
gorithm, to extract patterns in the off-diagonal region to compare similarity of contact
maps. The remaining five features from the off-diagonal contact maps are derived from
the Eight Neighbour Algorithm. EightNeighbour Algorithm In this algorithm off diago-
nal contact map pattern cannot be splitted. The figure 2 shows Left: Eight directional bit
positions. If bit position is ’1’ then mask the corresponding bit and read the neighbour
pixel. This process will be repeated in eight directions until the whole contineous pat-
tern is completed. The minimum density of the pattern is five and the maximum density
depends on the size of the protein.

2.3 Direction Features

The interactions are labled using the density of the cluster it means that how many
pairs of amino acid contacts are present in 2IGD protein contact map. The covariance
of each pattern in the contact map is computed in order to predict the direction of
the pattern whether the pattern is along or away from the diagonal. If the covariance
value is negative, the pattern is labelled as antiparallel sheet. If the covariance value is
positive the pattern is identified as parallel sheet. If it is zero the pattern can be either
parallel or antiparallel. Figure 2 shows Right:the contact map of the protein 2IGD. The
cyan colour patterns represent the antiparallel sheets, orange colour pattern represents
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the parallel sheet and the green colour dots represent the helix information along the
diagonal. Feature Sets Different feature sets are constituted to analyze the performance
of the classifier with respect to the features

Feature set 1: secondary structural features from the diagonal region of the contact
map: number of helices, minimum and maximum helix length, number of betas, mini-
mum and maximum beta length (6).
Feature set 2: Cluster features : number of clusters, minimum cluster density, maxi-
mum cluster density, number of parallel and anti-parallel sheets (5).
Feature set 3: Diagonal + Cluster : number of helices, minimum and maximum helix
length, number of betas, minimum and maximum beta length, number of clusters, min-
imum cluster density, maximum cluster density (9).
Feature set 4: Diagonal + Cluster + Direction : number of helices, minimum and max-
imum helix length, number of betas, minimum and maximum beta length, number of
clusters, minimum cluster density, maximum cluster density, number of parallel and
number of anti-parallel sheets (11).

2.4 Related Literature

Shamim et al. developed a new method for protein fold recognition using structural in-
formation of amino acid residues and amino acid residue pairs. They developed a SVM
based classifiers that combines secondary structural state and solvent accessibility state
frequncies of amino acids and amino acid pairs as feature vectors. They worked on an
extended data set of Ding et al. which consists of 2554 proteins.Ding et al. consider
the six feature sets extracted independently from protein sequences. One may apply
machine-learning techniques based on a single parameter set for protein fold predic-
tion. We found that using multiple parameter sets and applying majority voting scheme
leads to increase better prediction accuracy. Alternatively, one may combine different
parameter sets into one dataset so that each protein is represented by a 125-dimensional
feature vector. Ding and Dubchak et. al consider features from protein sequences and
their dimensions are 20. Nagarajaram and Shamim et al.consider some additional fea-
tures counting to 100 and also increase the dataset size. The authors consider both se-
quence and secondary structural features. More recently, Wieslaw Chmielnicki and et.
al apply the multi-class support vector machine classifier for protein fold recognition
problem[18]. In this paper we intend to improve the accuracy of protein fold prediction
classification by using SMOTE (Synthetic Minority Over-sampling TEchnique).

3 Classification Results

Machine learning methods like Support Vector Machines and Neural Networks are
very powerful classifiers and have been used for protein structure prediction and fold
prediction considering features from amino acid sequence[24,16]. On the other hand,
these classifiers are not suitable for unbalanced data like protein classification data. The
datasets have imbalanced data distribution, where some classes of data may have a few
training samples compared to other classes. For our dataset, we found that radial basis
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Table 1. Classifcation results of SVM Support Vector Machine with different Kernels

Different Features LKernel PKernel RBF
Featureset 1 21.62 25.33 25
Featureset 2 23.98 25.33 21.95
Featureset 3 24.32 27.36 19.25
Featureset 4 29.72 27.70 19.93

Table 2. Classification of SCOP structural classification of a protein into the 4-major structural
classes

Class Shamim et al. Ding et al. SMOTE SVM
All-Alpha 78 55 75.06 31.5
All-Beta 56 33.18 69 50.02

Alpha+Beta 35.8 31.4 63.3 25.33
Alpha/Beta 45.9 42.26 54 29.6

Average 53.925 40.46 65.34 34.15

Table 3. Ten fold classification of Alpha+Beta Class-Average True Positive:54%

TP FP Precision Recall F-Measure ROC Area Class
0.708 0.019 0.607 0.708 0.654 0.886 72
0.500 0.013 0.579 0.500 0.537 0.825 87
0.423 0.022 0.458 0.423 0.440 0.769 110

Table 4. Ten fold classification of Alpha/Beta Class-Average True Positive:63%

TP FP Precision Recall F-Measure ROC Area Class
0.190 0.027 0.200 0.190 0.195 0.63 46
0.810 0.020 0.586 0.810 0.680 0.941 47
0.905 0.008 0.792 0.905 0.844 0.949 48
0.591 0.015 0.591 0.591 0.591 0.828 51
0.500 0.002 0.909 0.500 0.645 0.868 54
0.667 0.008 0.762 0.667 0.711 0.870 57
0.625 0.012 0.682 0.625 0.652 0.845 58
0.708 0.020 0.586 0.708 0.642 0.927 62
0.450 0.007 0.692 0.450 0.545 0.840 69

function does not work well, the linear kernel works better and the polynomial kernel
gives the best results. In Table 1 it is seen that the featureset 4 with linear kernel gives
the best results. Now we apply SMOTE based technique to increase the accuracy of
classification performance. The SMOTE algorithm rebalances the inadequate classes.
As an intial step take the maximum instance class in the training set and cope-up the
remaining class samples into that ratio maintained by the smote parameter k. Among
the proteins present in SCOP families, we consider in the top six folds of All-alpha, top
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Table 5. Ten fold classification of All Alpha Class-Average True Positive:74%

TP FP Precision Recall F-Measure ROC Area Class
0.87 0.005 0.875 0.875 0.875 0.93 1
0.64 0.014 0.667 0.640 0.653 0.85 3
0.85 0.013 0.680 0.850 0.756 0.96 4
0.66 0.007 0.778 0.667 0.718 0.82 7
0.75 0.020 0.600 0.750 0.667 0.90 9
0.72 0.008 0.722 0.722 0.722 0.88 11

Table 6. Ten fold classification of All Beta Class-Average True Positive:69%

TP FP Precision Recall F-Measure ROC Area Class
0.208 0.027 0.238 0.208 0.222 0.607 20
0.833 0.008 0.800 0.833 0.816 0.954 23
0.815 0.007 0.846 0.815 0.830 0942 26
0.708 0.013 0.680 0.708 0.694 0.909 30
0.875 0.003 0.913 0.875 0.894 0.956 31
0.667 0.013 0.667 0.667 0.667 0.862 32
0.571 0.010 0.667 0.571 0.615 0.803 33
0.667 0.020 0.571 0.667 0.615 0.841 35
0.750 0.013 0.692 0.750 0.720 0.911 39

nine folds of All- beta, top two folds of All alpha + beta and and All top nine folds of
alpha / beta. SMOTE increases the training set to 617 instances. Now 80% of the data
set is used for training the model and remaining 20% is used for testing. A ten fold cross
validation is carried out in all the experiments to remove any bias that a protein of the
dataset may impose on the classifier. A decision tree with J48 learning algorithm that is
available in the open source software system WEKA is used for the classification task
[19]. Classification experiments are conducted for different combinations of features
for the data set.

4 Conclusion

In this paper, we studied several important issues in protein fold recognition and pre-
diction in the context of a large number of folds using different techniques. We studied
one-against-one,one-against-others and all-versus-all methods. These mehtods are not
enough to improve prediction accuracy because of inadequate classes in dataset. As per
literature multiclass classification for unbalanced data is the important ongoing reser-
ach problem. The SMOTE algortihm is used to rebalance the data and to increase the
accuracy also. SMOTE proves to be useful for the classification problem of protein fold
prediction.It can be seen that some of the structural classes like Alpha/Beta have very
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low performance accuracy inspite of applying the boosting algorithm. It is still desirable
to extract relevant features which is part of the ongoing study.

Acknowledgements. We thank Dr Somdatta Sinha of CCMB, Hyderabad who intro-
duced us to the problem of analysis of protein contact map.
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Abstract. Following the approach of defining a set through its characteristic 
function and a multiset (bag) through its count function, Tripathy, Ghosh and 
Jena ([3]) introduced the concept of position function to define lists. The new 
definition has much rigor than the earlier one used in computer science in gen-
eral and functional programming ([2]) in particular. Several of the concepts in 
the form of operations, operators and properties have been established in a se-
quence of papers by Tripathy and his coauthors ([3, 6, 7, 8]. Also, the concepts 
of fuzzy lists ([4]) and that of intuitionistic fuzzy lists ([5]) have been defined 
and studied by them. Recently an application to develop list theoretic relational 
databases and operations on them has been put forth by Tripathy and Gantayat 
([9]). In the present article we provide another application of this approach in 
defining data structures like Stack, Queue and Array. One of the major advan-
tages of this approach is the ease in extending all the concepts for basic lists to 
the context of fuzzy lists and intuitionistic fuzzy lists. We also illustrate this ap-
proach in the present paper. 

Keywords: Lists, Stack, Queue, Array, Fuzzy lists, Intuitionistic Fuzzy lists. 

1    Introduction 

It is well known that the notion of a set and its characteristic function are interchange-
able concepts. Similarly, the notion of a bag and its count function ([10]) are inter-
changeable concepts. So, it is natural to think of some such characteristic for lists, one 
of the most widely used data structures in the field of Computer Science. This could 
be realized by Tripathy, Ghosh and Jena ([3]), where they introduced the notion of 
position function for lists. As a continuation of their effort, they defined many con-
cepts associated with lists through this new definition and also established several 
theorems which reveal the properties of lists. This study was further carried out in [6] 
and [7]. Just to recall, both the number of times elements occur and the order of their 
occurrence are important in a list. In a bag only the numbers of times elements occur 
are important. In the definition of a set the order of occurrence of elements is unim-
portant and the repetition of elements is considered as illegal. 
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The notion of fuzzy sets introduced by Zadeh ([11]) is an important model to cap-
ture impreciseness in data. The notions of fuzzy bags and fuzzy lists were not consi-
dered in literature before these were defined by Tripathy et al [4]. The concept of in-
tuitionistic fuzzy sets introduced by Atanassov ([1]) is an extension of the notion of 
fuzzy sets and is a better model than fuzzy sets to model impreciseness in data. As it 
is natural, the concept of intuitionistic fuzzy lists was defined and their properties 
were studied by Tripathy et al ([5]). 

Recently, as an application of the new definition of lists, a framework of relational 
data model and some operations on it have been defined by Tripathy et al ([9]). In this 
article we study another application of lists in realizing data structures. A list is de-
fined as a linearly ordered collection of elements of similar data types with single or 
multiple occurrences. Since stack, queue and array are linear data structures; we es-
tablish here as how these data structures can be implemented using lists and opera-
tions on them. The operations on these data structures are, generally, insertion or dele-
tion of an element, searching an element or finding its position and replacement of an 
element at a particular position by another element. 

Also, we shall define these data structures in their fuzzy and intuitionistic fuzzy 
versions which can be used in some real time applications in the forth coming papers. 
Perhaps these concepts are used by us for the first time in the sequel. To be precise, in 
this article we have shown how the operators and operations of lists, fuzzy lists and 
intuitionistic fuzzy list can be used in defining data structures like stack, queue, array 
and operations on them. This creates a background basing upon which packages on 
lists and their applications can be developed dealing with data structures. The impor-
tant factor is that once the basic operations are developed using functional program-
ming the development of packages becomes easy.  

The organization of the paper from this point onwards is as follows. We introduce 
some of the definitions of concepts associated with the new definition of list, which 
has been developed in different papers as mentioned above in section 2. We state two 
theorems to be used in the sequel. In section 3 we introduce several data structures us-
ing lists and operations on them. Also, we illustrate the execution of these operations 
through suitable examples. In section 4 we provide some concluding remarks. We end 
up the paper with a bibliography of referred works. 

2    Definitions and Properties 

Definition 2.1: A list L drawn from a set X is represented by a position function PL, 
defined as PL: X → P(N), where P(N) denotes power set of the set of non–negative in-
tegers N. 

Definition 2.2: For any finite list L drawn from X, the cardinality of L is        denoted 
by #L and is defined as 

# | ( ) |L P XLx X
= 

∈
, 

whenever the right hand side exists. In this case L is said to be finite,  otherwise L is 
said to be infinite. 
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Definition 2.3: For any finite list L drawn from X, the reverse of L, denoted by 
rev(L) is a list on X, and is given by the position function, 

( ) ( ) ( ){ }# - 1 - : Lrev LP x L t t P x= ∈  for each x∈ X. 

Definition 2.4: For any finite list L drawn from X, the head of L is an element  
denoted by hd(L), where  hd(L) = x   if  0 ∈ PL(x). 

Definition 2.5: Let L be a list. We define the tail of L denoted by tl(L) as 

( ) ( ) { -1: ( ), 0}.tl L LP x t t P x t= ∈ ≠  

Definition 2.6: For any list L we define the functions init and last as: 

init(L) = rev(tl(rev(L))) and 
last(L) = x;  if (# 1) ( ).LL P x− ∈  

Definition 2.7: For any x X∈ and a list L drawn from X, we denote the list which is 
obtained by adding an element x at the beginning of the list L by     cons(x, L) and de-
fine it by its membership function, 

( , )

{ 1: ( ), ;
( )

{0} { 1: ( ), .
L

cons x L
L

r r P y if y x
P y

r r P x if y x

− ∈ ≠
=  + ∈ = 

 

Definition 2.8:  A list L is empty if PL(x) = φ for each x ∈ X and denoted as  L = [ ]. 

Definition 2.9: Let L1 and L2 be two finite lists drawn from X. Then we  define the 
concatenation of L1 and L2 denoted by L1╫L2 and is given by the  position function, 

||1L
P( ) ( ) ( ) ( ){ }1 22

 # :1L LL
x P x L t t P x= ∪ + ∈  ∀ x X∈ . 

Definition 2.10: Let L be finite list drawn from X and [x] be a singleton list. Then the 
position function of the list L – [x] is defined as follows. 

Case-I: ( )LP x φ≠  

( )
( ) ( )}{ ( ) ( ){ }

( ) ( ){ } - [ ]

: , min - 1 : , min ,  ;

 - 1 : , min ,  . 

L L L

L x

L L

r r P y r P x r r P y r P x if y xLP y
r r P x r P x if y x

∈ < ∈ > ≠
=

∈ > =





  

Case-II: ( )LP x φ=
             ( ) ( )-[ ]  LL xP y P y=  

 
Definition.2.11: Let L1 and L2 be two lists drawn from X, then the zip of L1 and L2 is 
given as 

( ) ( )
,1 2

,
zip L L

P x y  ( ) ( )
1 2

 L LP x P y= ∩  

Definition.2.12: For any two finite lists L and L′ drawn from X, the difference of the 
lists L – L′ is given by its position function, defined recursively by 

'
{ [ ( ')]} ( ')

( ), ' ;
( )

( ), .
L

L L
L hd l tl L

P x if L is an empty list
P x

P x otherwise−
− −


= 
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Definition 2.13: Let L be a finite list drawn from X. Then the take operator on L, for 
any given n ∈ N, is denoted by take(n, L) and it is a list whose position function is 
given by 

( , )

, min ( ) ( ) ;
( )

{ : ( )}, ( ).
L L

take n L
L L

if n P x or P x
P x

r r n and r P x if n P x

φ φ≤ =
=  < ∈ >

 

Definition 2.14: Let L be a finite list drawn from X. Then, for any n ∈ N the drop op-
erator on L is denoted by drop(n, L) and it is a list whose position function is given by 

( , )

, max ( );
( )

{ : ( )}, max ( ).
L

drop n L
L L

if n P x
P x

r n r n and r P x if n P x

φ >
=  − ≥ ∈ ≤

  

Definition 2.15: For any list L drawn from X and any natural number n, we define the 
element index(L, n) as x ∈ X, such that  

x = hd(take(n+1,L) – take(n, L)). 

The following two properties of lists, which are Theorems established in ([6]) are to 
be used in the coming sections: 

Theorem 2.1: If L1 and L2 are the lists drawn from X and f is a mapping from X into 
X, then for any n ∈ N, 

a)                         1

1 2
1 1 2

( , ), # ;1
( , )

( # , ),  # .1

take n L if n L
take n L L

L take n L L if n L






≤
=

− >
╫  

╫
 

b)  ( ) ( )
( )

1 2 1
1 2

1 2 1

,     ,       # ;
,      

– ,    ,       # .

drop n L L if n L
drop n L L

drop n L L if n L

 ≤= 
>

╫
╫  

Theorem 2.2:  For any n ∈ N and for lists L1 and L2 drawn from X, 

( ) ( )
( )

1 1

1 2

2 1 1

, ,                   # ;
 ,  

,   –  # ,     # .

index L n if n L
index L L n

index L n L if n L

<= 
≥

╫  

3    Data Structures through Lists  

A list is a linearly ordered collection of elements of similar data types with single or 
multiple occurrences. Since stack, queue and array are linear data structures; we shall 
establish how these data structures can be implemented using lists and operations on 
them can be realized through operations on lists established mentioned in section 2 
and by other authors. The operations on these data structures are, generally, insertion 
or deletion of an element, searching an element, or finding its position and replace-
ment of an element at a particular position by another element. 

We shall establish the applications of lists and properties on them by showing the 
representation and operations on these data structures in the following. 
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3.1    Implementation of a STACK and Its Operations 

A stack is a linearly ordered set of elements and the operation on elements in it fol-
lows the LIFO (Last In First Out) principle. The insertion and the deletion of an ele-
ment is done from one end of this linear structure with the other end being fixed. A 
stack has a fixed size, which is the maximum number of elements, it can store in it. 
The beginning of the structure, which is a location in computer memory, is called the 
‘BOTTOM’ of the Stack. At any instant of time there is a variable called STACK 
pointer, which contains the position of the latest element inserted into the stack. This 
position is called the ‘TOP’ of the stack. The process of inserting a new element into 
the stack is called PUSH and the process of deletion of an element from a stack is 
called POP, which is done from the TOP of the stack. 

Suppose the size of a stack S at any point of time is #S and M is its maximum size. 
In the beginning we take S = [ ]. 

3.1.1 Insertion or Addition of an Element in S 

PUSH(x, S) =      S ╫ [x]   , if #S < M; 

         Overflow,  if #S = M. 

3.1.2 Deletion or Removal of an Element from S 
POP(S) =          init(S), if #S > 0; 

          [ ]     , if #S = 0. 

3.1.3    To Get the Top of the Elements from S 
TOP(S)  =  last(S), if #S ≠ 0. 

3.1.4 To Find  an Element at the ith Position from the Top of S 
PEEP(S, i)  = hd(drop (#S – i, S))  or 

last(take(#S – i+1,  S));  where 0 ≤  i  ≤ #S. 

3.1.5 To Check whether the Stack S is Empty or Not 
EMPTY(S) = True , if #S = 0. 

We shall illustrate the above operations in the following example. 
 
Example 3.1: Consider the following list of five names. 

 S = [“John”, “Sonu”, “Rama”, “Samir”, “Tom”]. 

Here #S = 5. Let the list size M = 10. Then we can insert at most 5 names in the list. 
 (a) Suppose we want to insert a name x =  “Anu” in the stack. 

PUSH(“Anu”, S)  = S ╫ [“Anu”]  
  = [“John”,“Sonu”,“Rama”,“Samir”,“Tom”,“Anu”]. 

(b) POP(S)       = delete the last element of the list S 
     = init[“John”, “Sonu”, “Rama”, “Samir”, “Tom”]  
     = [“John”, “Sonu”, “Rama”, “Samir”] 

(c) PEEP(S,2) = hd(drop(3,S)) = hd([“Samir”,“Tom”]) = [“Samir”]. 
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3.2    Implementation of a QUEUE and Its Operations 

A Queue is a linearly ordered set of elements which works on the FIFO (First In First 
Out) principle, that is, insertion or addition of elements take place at the end of the 
queue and deletion or removal of elements takes place from the beginning of the 
queue. 

Suppose that a queue Q with the maximum size M, where M > 0 and Q contains 
#Q number of elements. Suppose x is an element of X, used in the operations. 

3.2.1     Insertion or Addition of an Element into Q 

Q-INSERT(x, Q) =  Q ╫ [x], if #Q < M ;  
    Overflow, if #Q ≥ M or size of Q is  

fixed. 

3.2.2 Deletion or Removal of an Element from Q 

Q-DELETE(Q) =  tl(Q) ,  if #Q > 0; 
   underflow, otherwise. 

3.2.3 To Get an Element from Q 
 a) Front element of Q: 
  FRONT(Q) = hd(Q) , if #Q ≠ 0; 
     [ ] , otherwise. 

b) Rear element of Q: 
REAR(Q) = last(Q) , if #Q ≠ 0; 

[ ] , otherwise. 

3.2.4 To Check the Q is Empty or Not 

EMPTY(Q) =  True , if #Q = 0. 
 
Example 3.2: Consider the same example as given in Example 2.1., where the given 
list is a queue.  

That is, Q = [“John”, “Sonu”, “Rama”, “Samir”, “Tom”].  

Here #Q = 5. Suppose we want to insert a name x = “Anu” in a queue. 

a) Q-INSERT(“Anu”, Q)  
        =  Q ╫ [“Anu”] = [“John”, “Sonu”, “Rama”, “Samir”, “Tom”, “Anu” ]. 

b) Q-DELETE(Q)  = tl(Q)  
=  tl([“John”, “Sonu”, “Rama”, “Samir”, “Tom”])                            

= [“Sonu”, “Rama”, “Samir”, “Tom”]. 

c) FRONT(Q)  = hd([“John”, “Sonu”, “Rama”, “Samir”, “Tom”])  = “John” 

d) REAR(Q)   = last([“John”, “Sonu”, “Rama”, “Samir”, “Tom”]) = “Tom” 
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3.3    Implementation of ARRAYS and Operations on Them 

An array is a finite linearly ordered set such that an element can be inserted at any po-
sition and deleted from any position of the array.  

An array is a finite list. Suppose A is an array of size M. The number of elements 
in an array A is #A. Suppose x is an element used in the operation. All the operations 
on arrays are basically operations on finite lists.  

3.3.1 Insertion of an Element 
Insertion of an element can take place at the following positions. 

(i)    at the beginning of an array  (ii) at the end of an array 
(iii) at any position inside an array 

i. At the beginning of an array:  

B-INSERT(x, A) = cons(x, A), if #A < M. 

ii. At the end of an array: The operation is same as in the case of a Stack and a 
Queue. 

E-INSERT(x, A) = A ╫ [x], if #A < M. 

iii. At any position of an array: 

          INSERT(x, i, A) = take(i - 1, A) ╫ [x] ╫ drop(i -1, A),  if  1 ≤ i ≤ #A < M. 

3.3.2    Deletion of an Element 
Deletion can be take place from the following positions. 

(i)    from the beginning of an array   (ii) from the end of an array 
(iii) from any position of an array 

i. From the beginning of the array: 
B-DELETE(A)   =  init(A),  if  1 ≤ #A; 

[ ]        ,  if  #A =0. 

ii. From the end of the array: 

E-DELETE(A) = tl(A),  if #A > 0. 
iii. From any position of the array: 

DELETE(i, A)  = take(i -1, A) ╫ drop(i, A),  if  i ≥ 1; 

where i  is the location or position in the array. 

3.3.3    Retrieval of an Element from an Array 

To retrieve an element from an array we can use the GET operation. This operator can 
be implemented in the following cases. 

a) from the beginning of a array b) from the end of an array 
c) from any position of an array 

a) From the beginning of an array:   

B-GET(A) = hd(A),  if #A > 0. 
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b) From the end of an array:  

E-GET(A) = last(A), if #A > 0 and #A -1 < M. 

c) From any position of an array:  

GET(i, A) = hd(take(i, A) – take (i-1, A)), if 0 < i < #A. 

3.3.4    To Find the Next Element of an Array At the Position i 

NEXT(i, A) =  hd(take(i + 1, A) – take (i, A)), if 0 ≤ i ≤ #A. 

3.3.5    To Find the Previous Element of an Array at the Position i 
PREVIOUS(i, A) =  hd(take(i – 1, A) – take (i – 2, A), if 2 ≤ i < #A. 

Example 3.3.1:  Consider the array of numbers A, given by 

A = [1, 5, 3, 1, 6, 8, 9]. Here #A = 7.  

Suppose the maximum array size is 10. Now we use the above   operations for this ar-
ray, i.e. INSERT, DELETE and GET. 

3.3.1.1    Insertion Operation 
Suppose we want to insert an element x = 15 in the array. 

i. Insertion at the beginning:  

B-INSERT(15, A)  = cons (15, A)  = [15, 1, 5, 3, 1, 6, 8, 9] 

ii. Insertion at the end: 

E-INSERT(15, A) = A ╫ [15]  = [1, 5, 3, 1, 6, 8, 9] ╫ [15]  
= [1, 5, 3, 1, 6, 8, 9, 15] 

iii. Insertion at any position: 

Suppose i = 4, and x = 15. 

INSERT(15, 4, A) = take(4 - 1, A) ╫ [15] ╫ drop(4 -1, A)  

= take(3, A) ╫ [15] ╫ drop(3, A)  = [1, 5, 3] ╫ [15] ╫ [1, 6, 8, 9] 

= [1, 5, 3, 15, 1, 6, 8, 9] 

(i) To find the next and previous element at the position i = 4: 

NEXT( 4, A)  =  hd(take(5, A) – take (4, A)) 
    = hd([1, 5, 3, 1, 6] – [1, 5, 3, 1]) = hd([6])  = 6 

PREVIOUS(4, A)   = hd(take(3, A) – take (2, A))  

= hd([1, 5, 3] – [1, 5]) = hd([3]) = 3 

3.3.1.2   Deletion Operation 

i. Deletion from the beginning: 

B-DELETE(A) = tl(A) = tl [1, 5, 3, 1, 6, 8, 9] = [5, 3, 1, 6, 8, 9] 
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ii. Deletion from the end: 

E-DELETE(A) = init(A) = init [1, 5, 3, 1, 6, 8, 9] = [1, 5, 3, 1, 6, 8] 

iii. Deletion from any position: 

 Suppose we want to delete an element from the position i = 3. 

DELETE( 3, A)  = take(2, A) ╫ drop(3, A) = [1, 5] ╫ [1, 6, 8, 9]  

= [1, 5, 1, 6, 8, 9] 

3.3.1.3   GET Operation 

i. To get an element from the beginning: 

B-GET(A) =  hd(A)  = 1. 

ii. To get an element from the end: 

E-GET(A) =  last(A) = 9. 
iii. To get an element from  any position: 

Suppose the position of the element i = 5. 

GET(5, A)   = hd(take(5, A) – take (4, A))  = hd ([1, 5, 3, 1, 6] – [1, 5, 3, 1])  
       = hd([6])  = 6. 

4    Conclusion 

The definition of lists using the notion of position function as defined by Tripathy et 
al in 2001 has been further extended to define the notions of Fuzzy lists [4] and intui-
tionistic fuzzy lists [5]. Application of this new approach has made it simple to define 
these extended notions and define their properties. Recently one application of these 
new approaches has been made to define the relational model. In this paper we pro-
vided the realization of data structures like queue, stack, and array using the modified 
definition. Many other data structures can also be implemented in a similar manner. 
Also, we have extended these data structures to define their fuzzy as well as intuitio-
nistic fuzzy versions. A package on lists and operations on them can be developed and 
then used for developing the above data structures following the methods provided in 
this article. The applications of these data structures can be practically implemented in 
job scheduling in operating systems, memory allocations, and similar types of some 
real life operations, which we propose as a direction for further research. 
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Abstract. In recent years, the development in Information technology has un-
leashed new challenges and opportunities for new authentication systems and 
protocols. Authentication ensures that a user is who they claim to be. The trust 
of authenticity increases exponentially when more factors are involved in the 
verification process. When security infrastructure makes use of two or more 
distinct and different category of authentication mechanisms to increase the 
protection for valid authentication, It is referred to as Strong Authentication or 
Multifactor Authentication. Multifactor authentication uses combinations of 
"Something you know," "Something you have,", "Something you are" and 
“Somewhere you are”/“Someone you know”, to provide stronger remote au-
thentication than traditional, unreliable single-factor username and password 
authentication. In this paper we do a survey on the different aspects of multifac-
tor authentication, its need, its techniques and its impact. 

Keywords: Multi Factor Authentication, One Time Passwords, OTP,  
Biometrics. 

1   Introduction 

An authentication system determines how a user is identified and verified to the com-
puter. Verification of user’s identity is the main goal behind an authentication system, 
that is the user is actually who they say they are. 

E-commerce has endured a huge hit in the last years due to authentication issues. 
Traditional reusable passwords have reached their breaking point and organizations 
and security conscious individuals are searching for an adaptive, flexible, secure and 
affordable solution to meet the increasing and ever changing business and user needs. 
In the traditional methods, a system that requires authentication challenges the user 
for a secret, typically a pair of username and password. The entry of the correct pair 
grants access on the system’s services or resources. Unfortunately, this approach is 
susceptible to several vulnerabilities and drawbacks. These shortcomings range from 
user selected weak or easily guessable passwords to more sophisticated threats such 
as malware and keyboard sniffers. 
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Existing authentication methodologies involve three basic “factors”: 

• Something the user knows: Knowledge Factor (e.g., password, PIN)  
• Something the user has :Inherence Factor (e.g., ATM card, smart 

card)  
• Something the user is: Ownership factor (e.g., biometric characteris-

tic) [1]   
      One more recent inclusion is the fourth factor that is associated with “Some-

one you know”: Social Factor. 
 

Multi-factor authentication methods are difficult to compromise than single-factor 
methods. Let us take for example, the use of a logon ID/password is single-factor 
authentication (i.e., something the user knows); whereas, an ATM transaction requires 
multifactor authentication: something the user possesses (i.e., the card) combined with 
something the user knows (i.e., PIN). “Out-of-band” controls for risk mitigation can 
also be included in multifactor authentication methodology. An effective authentica-
tion method should have customer acceptance, reliable performance, scalability to 
accommodate growth, and interoperability with existing systems and future plans [1].  

Multifactor authentication methods, properly designed and implemented, are more 
reliable and stronger fraud deterrents [1]. 

Another aspect when considering the kind of authentication to employ is the clients 
required security and risk assessment. For an E-commerce environment, The risk 
should be evaluated in light of the type of customer; the customer transactional capa-
bilities; the sensitivity of customer information being communicated to both the insti-
tution and the customer; the ease of using the communication method; and the volume 
of transactions. The adequacy of such authentication techniques should be assessed by 
Institutions in light of new or changing risks such as phishing, pharming, malware, 
and the evolving sophistication of compromise techniques. 

The main emphasis should be on building a good Risk assessment models to calcu-
late the mitigated risks. The risk assessment process should: 

Identify all transactions and levels of access associated with Internet-based cus-
tomer products and services;  

• Identify and assess the risk mitigation techniques, including authentication 
methodologies, employed for each transaction type and level of access; and  

• Include the ability to gauge the effectiveness of risk mitigation techniques 
for current and changing risk factors for each transaction type and level of 
access. [1]  

In this paper, we first explore the simple authentication mechanisms that use a single 
factor to authenticate users and discuss its pros and cons. We also discuss the need for 
multifactor authentication and the circumstances that lead to its emergence. Then the 
paper focuses on multiple factors of authentication and its growth over the past few 
years. 



 A Comprehensive Study on Multifactor Authentication Schemes 563 

2   Single Factor Authentication 

The most prevalent authentication type in use is single-factor authentication. The 
features of this traditional (Username-Password) scheme can be listed as: 

• Easy to implement  
• Requires no special equipment  
• Easy to forget  
• Can be susceptible to shoulder surfing  
• Security based on password strength  
• Lack of identity check  
• Cost of support increases  

Many problems exist within the world of single factor authentication. The first name 
of username/password combination, the username, may seem non-threatening in a 
security sense. By knowing the username or even the current naming convention of 
the usernames in a single-factor authentication site, gives the potential hacker 50% of 
the information to gain access to vital information. 

The Microsoft Corporation has attempted to mitigate one of the inherit problems 
with the username/password combination. Microsoft has been a proponent of the idea 
of using “Strong Passwords.” Instead of having people use common names for pass-
word, Microsoft has detailed the use of using a combination of letters, numbers, and 
special characters for passwords. While guessing someone’s password will be more 
difficult if the password is “#$#rU78!” the use of strong passwords will still not deter 
individuals from writing their passwords down. In fact, the use of “strong passwords” 
will likely increase the number of times someone jots down their password, just so 
they do not forget it. [2] 

Possessing an ID card and swiping it to gain access into a facility is another basic 
example for single factor authentication. 

3   Multi-factor Authentication 

According to the FFIEC, 
“By definition true multifactor authentication requires the use of solutions from 

two or more of the three categories of factors. Using multiple solutions from the same 
category … would not constitute multifactor authentication.[1]” 

For applications that require greater security, it may be advisable to implement 
more than one type of the above mentioned schemes. The implementation thus gets 
termed as Multifactor authentication. 

One problem with implementing multifactor authentication generally is the lack of 
understanding of “true” multifactor authentication. Supplying a username and pass-
word (Both being Knowledge factors) is single factor authentication despite being 
multiple pieces of distinct information. Supplying additional information in the form 
of answers to challenge questions (Again Knowledge factor) is still single-factor au-
thentication. Adding a visual image for identification would still be single-factor  
authentication. An example of true Multi-factor Authentication is requiring the user to 
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insert something (Ownership factor) or requiring a valid fingerprint via biometric 
reader (Inherence factor). [3][4] 

3.1   The Second Factor 

In the most basic form, two-factor Authentication has been in the market for quite 
some time now. The classical example for this would be to possess an ATM card or a 
credit card (Ownership Factor) and using it along with a secret pin (Knowledge Fac-
tor) . This is how two-factor authentication has been implemented in the banking 
sector. In E-banking or investment sectors, there is a password (Knowledge Factor) 
and a token (Ownership Factor). The tokens can be delivered in many methods that 
will be discussed later. More on deployment of these tokens using USBs are discussed 
in [6]. 

Either the Ownership or the Inherence factor can be used alongside the Knowledge 
factor to implement two factor authentications. But the implementation ultimately 
depends on factors like cost, convenience, flexibility. Multi-factor authentications 
products make are a need for the day today. A solution is required that should be easy 
to use and administer and when combined with username/password scheme should 
provide reasonable security. Costs are the biggest issues when it comes to multifactor 
authentication, but there are a variety of options at varying price points. 

The advantage of implementing Two-factor Authentication using tokens can be 
listed as follows: 

• Reducing the Window of Opportunity  
• Eliminating Passive Attacks  
• Limited validity for the data obtained  
• Mitigating the Risk of Active Attacks  
• Increasing the Cost to Implement Fraud [7]  

The use of token along with the traditional username-password scheme for two-factor 
authentication is the concept of One Time Passwords. A One-Time Password (OTP) 
is valid for only one login session. The static password is usually changed either it has 
expired or when the user has forgotten it and needs to reset it. The static password are 
susceptible to cracking as they are cached on computer hard drives and stored on 
servers. By use of one-time password, password changes each time the user logs in. A 
one-time password system uses a different password every time you want to authenti-
cate yourself. Each password is used only once; thus, the term “one-time”. 

OTP’s can be implemented through hardware or software mechanisms. OTPs are 
not vulnerable to replay attacks, this means that if a potential intruder manages to 
record an OTP that was already used to log into a service or to conduct a transaction; 
he or she will not be able to abuse it since it will be no longer valid. For human beings 
its very difficult to memorize OTP so there is a requirement of additional technology 
in order to work. 

Randomness is employed by OTP generation algorithms as it is necessary because 
otherwise it would be easy to predict future OTPs from observing previous ones. 
There are variation in concrete OTP algorithms vary greatly with respect to their de-
tails. Various approaches for the generation of OTPs are: 
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a. OTP can be generated on time-synchronization between the authentication 
server and the client. More on Time Synchronized OTPs is discussed in [8]  

b. A new OTP can be generated based on the previous password by using a  
mathematical algorithm. An example of this type of algorithm, credited to 
Leslie Lamport, uses a one-way function as discussed in [9].  

c. Challenge-response one-time passwords will require a user to provide a re-
sponse to a challenge. For example, this can be done by inputting the value 
that the token has generated into the token itself. Duplicates can be avoided 
by using an additional counter is usually involved, so if one happens to get 
the same challenge twice, this still results in different one-time passwords. 
However, the computation does not usually involve the previous one-time 
password; i.e. usually this or another algorithm is used, rather than using 
both algorithms [9]. In another flavor of the challenge based OTP, The au-
thentication server displays a challenge (a random number) to the user when 
he attempts to authenticate. When the user enters the challenge number into 
the token, it executes a special algorithm to generate a password. This is 
done as the authentication server has the same algorithm, it can also generate 
the password. Thus the authentication of the user can be completed if the 
passwords match. 

 

The user should be made aware of the next use of OTP by different ways. Electronic 
tokens are being used by some systems that the user carries and that generate OTPs 
and show them using a small display. There are some systems which consist of soft-
ware that runs on the user's mobile phone. Yet other systems generate OTPs on the 
server-side and send them to the user using an out-of-band channel such as SMS mes-
saging. Also there is a technique employed by some system in which OTPs are 
printed on paper that the user is required to carry with them. 

One-time password systems can be easy to deploy. Some systems use one-time 
passwords generated on a hardware device that is communicated directly to the  
computer, say through a USB port. One-time password systems are generally accept-
able to customers, due to their similarity to password systems. 

The verifier will need special software and/or hardware. Protected storage and 
management of the base secrets is required. When a one-time password is used it can 
be used with any of the other systems if an attacker obtains it. Shorter windows  
reduce the scope of such attacks. Also, these attacks may be countered by protecting 
the communication channel. 

The table provides the general details of OTP from a security, cost and usability 
perspective. The generalization may differ affected by the difference in implementation. 

The other mechanism that can be used as the second factor of authentication in-
clude Terminal Profiling, TAN(Transaction Authentication Number) Lists, SMS to-
kens which can be either instant SMS tokens or Batch SMS tokens, Smart cards and 
Chip readers, Chip enabled USBs, Virtual Keypads and Biometrics. More on each of 
these is discussed in [5]. 
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Table 1. Different aspects of OTP [5] 

 
 
 
 
 
 
 
 
 

3.2   The Third Factor 

Biometric authentication allows for a physical characteristic of the user to be analyzed 
by an automated process in making an access control decision. Biometrics may be 
based on unchanging and unalterable physiological characteristics such as a finger-
print or retinal scan. A biometric system can provide either: Identification or Verifica-
tion. [13] 

Various biometric techniques and identifiers are being developed and tested, these 
include: 

• fingerprint recognition;  
• face recognition;  
• voice recognition;  
• keystroke recognition;  
• handwriting recognition;  
• finger and hand geometry;  
• retinal scan; and  
• iris scan.  

Generally, Biometrics is the preferred third factor to authenticate users in a system. 
Most systems can be combined with a biometric scanner such as a fingerprint scanner 
or an iris scanner. Use of Biometrics authenticates the user to the device rather than 
the authentication server. While easy to use, futuristic and fashionable, biometric 
sensors are still relatively expensive and increase the cost of the authentication device. 
[5]. 

Biometric authentication provides some inherent advantages as compared to other 
non-biometric identifiers since biometrics correspond to a direct evidence of the per-
sonal identity versus possession of secrets which can be potentially stolen. Moreover, 
most of the times biometric enrollment is executed in-person and in controlled  
environments making it very reliable for future use. Biometric authentication poses 
however several non-trivial security challenges because of the inherent features of the 
biometric data itself. Addressing these challenges is crucial for the large scale adop-
tion of biometric authentication and its integration with other authentication  
techniques and with access control systems. [14] 

A privacy preserving multifactor authentication protocol with biometrics has been 
proposed in [15]. Also, [16] proposes a truly three-factor authentication scheme. The 
three factors are of three different data types, where smart cards show what you have, 

Protection against Passive At-
tacks HIGH
Protection against Active 
  Attacks LOW to MEDIUM
  Initial Cost Involved MEDIUM
  Support and Usage Costs LOW to NONE
  Ease of Use MEDIUM
  Portability HIGH

Special Software for client 
required MOSTLY NO
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passwords represent what you know, and biometrics mean what you are, and they are 
all verified in the server. A generic framework for three-factor authentication in dis-
tributed systems has been described in [17]. 

3.3   The Fourth Factor 

A factor “Someone you know” is categorized as the fourth factor of authentication 
associated with the system of knowledge of some person. This principle of identifica-
tion by an entrusted person is being used from the beginning of mankind. In the elec-
tronic environment, this principle is used to verify and identify by e-mail or phone 
call. [6]. 

One practical implementation of this system involves a list of system of guaran-
tees. Authentication mechanisms a are applied on a group of users where one of the 
users with appropriate rights – a guarantee, uses his authentication devices for emer-
gency authentication of another user –an applicant. If a user loses or forgets his  
authenticator, A new guarantee who has appropriate rights, can provide a temporary 
access. One flavor of this mechanism has been implemented in RSA SecurID system 
as described in [10]. 

Kevin Mitnick describes several methods of obtaining unauthorized access by  
social engineering in [11]. Authentication by e-mail or phone is not reliable and suffi-
cient to identify a user to an authentication system. User identification and the guaran-
tee of identifying the user correctly are the most important factor here is the user  
identity verification process [5]. 

A proposal for the fourth factor authentication is described in [12]. 

4   Conclusion 

Reusable password protection systems are considered to be at one end of the authenti-
cation spectrum and are weak and vulnerable against the most prevalent and easily 
executed attacks. Strong Multifactor Authentication is absolutely necessary to provide 
a secure and reliable way of identifying users who need access to a system. There are 
many different ways of achieving strong authentication, all increase security by mag-
nitudes compared to simple password protection. 

Strong Authentication is an integral part of every security strategy and the right au-
thentication system needs to be designed considering the different factors discussed in 
this paper. More economical and secure options need to be made available which 
should be flexible and easy to adopt. 
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Abstract. Lack of robust segmentation against degraded quality image is one of 
the open issues in fingerprint segmentation. Good fingerprint segmentation  
effectively reduces the processing time in automatic fingerprint recognition sys-
tems. Poor segmentation result in spurious and missing features thus degrading 
performance of overall system. Segmentation will be more effective if done in 
accordance to the quality of image. Fingerprint images with high quality have 
wide range of features which can be used for segmentation than the low quality 
image, where the fingerprint features are not clearly visible. This paper focus on 
the two folded segmentation process comprising of quality evaluation and seg-
mentation based on it. Various global and local features are used for assessing 
quality of image and thereby using them for segmenting ridge area from plain 
background. The segmented images are compared using percentage of fore-
ground area to total area, genuine number of minutiae points extracted from 
segmented area. The time taken for image segmentation is also used as a per-
formance parameter. The proposed approach has been tested with images of dif-
ferent qualities from NIST and FVC data sets and the results are proven to be 
better than the conventional segmentation approaches. 

Keywords: OCL (Orientation Certainty Level), Quality Index, CM (Consisten-
cy Measure). 

1   Introduction 

Fingerprint segmentation is one of the first and most integral pre processing steps for 
any fingerprint verification/identification system. With the onset of the use of finger-
print recognition at large scale, there is rising demand to increase the reliability of 
fingerprint identification in non ideal conditions. A captured fingerprint image usually 
consists of two components-foreground region and background region .The poor qual-
ity images pose difficulty in detecting features from the image and hence may de-
crease the recognition performance. The aim of fingerprint segmentation is to identify 
and exclude un-interested regions and unrecoverable poor quality fuzzy regions from 
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the captured fingerprint image and keeps ridge area as foreground. After segmentation 
subsequent processing will be focused only on foreground of fingerprint image. 

Effective fingerprint segmentation can not only reduce the computation amount for 
post processing steps in the system, but also improve the reliability of extracted  
features notably [1]. Fingerprint image is segmented according to different features 
between ridge area and non ridge area. Previous studies demonstrate that the perfor-
mance of a fingerprint recognition system is heavily affected by the quality of finger-
print images [6], [7]. A number of factors can affect the quality of fingerprint images 
[11]: occupation, motivation/collaboration of users, age, temporal or permanent cuts, 
dryness/wetness conditions, temperature, dirt, residual prints on the sensor surface, 
etc. Unfortunately, many of these factors cannot be controlled and/or avoided. For this 
reason, assessing the quality of captured fingerprints is important for a fingerprint 
recognition system. When fingerprint images include a noisy background, feature ex-
traction algorithms extract a lot of false features.  

In this paper, segmentation is based on the quality estimation from the multiple 
features (local and global features both) captured from fingerprint image. In section 2 
the proposed algorithm is illustrated. Proposed algorithm consists of four phases:  
Pre-processing phase, Computing Quality index from various features, adaptive seg-
mentation in accordance to the quality index is applied and finally post processing 
phase is applied to merge the isolated blocks. Pre-processing phase consists of appli-
cation of Gaussian filter to weaken the noise effect captured from the sensor surface 
and quality estimation based on direction field is done. According to quality index of 
the input fingerprint image three approaches are used. For good quality index, domi-
nant ridge score and orientation certainty level is used for segmentation .For average 
quality input image, the adaptive gradient variance approach is combined with consis-
tency measure of fingerprint is used for segmentation .To increase the segmentation 
reliability for low quality images gradient based segmentation is used to approximate 
the foreground region of fingerprint images along with orientation reliability score. 
After the segmentation stage, post processing is done by taking into consideration the 
continuity of ridges in the neighboring blocks. The experimental results based on pro-
posed method is displayed in section 4 and in section 5, the conclusion is presented. 

2   Methodology: Problem Formulation and Proposed Approach 

The problem considered here is to extract foreground region from fingerprint image. 
For good quality image, a simple technique of tracing flow of ridges is enough to 
segmentation. In average or poor quality images the orientation flow is smudged by 
noise or some other factor, so tracing ridge flow alone may result in improper seg-
mentation. For segmentation of poor quality image where ridges are corrupted over 
fairly large portion of captured area, the reliability of orientation flow analysis needs 
to be assured before segmentation. 

The philosophy of the presented quality assessment based segmentation scheme 
lies in its multidimensional approach of analyzing and estimating quality indices of 
the fingerprint images. This multilayered technique acquires varied estimation factors, 
providing a broad base to the quality assessment system thereby improving segmenta-
tion robustness. The techniques in this arrangement complement each other, while 
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minimizing their individual weaknesses and reinforcing the overall system strength. 
The approach consists of: 

2.1   Preprocessing 

The image pre-processing process consists of image normalization [3] and Gaussian 
smoothing. We used normalization to normalize the gray-level variations. After that, a 
5x5 Gaussian filter was applied to reduce the amount of noise in the image. 

2.2   Image Quality Assessment Using Multi-level Factors 

First of all, we consider which factors are important when a person evaluate the quali-
ty of a fingerprint image using human visual system, which can help us establish  
better evaluation system. It's obviously that the first impression is whether the fore-
ground of the fingerprint image can supply the enough information. So the size of fo-
reground is very important for image quality assessment. Second, viewers would use 
some global features to judge, such as image contrast and frequency information, 
which reflect the image quality basically. And then, viewers need to watch the images 
carefully on purpose. And they would mostly likely to watch structure of ridge lines 
.If all these factors have better performance, the image will have better quality. 

2.2.1   Effective Area Estimation  
Quality assessment process is initiated by the foreground area calculation, which is 
defined as the percentage of the foreground blocks to the total area [19].A smaller 
value of effective area would mean a smaller area of fingerprint has been captured. 
Image requires re-capturing if the effective area value is less than set threshold value. 

2.2.2   Main Energy Ratio  
Because of noise, we define main energy ratio as: 

Main Energy Ratio=                                           1   

Where E=∑ , , if F(i,j)> Ep1 x 30% 
Where F(i, j) is the value of image in the frequency domain after FFT, s is a circle 

with radius of r, r is the distance from the peak to the DC component and is round to 
the nearest integer. Ep1 is the value of one peak. Ep2 is the value of the other peak. 
Ep1 is approximately equal to Ep2. The quality values for the low- and high-quality 
image are 0.35 and 0.88, respectively. 

2.2.3   Image Contrast  
Image contrast can be defined as the normalization of variance. Two options for the 
image contrast are available: Michelson Contrast, Weber Contrast [20].  

2.2.4   Consistency Measure 
To measure the consistency of the image, firstly the 255 gray levels image are 
changed into binary image. Secondly, the 3*3 neighbourhood is used, whose centre 
moved from pixel (2,2) to (255,255), to measure the consistency of ridge flow lines. 
Following equations are used to determine consistency and consistency measure: 
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consistency i, j0.2 cen i, j 9 sum i, j cen i, j , 4 i, j 91 cen i, j 0.2 sum i, j cen i, j , sum i, j 4                                     2  

Consistency measure consistency i, j                                      3  

Where cen(i,j) being the value of the pixel (i,j), sum(i,j)is the summation of values of 
3*3 neighbourhood cantered at pixel (i,j),r & c be the rows and columns present in 
image. 

Rule based system for calculating Quality Index using multiple parameters ex-
tracted from global analysis and local analysis of image: 

If (Aeff and Contrast > Th1) then  
     If Consistency Measure (CM)>Th3 & Energy>Th4 then  
        Classify blocks to “good”, average, poor, very poor 

Threshold values are determined for valid local and global features taken into  
account. It maps quality of image blocks and overall structure to “good”, “average”, 
“bad” or“very noisy “identity. 

2.3   Segmentation  

Features for segmentation are selected according to assessment factor calculated. The 
range of features used for segmentation varies from simple variance, gradient vari-
ance, Energy concentration along dominant orientations, Dominant Ridge Score. 

2.3.1   Energy Strength along Ridge Valley Orientations 
The grey level gradient (dx, dy) at a pixel exhibits the orientation and the orientation 
strength of the image at this pixel. By performing Principal Component Analysis on 
the image gradients in an image block, an orthogonal basis for an image block can be 
formed by finding its eigen values and eigenvectors. The ratio between the two eigen 
values gives an indication of how strong the energy is concentrated along the domi-
nant direction with two vectors pointing to the normal and tangential direction of the 
average ridge flow respectively. The covariance matrix C of the gradient vector for a 
N units image block is given by 
 

    ∑ 2

2      1 33 2                         4  
 

Where, dx and dy exhibit the intensity gradient of each pixel calculated by Sobel op-
erator of 3 by 3 windows.  

 MIN=
- c1-c2

2+4c3
2

2
                               (5)  

λ MAX=
1 2 + c1-c2

2+4c3
2

2
                 6  ,      OCL =

λ MIN

λ MAX
                     7  
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OCL values distribute between the range of [0, 1].OCL=0 means that ridges and val-
leys in a block change consistently in the same direction. While OCL=1 means that 
they are not consistent at all. These blocks may belong to the background with no 
ridges and valleys. For a small OCL value, ridges and valleys are very clear with good 
orientation consistency and, as the OCL value increases, they change irregularly. In 
the OCL images, the gray level of blocks indicates fingerprint images orientation con-
sistency level.OCL value for image is obtained by summation of all the block values. 

2.3.2   Local Gradient and Consistency Measure Based Method 
In order to segment the foreground blocks effectively, the threshold values are defined 
for global and local gradient values along X values and Y values. The underlying idea 
for block segmentation is same as used in Junetal.[23] Foreground threshold is set by 
the following steps  

1) Divide the input image I into non-overlapping blocks, size of blk* blk 
2) Compute the gradients , , and  , ,at each pixel (i,j) which is the  

center of the block. 
3) Calculate each block mean and variance value for x and y component of the 

gradient using the following equations: 

1  2 ,   & 1  2 ,  . 
where blk is the size of block.In our experiment block size is set to 8. 
4) Compute deviation for both Mx and My using the equations:  

 2 ∑ ∑ , 2 & 

1  2 , 2                                 8  

5) Compute the Gradient Variance’s mean: 

 ∑ ∑   , ∑ ∑                (9) 

6) Calculate the foreground regional variance estimate for x and y component of 
the gradient as follows:  ,  ,                            (10) 

where VSx, Vsy and NSx, Nsy are defined respectively as blocks gradient sum and 
blocks gradient number along X axis and Y axis satisfying the condition, Vx>=VMx 
and Vy>=VMy 

7) Calculating background regional variance estimate for x and y component of 
gradients: 
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  ,                        (11) 

Where VSfx, Vsfy and Nbx, Nby are defined respectively as blocks gradient sum and 
blocks gradient number along X axis and Y axis satisfying the condition Vx <=vfx 
and  Vy<=Vfy  

8) If Vx<Vbx and Vy<Vby, the block is considered as background otherwise it  
belongs to foreground. 
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Fig. 1. FlowChart of Proposed Approach 

Feature sets used in Approach F1: OCL and dominant Score; F2: Local Gradient 
and Consistency Measure; F3: Gray Variance Degree and consistency Measure 

2.3.3   Dominant Ridge Score    
The dominant ridge score, orientation of each pixel is obtained as: 90°  12 2                                         12  
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where the gradients G ,  is the sum of gradients along X axis in the block ,and  , ,is the sum of gradients calculated along Y direction in the block. Gxy is the 
sum of the values of G , ,  for a block .Gxx is the sum of square of the 
Gx values of the block .Gyy is the sum of the square of the Gy values of the block. 
Then orientation of each pixel is normalized to 8 normalized orientations (0, 22.5, 45, 
67.5, 90, 112.5, 125 or 157.5). Then dominant ridge score is defined as: 

ndom/ nw                                       (13) 

where ndom and nw are corresponding, the number of block orientation and the number 
of pixels in block.  

3   Experimental Results and Discussions   

In order to validate the actual performance of the proposed approach described in the 
previous section, fingerprint images from FVC2004 DB3 databases are selected, 
which fingerprint images quality is poor. We evaluated the proposed method in three 
ways: 1) the estimation ability of quality, 2) segmentation between genuine fore-
ground blocks and background area, 3) verification performance. The foremost  
parameter required for fingerprint recognition is segmentation area and in case of 
sample images the value is much higher than the required threshold.  
 
 

 
Fig. 2. Contrast measure of Good Quality Image      Fig. 3. Contrast measure of Poor Quality 
                       Image 

 
In Fig.(2 & 3) those markers which have low contrast values are considered to be 

background .In Fig.2 large number of markers indicating blocks of image have con-
trast value greater than threshold value thereby predicting good quality of image. 
Fig.(4 &5) shows contrast measurement of the blocks of image. The markers which 
indicate higher consistency value represents the singular points present in the im-
age..In fig.4 maximum number of blocks has good consistency measure except for the 
regions which are isolated or the regions which don’t contain any ridge area. The 
blocks which have poor orientation strength are considered to be background blocks. 
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.    

Fig. 4. Consistency Measure of Good Quality 
Image 

Fig. 5. Consistency Measure of Poor 
Quality Image 

Table 1. Overall Quality Estimation of sample images from various attributes 

 
 
Images in the first column are the original fingerprints. Second Column represents 

Quality map of the sample image. Third column fingerprints are segmented finger-
prints using the traditional gradients, coherence, gray variance method. In fourth col-
umn segmented images with proposed approach are there. It can be seen that some 
fingerprints regions with low contrast or high noise still remain in the segmented  
fingerprints if we use traditional approaches of segmentation, which may generate 
spurious features during feature extraction. 

Segmentation performance = T2/T1, where T2= Time to compute Minutiae 
points in original Image & T1= Time taken to compute minutiae points in Segmented 
Image 

 
Segmentation performance for image (1)= T2/T1= 0.0356. 
Segmentation performance for image 2 = T2/T1= 0.689(Poor). 
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Abstract. Data anonymization techniques enable publication of detailed infor-
mation, while providing the privacy of sensitive information in the data against 
a variety of attacks. Anonymized data describes a set of possible worlds that in-
clude the original data. Generalization and suppression have been the most 
commonly used techniques for achieving anonymization. Some algorithms to 
protect privacy in the publication of set-valued data were developed by Terrovi-
tis et al.,[16]. The concept of k-anonymity was introduced by Samarati and 
Sweeny [15], so that every tuple has at least (k-1) tuples identical with it. This 
concept was modified in [16] in order to introduce 

mk -anonymity, to limit the 
effects of the data dimensionality. This approach depends upon generalisation 
instead of suppression. To handle this problem two heuristic algorithms; namely 
the DA-algorithm and the AA-algorithm were developed by them.These alogo-
rithms provide near optimal solutions in many cases.In this paper,we improve 
DA such that undesirable duplicates are not generated and  using a FP-growth 
we display the anonymized data.We illustrate through suitable examples,the ef-
ficiency of our proposed algorithm. 

Keywords: K-anonymization, Km-anonymization, Direct anonymization, Apri-
ori-based anonymization, set-valued data, count –tree. 

1   Introduction 

In [10] supermarket transactions were considered as the motivating example to de-
scribe the requirement of anonymization of set valued data. Suppose an adversary 
finds some of the items purchased by a customer. If the supermarket database is  
published later, even after removing the personal identities, there is a chance that the 
database contains only one transaction containing the items seen by him. Then the ad-
versary can easily identify the other items purchased by the particular customer and 
get useful information out of it. Identifying the transaction details in this way is 
known as re-identification. Inorder to preserve the data from being re-identified data 
can be k-anonymized. According to Sweeney [16] the data is k-anonymized if the in-
formation for each person contained in the release cannot be distinguished from at 
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least k -1 individuals whose information also appears in the release. So, we need to 
transform the original database D to the anonymized database D’. Even after the data 
is k-anonymized the data cannot be completely protected from being re-identification. 
However, in this approach the set of attributes in a database are divided into two 
broad categories. These are the sensitive attributes and the non-sensitive attributes. 
But in [15], the attributes are considered to be alike and are not divided into such 
categories with the view that any subset of the set of attributes can be sensitive attrib-
utes and the others as non-sensitive attributes depending upon the application. So, as-
suming that an adversary has knowledge about at the most m items and we want to 
prevent him from distinguishing the transaction from a set of k published transactions 
in the database. Equivalently, for any set of m or less items, there should be at least k 
transactions, which contain this set, in the published database D’. So, making use of 

this concept a mk -anonymization model was developed in [10] and algorithms were 
developed to deal with such type of set-valued data. 

A subset of items in a transaction play the role of quasi-identifier.By which the 
data can be re-identified by linking techniques.The items in the transaction can be 
anonymized through various anonymization approaches. We describe some of these 
below. In Suppression information is removed from the data. For example, the gender 
attribute can be removed from a patient database. In Generalization the information is 
generalized from more specific to less specific or can be coarsened into sets. For ex-
ample, in an employee database DOB can be generalized form (dd-mm-yy) format to 
only year. In Perturbation noise is added to the data. For example, salary can be added 
to an employee database replacing one of the sensitive attributes. In Permutation sen-
sitive associations between entities are swapped. For example, in the purchase of 
medicines by a person, a medicine can be swapped with number of people purchased 
that particular medicine. Out of these techniques mostly Generalization or Suppres-
sion is used for the anonymization of data. It can be noted that when suppression is 
used for anonymization then there is greater loss of information than when Generali-
zation is used. So, the Generalization technique is used for transactional database or 
“market basket” data analysis. 

Three algorithms were introduced in [16] to achieve mk -anonymization. However, 
the problem in these algorithms is the generation or redundant transactions while gen-
erating the additional tuples to achieve anonymization. In this paper we improve upon 
the two algorithms (DA and AA algorithms) in [16] by adding several steps so that 
the number of transactions generated is the exact number required. 

2   Literature Survey 

As mentioned in the introduction, one of the earliest attempts to anonymization of da-
tabases is the introduction of the notion of k-anonymity by Samarati [14] and Sweeny 
[15]. A table is k-anonymised if each record is indistinguishable from at least k-1 
other records with respect to a set of quasi-identifier (QI) attributes. The QIs are than 
generalised and the records with identical QI values thus form an anonymised group. 
The process of transforming a database table D into a table D’ after anonymization is 
called recoding. It has been established in [12] that the problem of optimal  
k-anonymity for multidimensional QI is NP-hard, under both generalisation and  



 Improved Algorithms for Anonymization of Set-Valued Data 583 

suppression models. Several approximate algorithms those minimise the number of 
suppressed values have been obtained. These are in [12] with a bound of O(k.logk), in 
[2] with a bound of O(k), and with a bound of O(logk) in [3].  In [9] an algorithm 
called Incognito is proposed, which uses dynamic programming approach to find an 
optimal solution. The problem here is the concept of full-domain recoding, which re-
quires that all values in a dimension must be mapped to the same level of hierarchy. 
Inspired by Incognito, Terrovitis et al .,[16] proposed three algorithms, the optimal 
anonymization (OA) algorithm and two heuristic algorithms called the direct ano-
nymization (DA) algorithm and the apriori anonymization (AA) algorithm. Here, the 
full-domain recoding is not assumed.  Also, in k-anonymity the set of QI attributes are 
known beforehand. However, in case of [16], since any set of m items (which corre-
sponds to the attributes) can be used by the adversary, no QI set can be predeter-
mined. 

The concept of k-anonymity has been extended to the notion of l-diversity by 
Machanavajjhala et al., [11] and further to the notion of t-closeness by Li et al .,[10]. 
Several approaches to solve the l-diversity problem efficiently are provided in 
[5,21,22]. Many fast l-diversity algorithms have been developed by Tripathy et al 
.,[17,18,19,20]. Also, some of the l-diversity algorithms developed by Tripathy et al., 
take care of uncertainty in databases by using rough set methods to achieve l-
diversity. Some of these algorithms deal with hybrid databases. 

3    Concepts and Existing Algorithms 

In this section we introduce some concepts to be used in the paper and also introduce 
the existing algorithms proposed in [16] along with explanations. 

3.1   Generalization 

The data generalization concept explored from data mining as a way to hide  
detailed(more specific) information, rather than discover trends and patterns.Data 
mining is frequently described as the process of extracting valid, authentic and action-
able information from large databases. In other words, data mining derives patterns 
and trends that exist in data. These patterns and trends can be collected together and 
defined as a mining model. Data masking is the process of obscuring (masking) spe-
cific data elements within data stores. It ensures that sensitive data is replaced with 
realistic but not real data. The goal is that sensitive customer information is not avail-
able outside of the authorized environment.Once the data is masked, not only it can 
discover useful patterns, but also mask private (personal) information. Here, we 
adapted an approach of bottom-up generalization of data mining to generalize the 
data. The generalized data remains useful to classification but becomes to link to 
other sources.The generalization space is specified by a hierarchial structure of 
generalization. 

For example let us consider anonymity problem, a data holder wants to release a 
person-specific data R, but wants to prevent from linking the released data to an 
external source E through shared attributes R∩E, called virtual identifier. One 
approach is to generalize specific values into less specific but semantically consistent 
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values to create k-anonymity if one record r in R is linked to some external 
information,atleast k-1 other records are similarly linked by having the same virtual 
identifier (i.e. the information used by intruder to find the information of a person) 
value as r(i.e. one record  in the person specific data). The idea is to make the 
inference ambiguous by creating extra-neous linkages. An example is generalizing 
“birth date” to “birth-year” so that everybody in the same year are linked to a medical 
record with birth year,but most of these linkages are non-existing in the real life. The 
key is identifying the “best”generalization. 

mk –anonymization model is proposed for transactional databases, where m is the 
atmost number of items known  to an adversary.For an set of m or less items there 
should be atleast k transactions which contain m itemset in the published database D’, 
to prevent an adversary from distinguishing the transaction from a set of k 
transactions in the database. But here there is no fixed,well defined set of quasi-
identifier for the sensitive data.A subset of items in a transaction can act as quasi-

identifier for the sensitive ones or vice versa. To solve the mk –anonymization 
problem for a transactional database,  generalization is in use.If original database D 

does not satisfy the mk -anonymity then it is transformed to D’ by replacing items 
with their generalized ones.Here in supermarket database while entering the item is 
provided with its respective generalization. Generalization replaces intial attribute 
with generalized attribute. 

For example consider T={orange, goodday, mango, timepass}, in this {orange, 
mango} can be generalized to Fruits and {goodday, timepass}can be generalized to 
biscuits and total transaction to {Fruits, biscuits} . 
 

Example 1: In the table below we present a set of items along with their generalisa-
tions, which form the components of any transaction in a super market. 

Table 1. Database of items and their generalizations 

Item 
ID 

Items Generalisation 

1 Apple Fruit 
2 Orange Fruit 
3 Pineapple Fruit 
4 Clinicplus Shampoo 
5 Dove Shampoo 
6 Aswini Oil 
7 VVD Oil 
8 Margo Soap 
9 Lux Soap 
10 Chik Shampoo 
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Table 2. Database of some transactions 

ID  Items in Cart 

1 Apple,Aswini,ClincPlus 
2 Dove,ClincPlus,Aswini 
3 Apple,Aswini,ClincPlus,Orange,Pineapple 
4 ClinicPlus,Apple,Dove,Pineapple 
5 Aswini,ClincPlus,Orange 
6 Apple,Orange,Pineapple 
7 Aswini,ClinicPlus,Orange 

Table 3. Transformed Transactional Database 

ID Items in Cart 
1 Fruit,Shampoo,Oil, 
2 Oil,Shampoo 
3 Fruit,Shampoo,Oil 
4 Fruit,Shampoo 
5 Fruit,Shampoo,Oil, 
6 Fruit 
7 Fruit,Shampoo,Oil 

3.2   Count Tree 

To find whether generalization applied provides Km-anonymity, it is to count 
efficiently the support of all combinations of m-items that appear in the database. To 
avoid scanning the database each and every time generalization has to be checked. To 
acheive these two goals a datastructure was constructed which keep track of not only 
all combinations of m items from the generalized database but also it must know how 
each generalized value effects the database. The support value of each combination of 
all items in the transactions is calculated.Inorder to keep track of the support of all the 
transactions a count tree-data structure was constructed. 

To count the support of all these combinations and to store  them the count-tree is 
used,  based on the count tree algorithm. The tree assumes an order of items and their 
generalizations, based on their frequencies(supports)in D.To compute this order, a 
database scan is required.The support of each itemset with upto m items can be 
computed by following a corresponding path in the tree and using the support value of 
the corresponding node[16].Count-tree follows the apriori principle which states that 
the support of an item set is always less than or equal to the support of its subsets. 

Here in the database the items which are present and not present in the transaction 
are represented 1’s and 0’s respectively. Based on this the frequent item sets are gen-
erated. A frequent item set is an item set whose number of occurrences is above a 
threshold. For each combination of items in the transaction the support value is calcu-
lated and is displayed. The items which are having the support value less than the 
minimum support value then those items are neglected. 

Based on the count tree two anonymization techniques can be performed i.e. Direct 
Anonymization (DA) and Apriori -based anonymization (AA). 



586 B.K. Tripathy et al. 

Definition 1. Support: The support or utility or prevalence for an association rule 
X=>Y is the percentage of transactions in the database that contains both X and Y. 

No.of  tuples containing both X and Y
Support(X Y) = ( ).

Total no.of  tuples
P X Y→ =   

Table 4. Algorithm for Creation of the tree for km anonymity([16]) 

Populate Tree (D, tree, m) 
    1: For all t in D do for each transaction 
    2:          expand t with the supported generalized items 
    3:          For all combination of c ≤m items in the expanded t do 

    4:                If¬∃  ,i j c∈  such that i generalizes j then 

    5:                         insert c in tree 
    6:                         increase the support counter of the final node 

 

3.2.2   Output of Count Tree 

Table 5. The following table provides an example of the output of the above algorithm 

                                                         Transaction Table 
Item No. of Occurrences Support 

Apple 1 0.5 
PineApple 1 0.3571428571428715 
Dove 1 0.21428571428571427 
Margo 1 0.14285714285714285 
Lux 1 0.07142857142857142 
VVD 1 0.14285714285714285 
Orange 1 0.5 
Aswini 1 0.5714285714285714 
ClincPlus 1 0.7142857142857143 
Chik 1 0.07142857142857142 

3.3    Optimal Anonymization(OA) 

To find the optimal cut i.e. no generalization that satisfies k m -anonymity and has the 
least information loss, we can examine systematically the generalizations in the cut 
hierarchy, in a bottom-up, breadth first fashion. Initially the cut Cng which corres-
ponds to no generalization is put to queue Q. While Q is not empty, we remove first 
cut from C from it and examine whether it satisfies k m -anonymity [16]. If it satisfies 
then it becomes a candidate solution. If it does not satisfy k m -anonymity, its imme-
diate ancestors in the hierarchy, which do not have a descendant cut that satisfies k m -
anonymity are added to the queue. 
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Table 6. Optimal Anonymization Algorithm 

OA(D,I,K,m) 
1: optC :=null; optC .cost :=  ∞           // initialize Copt 

 2:       add Cng to an initially empty queue Q 

3:        While (Q is not empty) do 
4:         pop next cut C from Q 
5: if  C does not provide Km-anonymity to D then 

6: for all immediate ancestors Cans of C do 

7: if Cans does not appear in H then 

8: push Cans to Q 

9: else                              // C provide Km-anonymity to D 

10: for all immediate ancestors Cans of C do 

11: add Cans to H 

12: if Cans in Q then 

13: delete Cans from Q 

14: if optC cost C .cost⋅ < then 

15: optC := C 

16: return optC .  

 

3.4   Direct Anonymization 

Direct anonymization is to scan the count tree once and then use the generalized  
combinations to find a solution that optimizes problem of re-identification. Optimal 
Anonymization method is based on pre-computation of complete count tree for sets 
consisting of up to m item sets [16]. Direct anonymization scans the tree to detect m-
sized paths that have support less than K.For each such paths,it generates all possible 
generalization.In this direct anonymization, the database is scanned and a count tree is 
constructed.Once the count tree has been created; direct anonymization initializes the 
output generalization Cout as bottommost cut of the lattice (i.e. no generalization). 
Then performs preorder traversal of count tree. Based on the initial support count neg-
lect the item sets whose support count is less than the initial. For every node encoun-
tered, if the item corresponding to that node has already been generalized in Cout ,  
direct anonymization backtracks as all complete m-sized paths passing from there cor-
respond to itemsets that will not appear in the generalized database based on Cout (and 
therefore their supports need not be checked). 
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Table 7. Direct Anonymization Algorithm 

DA (D, I, k, m)  
1. Scan D and create count-tree  
2. Initialize Cout   
3. For each node v in preorder count-tree tranversal do   

4. If the item of v has been generalized in Cout then 5. backtrack 
 6. If v is a leaf node and v.count<k then  
 7.  J:= itemset corresponding to v 
 
  8. find generalization of items in J that make J k-anonymous 
 9. merge   generalization rules with Cout  
10. backtrack to longest prefix of path J,where no item has been generalized in Co
11.Return Cout . 

3.5    Apriori Algorithm 

Apriori is a classical algorithm for learning association rules. Association rule mining 
is finding the frequent patterns, associations, correlations or casual structures among 
sets of items or objects in transaction databases, relational databases, and other infor-
mation repositories. Apriori is designed to operate on databases containing transac-
tions (for example, collection of items bought by customers). Apriori uses a “bottom 
up” approach where frequent subsets are extended one item at a time (a step known as 
a candidate generation and groups of candidates are tested against the data).The algo-
rithm terminates when no further successful extensions are found.It uses a level wise 
search, where K-itemsets (an itemsets that contain K items is a K-itemset) are used to 
explore (K+1) itemsets, to mine frequent itemsets from transactional database for as-
sociation rules. First, the set of frequent 1-itemsets is found. This set is denoted by L1, 
which is used to find L2, the set of frequent 2-itemsets, which are used to find L3 and 
so on until no more frequent K-item sets can be found. 

Table 8. Apriori based Anonymization Algorithm 

AA (D, I, k, m) 
1: Initialize cout  

2: For i: = 1 to m do //for each item set length 

3: initialize a new count-tree  

4: For all t є D do //scan D 
5: extend t according to Cout  
6: add all i-subsets of extended t to count-tree 
7: run DA on count-tree for m = i and update Cout

4   The Proposed Algorithms 

As mentioned earlier we improve the two algorithms DA and AA in order to reduce 
the generation of redundant transactions which makes the further analysis of the  
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output efficient and simpler. First we present the improved DA algorithm below. We 
have added new steps from 12 to 25 in the existing algorithm. 

4.1   Improved Direct Anonymization Algorithm 

Table 9. Improved Direct Anonymization 

DA(D,I,k,m) 
1: Scan D and create count-tree 
2: Initialize Cout 

3: For each node v in preorder count-tree tranversal 
do 
4:   If the item of v has been generalized in Cout then
5:             backtrack 
6:    If v is a leaf node and v.count<k then 

7:          J: = item set corresponding to v 
8:      find generalization of items in J that make J k-
anonymous 
9:     merge generalization rules with Cout 
10:  backtrack to longest prefix of path J, wherein 
no item has been generalized 
                   in Cout 

11: Return Cout.  

12. For i: =1 to Cout do 

13.    Initialize count=0 
14.    Scan each transaction in Cout 
15.   Seperate each item in a transaction and store 
it in p 
16.    Increment count.  

17.  For j: =1 to count do 
18.     For all g belongs Cout do  
19.         Compare each item of p with that of Cout 

20.           If all items of i equal to cout 
21.           Increment r 
22.    If ka equal to r then backtrack to i 

23    Else if r is greater than ka then get the index 
position of the similar 

         transactions 
24.    make them NULL until ka equal to r  
25    Else update the transactions in database, 
where ka –anonymization value. 

4.2   Improved Apriori Based Anonymization Algorithm 

Table 10. Improved Apriori Based Anonymization 

AA (D, I, k, m)  
1.Initialize cout  
2. For i: = 1 to m do      // for each item set length 
3.Initalize a new count-tree 
4.For all t є D do 
5.       extend t according to Cout   
6.       add all i-subsets of extended t to count tree  
7.For i: =1 to Cout  do   
8. Initialize count=0  
9. Scan each transaction in Cout  
10. Seperate each item in a transaction and store it 

in p  
 

11. Increment count. 
12. For j: =1 to count do  
13. For all g belongs Cout  do  
14.      Compare each item of p with that of Cout   
15.       If all items of i equal to cout  
16.       Increment r  
17. If ka  equal to r then backtrack to i  
18. Else if r is greater than ka  then get the  
Index position of the similar Transactions. 
19. make them NULL until ka  equal to r 
20. Else update the transactions in database,  
where ka-anonymization. 

 
It may be noted that the steps 7 to 20 in this algorithm are same as steps 12 to 25 in 

the previous algorithm. 
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5   Comparison of the Algorithms 

The execution time of both Direct anonymization and Apriori based anonymization is 
compared.Here apriori based anonymization takes less amount of time when com-
pared to direct anonymization. In order to get the output generalization Cout we run 
Direct anonymization on count tree in Apriori based anonymization that’s the reason 
why we get the similar output for both direct and apriori anonymization. 

5.1   Experimental Analysis 

We consider here a Supermarket database where there is a provision to add an 
item,add an transaction as well as to view the transactions.Here a database is created 
with limited number of transactions let us consider 10 transactions. 

5.1.1   Database 
We are considering the following items based on the items transactions are created. 

Table 11. Items in the database and their generalization 

Item ID Items Generalisation 
1 Apple Fruit 
2 Orange Fruit 
3 Pineapple Fruit 
4 Clinicplus Shampoo 
5 Dove Shampoo 
6 Aswini Oil 
7 VVD Oil 
8 Margo Soap 
9 Lux Soap 
10 Chik Shampoo 

5.1.2   Transactions in Database 
We are considering a small database which contains 15 transactions. 

Table 12. Transactions in the database 

Transaction ID Transaction Items 
1 Apple,Aswini,ClincPlus 
2 Dove,ClincPlus,Aswini 
3 Apple,Aswini,ClincPlus,Orange,Pineapp
4 ClinicPlus,Apple,Dove,Pineapple 
5 Aswini,ClincPlus,Orange 
6 Apple,Orange,Pineapple 
7 Aswini,ClinicPlus,Orange 
8 Apple,Aswini,ClincPlus,Dove,Margo, 

 Orange,PineApple,VVD 
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Table 12. (continued) 

9 Aswini,ClincPlus,VVD 
10 ClincPlus,Orange,Margo 

              11 ClinicPlus,Dove 
              12 Aswini 
              13 PineApple,Chik,Lux 
              14 Apple,Dove,Margo 
              15 ClinicPlus,Aswini 

5.1.3    Output Using Earlier Algorithms  
We implemented the following algorithms in NETBEANS IDE using JAVA 
SWINGS with backend technology as SQL SERVER. Outputs of both the algorithms 
are similar. 

Table 13. Output of Direct Anonymization and Apriori Anonymization 

Transaction id Generalized transactions
1 Fruit,Shampoo,Oil,
2 Oil,Shampoo
3 Fruit,Shampoo,Oil
4 Fruit,Shampoo
5 Fruit,Shampoo,Oil,
6 Fruit
7 Fruit,Shampoo,Oil
8 Fruit,soap,Shampoo,Oil
9 Shampoo,Oil

10 Fruit,soap,Shampoo
11 Oil
12 Fruit,soap,Shampoo,
13 Fruit,soap,Shampoo,
14 Oil,Shampoo,
15 Fruit,Shampoo,Oil
16 Fruit,soap,Shampoo,Oil,
17 Fruit,Shampoo,Oil
18 Fruit,soap,Shampoo,
19 Fruit,
20 Oil,
21 Shampoo,Oil,
22 Fruit,Shampoo,
23 Oil,Shampoo,
24 Fruit,soap,Shampoo,
25 Oil,Shampoo,
26 Fruit,soap,Shampoo,
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5.1.4   Output Based on New Approach 
In this new approach, the number of duplicate transactions is decreased because the 
algorithm checks for all the conditions inorder to achieve Km-anonymity completely. 
As said earlier the outputs are same for both algorithms. 

Table 14. Output of Direct Anonymization and Apriori Anonymization 

Transaction ID Generalized Transactions  
1 Fruit,Shampoo,Oil, 
2 Oil,Shampoo 
3 Fruit,Shampoo 
4 Fruit 
5 Fruit,soap,Shampoo,Oil, 
6 Fruit,soap,Shampoo, 
7 Fruit,soap,Shampoo, 
8 Oil,Shampoo 
9 Oil, 

10 Oil, 
11 Fruit,Shampoo,Oil, 
12 Fruit,soap,Shampoo,Oil, 
13 Fruit 
14 Fruit,Shampoo 

5.2   Theoretical Estimation 

In this section we provide a theoretical estimation of the efficiency of the table gener-
ated from the earlier algorithm and our algorithms. Suppose the total number of trans-
actions in the original table be n.Let there be mi transactions of size ri=1,2,...p. So that 

nm
p

ii

i =
=

.If out of mi transactipns there are mp(i) transactions are repeated or permu-

tations of each other then the number of duplicate transactions generated by the earlier 

algorithms is 
=

p

i

imk
1

. .Where as our algorithms will generate only 
=

−
p

i

ipi mmk
1

)( )(  

duplicate transactions. 

5.2.1    Worst Case Analysis 
If imm iip ∀=)( then k.mi  additional transactions are generated if  mi>k  .If  mi ≤ k 
then we add (k-mi) transactions.This is true for all i.So, if  mi>k ,i=1,2,…p our algo-
rithms do not generate any additional transactions where as the earlier algorithm gen-

erate 
=

=
p

i

i nkmk
1

..    duplicate transactions. 
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5.2.2   Best Case Analysis 

1)( =ipm  for all i, even then the earlier algorithms generate n,k items,where as our 
algorithms generate no additional transactions if  mi>k ,i=1,2,…p  Otherwise, our al-
gorithms generate only those many transactions as are necessary to make up for  
k-anonymity. 

6   Conclusion 

In this paper we have improved the k m -anonymity algorithms developed in [16] for 
anonymization of set-valued data. The algorithms in [10] generate many redundant 
transactions and it is very inconvenient for further analysis. The improved algorithms 
generate the exact number of tuples required for the generalisation. This reduces the 
size of the output table considerably and makes it simpler for further analysis. We 
provided an example to illustrate the efficiency of the new algorithms over the exist-
ing algorithms. Also, theoretically we have computed the extent of improvement in 
the results. 
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Abstract. Now a days  there is a rapid increase of traffic to a given web 
server within a short time as the number of Internet users increases, and such 
a phenomenon is called a flash crowd. Once flash crowds occurs a response rate 
decreases or the web server may crash as the load increases. In this paper we 
implement the Internet Threat Monitoring (ITM), is a globally scoped  Internet 
monitoring system whose goal is to measure, detect characterize, and track 
threats such as distribute denial of service (DDoS) attacks and worms. To block 
the monitoring system in the internet the attackers are targeted the ITM system. 
In this paper we address flash crowd attack against ITM system in which the 
attacker attempt to exhaust the network and ITM’s resources, such as 
network bandwidth, computing power, or operating system data structures by 
sending the malicious traffic. We propose an information-theoretic frame work 
that models the flash crowd attacks using Botnet on ITM. Based on this model 
we generalize the flash crowd attacks and propose an effective attack detection 
using Honeypots. 

Keywords: Internet Threat Monitors (ITM), DDoS, flash crowd attack, 
Botnet and Honeypot. 

1   Introduction 

Internet  is  the global network which provides the various communications for the 
users; it also  provides the  better  scalability  and  openness. This causes the unprotected 
and unauthorized transactions to the users. This feature of the internet is useful for the 
attackers to perform some attacks by sending malicious data through malicious and 
suspicious transaction with out bothering the security. The lack of authentication means 
that attackers  can  create  a   fake   identity,   and   send malicious traffic with impunity. 
A denial-of-service (DoS) attack [2] is an explicit attempt by attackers to prevent  an  
information  service’s  legitimate  users from using that service. Network bandwidth, 
computing power, or operating system data structures are  the  resources  of  the  victim  
which  has  been exhaust by these attacks. Flood attack, Ping of Death attack, SYN 
attack, Teardrop attack, DDoS, and Smurf attack are the most common types of DoS 
attacks. The hackers who launch DDoS attacks typically target sites or services 
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provided by high- profile organizations, such as government agencies, banks, credit-
card payment gateways, and even root name servers. 

A common attack used to attack a victim machine by sending a large amount of 
malicious traffic is a flash crowd-based Distributed Denial of Service (DDoS) attack. 
Network level congestion control can throttle  peak   traffic  to  protect   the network. 
Network monitors are used to monitor the traffic in the networks to classify them as 
genuine or attack traffic and also these monitors gives the traffic as an input to several 
DDoS detection algorithms for detection of DDoS attacks.  However, it cannot stop 
the  quality of service  (QoS)  for  legitimate  traffic from going down because of 
attacks. Two features of DDoS attacks hinder the advancement of defense techniques. 
First, it is hard to distinguish between DDoS attack traffic and normal traffic. 
There is a lack of an effective differentiation mechanism that results in minimal 
collateral damage for legitimate traffic. Second, the sources of DDoS attacks are also 
difficult  to  find  in  a  distributed  environment. 

Therefore, it is difficult to stop  a  DDoS  attack effectively. The Internet Threat 
Monitoring (ITM) System basically has two main components one is centralized data 
center and another is the number of monitors which are distributed across the 
Internet. Each monitor covers the range of IP addresses and monitors the traffic to 
send the traffic logs to data center. The data center now collects the traffic logs from 
monitors and analyzes the collected traffic logs to publish reports to ITM system 
users. 

The collected logs, as a random sample of the Internet traffic, can still provide 
critical insights for the public to measure, characterize, and track/detect Internet  
security  threats. The idea of ITM systems dates back to DShield and CAIDA network 
telescope [4], [5][17], which have been successfully used to analyze the activities of 
worms and DDoS attacks [3], [6]. 

The reason is that if an attacker discovers the monitor locations, it can easily 
avoid detection (by ITM systems) by bypassing the monitored IP addresses and 
directing the attack to the much larger space of unmonitored IP addresses.  
Furthermore, such an attacker may even mislead the reports published by an ITM 
system by manipulating traffic to the identified monitors, generating highly skewed 
samples. Since ITM reports are trusted by the public as a random (unbiased) sample 
of Internet traffic, the confidentiality of monitor locations is vital for the usability of 
ITM systems. 

The monitor locations of an ITM system can be compromised by introducing 
several attacks by the attackers which includes Localization attacks [1] and DDoS 
Attacks which exploits some vulnerability or implementation bug in the software 
implementation of a service to bring that down or that use up all the available 
resources at the target machine or that consume all the bandwidth available to the 
victim machine, this is called as Bandwidth attacks. There are several attacks such as 
Localization attacks[1] and DDoS Attacks are introduced by the attackers in order to 
compromised the monitor locations of an ITM system 

In this paper we introduce an information theoretic frame work to model existing 
flash crowd attacks in ITM system monitors. In the flash crowd attack   the   attacker   
sends   the  large  volume  of unwanted traffic to the targeted monitor for this he uses 
the botnet. Based on the Information-theoretic model we propose an effective 
approach  to detect flash crowd attacks using Honey pots. 
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2   Related Work 

Probing traffic based Localization attack [7] [8] in which an attacker sends high rate 
short length port scan messages to the targeted network to compromise the monitor 
locations in ITM system. Then, attacker queries the data center to determine whether a 
short spike of high-rate traffic appears in the queried time-series data, for confirmation 
of the attack. 

A steganographic localization attack [9] an attacker launches a stream of low-rate 
port-scan probing traffic which is marginally modulated by a secret Pseudonoise (PN) 
code. While the low-rate property prevents the exhibition of obvious regularity of the 
published traffic data at the data center, based on the carefully synchronized PN code, 
the attacker can still accurately identify the PN-code-modulated traffic in the retrieved 
published traffic data from the data center. Thereby, the existence of monitors in the 
targeted network can be compromised. To this end, the PN-code-based steganographic 
attack presented in our paper can be understood as a covert channel problem [10], 
because the attack traffic encoded by a signal blends into the background traffic and is 
only recognizable by the attacker which knows the secret pattern of the PN code. 

In [1] introduced the information theoretic framework to evaluate the effectiveness 
of the localization attacks by using the minimum time length required by an attacker 
to achieve a predefined detection rate as the metric. But this frame work is defined in 
specific to the localization attacks only; they are not given any solution for other 
DDoS attacks. The frame work allows the ITMs which are registered within  the  data  
center given, and the access is restricted to that private region only. But public  access 
of the ITMs and data center allows more scope to provide security against different 
attacks. 

3   Proposed Work 

In [1] the authors define a model in which the ITMs in the networks sends the 
traffic logs periodically to the data center and the data center collects the traffic logs 
and publishes the reports to ITM system users which are registered, that means it 
creates the private environment or region. In the private region the scope for DDoS 
attacks are very less, and they are restricted this model only for Localization attacks. 
In this section we have defined a model which will provide the following extensions. 

 
Public accessing: Public accessing of the data center increases the network usage and 
provides better communication with the outside world rather than private environment. 
In this any user from outside the private region can get the communication with the 
private network, if the user is genuine he can get the status of the monitor before 
sending the data to internal monitors, to avoid the attacks. If the user is an attacker, then 
this status information can be misused to perform the attacks on the monitor. The data 
center sends the status information to any users (public or private) based on the request 
query, but the private (internal) users can get the highest priority. 
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Usage of Botnets for Flash crowd Attack: A denial-of-service (DoS) attack is an 
explicit attempt by attackers to prevent an information service’s legitimate users from 
using that service. In a DDoS attack, these attempts come from a large number of 
distributed hosts that coordinate to flood the victim with an abundance of attack 
packets simultaneously.  The  attacker  may  use  the  botnets [11], [12] and other 
alternatives to launch the attack. 

3.1   Flash Crowd 

Launching a Flash crowd attack:  Once the DDoS network has been set up and the 
infrastructure for communication between the agents and the handlers established, all 
that an attacker needs to do is to issue commands to the agents to start sending 
packets to the victim host. The agents try to send unusual data packets  in  order  to  
maximize  the  possibility  of causing disruption at the victim and the intermediate 
nodes. 

Concept of flash crowds and its damages 

A flash crowd is a surge in traffic to a particular Web site that causes the site to be 
virtually unreachable. Flash crowd this basically a sudden increase  in  the  overall  
traffic  to  any  specific  web page or a website on the internet and you do any sudden 
occurrence of any event that triggers that particular massive traffic and people 
accessing that particular web page or web site[23]. Sudden surges of traffic, also 
known as flash crowds, present a significant problem  to  Web  sites  Current  systems 
deal with flash crowds by offloading a portion of the Web  site   load   to   a   content   
delivery   network. However, it is hard to determine in advance when the offloading  
should  start.  As  a  result,  most  systems react  only after detecting a flash crowd 
during its initial phase. 

The continuous growth in the number of Internet users often results in popular 
Web sites becoming overloaded. In these cases, the number of requests received by 
the Web site grows rapidly, causing the server’s capacity to soon become exceeded. 
Overloaded Web sites service as many requests as possible (usually with very low 
performance), and simply drop the remaining ones. Such events are often referred to 
as Slashdot effects, hot spots, or flash crowds. 

A widely adopted solution consists of offloading a portion of the Web site load to 
some distributed infrastructure such as a content delivery network (CDN) [24]. In that 
case, the Web site replicates its content to a number of CDN servers, and  starts  
redirecting  the  clients  to these servers when the load becomes too high. This 
effectively increases the client-serving capacity of the Web site by that of the CDN, 
which enables the Web site to service all the clients with a good performance. The 
problem with offloading is that the Web site has to decide when exactly the 
offloading should begin. If it starts  too  early, then the CDN  capacity will be utilized 
unnecessarily, resulting in higher maintenance  costs of  the  Web  site. On the  other 
hand, if the Web site begins offloading too late, then some of the clients shall still 
experience the reduced Web site performance during the initial flash crowd phase. 
Worse yet, replicating Web site content to a CDN during a flash crowd puts 
additional stress on the Web site, thus reducing its performance even further and 
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causing the replication itself to last much longer compared to replication done in 
advance. Ideally, a Web site would  start  offloading  right before a flash crowd begins 
such that the CDN capacity is utilized optimally. 

3.2   BOTs 

The attacker uses the bots to generate huge number of packets to attack the victim by 
sending these huge packets as large traffic to generate flash crowd attack. The 
attacker first identifies the compromised servers  in  terms of security  and controls the 
systems which are under the control of these compromised servers. The compromised 
systems  under  the  servers  known as  the bot. Normally the  attacker  communicates  
the  bots  by using the Internet relay chat (IRC)[14] .IRC is the public network there 
the users can enter and communicate each other or with the groups openly. 

The attacker launches the DDoS attacks through the bots by sending the commands 
using these IRC network. The DDoS attacks can be blocked or the detection can not 
be possible, but by identifying the IRC server one can block the packets to the 
victim. 

3.3   Botnet 

Internet is the globally established network where different users or systems exist and 
it provides the better scalability and openness to the users  in terms of services. The 
open accessing of the internet allows different threats and one of the major threats is 
from large number of compromised computers also called as bots or Zombies and 
the group of these computers called as Botnet. By using these botnets the 
attackers performs the attacks on the victims by simply sitting in house, from offices 
or organizations and any private or public network around the world. Every botnet or 
the group of compromised bots is controlled by a master commonly called as 
attacker or hacker. These botnets conducts various attacks which includes DDoS, e-
mail spamming, keylogging, click fraud, and spreading any malware to the victim. 
Compared to any attack the botnets consists of pool of compromised bots  and  
these  are  capable  to conduct or damage the victim tremendously with collective 
power or capacity than the individual attacker. Example for these type of attacks are 
flooding, flash crowd and ports scan attacks there the attacker uses the botnet power 
to generate the large number of traffic to blocks the victim resources. 

3.4   IRC-Based Command and Control 

A bot generally communicates with a controller to receive commands send by the 
attacker or send back information any to the attacker. It establishes the 
communication channel directly to the controller for transactions. The problem is that 
this connection could compromise the controller’s location. Instead, the bot controller 
can use a proxy such as public message drop point (e.g.,  a  well- known message 
board). The websites and other drop points can introduce significant communication 
latency; a more active approach is attractive. The commonly used communication 
channel is through the IRC.[14] 
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IRC provides a common protocol that is widely used across the Internet and has 
simple textbased command syntax. There is also a large number of existing IRC 
networks that can be used as public exchange points. In addition, most IRC networks   
lack any strong authentication, and a number of tools to provide anonymity on IRC 
networks are available. Thus, IRC provides a simple, low-latency, widely available, 
and anonymous command and control channel for botnet communication. An IRC 
network is composed of one or more IRC servers as depicted in figure 1. 

 

 

Fig. 1. Compromised computers. In a distributed denial- of-service attack (DDoS), these 
computers  serve three major roles: master controller, command and control server, and bot. 

In the botnet communication every bot connects to a public IRC network or a 
hidden IRC server on the compromised system. The bot receives the commands 
directly from the IRC controller by entering the named channel. 

3.5   Honeypots 

Honeypot is an effective and efficient tool for identifying and understanding 
intruder’s toolkits, tactics, and motivations. A honeypot suspects every packet 
transmitted to/from it, giving it the ability to collect highly concentrated and less 
noisy datasets for network attack analysis. Honeypots are decoy computer resources 
set up for the purpose of monitoring and logging the activities of entities that probe, 
attack or compromise them. Activities on honeypots can be considered suspicious by 
definition, as there is no point for benign users to interact with these systems. 
Honeypots come in many shapes and sizes; examples include dummy items in a 
database, low-interaction network components like preconfigured traffic sinks, or full-
interaction hosts with real operating systems and services. 

Honeypots excel at detection, addressing many of the problems of traditional 
detection. Honeypots reduce false positives by capturing small data sets of high value, 
capture unknown attacks such as new exploits or polymorphic shell-code, and work in 
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encrypted and IPv6 environments. In general, low- interaction honeypots make the 
best solutions for detection. They are easier to deploy and maintain. 

4   Proposed Model 

In this paper we divided the entire model into two regions namely private region 
and public region. The Internet Threat Monitors (ITM) are distributed across the 
Internet and each monitor records the traffic addressed to range of IP addresses and  
send  the  traffic  logs  periodically  to  the  data center. The data center then analyzes 
the traffic logs collected from the monitors and publishes the reports to  ITM  system  
users.  The  collection  of  monitors under  the  data  center  forms  the  private  region 
because the ITMs are registered before sending the logs to the data center. Any user 
can get the reports of the requested ITM by sending the query request to the data 
center and the data center is answerable to all the ITMs which are registered. 

The public region of our model specifies the unregistered users of the data center 
who does not have any permission to access the data center, but they can get the 
traffic reports related to any ITM by sending the query request to the data center. The 
data center scope is extended to the public domain but it can only give the traffic 
reports to the public users. Allowing the public users or network accessing to the data 
center and monitors, causes decrease in the performance because of the overload of 
the data center. These can be balanced by introducing the priorities to the users; the 
internal or private region users  have  the  highest  priority than the  public users .This 
priorities does not disturb the existing scenario but this can enhance  the  service  to  
the public domain ,this will not be a over burden to the data center. 

In this section we are constructing the botnet as the public user network without 
having any registration with data center and performing the flooding attack on the 
ITM which is local to the data center. 

Generation of flash crowd attack with Botnet 

A DDoS (Flash crowd) attack mechanism typically includes a network of several 
compromised computers [15]. These compromised computers serve three major role -
master controller, command and control (C&C) server, and bot. An attacker prepares 
a DDoS attack by exploiting vulnerabilities in one computer system and making it the 
DDoS “master controller.” From here, the attacker identifies and communicates with 
other compromised systems. A C&C server is a compromised host with a special 
program running on it, this server distributes instructions from the attacker to the 
rest of the bots, which form a botnet[11]. (A bot is a compromised host that runs a 
special program.) Each C&C  server  is  capable  of  controlling  multiple  bots, each 
of which is responsible for generating a stream of packets   to   the   intended   victim.   
Often,   the   bots employed to send the flood of requests are infected with a virus that 
lets attackers use them anonymously. 
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Fig. 2. Workflow of flash crowd attacks using botne 

A Flash crowd attack happens in several  phases 
 

•  Discover  vulnerable  hosts.  To launch a DDoS attack, attackers first build a 
network of computers that they can use to produce the volume of traffic needed to 
deny services to legitimate users. To create this network, they first scan and identify 
vulnerable sites or hosts. Vulnerable hosts are usually those that run either no 
antivirus software or an out-of-date version, or those that  aren’t  properly  patched. 
Attackers  use these compromised hosts for further scanning and compromises. 

• Establish a botnet. After gaining access, attacker must then install attack tools on the 
compromised hosts to form a botnet. 
• Launch an attack. In the next phase, attackers send commands to C&C servers for 
their bots to attack by sending hundreds of thousands of requests to the target 
simultaneously. 
• Flood a target. In the final phase, monitor receives a flood of requests to the point 
where they can’t operate effectively. 

5   Prevention 

Preventive mechanisms attempt either to reduce the possibility of DDoS attacks or 
enable potential victims to endure the attack without denying services to legitimate 
users. 
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• System  security  mechanisms  increase a host’s overall security posture and  prevent 
it from becoming part of a botnet or a DDoS victim. Examples of system security 
mechanisms include reliable firewall filtering, proper system configuration, effective 
vulnerability management, timely patch installation, robust antivirus programs, 
controlled  and monitored system  access,  and  solid instruction detection. 
 

• Resource multiplication mechanisms provide an abundance of resources  to  counter  
DDoS  threats, such as increasing the capacity of network bandwidth, routers, 
firewalls, and servers. Additional examples include deploying information services at 
diverse network locations and establishing clusters of servers with load-balancing 
capabilities. Resource multiplication essentially raises the bar on how many bots must 
participate in an attack to be effective. While not providing perfect protection, this last 
approach  has  often  proved  sufficient  for small- to mid-range DDoS attacks. 

 
Preventing Flash crowd Attacks 

 

In this section we introduce a general methodology to prevent flash crowd attacks. It 
is based on the following line of reasoning: 

 

1. To mount a successful Flash crowd attack, a large number of compromised 
machines are necessary. 

2. To coordinate a large number of machines, the attacker needs a remote control 
mechanism. 

3. If the remote control mechanism is disabled, the Flash crowd attack is 
prevented. 

 

Our methodology to mitigate flash crowd attacks aims at manipulating the root-cause 
of the attacks, i.e., influencing the remote control network. Our approach is based on 
three steps: 

 

1. Infiltrating the remote control network. 

2. Analyzing the network in detail. 

3. Shutting down the remote control network. 
 

In the first step, we have to find a way to smuggle an agent into the control network. 
In this context, the term agent describes a general procedure to mask as a valid 
member of the control network. This agent must thus be customized to the type of 
network we want to plant it in. The level of adaptation to a real member of the 
network depends on the target we want to infiltrate. For instance, to infiltrate a 
botnet we would try to simulate a valid bot, maybe even emulating some bot 
commands. 

Once we are able to sneak an agent into the remote control network, it enables us to 
perform the second step, i.e., to observe the network in detail. So we can start to 
monitor all activity and analyze all information we have collected. 

In the last step, we use the collected information to shut down the remote control 
network. Once this is done, we have deprived the attacker’s control over the other 
machines and thus efficiently stopped the threat of a flash crowd attack with this 
network. Again, the particular way in which  the network is shut down depends on  
the type of network. 
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6   Detection of Flash Crowd Attacks 

In this section we present efficient way of detecting the attacks on the ITMs in the 
given information theoretic frame work. We divide the attack detection process into 
three phases, Firstly the primary detection of DDoS attacks [20] on the ITMs and the 
later is the detection of flash crowd attacks on the ITMs. 

In the primary detection phases the system detects the attacks based on traffic 
information aggregated from all monitors in the ITM system. If the overall traffic 
rate (e.g., volume in a given time interval) exceeds a predetermined threshold, the 
defender issues an alarm. The threshold value can be maintained either at data  center  
or  the  individual ITMs based on the type of schemes used [1] in the network. In the 
primary detection phase the system detects some attack was happened in the network. 
If the detection scheme is centralized, then whenever the aggregate traffic exceeds 
the threshold maintained  at the data center  then the data center finds the attack 
and that attacked monitor can be identified by verifying the individual traffic logs of 
each ITM from the report. Otherwise if the detection strategy is distributed then each 
monitor maintained an individual  threshold  and checked  the aggregate traffic 
regularly. If the traffic exceeds the threshold then it find the attack was happened and 
sends the status as attacked to the data center. After getting the attacked status from 
the ITM the data center blocks the corresponding ITM and displays the status of the 
ITM  as  blocked  in  the  status  reports,  which  will avoids the further traffic to or 
from the attacked ITM with the rest of the networks. 

The second stage of detection specifies the detection of the flash crowd attacks. 
Detecting a flash crowd forces the origin server to adjust its operation such that it can 
continue servicing clients. This typically requires using some distributed infrastructure 
of mirror servers, which provide the origin server with additional hosting capacity. 
Mirror servers can originate either from a CDN or from a community of contributed 
servers. The origin server typically exploits the capacity of mirror servers by using  
them to service some fraction of client requests. This section surveys various techniques 
for flash crowd detection and handling. Before starting to adapt its operation, the origin 
server needs to actually detect a flash crowd. The simplest technique is to monitor the 
request rate, and initiate adaptation once that rate exceeds a certain threshold. The 
intuition behind this technique is that the high request rate can be treated as the 
indication of an upcoming flash crowd[24]. In practice, however, using a single 
adaptation threshold is not enough, as request rates might oscillate around it, thereby 
causing frequent and unnecessary system adaptations. To address the oscillation 
problem, several algorithms use a simple watermarking technique. In that  case,  the  
origin server defines two watermarks, high and low, and determines its state as 
follows: 

We say that a server enters the overloaded state, when the request rate reaches the 
high watermark. The server remains in overloaded state until the request rate drops 
below the low Watermark. When the request rate reaches the low watermark, the 
server returns to its normal operation mode.  
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The detection of command and control defines the second approach. The controlling 
of botnets are done in general with IRC and detection of IRC can be done by 
monitoring the TCP port 6667 which is used for IRC traffic. One could also look 
for non-human behavioural characteristics in traffic, or even build IRC server 
scanners to identify potential botnets. 

The third approach used to detect the botnet is purely depends on the identification 
of secondary features of bot infection or attack behaviour. Finding the command and 
control directly is not possible in this approach this can be done based on the 
correlation of data from different sources to locate bots. 

In this paper we explore the second and third  approach  for  stopping  botnets.  The 
problem with the first approach is that preventing all systems on the Internet from 
being infected is nearly an impossible challenge. As a result, there will be large pools 
of vulnerable systems connected to the Internet for many years to come. 

6.2   Detecting Command and Control 

To avoid the damage of bots, we identified two approaches for detecting botnets: 
detect the command and control communication, or detect the secondary features of a 
bot infection. 

IRC-based Botnet Detection 

Today, most known bots use IRC as a communication protocol, and there are several 
characteristics of IRC that can be leveraged to detect bots. One of the simplest 
methods of detecting IRC- based botnets  is to offramp  traffic from a  live network on 
known IRC ports (e.g., TCP port 6667) and then inspects the payloads for strings that 
match known botnet commands. Unfortunately, botnets can run on non-standard 
ports. Another method is to look for behavioral characteristics of bots. One study 
found that bots on IRC were idle most of the time and would respond faster than a 
human upon receiving a command. The system they designed looked for these 
characteristics in Netflow traffic and attempted to tag certain connections as potential 
bots [15]. 

The idle IRC activity was successfully detected using this method but it is 
unable to findhigh false positive rate, for this honeypots is used to minimize the false 
positives. 

One attack pool set up a vulnerable system and waited for it to be infected with a 
bot. They then located outgoing connections to IRC networks and used their own bot 
to connect back and profile the IRC server [16]. 

Honeypots are used to connect the bots directly rather than connecting IRC server 
and these honeypot checks the characteristics of command and control in outgoing 
connections. We identified all successful outgoing TCP connections  and  verified that 
they were all directly related to command and control activity by checking the   
payloads. There were a wide range of interesting behaviors, including connections 
from the bot to search engines to locate and use bandwidth testers, downloading posts 
from popular message boards to get server addresses, and the transmission of 
comprehensive host profiles to other servers. 

These profiles consists of detailed information about the operating system, host 
bandwidth, users, passwords of the users, file shares, filenames and permissions for 
all files in the system, and a number of other minute details about the infected host. 
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GenII Honetpot is a windows honeypoy and used to collect the necessary 
information about the attack. The Windows honeypot runs an unwatched version of 
Windows 2000 or Windows XP. This system is thus very vulnerable to perform the 
attacks. The average expected lifespan of the honeypot is less than ten minutes. The 
shortest compromise time was only a few seconds: Once we plugged the network 
cable  in,  a  bot  compromised  the  machine  and installed itself on the machine. 

As explained in the previous section, a bot tries to connect to the C&C server to 
obtain further commands once it successfully attacked the honeypot. This is where the 
Honeywall comes into play. The Honeywall is a transparent bridge that enables the 
two tasks Data Control and Data Capture. Due to the Data Control facilities, it is 
possible to control the outgoing traffic. Using available tools for Data Control we can 
replace all suspicious in- and outgoing messages. A message is suspicious if it 
contains typical IRC messages for command and control, for example “TOPIC”, 
“PRIVMSG”, or “NOTICE”. Thus we are able to reduce the bot from accepting valid 
commands from the master channel. It can therefore cause no harm to others and 
therefore we  have  caught  a bot inside our Honeynet.  In addition with the detection, 
we can also derive all necessary sensitive information for a botnet from the data we 
have obtained up to that point in time: The Data Capture capability of the Honeywall 
allows us to determine the DNS/IP address of the bot which wants to connect the 
IRC. 

In addition, we can obtain from the Data Capture logs the nickname, the 
indent information, the server’s password, channel name, and the channel password 
as well. So we have collected all necessary information about the attack and the 
honeypot can catch further malware. Since we do not care about the captured 
malware for now, we rebuild the honeypot every 24 hours to have a “clean” system 
every day. This 10 has proven to be a good time span since after this amount of time 
the honeypot tends to become unstable due to installed malware. 

7   Conclusion and Future Work 

The  approach  integrates  active  real  time flash  crowd  attack  flow  identification  
from botnet with determining required number of honeypots. The honeypot controller 
has been modeled at Data center or ITMs to trigger honeypot generation in response 
to suspected attacks and route the attack traffic to honeypots. The performance of the 
proposed scheme is independent of attack traffic due to presence of honeypots at data 
center or ITMs. It gives stable network functionality even in the presence of high 
attack load. 

Some of the avenues for further extensions are with larger and heterogeneous 
networks. Back tracking can be applied on attack flows to reach the attack source. 
Both of them hold promise for evaluating and improving our DDoS detection and 
defense method and data center information protection. The data  center load can be 
still minimized by used some distributed load sharing algorithms. 
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Abstract. Web access log analysis is to examine the patterns of web site usage 
and the features of user’s behavior. Preprocessing of the log data is very 
essential for efficient web usage mining as the normal log data is very noisy. 
Session construction is very vital step in the preprocessing phase and recently 
various real world problems can be modeled as traversals on graph and mining 
from these traversals provides effective results. On the other hand, the traversals 
on unweighted graph have been taken into consideration in existing works. This 
paper oversimplifies this to the case where vertices of graph are given weights 
to reflect their significance. Patterns are closed frequent Directed Acyclic 
Graphs with page browsing time. The proposed method constructs sessions 
using an efficient Directed Acyclic Graph approach which contains pages with 
calculated weights. Hierarchical Directed Acyclic Graph (HDAG) Kernel 
approach is used for session construction. The HDAG directly accepts several 
levels of both chunks and their relations, and then efficiently computes the 
weighed sum of the number of common attribute sequences of the HDAGs.  
This will help site administrators to find the interesting pages for users and to 
redesign their web pages. After weighting each page according to browsing 
time a DAG structure is constructed for each user session. 

Keywords: Web Usage Mining, Session Construction, Directed Acyclic Graph 
(DAG), Preprocessing, Robots Cleaning. 

1   Introduction 

World Wide Web is a playing a vital role in the present scenario. The process of 
efficiently utilizing the data in the internet has become an active area of research. 
Web usage mining is an active, technique used in this field of research. It is also 
called web log mining in which data mining techniques are applied to web access log. 
A web access log is a time series record of user’s requests each of which is sent to a 
web server whenever a user sent a request. Due to different server setting parameters, 
there are many types of web logs, but typically the log files share the same basic 
information such as client IP address, request time, requested URL, HTTP status 
code, referrer etc.  
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Web usage mining extracts regularities of user access behavior as patterns, which 
are defined by combinations, orders or structures of the pages accessed by the 
internet. Web usage mining consists of three main steps:  

• Data Preprocessing 
• Knowledge Extraction 
• Analysis of Extracted Results   

Preprocessing is a significant step since the Web architecture is very complex in 
nature and 80% of the mining process is done at this phase. 

Administrators of the web sites have to know about the users’ background and 
their needs. For this statistical analysis such as Google Analytics are used to analyze 
the logs in terms of page views, page exit ratio, visit duration etc. With the help of 
this analysis administrators can know about frequently accessed page, average view 
time and so on. But there are few drawbacks in statistical analysis. It gives low level 
error report on unauthorized entry points, invalid urls are not found properly etc. Web 
usage mining enables administrators to provide complete analysis than statistical 
methods. It extracts a lot of patterns for administrators to analyze. This paper provides 
a method which analyses log files and extracts access patterns containing browsing 
time of each page using graphs [16].  

Graph and traversal are extensively used to model a number of classes of real world 
problems. For example, the structure of Web site can be modeled as a graph in which 
the vertices represent Web pages, and the edges correspond to hyperlinks between the 
pages [7]. Mining using graphs turns out to be a center of interest. Traversals on the 
graphs are the models of User navigations on the Web site [14]. Once a graph and its 
traversals are specified, important information can be discovered. Frequent substructure 
pattern mining is an emerging data mining problem with many scientific and 
commercial applications [15]. This paper provides a new version to the previous works 
by considering weights attached to the vertices of graph. Such vertex weight may reflect 
the importance of vertex. For example, each Web page may have different consequence 
which reflects the value of its contents. 

There are three phases in this method. First one is preprocessing phase which 
includes data cleaning, user identification, session identification, DAG construction. 
The second phase is pattern extraction phase using clustering and the third phase is 
pattern analysis phase. This paper discusses elaborately about the first phase and 
briefs about other phases.  

A new graph-based approach, called Hierarchical Directed Acyclic Graph kernels 
(HDAG) [17] is used in this approach for the preprocessing step. The method is 
observed to be effective in session construction and includes characteristics of tree 
and sequence kernels [18]. The HDAG is a hierarchized graph-in-graph structure. 
This framework defines a kernel function between input objects by employing 
convolution “sub-kernels” that are the kernels for the decompositions (parts) of the 
objects. 

2   Related Works 

Various commercially available web server log analysis tools are not designed for 
high traffic web servers and provide less relationship analysis of data among accessed 
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3   Preprocessing 

The quality of session construction significantly affects the whole performance of a 
web usage mining system. To improve the quality log data should be reliable. 
Preprocessing is a vital phase before mining to select the reliable data. Data Cleaning, 
user identification, sessions construction are the steps in preprocessing. 

3.1   Data Cleaning 

Data Cleaning enables to filter out useless data which reduce the log file size to use 
less storage space and to facilitate upcoming tasks [8]. It is the first step in data 
preprocessing. The log format used in this method is Extended Common Log Format 
with the fields as follows: “ipaddress, username, password, date/timestamp, url, 
version, status-code, bytes-sent, referrer-url, user-agent”. 

If a user needs a particular page from server entries like gif, JPEG, etc., are also 
downloaded which are not helpful for further investigation are eliminated. The 
records with failed status code are also eliminated from logs. Automated programs 
like web robots, spiders and crawlers are also to be eradicated from log files. Thus 
removal process includes elimination of irrelevant records as follows: 

 
• If the status code of all record is fewer than 200 and better than 299 then those 

records are eradicated. 
• The cs-stem-url field is verified for its extension filename. If the filename has 

gif, jpg, JPEG, CSS, and so on they are eradicated. 
• The records which request robots.txt are eradicated and if the time taken is 

incredibly little like less than 2 seconds are considered as automated programs 
traversal and they are also eradicated [8]. 

• All the records which have the name “robots.txt” in the requested resource 
name (URL) are recognized and straightly eradicated. 

3.2   User Identification 

In this step users are identified from log files. Sites which need registration stores the 
user data in log records. But those sites are few and often neglected by users. 
IPaddress, referrer URL and user agent in the log record is considered for this task. 
Unique users are identified as follows: 

• If two records has dissimilar IP address they are differentiated as two different 
users else if both IP address are similar then User agent field is verified. 

• If the browser and operating system information in user agent field is 
dissimilar in two records then they are recognized as different users else if 
both are identical then referrer url field is checked. 

• If URL in the referrer URL field in present record is not accessed before or if 
url field is blank then it is considered as a new user.  
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4.2   Calculation of Weight of Pages 

The second task in this method is to fix minimum and maximum browsing time for 
each page as BTmin and BTmax is used to calculate the weighing function which is to 
be used as a label in the graph. They are assumed by the administrators. The next step 
is to discretise the browsing time and given to each page as the weight which denotes 
the length of browsing time. Weighting function is calculated as follows 

  Wt (p, BTp ) = 0 when BTp ≠ null and BTp < BTmin 
  Wt (p, BTp ) = 1 when BTp ≠ null and  
   BTmin ≤ BTp ≤ BTmax  

Wt (p, BTp ) = 2 when BTp ≠ null and BTmax < BTp Wt (p, BTp ) = 3 when BTp = null  

If weight is ‘0’ it is assumed as the time to browse is too short and the user simply 
passed the page. If weight is ‘1’, administrators conclude it is a valid browsing time 
and user is interested in the content of the page. If weight is ‘2’ the time is too long 
and it is assumed as if the user left the page and if the weight is ‘3’ the page does not 
exists as reference page in that session. It is assumed as the end page and the user 
does not move from this page.  

4.3   DAG Construction 

Directed Acyclic Graph (DAG) is a tuple of Vertex, Edge and a label. This type of 
graph doesn’t have cyclic structures. After weighting all pages based on the browsing 
time a DAG structure is built for each user session. Vertex is labeled by a page and its 
weight. Each vertex is represented by a set of page and it’s weight as (p, wt (p, BTp). 
Edge connects reference page to request page for each request. Edges show users 
page transition and only the direction is considered. If any cyclic structure exists a 
new vertex is created and the graph structure is converted to acyclic. In this method 
DAGs which give user session information for mining is constructed. The advantage 
over other graph methods is use of numerical values like browsing time is considered. 
A simplest form of the weighting function is used depending on the browsing time 
which is longer or shorter than the threshold. The threshold is based on the content of 
the page. 
 

 

Fig. 1. Directed Acyclic Graph Construction 

4.4   Proposed Hierarchical Directed Acyclic Graph (HDAG) 

This paper defines HDAG as a Directed Acyclic Graph (DAG) with hierarchical 
structures [17]. That is, certain nodes contain DAGs within themselves.  
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7   Experimental Results 

To confirm the usefulness and effectiveness of the proposed methodology, an 
experiment is carried out with the web server log of the library of South-Central 
University for Nationalities. The preliminary data source of the experiment is from 
May 28, 2006 to June 3, 2006, which size is 129MB. Experiments were carried out on 
a 2.8GHz Pentium IV CPU, 512MB of main memory, Windows 2000 professional, 
MatLab 7.10.  Table-1 is the obtained results from the experiment. 

Table 1. The Processes and Results of Data Preprocessing in Web Usage Mining 

Number of records in raw web 
log 

Number of records after data 
cleaning 

Number of 
users 

747890 112783 55052 

 
 

Table 1 show that after data cleaning, the number of log data diminished from 
747890 to 112783. 

Four samples from the same university are obtained to evaluate the cleaning phase. 
From Fig-3 it is confirmed that the unwanted and irrelevant records are cleaned. 

 

 

Fig. 3. Data Cleaning of Sample Records 
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Table 2 shows the comparison of the DAG and HDAG approaches. The path 
completed by both the approaches is given. It is observed from the table, that the only 
the best and the interested paths are chosen by the HDAG approach due to its 
hierarchical structure.  

8   Conclusion 

It is very difficult to extract the interesting patterns available in the web log data 
without preprocessing phase. Preprocessing phase helps to clean the records and 
discover the interesting user patterns and session construction. But understanding 
user’s interest and their relationship in navigation is more important. In this paper, an 
efficient technique is proposed to analyze web logs in detail by constructing sessions 
as Hierarchical Directed Acyclic graphs (HDAG). The proposed method takes 
advantage of both statistical analysis and web usage mining. Patterns are reduced by 
closed frequent mining for efficient analysis. Web site administrators follow the 
results and improve their web sites more easily. From the experimental results it is 
obvious that the proposed method successfully cleans the web log data and helps in 
identifying the user session. 
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Abstract. Requirements elicitation is the first stage in the process of developing 
a software product. The purpose of the requirements elicitation process is to 
build an understanding of the problem. It is fundamentally a communication 
process between a requirements elicitor and various Stakeholders. Interviewing 
stakeholder during Elicitation process is a communication intensive activity in-
volving various techniques & tactics requiring communication skills apart from 
experience and knowledge. Interview involves Verbal and Non-verbal commu-
nication .Generally during Interview process Requirement is elicited via verbal 
Communication .A lot of work has been done to improve the Interview process 
and to observe and document verbal communication but the area of Non-verbal 
communication is still unexplored in the field of Requirement Elicitation. Inter-
viewer should give emphasis to Non-verbal communication along with verbal 
communication so that he can elicit requirements more efficiently and effective-
ly. In this paper we emphasize on Behavioral Aspects of Non-verbal communi-
cation i.e. the use of facial expressions, eye contact, gestures, Tone of voice, 
body posture, orientation, touch, and various cues and signals such as distance, 
amused, sleepy, pitch, sound, pacing, shaking, sweating are important in non-
verbal communication during interviews for eliciting requirements. In this  
paper we have discussed our findings i.e. behavioral aspects, cues and signals 
during   non verbal communication, these aspects of Non-Verbal Communica-
tion are to be followed to minimize problems encountered during requirement 
elicitation, so that the requirement are elicited and recorded properly. 

1   Introduction 

In requirements engineering, requirements elicitation is the practice of obtaining the 
requirements of a system from users, customers and other stakeholders. Requirement 
elicitation is considered to be a very vital activity in requirement engineering. It is a 
proven fact that poor elicitation of requirements leads to a project failure. So for the 
improvement in the software industry’s success rate more attention is required in the 
elicitation process. Elicitation is all about determining the needs of stakeholders and 
discovering what the user wants. It is one of the most critical activities in software 
development life cycle. The failure of the software projects has been concerns of the 
software industry from many years. Many surveys have been conducted to investigate 
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the projects failure statistics. According to the Standish reports [1], success rate of 
software project is only 28%. A major contributing factor in such a low rate of suc-
cess is said to be unclear and imprecise requirements [1][2].In 2006 C. J. Davis et al 
discovered that “Accurately capturing system requirements is the major challenge  in  
large software projects”[3]. The work was reflection of Lindquist (2005) according to 
whom “poor requirements management can be attributed to 71% of software projects 
failure, the cost of this failure is enormous.” [2]. It is a reasonably well documented 
fact that software requirements definition has a big impact on final product quality. 
Generally  when Requirement are Elicited from Stakeholders elicitor is not able to 
elicit the requirements because stakeholder stops communicating the requirement this 
may be because of (1) Stakeholder is not aware about his own Requirements 
.(2)Stakeholder knows requirement but is unable to express. (3) Stakeholders Knows 
his requirement but doesn’t want to reveal it. To above problems, formal RE methods 
and techniques were developed. Davis et al. [3] mention interviews as the most popu-
lar RE technique for gathering requirements. Frey and Oishi [4] define interviews 
which are used to gain an understanding of a particular topic as a means of communi-
cation and information exchange where one person asks prepared questions (inter-
viewer) and another answers them (respondent). The other argument is that the  
interview has been rated as one of the most effective requirements elicitation tech-
niques by practitioners .Interview is a communication intensive activity in which non 
verbal communication plays an important role. In this paper we emphasize on Non 
Verbal Communication to make Interview process more effective. 

2   Interview a Better Elicitation Technique 

Requirement elicitation is to extract & dig out the knowledge about requirements. Eli-
citation techniques like interviews, brainstorming, workshop, use case, focus groups, 
JAD/RAD, prototypes, etc are used. Overall these techniques have one thing common 
that is the elicitation team has to interface with the stakeholder(s) representative(s) or 
user groups using questions to enquire requirements [17]. Out of which Interviews 
[5][6]are probably the most traditional and commonly used technique for require-
ments elicitation by analysts. Because interviews are essentially human based social 
activities, they are inherently informal and their effectiveness depends greatly on the 
quality of interaction between the participants. Interviews provide an efficient way to 
collect large amounts of data quickly from groups or individuals. Interviews enable 
the elicitor to question the stakeholder directly about their thoughts and opinions, and 
allows the freedom to describe and reflect in detail on their views and beliefs. The in-
terviews were specifically intended to explore not only what experts thought of the 
state of practice in requirements elicitation, but also what they believed would be the 
key components of a new and improved approach for requirements elicitation .Most 
Software Projects adopt the Face to Face interview i.e. verbal communication with 
clients and considers one of the effective method of requirement Elicitation .If the 
Elicitor along with the verbal communication gives emphasis to Non–verbal Commu-
nication then  requirements may be  recorded more effectively & efficiently. 
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3   Motivation: Problems in Interviews 

The interview technique also faces with few problems apart from the problems which 
are the intrinsic part of requirement elicitation. Such as (1) the stakeholders may have 
difficulties in expressing the needs of the software system that is desired [12]. (2) 
Stakeholder also has limitations of memory and communication abilities [16]. (3) 
Whatever the people do the most they cannot describe it as they think it is usual with-
out any importance “tacit knowledge”[14]. (4) Information may be inaccurate as  
suggested by cognitive sciences [13]. (5) Communication problems such as domain 
terminology, different view, biases, status, gender, and environment [14] [10] (6) In-
terview generate large amount of data. (7) It is hard to compare the different response. 
(8) It is difficult to analyze that a particular question is still unanswered [12]. (9) The 
personality, attitude, and manner of asking questions can affect information the elici-
tation teams receive [15] [11]. Interview involves Verbal and Non-verbal communica-
tion during requirement Elicitation process. Researchers suggest that 70% of the  
information conveyed by the stakeholder is Non-verbal. In this paper we discuss or 
findings during Non-Verbal Communication, observing and documenting these  
aspects lead to effective requirement Elicitation process. 

4   Non-verbal Communication 

Nonverbal communication (NVC) [8], or body language, is a vital form of communi-
cation, a natural, unconscious language that broadcasts our true feelings and inten-
tions in any given moment, and clues us in to the feelings and intentions of those 
around us. When we interact with others, we continuously give and receive wordless 
signals. All of our nonverbal behaviors, the gestures we make, the way we sit, how 
fast or how loud we talk, how close we stand, how much eye contact we make send 
strong messages. These messages don’t stop when you stop speaking either. Even 
when we are silent, we are still communicating nonverbally. Oftentimes, what we say 
and what we communicate through body language are two totally different things. 
When faced with these mixed signals, the listener has to choose whether to believe 
your verbal or nonverbal communication, and in most cases we choose NVC. NVC, 
such as gestures, does hold potential as a source of additional user behavior data in a 
cross-cultural testing situation [7]. When such user data collection happens across dif-
ferent cultures, data is often collected and analyzed, ignoring the rich qualitative cues 
embedded in non-verbal communications such as gestures. In cross-cultural situa-
tions, gestures can yield additional information from the user. NVC plays an impor-
tant role while conducting interviews during Requirement Elicitation. Non -verbal  
behavior of the clients during Interview can be analyzed by the elicitor in order to 
record the requirement. If Interviewer has ability to observe and documenting Non-
verbal communication during interview as from the findings and suggestions given in 
this paper the effective requirements may be recorded. 
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5   Proposed Work: Role of Non-verbal Communication during 
Interview Process 

During Requirement Elicitation   when Requirement are Elicited from Stakeholders 
elicitor is not able to elicit the requirements because stakeholder stops communicating 
the requirement this may be due toCase 1: Stakeholder is not aware about his own 
Requirements: In this case requirements are not known by the stakeholders 
.Stakeholders are confused about their own requirements, provides unnecessary tech-
nical details rather than specify their requirements. Case 2: Stakeholder Knows  
requirements but unable to express: In this case requirements are known by the stake-
holders but unable to express it due to poor communication skills, domain terminolo-
gy. Case 3: Stakeholders knows his requirement but doesn’t want to reveal it: In this 
case stakeholder aware about his requirement, he can express them but don’t want to 
reveal them. The above three cases lead to poor requirement elicitation. To handle 
these issues we emphasize on Behavioral Aspects of Non-verbal communication and 
various cues, signals that are important in Non-verbal communication during inter-
view process for eliciting requirements. In Interview process of Requirement Elicita-
tion, much of the non-verbal communication is exchanged using body movements and 
has up to 55% impact. Certain behaviors can be better understood only through the in-
terpretation of non-verbal cues with body movements being the only way of their 
communication. We have observed and recorded the behavior of these three types of 
Stakeholders .Accordingly we present our findings and suggestions in tabular fashion 
table 1 & table 2. 

Table 1. Behavioral Aspects in Non-Verbal Communication 

Behavioral 
Aspects 

Case 1 
 

Case 2 
 

Case 3 
 

Eye Contact • Widen eyes 
• Look here and there 
• Blank looks 
• Eyes rolled upwards 

• Eyes moving all around
• Downward glances 

• Little eye contact 
• Look somewhere 

else 
• Glimpse from the 

corner of their eye. 
• Look down with 

shrugged shoulders 
Facial  
expression 

• Surprised  expression 
• Lifted eyebrows 
• Shrunk and wrinkled 

hearts. 
• Curls outs lower lips. 
• Bite their lower lips. 

• Confused expression 
 

• Make a grimace  
• Disinterested in 

topic 
• Limited to mouth 

movement instead 
of whole face.  
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Table 1. (continued) 

Way of  
speaking 

• Lots of use of “ANDS” 
& “BUTS”. 

•  Stammer a lot • Reluctant to 
talk 

• About the  
subject 

• Change  
subject 

• Use of our 
words to an-
swer questions 

• Contradict us. 
 

Tone • Speak in high voice • Speak in low voice • Speak in mo-
notonous tones 

Reaction • Nervousness • Unable to express himself 
 

 
 

Body posture • Immobile • Shrink to one side • May lean back 
indicate indif-
ference or lack 
of Interest. 

• Limited & stiff 
physical  
expressions 
cross their 
arms. 

• Hunch their 
back. 

• Clench their 
fist. 

• Show  
defensiveness. 

• Feel hostile. 
• Stooped  

posture. 
• Shuffling 

feet’s. 
• Get angry. 
• Lean forward 
• Fight facial 

expression 
• Cover their 

mouth 
• While walking 

hide their 
hands. 
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Table 1. (continued) 

Gestures • Shrugs jerk up  
shoulders to say no in 
a response. 

• Lot of hand gestures • Few hand & arm 
movements. 

• Touch their face, 
throat, & mouth. 

• Scratch their 
nose or ears. 

• Touch their 
chest/heart with 
open hands. 

• Constantly  
swallow or clear 
their throat. 

• Stick their  
tongue out to 
moist their lips. 

• Closed, descend-
ing & insecure  
poses. 

• Tapping hands or 
feet. 

 
Space • Turn their body away 

from askers 
• Place objects • They will pull 

their tie or t-shirt. 
Handshake • Shake only fingers not 

hand 
• Relaxed hand shaking   but 

at distance from the front 
person 

• A firm  
handshake 

Orientation • Present them back to 
back. 

 

•  Likely to sit side by side. • Sit face to face 

 
Observing Non-Verbal Communicational behavioral aspects, various cues and sig-

nals as discussed in the tables given above we can very easily decide whether the 
stakeholder is not aware of its requirements, unable to express it or doesn’t want to 
reveal it. Once identified as case1, case 2, case3 discussed earlier we can take appro-
priate measures. For case 1 stakeholder should be made aware about his own re-
quirements by counseling and providing domain knowledge. For case 2 stakeholder 
should be motivated to express his requirement by providing prototypes, front end 
visuals etc. For case 3 the matter could be reported to top management and fresh in-
terviews should be conducted with different set of stakeholders. If these aspects of 
Non-Verbal Communication are observed and documented, problems encountered 
during requirement elicitation may be minimized and requirement may be elicited and 
recorded more efficiently and effectively. 
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Table 2. Cues & signals in Non-Verbal Communication 
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Distance Moderate Low High 

Amused High Moderate Low 

Anxious High Moderate Low 

Confused Moderate High Low 

Sleepy High Low Moderate 

Slouching Low Moderate High 
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Cringing High Moderate Low 
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Abstract. The size of the internet is very large and it has grown enormously, 
search engines are the tools for World Wide Web navigation. In order to pro-
vide powerful search facilities, search engines maintain comprehensive indices 
for documents and their contents on the Web by continuously downloading 
Web pages for processing,   known as web crawling. In this paper we reviewed 
various web crawlers and their performance attributes.  We study mobile and 
parallel web crawling approach that makes web crawling system more effective 
and efficient.  The major advantage of the mobile approach is that the analysis 
portion of the crawling process is done locally where the data resides rather 
than remotely inside the Web search engine. This can significantly reduce net- 
work load which, in turn, can improve the performance of the crawling process. 
The major advantage of parallel crawling is that as the size of the Web grows, it 
becomes imperative to parallelize a crawling process, in order to finish down-
loading pages in a reasonable amount of time. We identify fundamental issues 
related to migrating parallel crawling and also propose metrics to evaluate a 
migrating parallel crawler. Lastly, we summarize the web crawlers and their 
performance attributes that effects the process of web crawling. 

1   Introduction 

The Internet is a global system of interconnected computer networks. The searching 
and indexing tasks for the web are currently handled from specialized web applica-
tions called search engines. The modern search engines can be divided into three parts 
they are the publically available search engine, the data- base and the web crawling 
system. A web crawler is an automated program that browses the Web in a methodo-
logical manner. The process of traversing the web is called Web crawling. Web craw-
ler starts with a queue of known URLs to visit. As it visits these pages, it scans them 
for links to other web pages. The Web Crawler consists of Crawler Manager, Ro-
bot.txt downloader, Spider and Link Extractor. A Crawl Manager takes a set of URLs 
from Link extractor and sends the next URLs to the DNS resolver to obtain its IP ad-
dress. Robot.txt file are the means by which web authors express their wish as to 
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which pages they want the crawler to avoid. Link extractor extract URLs from the 
links in the downloaded pages and sends the URLs to the crawler manager for down-
loading afterwards. 

2   Literature Survey 

In [13], the author demonstrated an efficient approach to the “download-first process-
later” strategy of existing search engines by using mobile crawlers. In [14] author has 
implemented UbiCrawler, a scalable distributed and fault-tolerant web crawler. In 
[15] author presented the architecture of PARCAHYD which is an ongoing project 
aimed at designing of a Parallel Crawler based on Augmented Hypertext Documents. 
In [16] the author studied how an effective parallel crawler is designed. As the size of 
the Web grows, it becomes imperative to parallelize a crawling process. In [17] the 
author proposes Mercator, which is a scalable, extensible crawler. [18] Presented 
Google, a prototype of a large scale search engine which makes heavy use of the 
structure present in hypertext. [19] Aims at designing and implementing a parallel 
migrating crawler in which the work of a crawler is divided amongst a number of  
independent. 

3   Motivation: Problems in Generic Web Crawlers  

According to [1], Web crawlers of big commercial search engines crawl up to 10 mil-
lion pages per day. Assuming an average page size of 6K [2], the crawling activities 
of a single commercial search engine adds a daily load of 60GB to the Web.  

Scaling Issues: One of the first Web search engines, the World Wide Web Worm [3], 
was introduced in 1994 and used an index of 110,000 Web pages. Big commercial 
search engines in 1998 claimed to index up to 110 million pages [1]. The Web is ex-
pected to grow further at an exponential speed, doubling its size (in terms of number 
of pages) in less than a year [4].  

Efficiency Issues: Current Web crawlers download all these irrelevant pages because 
traditional crawling techniques cannot analyze the page content prior to page down-
load [13].  

Index Quality Issues: Current commercial search engines maintain Web indices of 
up to several hundred million pages[1].  

4   Migrating Parallel Web Crawler 

The Migrating Parallel Crawler system consists of Central Crawler, Crawl Frontiers, 
and Local Database of each Crawl Frontier and Centralized Database. It is responsi-
bility of central crawler to receiving the URL input from the applications and  
forwards the URLs to the available migrating crawling process. Crawling process mi-
grated to different machines to increase the system performance. Local database of 
each crawl frontier are buffers that locally collect the data. This data is transferred to 
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the central crawler after compression and filtering which reduces the network band-
width overhead. The central crawler has a centralized database which will contain the 
documents collected by the crawl frontiers independently. The main advantages of the 
migrating parallel crawler approach are Localized Data Access, Remote Page Selec-
tion, Remote Page Filtering, Remote Page Compression, Scalability, Network-load 
dispersion, Network-load reduction. 

5   Issues in Migrating Parallel Web Crawler  

The following issues are important in the study of a migrating parallel crawler  
interesting: 

Communication bandwidth: Communication is really important so as to prevent 
overlap, or to improve the quality of the downloaded content, crawling processes need 
to communicate and coordinate with each other to improve quality thus consuming 
valuable communication bandwidth. 

Quality: Prime objective of migrating parallel crawler is that to download the  
“important” pages first to improve the “quality” of the downloaded pages. 

Overlap: When multiple processes run in parallel to download pages, it is possible 
that different processes download the same page multiple times. One process may 
download the same page that other process may have already downloaded, one 
process may not be aware that another process has downloaded the same page. 

6   Coordination in Migrating Parallel Web Crawler 

The coordination is done in order to prevent overlap and also crawling processes need 
to coordinate with each other so that the correct and quality pages are downloaded. 
This coordination can be achieved in following ways: 

Independent: In this method Crawling processes may download pages independent 
of each other without any coordination. The downloaded pages may overlap in this 
case, but we assume that overlap is not significant enough. 

Static assignment: In this method the Web is partitioned into sub partitions and each 
sub partition is assigned to each Crawling processes before the actual crawling 
process may begin. This type of arrangement is called static assignment. 

Dynamic assignment: In this coordination scheme there is a central coordinator that 
divides the Web into small partitions and each partition is dynamically assigned to a 
Crawling processes for further downloading. 

7   Crawling Modes for Static Assignment in Migrating Parallel 
Web Crawler 

In this scheme of static assignment, each Crawling processes are responsible for a cer-
tain partition of the Web and have to download pages within the partition. There may 
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be possibility that some pages in the partition may have links to pages in another par-
tition. Such types of links are referred to as an inter-partition link. 

Firewall mode: Each Crawling processes strictly download the pages within its parti-
tion and inter-partition links are not followed. In firewall mode all inter-partition links 
are either thrown away or ignored. 

Cross-over mode: In this mode each Crawling processes download pages within its 
partition. It follows inter-partition links when links within its partitions are exhausted. 

Exchange mode: In this mode Crawling processes periodically exchange inter-
partition links. Crawling processes are not allowed to follow inter-partition links [16]. 

Table 1. Comparison of three Crawling Modes[16] 

Mode Coverage overlap Quality Communication 

Firewall Bad Good Bad Good 

Cross-Over Good Bad Bad Good 

Exchange Good Good Good Bad 

8   Evaluation Models in Migrating Parallel Web Crawler 

This section deals with metrics that we define to quantify the advantages or disadvan-
tages of migrating parallel crawler.  

Coverage: the coverage is defined as I/U, where U is the number of pages down-
loaded by migrating parallel crawler and I is number of unique pages downloaded by 
the migrating parallel crawler.  

Overlap: The overlap is defined as (N−I) /I. Where, N is number of pages down-
loaded by the crawler, and I is the number of unique downloaded pages by migrating 
parallel crawler.  

Quality: The quality of downloaded pages is defined as |AN∩PN|/|PN|. The migrating 
parallel crawler downloads the important N pages, and PN is that set of N pages. AN is 
set of N pages that an actual migrating parallel crawler would download, which is dif-
ferent from PN.  

Communication overhead: The communication overhead is defined as E/I. Where I 
in total pages downloaded and E represents exchanged inter-partition URLs.  

Table 2 summarizes different crawling techniques with their performance attributes. 
Crawling process of migrating parallel crawlers move to the resource which needs to 
be crawled to take the advantage of localized data access. After accessing a resource, 
migrating parallel crawler move on to the next machine or server and send result of 
crawling to central database in compressed form. From the table it is evident that Mi-
grating parallel crawlers are more efficient in terms of network load reduction, I/O 
performance, reducing communication bandwidth, network load dispersion etc. 
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Table 2. Performance Attributes for Different Web Crawlers 

 High  
performance 
distributed 
web crawler 

Incremental 
crawler 

Parallel 
crawler

Agent 
based 

Migrating 
parallel 
Crawler 

Domain 
Specific 
Crawler

Mobile 
Crawler 

Breadth 
First 
Crawling 

Robustness ++ -- -- -- ++ -- ++ -- 

Flexibility ++ -- -- ++ ++ -- -- -- 

Manageability ++ -- -- ++ ++ -- -- -- 

I/O 
Performance 

++ -- -- ++ ++ -- -- -- 

Network 
resources 

++ -- -- -- ++ -- ++ -- 

OS limits ++ -- -- -- ++ -- ++ -- 

Higher 
performance 

++ -- -- -- ++ -- ++ -- 

Extensibility -- ++ -- -- -- -- ++ -- 

Incremental 
crawling 

-- ++ -- -- -- -- -- -- 

Reasonable 
cost 

++ -- -- -- -- -- -- ++ 

Overlapping -- -- ++ ++ ++ ++ ++ -- 

Communication 
bandwidth 

-- -- ++ -- ++ ++ ++ -- 

Network load 
dispersion 

-- -- ++ -- ++ ++ ++ -- 

Network load 
reduction 

-- -- ++ ++ ++ ++ ++ -- 

Freshness -- ++ -- -- -- -- -- -- 

Page rank -- -- -- -- -- -- -- ++ 

Scalability -- -- -- -- -- ++ -- -- 

Load sharing -- -- -- -- -- ++ ++ -- 

High quality -- -- -- -- -- -- -- ++ 

Agent oriented -- -- -- ++ ++ -- -- -- 

9   Conclusion  

In this paper we reviewed various web crawlers and their performance attributes. We 
study mobile and parallel web crawling approach that makes web crawling system 
more effective and efficient. We identify fundamental issues related to migrating  
parallel web crawler and also propose metrics to evaluate a migrating parallel web 
crawler. Lastly, we summarize the web crawlers and their performance attributes that 
effects the process of web crawling. The research directions in migrating parallel 
crawler include: 
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• The crawling process should crawl in domain specific manner 
• Crawling on the host/server should be done on breadth first manner 
• Multi threaded server for central coordination 
• Agent based Crawl workers 

This future work will deal with the problem of quick searching and downloading the 
data. The parallel crawlers will be studied and a new crawler technique will be com-
pared with the existing one. The data will be collected and analyzed with the help of 
tables and graphs. 
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Abstract. Neural networks, or the artificial neural networks to be more precise, 
represents a technology that is rooted in many disciplines: neuroscience, 
mathematics, statistics, physics, computer science and engineering. Neural 
network finds applications in such fields as modeling, time series analysis, 
pattern recognition signal processing and control by virtue of an important 
property: the ability to learn from input data with or without a teacher .In a 
biological system, learning involves adjustments to the synaptic connections 
between neurons same for artificial neural networks (ANNs) works too that has 
made it applicable to valid applications. Neural Network architecture has the 
ability to learn for the things and then later on classify the things. Neural 
Network for Character Recognition is based over Multilayered Architecture 
having Back-propagation algorithm. First Network is been trained for the 
alphanumeric handwritten characters and then testing the network with the 
trained or untrained handwritten characters. We achieved a greater computation 
enhancement by using modified back- propagation algorithm having an added 
momentum term, which lowers the training time and speeds the system. The 
time is more reduced with its parallel implementation using CUDA. 

Keywords: CUDA, GPU, Back-propagation algorithm. 

1   Introduction to CUDA 

Compute Unified Device Architecture is a general purpose programming model 
where programmer kicks off batches of threads over graphics processing units. 
Graphics processing units are dedicated super threaded, massively parallel data co-
processor. CUDA is an extension towards the programming languages C/C++ which 
provides some libraries to utilize graphics processing units in massively data parallel 
architecture. 

1.1   Device 

In a matter of just a few years, the programmable graphics processor unit has evolved 
into an absolute computing workhorse. With multiple cores driven by very high 
memory bandwidth, today's GPUs offer incredible resources for both graphics and 
non-graphics processing. The main reason behind such an evolution is that the GPU is 
specialized for compute-intensive, highly parallel computation exactly what graphics 
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rendering is about and therefore is designed such that more transistors are devoted to 
data processing rather than data caching and flow control. More specifically, the GPU 
is especially well-suited to address problems that can be expressed as data-parallel 
computations – the same program is executed on many data elements in parallel with 
high arithmetic intensity, the ratio of arithmetic operations to memory operations. 
Because the same program is executed for each data element, there is a lower 
requirement for sophisticated flow control; and because it is executed on many data 
elements and has high arithmetic intensity, the memory access latency can be hidden 
with calculations instead of big data caches. Data-parallel processing maps data 
elements to parallel processing threads. Many applications that process large data sets 
such as arrays can use a data-parallel programming model to speed up the 
computations. In 3D rendering large sets of pixels and vertices are mapped to parallel 
threads. Similarly, image and media processing applications such as post-processing 
of rendered images, video encoding and decoding, image scaling, stereo vision, and 
pattern recognition can map image blocks and pixels to parallel processing threads. In 
fact, many algorithms outside the field of image rendering and processing are 
accelerated by data-parallel processing, from general signal processing or physics 
simulation to computational finance or computational biology. 
 

 

Fig. 1. Architecture of GPU 

Up until now, however, accessing all that computational power packed into the 
GPU and efficiently leveraging it for non-graphics applications remained tricky: 

The GPU DRAM could be read in a general way – GPU programs can gather data 
elements from any part of DRAM - but could not be written in a general way - GPU 
programs cannot scatter information to any part of DRAM, removing a lot of the 
programming flexibility readily available on the CPU. 

Some applications were bottlenecked by the DRAM memory bandwidth, 
underutilizing the GPU’s computational power. [14] 

 

 

Fig. 2. Comparison between Number of Processsors in GPU and CPU 
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1.2   CUDA: A New Architecture for Computing on the GPU 

CUDA stands for Compute Unified Device Architecture and is a new hardware and 
software architecture for issuing and managing computations on the GPU as a data-
parallel computing device without the need of mapping them to a graphics API. 
Operating system’s mechanism of multitasking which is responsible for managing the 
access to the GPU and many CUDA and graphics applications running concurrently. 
CUDA software stack is also collected by many layers: Which is hardware driver, 
application programming interface(API) and In this we use two higher-level 
mathematical libraries of common usage, which is CUFFT and CUBLAS. In this, the 
hardware which has been used to support lightweight driver and runtime layers. As a 
resultant its performance has been increased. 

CUDA use the features of parallel data cache or on-chip shared memory for the 
fast general read and write access. In this all the threads use to share data with one 
another. Applications can take advantage of it by minimizing over-fetch and round-
trips to DRAM and therefore becoming less dependent on DRAM memory 
bandwidth. 

1.3   A Highly Multi-threaded Co-processor 

When programmed through CUDA, the GPU is viewed as a compute device capable 
of executing a very high number of threads in parallel. In GPU it function as a 
coprocessor to the main CPU, or host: In this a sector of a part of application that is 
executed many times, but independently on different data, can be separated into a 
function that is executed on the device as many different threads. The effect, such a 
function is compiled to the instruction set of the device and the resulting program, 
known as a kernel, is downloaded to the device. Both the host and the device maintain 
their own DRAM, referred to as a host memory and device memory, respectively. 
One can also copy data from one DRAM to the other through optimized API calls the 
device’s high-performance Direct Memory Access (DMA) engine. 

1.3.1   Thread Batching 
Threads that executes a kernel is organized as a grid of thread blocks is– 
 

  

Fig. 3. Structure of Block and Grid on GPU 

1.3.2   Thread Block 
A thread block is a batch of threads that can cooperate together by efficiently sharing 
data through some fast shared memory and synchronizing their execution to coordinate 
memory accesses. In kernel we can specify the synchronization points normally, 
whenever threads in a block are suspended until they all reach the synchronization 
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point. In this case each thread assigns a unique ID, which is the number of thread within 
the block. It also help in complex addressing based on the thread ID, the application can 
specify a block as a two- or three-dimensional array of architecture size and identify 
each thread using a two 2- or 3-component index instead. 

1.3.3   Grid of Thread Blocks 
A block has only limited maximum number of threads. In the thread, blocks of same 
dimensional and size that execute the same kernel would be batched together into a 
grid of blocks, so the total number of threads can be launched in a single kernel 
supplication is much larger. For the above, the expense of reduced thread cooperation, 
because threads in different thread blocks from the same grid and the grid cannot be 
communicate and synchronize with each other. The above model allows kernels to 
efficiently run without recompilation on various devices with different parallel 
capabilities: In this, a device may run all the blocks of a grid sequentially. 

1.3.4   Cuda Memory Model 
A thread that executes on the device has only access to the device’s DRAM and on-
chip memory through the following memory spaces as illustrated in the figure below. 

 

 

Fig. 4. CUDA Memory Model 

2   Proposed Methodology 
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2.1   Training Methodology 

 

Fig. 5. Training Methodology on Back-propagation Network 

3   Implementation 

3.1   Binarization 

First performed binarization of the input image which is of monochrome bitmap 
image of size 32*32 and which is like- 

 

Fig. 6. Sample Input Images 

And many more, we have collected about 100 sample of each character from 
different people and used these during the training of the system and later other test 
samples for testing the accuracy .And the binary form of the character A_5.bmp is:  

 

 

Fig. 7. Binararization of Input Image 
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3.2   Phases of Implementation 

The network works in 2 modes: - 

1. Training Mode 
2. Testing Mode 

3.2.1   Training Mode 
A network in which learning is employed is said to be subjected to training .Training 
is an external pressure regimen. Learning is the desired process that takes place 
internal to the network. Here, the user provides a training file in the current directory 
called TRAINING.TXT. This file contains patterns. Each pattern has a set of inputs 
followed by a set of inputs followed by a set of outputs. Each value is separated by 
one or more spaces. Another file that is used in training is the weights file. Once the 
simulator reaches the error tolerance that was specified by the user, or the maximum 
number of iterations, the simulator saves the state of the network by saving all of its 
weights in a file called WEIGHTS.TXT. The file can then be used subsequently in 
another run of the simulator in testing mode. 

3.2.2   Testing Mode 
In this mode the user provides test data to the simulator in a file called TEST.TXT. 
This file contains only input pattern. When this file is applied to an already trained 
network, an OUTPUT.TXT file is generated, which contains the outputs from the 
network for all the input patterns The network goes through one cycle of operation in 
this mode, covering all the modes in the test data file to start up the network, the 
weights file ,WEIGHTS.TXT is read to initialize the state of the network . 

3.3   Parallel Implementation on CUDA 

Since the neural network has a large amount of computations in the TRAINING 
MODE as well as in the TESTING MODE and as per the model of Multilayer Neural 
Network it allows us to port the network on a parallel architecture. We ported our 
problem on NVIDIAs CUDA parallel architecture which is follows SIMD approach. 
The back propagation algorithm can be majorly divided into 3 steps namely 

 
FORWARD PROPAGATE 
BACKWARD PROPAGATE 
WEIGHT UPDATION 

The three steps in back propagation model can be ported in parallel. The model has 
three layer of neurons input layer, hidden layer and output layer, the computations in 
all the three layers are independent of each other. However, the result of the preceding 
layers is fed into the successive layers, this is a restriction and hinders parallelism. 
But in spite of this one can make the computations in a input layer, hidden layer or 
output layer in parallel as the neurons in each of these layer are independent of each 
other. 
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3.3.1   Forward Propagation 
Forward pass is the first step in the back propagation algorithm in which we calculate 
the summation of inputs with the corresponding weight and is passed through an 
activation function. 

 
NET= X1W1+X2W2+--------+ XnWn 

OUT = F(NET) = 1/(1+e-NET ) 

Threads were launched as per the configuration of hidden layer and output layer i.e 
500 threads for the hidden layer and 6 for output layer. Each thread computes the 
NET and OUT function as described above and sends the result back to CPU. Since 
the net input of the output layer is dependent on the hidden layer so these are 
launched on GPU one by one. 

Input Layer, No. of Input neurons = 1024 (32*32), No threads launched as 
activation function not required, Hidden Layer - No. of Hidden neurons = 500, 
threads launched = 500, Output Layer- No. of output neurons = 6, No. of threads 
launched = 6, Output Bit Sequence 

Like A=000001, B=000010, C=000011 and likely all character are assigned this 
desired output sequence for the training of characters. 

 

 Where k=1024, m=500 and n=6 

Fig. 8. Model of Single Hidden Layered Neural Network 

Now in parallel implementation of model each thread calculates the activation 
value for each hidden layer neuron hence the activated threads for hidden layer is 500, 
which greatly reduces computation time. Now these values are being transmitted for 
each output neuron, these values acts as input to the output layer. Now again parallel 
activation values for output neuron can be calculated by launching same number of 
threads, as the number of output neurons giving output bit sequence. 

3.3.2   Weight Updating and Backward Propagation 
After forward propagation the output bit sequence is checked by the desired output 
sequence as given in TRAINING.TXT .If these two bit sequence do not match then 
the next step is to calculate the backward errors and then weights are updated as to 
minimize the errors. The error calculation is done serially but weight updating is done 
in parallel. The updating of weights in hidden neurons and output neurons is 
independent of each other and hence it can be parallelized. 
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4   Testing 

Both CPU and GPU versions of the program works on the handwritten input 
monochrome bitmap image and these programs first converts those images into binary 
form before making them actual training or testing data for the system. Now the 
system is given images like this- 
 

 
Binary form of input image is- 

 
 
Input image must be given in monochrome bitmap format otherwise the results will 

not be proper and size of the image is also fixed which is 32x32. 

5   Result 

The system was simulated using a feed forward neural network which consisted of 
1024 input neurons, 500 hidden layer neurons and 6 output neurons. The image was 
binarized in 32 * 32 pixel values so 1024 input neurons and the system will recognize 
26 uppercase and lowercase English alphabets and numerals from 0 to 9 so output 
neurons like 000001 for 'A' and so on. Here we experiment the result by varying the 
number of Epochs i.e number of cycles for which the network is to be trained. Epochs 
were varied from 5X to 9X. The structure of the neural network was kept constant 
(Input neurons and Hidden neurons were kept constant). As the epochs were increased 
the average error per patter was reduced and the network accuracy rate was increased. 

Table 1. Comparison of Time for Serial and Parallel Version of the System 

 
 

The character recognition system is being tested for different samples of 'A, B' 
which were not supplied in the training file and the recognition accuracy is listed in 
the table shown below. There we have supplied some samples of images that were not 
trained before, so as to get accuracy of the system .That how much system being able 
to recognize untrained samples. Result of checking accuracy of system is – 
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Table 2. Testing the Accuracy of the System 

 

It is been observed that the network recognizes well when the epochs were 
increased. This is due to the fact that when we increase the cycles the average error is 
reduced and more accurate results are obtained. 

6   Conclusion 

The proposed method for the handwritten character recognition uses the back 
propagation learning algorithm and a momentum term for weight modification 
process which yielded remarkable results. The additional momentum term introduced 
in weight modification process helps in better convergence of weights and reduced 
error while training the samples. Due to the back-propagation of error element in 
Multilayer Perceptron (MLP), it frequently suffers from the problem of Local- 
Minima; hence the samples may not converge. The network may get trapped in local 
minima even though there is a much deeper minimum nearby. The network showed 
better accuracy as number of epoch were increased, so the network should be trained 
for a specific error tolerance rate to yield better results. The training time was reduced 
when we used Nvidia's CUDA architecture and GTX 260 having 260 cores. Since we 
know that time is a critical factor in the training of any neural network, at the same 
time we cannot compromise with the accuracy rate. So, utilizing the power of GPU 
proved to be a better option in reduction of training time for any neural network and a 
speed up of 9X was obtained using one hidden layer and 500 hidden neurons. A huge 
amount of speed up will be obtained when the hidden neurons will be increased as 
well as the hidden layers would be increased. Since the CUDA architecture is 
SCALABLE in nature we can also obtain a speed up on increasing the number of 
cores in a graphics card. More work need to be done especially on the test for more 
complex handwritten characters. This type of system saves a lot of time of users and 
helps in digitization of their important documents. These systems are not having only 
commercial users but also for personal uses as well. There are still many government 
organizations that still using conventional methods of working and pen downing 
important things, that consumes a lot time and human effort as well. These 
organizations are needed to be digitized as in this form, data would be more safe and 
would remain preserved. Future work that needed to be done on our current system 
will include especially-Reduction in training time of the system, Increasing the 
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accuracy of the system, Extend our system to recognize words as well as our present 
system is just for single letter at a time, modifications in the current algorithm used 
for better training of system and overcomes the drawbacks of local minima and 
overtraining, develop a better user interface. 
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Abstract. Three dimensional integrated circuits offer an attractive al-
ternative to 2D planar ICs by providing increased system integration
by either increasing functionality or combining different technologies.
Routing phase during layout design of 3D ICs plays a critical role. The
problem again becomes worse in presence of obstacles across the routing
layers. This obstacle aware routing tree construction has become a chal-
lenging problem among the researchers recently. In this work, an efficient
algorithm has been proposed for the construction of rectilinear minimum
Steiner tree (RMST) in presence of obstacles across the routing layers
using a shortest pair approach. Due to ever increasing design complexity
issues, careful measures have been taken to reduce the time complexity
of the proposed algorithm. The novelties of this work may be stated as
follows (i) proposed algorithm helps to construct an RMST in presence
of obstacles, (ii) time complexity of the proposed algorithm is very much
competitive with available tools, (iii) proposed algorithm efficiently re-
duces the number of Steiner points during the construction of RMST in
presence of obstacles in comparison to the standard solution available in
absence of obstacles. Experimental results are quite encouraging.

Keywords: Obstacle aware routing, Routing in 3D ICs, Shortest pair
routing.

1 Introduction

Three-dimensional (3D) technology can be broadly defined as any technology
that stacks semiconductor elements on top of each other and utilizes vertical, as
opposed to peripheral, interconnects between the wafers. 3D integration tech-
nology offers the promise of being a new way of increasing system performance
even in the absence of scaling. This promise is due to a number of characteris-
tic features of 3D integration, including (a) decreased total wiring length, and
thus reduced interconnect delay times; (b) dramatically increased number of
interconnects between chips; and (c) the ability to allow dissimilar materials,
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Fig. 1. 3D integration technique

process technologies, and functions to be integrated. 3D ICs have three main
process components: (a) a vertical interconnect, (b) aligned bonding, and (c)
wafer thinning with backside processing. The order of these steps depends on
the integration approach chosen, which can depend strongly on the end applica-
tion. 3D integration technique may be illustrated with figure 1.

2 Background and Motivation

During the routing phase of physical design cycle of chip design, building an
RSMT i.e. rectilinear Steiner minimum tree is considerably a difficult problem.
Initially, the RSMT issue did not assume any obstruction in the routing area.
But today one has to consider Obstacle aware RSMT (OARSMT), as the current
VLSI designs consists of several obstructions viz. pre-routed nets, macro cells,
IP blocks, etc. Both RSMT and OARSMT are NP-complete issues. Researchers
have been paying real attention to this problem. In [1] [2] [3] [4] researchers have
worked in their own ways and have applied their own techniques to resolve this
matter. From introducing the track graph and then followed by contributions
like making FORst (hierarchical heuristic), An-OARSMan (non-deterministic
heuristic), CDCTree, the connection graph, AMAZE (quick maze routing based
algorithm), etc; their contributions have helped to move towards progress. RSMT
for a given terminal set is the fundamental problem in integrated circuit com-
puter aided design (IC CAD). Routing a net is an important issue in VLSI
physical design. In 3D this problem becomes more complex due to close prox-
imity of the modules and thereby increasing the congestion. In the presence of
obstacles this routing process becomes more complex and challenging.

3 Problem Formulation

The description of the present problem of interest may be stated as follows.
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3.1 Problem in 2D

Let us consider a net is given with number of terminal points with their coordi-
nates. Obstacles are also given those are distributed across the routing region.
We have to generate a rectilinear Steiner tree by connecting all the terminal
points and bypassing the obstacles (in Manhattan manner) such that the total
cost is minimum. When we connect the two terminals in Manhattan manner the
obstacle may fall on the connecting path. Both the cases in the figure 2 indicate
that how two points can be connected with minimum cost. Detailed heuristic for
avoiding the regions are described in the following section.

 (x1,y1) 

              (x2,y2)                    (x1,y1)    (x2,y2)  

Fig. 2. Avoiding obstacles during routing in a layer

Cost function calculation: During the decision making in the proposed heuris-
tic for selecting the shortest pair for joining initially the Euclidean distances
between the pairs of points are computed. But during routing that path will be
replaced by the Manhattan path and the total wirelength is also computed in
that manner.

3.2 Problem in 3D

Let us consider m number of terminals and s number of obstacles distributed
throughout the n layers (considering in 3D there are n layers available). It may
so happen that ni layer may contain m1 terminals and s1 obstacles. Also the
generated rectilinear Steiner tree is also distributed across the layers. Obstacles
are considered similarly as described in previous case in 2D and also treated as
described previously. To connect the layer we need TSV (through silicon via ),
and connections are done in such a fashion that the TSV cost is minimum.

Cost function: Tree can be generated within the single layer or can be spread
on different layers. Hence, total cost may be assumed to be divided into two
parts viz. inter layer and intra layer. When cost is calculated within a single
layer it is intra layer and when calculated in different layers it is inter layer. So
the total cost is the summation of both, i.e.

Costtotal = Σn
layeri=1(Σallpairscosti) +Σn

layeri=1(Σ
n
layerj=1,j �=icosti,j) (1)

Two layers are given those are connected through TSV. Red portions repre-
sents obstacles. These are bypassed using the proposed heuristic. Cost is also
calculated accordingly.
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Fig. 3. Avoiding obstacles during routing in 3D

4 Proposed Solution

Let us consider the following table 1 generated from the connectivity information
supplied for the net under consideration. Here xi, yi represents the coordinates
of the terminals and di,j represents the distance between a pair of ith and jth
points. The basic scheme for the general flow of the algorithm may be described
textually as follows.

Step 1: for di,j if i=j, then set di,j = 0, distance = 0
Step 2: Set di,j = dj,i
Step 3: Let d2,4 is the minimum distance within the matrix. Then the coordi-
nate corresponding to the distance d2,4 is (x2, y2) and (x4, y4). Connect them
through downward tree manner. If an obstacle is found in this path connect it
in upward tree manner. If no obstacle is found connect both points in downward
tree manner. Different cases are illustrated in the following figures. Set the flag
for (x2, y2) and (x4, y4) to indicate the these points are visited (connected).
Step 4: After reaching (x4, y4) we consider the next shortest distance among
(x4, y4) and rest of the terminals with checking the flag (so that already visited
terminals are not calculated again). Now we get the next shortest distance say
d5,4. Hence the coordinate connecting this distance is (x4, y4) and (x5, y5). Set
the flag as in step 3.
Step 5: Repeat the step 3 and 4 until all terminal point are reached.
Step 6: calculate the cost when we connect the terminals in appropriate manner
described early.

Pseudo codes of the entire proposed algorithm with different procedures are
described in Algorithms 1, 2, 3, 4, and 5.

Table 1. Table representing the distance matrix

x1, y1 x2, y2 x3, y3 x4, y4 x5, y5

x1, y1 d1,1 d1,2 d1,3 d1,4 d1,5

x2, y2 d2,1 d2,2 d2,3 d2,4 d2,5

x3, y3 d3,1 d3,2 d3,3 d3,4 d3,5

x4, y4 d4,1 d4,2 d4,3 d4,4 d4,5

x5, y5 d5,1 d5,2 d5,3 d5,4 d5,5
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Fig. 4. Case I: Routing tree construction with obstacles

Fig. 5. Case II: Routing tree construction with obstacles

Fig. 6. Case III: Routing tree construction with obstacles

Input : The adjacency matrix of 2D netlist, Obstacles, Terminals
Output: Optimum global routing path with RMST for the given netlist

Initialize();
/* Initialize matrix and all loop variables */ Generate matrix();
Compute d;
Find d min ();
Expand tree();

Algorithm 1. Algorithm for obstacle aware routing tree construction
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Fig. 7. Case IV: Routing tree construction with obstacles

Find d min ();

Initialize loop variable and set minimum = 32000;
Find out the minimum distance from the matrix except 0;
Establish connection between these two points in Manhattan manner;
/* Use functions tree downward() or tree upward() */ Calculate cost (pt1, pt2);
Set flag();
/* Set a flag for used vertex.*/

Algorithm 2. Procedure for finding minimum distance

expand tree(int point1);

From point1 successively calculate the minimum value from the matrix;
Establish connection between these two points in Manhattan manner;
/* Use functions tree downward() or tree upward() */ Calculate cost (pt1, pt2);
Set flag();
/* Set a flag for used vertex.*/

Algorithm 3. Procedure for expanding the routing tree

5 Experimental Results

Proposed algorithm has been implemented in C++ under Linux GNU GCC
environment and executed using an Intel 3 GHz processor chip with 1 GHz
memory. Experimental results have been summarized in tables 2 and 3. Total
wire-length cost comprising of intra-layer as well inter-layer costs for all the lay-
ers and layer combinations has been represented as Total cost in tables. The
fields L < layer − no > cost denotes the total intra-layer wiring cost for that
particular layer. L < layer1 > < layer2 > cost fields represents the total
inter-layer cost of interconnects for that layer combinations. #SP denotes the



Obstacle Aware RMST during Routing in 3D ICs 655

obs check();

if(terminals and Steiner coordinates lies between obstacles coordinate by
tree downwards()) Set flag 1 = 1;
Consider tree upwards();
else set flag 1 = 0;
if(terminals and Steiner coordinates lies between obstacles coordinate by
tree upwards()) Set flag 2 = 1;
else Set flag 2 = 0;
Case 1: if(flag 1==1 and flag 2==0)
Downward connection not possible
Take upward connection;
Case 2: if(flag 1==0 and flag 2==1)
Upward connection not possible
Take downward connection;
Case 3: if(flag 1==0 and flag 2==0)
Both connections are possible
Take downward connection;
Case 4: if(flag 1==1 and flag 2==1)
Bypass obstacle to connect;

Algorithm 4. Procedure for checking obstacles

Calculate cost(pt1, pt2);

if(level of point1== level of point2)
Calculate Euclidean distance;
Store into intra layer cost;
else
Calculate Euclidean distance;
Store into inter layer cost;
Add total intra layer cost and total inter layer cost;
Store into total cost;

Algorithm 5. Procedure for cost calculation

number of Steiner points generated by the algorithm for construction of the
entire Steiner tree. CPU time is noted for each and every execution to get an
idea of the computational complexity of the proposed algorithm. From a close
inspection of the tables reported it is clearly seen that the proposed algorithm
is pretty much efficient as far as the execution time is concerned. Execution
time does not exceed 0.35 seconds even for Steiner routing among a net consist-
ing of 100 number of terminals and 50 number of obstacles. Another important
point noticeable from the experimental results is that number of Steiner points
generated during the construction of Steiner tree has decreased for the same
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Table 2. Experimental Results for Random benchmarks with no obstacles

#Terminals Total Cost L1 cost L2 cost L3 cost L1 2 cost L2 3 cost L1 3 cost #SP CPU Time

10 85 21 23 0 39 2 0 9 0m0.002s

20 168 6 47 4 35 34 42 19 0m0.002s

30 194 5 27 14 35 60 53 29 0m0.007s

40 181 29 36 0 23 58 35 39 0m0.017s

50 202 33 25 23 24 47 50 49 0m0.046s

60 260 40 34 37 77 44 28 59 0m0.077s

70 256 22 25 33 59 66 51 69 0m0.106s

80 319 42 46 60 41 59 71 79 0m0.169s

90 320 20 30 52 111 36 71 89 0m0.237s

100 346 32 31 51 78 49 105 99 0m0.338s

Table 3. Experimental Results for Random benchmarks in presence of obstacles

#Terminals #Obstacles Total Cost L1 cost L2 cost L3 cost L1 2 cost L2 3 cost L1 3 cost #SP CPU Time

10 5 120 0 6 0 98 10 6 9 0m0.002s

10 104 9 28 0 56 5 6 9 0m0.002s

20 5 117 17 23 8 28 35 6 19 0m0.003s

10 111 4 31 0 27 19 30 19 0m0.005s

15 163 0 15 0 109 21 18 18 0m0.003s

30 10 168 9 6 6 64 79 4 29 0m0.008s

15 182 11 27 23 72 38 11 28 0m0.008s

20 164 0 11 23 36 46 48 28 0m0.007s

40 10 249 13 18 3 82 117 16 38 0m0.022s

20 243 12 58 16 67 62 28 38 0m0.021s

30 190 12 28 12 35 74 29 37 0m0.024s

50 10 246 7 8 11 66 91 63 49 0m0.039s

20 216 10 12 12 65 79 38 48 0m0.061s

25 218 32 19 24 36 58 49 48 0m0.042s

30 195 36 18 25 39 52 25 48 0m0.051s

60 10 245 29 18 26 69 55 48 59 0m0.066s

20 241 4 16 8 74 69 70 59 0m0.075s

30 247 43 32 29 48 60 35 58 0m0.077s

70 10 277 28 52 34 56 55 52 59 0m0.110s

25 262 23 35 41 57 77 29 69 0m0.132s

35 266 12 33 66 67 40 48 68 0m0.114s

80 10 254 16 21 31 73 44 69 74 0m0.159s

30 313 22 12 50 129 46 54 75 0m0.184s

40 312 39 21 43 41 71 97 69 0m0.159s

90 20 298 21 21 35 59 79 83 77 0m0.249s

30 318 34 33 37 32 91 91 76 0m0.209s

45 306 43 29 34 43 83 74 80 0m0.225s

100 20 226 24 12 24 72 40 54 72 0m0.246s

35 329 31 19 31 86 59 103 95 0m0.315s

50 330 28 35 65 70 72 60 87 0m0.327s
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number of terminals in presence of obstacles in comparison to the situation when
no obstacles were present. This again proves the efficiency and effectiveness of
the proposed algorithm as the design cost rapidly increases with the increase in
number of Steiner points in the layout.

6 Conclusions and Future Works

In this paper, we propose a method for routing of nets spanned across the entire
3D architecture in presence of obstacles, and perform empirical study of intercon-
nect lengths for routing within the individual layers as well as inter-layer routing
cost contributing towards the cost for TSV across different device layers. Major
achievements of the study include (i) To construct a routing path starting from
the smallest distance terminals and complete the tree from that terminals, (ii)
To construct a collision free Steiner tree by considering the closest coordinates
using an efficient cluster formation technique, (iii) For construction of the Steiner
tree Manhattan routing is considered, which is, well adopted by the industry,
and (iv) the proposed algorithm is very fast as far as time complexity is con-
cerned, which is, an essential requirement in computer aided electronic design
automation tools handling with ever increasing design complexity nowadays.

In the present work, we have assumed the obstacles to be of square shaped
with a very small dimension which is further customizable by the user and the
routing path is Manhattan i.e. we can route the terminals only either in 0 or
90 degree orientation. But obstacles may be irregular in shape in practical life.
For that purpose also, a large non-uniform obstacle may be considered as a
summation of a number of small regular obstacles used in this work, and then
also the algorithm works well. However, the work may be extended towards the
non-uniform obstacles also, where, initially the shape and size of the obstacles
might be considered and thereby reducing the overall algorithmic time com-
plexity. Another future direction of this present work might be to consider the
non-Manhattan routing paths also viz. X or Y routing techniques too. Besides
these the work may be extended to study the behaviour for multiple nets, and
observation of other parameters such as congestion, signal integrity, considering
thermal issues, and so on.
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Abstract. In this research, the emotions and the patterns of EEG signals of 
human brain will be studied. The aim of this research is to study the analysis  
of the changes in the brain signals in the domain of different emotions. The ob-
servations can be analysed for its utility in the diagnosis of psychosomatic dis-
orders like anxiety and depression in economical way with higher precision. 

Keywords: EEG, EDF format, Feature extraction, Image classifiers, Emotions, 
Psychosomatic disorders, Normal and excited brain. 

1   Introduction 

Brain is the organ that makes us human, giving people the capacity for art, language, 
moral judgments, and rational thoughts. It is also responsible for each individual's 
personality, memories, movements, and his perception about the world. It is one of 
the body's biggest organs, consisting of some 100 billion nerve cells that not only put 
together and highly coordinated physical actions but regulate our unconscious body 
processes, such as digestion and breathing. 

Emotions play a powerful and significant role in everyday life of human beings. 
Impulsive emotions express an indication of   psychosomatic disorders. These disord-
ers can be reflected as the changes in the brain signals and images. 

Anxiety disorder: The term anxiety disorder covers several different forms of ab-
normal and pathological fear and anxiety. It covers four aspects of experiences an in-
dividual may have: mental apprehension, physical tension, physical symptoms  
and dissociative anxiety [1]. Anxiety disorder is divided into three types viz, anxiety 
disorder, phobic disorder, and panic disorder; each has its own characteristics and 
symptoms. They also require different treatment. The emotions present in anxiety dis-
orders range from simple nervousness to bouts of terror. The amygdala is central  
to the processing of fear and anxiety, and its function may be disrupted in anxiety  
disorders. 

Depression: Depression is a state of low mood and aversion to activity that can affect 
a person's thoughts, behaviour, feelings and physical well-being [2]. Depressed people 
may feel sad, anxious, empty, worthless, guilty, irritable, or restless. They may lose 
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The EEG signal from the EEG machine is available in the EDF format (European 
Data Format). It is first converted into .Wav format which is suitable for processing. 
The signals are then filtered. The pass band of the filter depends on the frequency of 
the interest for that particular signal. After filtering the signal, the feature extraction 
process can be done. 

4   Capturing the Signal 

The fig.(2) shows the placement of the electrodes for capturing the EEG. 

 

Fig. 2. Placement of electrodes for EEG [10] 

As per the International Standard, known as international 10-20 system, 19 elec-
trodes are connected to different locations on the scalp, which are salient points from 
the clinical point of view, plus one electrode is connected to ground. Whenever, the 
detailed study of EEG is intended in case of some patients, or for the research  
purpose, the number of electrodes may increase up to 256 also, where as in case of 
neonatal EEG, the number can be decreased. 

5   Preprocessing 

The EEG signal from the EEG machine is available in the EDF format (European Da-
ta Format). It is first converted into .Wav format which is suitable for processing. The 
fig (3) shows the flowchart of Pre-processing followed by feature extraction. 

 

 

Fig. 3. Pre-processing and feature extraction 



662 A.R. Panat and A.S. Patil 

6   Feature Extraction 

After pre-processing, the following features are extracted from this signal: Mean, 
Standard deviation, skewness, kurtosis, mean of absolute values of first difference of 
raw signals, mean of absolute values of first difference of normalized signal [3]. The 
images of these signals can be stored for further analysis. For feature extraction wave-
let transform can be used. 

 
Discrete wavelet Transform: The basic idea in the DWT for a one dimensional sig-
nal is as explained here. A signal is split into two parts, the high frequencies and the 
low frequencies. The edge components of the signal are largely confined to the high 
frequency component. The low frequency part is split again into two parts as high fre-
quencies and low frequencies. This process is continued an arbitrary number of times, 
which is usually determined by the application at hand. Furthermore, from these 
DWT coefficients, the original signal can be reconstructed. This reconstruction 
process is called as inverse DWT (IDWT). The DWT and IDWT can be mathemati-
cally stated as follows.   

Let  ∑      and    ∑                        (1) 

be a low pass and a high pass filter, respectively, which satisfy a certain condition for 
reconstruction. 

A signal, x[n] can be decomposed recursively as      

,  ∑  ,        (2) 

,  ∑   ,            (3) 

For j= J+1, J…, J0  where C j+ 1, k = x[k], k  Z;  
J+1 is the high resolution level index and J0 is the low resolution level index. The 

coefficients CJ0, k, dJ0,k, dJ0+1,k, …., dJ, k  are called the DWT of signal x[n] where CJ0, k  
is the lowest resolution part of x[n] and dJ,, k  are the details of x[n] at various bands of 
frequencies. Furthermore, the signal x[n] can be reconstructed from its DWT coeffi-
cients recursively. 

,  ∑ , ∑ ,                              (4) 

 

Fig. 4. Decomposition of signal by DWT 
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Fig. 5. Reconstruction of signal by IDWT 

Then the classification of image is done by Image Classifiers. 
Different techniques used by different researchers are, viz., Linear Discriminate 

Analysis (LDA) and k-th nearest neighbour (k-NN). 

LDA: Linear Discriminant Analysis (LDA) and the related Fisher's linear discri-
minant are methods used in statistics, pattern recognition and machine learning. They 
are usually used to find a linear combination of features which characterizes or sepa-
rates two or more classes of objects. The resulting combination may be used as a  
linear classifier, most of the times for dimensionality reduction before later classifica-
tion. LDA is suitable when the measurements made on independent variables for each 
observation are continuous quantities [8]. 

k-NN: In pattern recognition, the k-nearest neighbour algorithm (k-NN) is a method 
commonly used for classifying objects based on closest training examples in the fea-
ture space. k-NN is a type of instance-based learning, also called as lazy learning 
where the function is only approximated locally and all computation is deferred until 
classification. The k-NN algorithm is one of the simplest of all machine learning algo-
rithms. An object is classified by a majority vote of its neighbours, with the object  
being assigned to the class most common amongst its k-nearest neighbours (k is a pos-
itive integer, typically small). If k = 1, then the object is simply assigned to the class 
of its nearest neighbour [9]. 

7   Results 

The following snap shots from MATLAB result windows show the conversion of 
EDF file (Fig.6) to .WAV file (Fig.7), band pass filter applied to theta wave (Fig.8), 
Delta wave (Fig.9). 

 

Fig. 6. Signal extracted from .EDF file 
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Fig. 7. Result of MATLAB code for EEG in .WAV format 

 

Fig. 8. Result of Band pass filter for Theta wave (using FDA tool) 

 

Fig. 9. Result for Delta wave (using FDA tool) 

8   Conclusion 

The study has proved the effective utility of economical and simple method of study 
of brain using EEG for diagnosis the two different emotion disorders viz., anxiety and 
depression. The EEG signal in EDF format is converted into .WAV format using EDF 
to WAV converter. The signal is then passed through the filters of different frequen-
cies to separate alpha, beta, delta and theta waves. This technique has revealed  
the possibility of precise diagnosis of psychosomatic disorders in more simple and 
economical way. 
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Abstract. Similarity based stream time series is gaining ever-increasing 
attention due to its importance in many applications such as financial data 
processing, network monitoring, Web click-stream analysis, sensor data mining, 
and anomaly detection. These applications require managing data streams, i.e., 
data composed of continuous, real-time sequence of items. We propose a 
technique for pattern matching within static patterns and stream time series 
clinical data sets. The main objective of our project is to ascertain hidden 
patterns between incoming time series clinical data sets and the set of 
predetermined clinical patterns. By considering the incoming image data at a 
particular timestamp, we construct a MultiScale Median model at multiple 
levels to adapt to the stream time series, characterized by frequent updates. 
Further, we employ a pruning algorithm, Segment Median Pruning on clinical 
Image data for pruning all candidate patterns. Experiments have been carried 
out on retinal disease data set known as Age Related Macula Degeneration 
(ARMD) and simulation results show that the system is efficient in processing 
image data sets for making efficient and accurate decision. 

Index Term: Pattern match, stream time series, MultiScale Median. 

1   Introduction 

Time series data have a natural temporal ordering as it is a sequence of data points, 
measured typically at successive times spaced at uniform time intervals. There are 
two main goals of time series analysis[1]: identifying the nature of the phenomenon 
represented by the sequence of observations, and forecasting (predicting future values 
of the time series variable). Both of these goals require that the pattern of observed 
time series data is identified and more or less formally described. Once the pattern is 
established, we can interpret and integrate it with other data (i.e., use it in our theory 
of the investigated phenomenon, e.g., seasonal commodity prices). Regardless of the 



668 M. Rasheeda Shameem et al. 

depth of our understanding and the validity of our interpretation (theory) of the 
phenomenon, we can extrapolate the identified pattern to predict future events. 

Time series is said to be efficacious in clinical domain when compared to other 
models since the temporal nature of incoming data is taken into account. We are fo-
cusing our work mainly on a retinal disease, Age related macular degeneration 
(ARMD).   It is the most common cause of vision loss in those aged over 50. It causes 
a gradual loss of central (but not peripheral) vision. The disease does not lead to com-
plete blindness. Visual loss can occur depending on the type and severity of 
ARMD[2]. There are two main types of ARMD - wet and dry. 'Wet' ARMD is most 
severe. The disease begins with characteristic yellow deposits in the macula known as 
drusen. The drusen can be categorised as hard and soft drusen. Hard drusen have a 
well defined border, while soft drusen have boundaries that often blend into the  
background. In early stage, it is often difficult to detect the drusen. This serves as a 
motivation behind the proposed approach to provide technical support eliminating the 
necessity for manual assessment of ophthalmic images in diagnostic practices. In Fig 
1 the circled area represents drusen. 

 

Fig. 1. Retinal image showing many drusens in the macula 

We propose an efficient approach, MultiScale Median (MSM) representation to 
analyze image data streams and to facilitate similarity matching. We adopt pruning 
algorithm namely Segment Median Pruning on Clinical Image data(SMPCI) which 
reduces the search space by eliminating the false patterns, thus  saving computational 
cost. Resulting patterns are compared with the predetermined patterns to retrieve can-
didates based on Lp-norms for p >= 1. 

2   Related Work 

This section overviews previous work on similarity search over archived time-series 
data. Many approaches have been proposed for performing similarity search.  

Karam Gouda1 and Mosab Hassaan[3] proposed sequential pattern mining in very 
large databases using a new version of spade algorithm known as dSpade. Agarwal, 
Faloutsos and Arun Swami[4] proposed an indexing method for time sequences for 
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processing similarity queries. In their work only the stronger coefficients of Discrete 
Fourier Transform (DFT) were used to map time sequences R* trees were used to ef-
ficiently answer similarity queries. 

Ahmet Bulut and Ambuj [5] proposed a similarity search technique for online 
monitoring of data streams. A multi resolution indexing scheme used, provides high 
quality answers to aggregate monitoring queries, such as finding surprising levels of a 
data stream and similarity queries, such as finding interesting patterns. Yunyue Zhu 
and Dennis Shasha[6] proposed a technique for finding a song by analyzing humming 
part of the tune. Music was treated as the time series data. Improved Dynamic Time 
Warping (DTW) with the concept of envelope transforms was used for extending ex-
isting dimensionality reduction methods to DTW indexes. 

A similar approach of automated diagnosis of ARMD was proposed [7] where the 
detection process involves discrete wavelet transform (DWT). We attempt to perform 
feature extraction adopting MSM instead of DWT. 

3   Overview of the Proposed Project 

Input to the system is retrieved from retinal image data set which will be viewed as 
time series image data sets. The first step of proposed system is preprocessing. 
Preprocessing is done to improve the quality of the image. It includes, extracting 
green component from the color fundus images followed by histogram equalization 
to improve the contrast and finally anisotropic diffusion to remove the noise. Next 
step is the MSM representation to facilitate feature extraction. Discrete Wavelet 
Transform (DWT) produces blurring and ringing noise near edge regions in images. 
MSM performs well when compared to DWT and requires less processing time. Our 
work assumes that trained pattern data sets are stored in a two dimensional grid 
index. Segment mean pruning is then adopted to generate matching candidate pattern 
with sliding window. Final step is the pattern matching which retrieves the matching 
pair. 

 

Fig. 2. The general framework of the system 
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4   Methodology 

The approach consists of the following steps:  

1. Preprocessing techniques are applied to the stream time series retinal images.  
2. The processed image is represented using MSM approximation.  
3. Segment mean pruning performs pattern matching over the MSMI representation.  
4. Finally pattern matching is done to generate matching pair. 

4.1   Preprocessing 

Pre-processing is the first step in diagnosis of retinal images. The images are acquired 
using fundus camera. The quality of the retinal images however is heavily affected by 
factors that are difficult to control. The main purpose of preprocessing is to remove 
noise for the reliable feature extraction. Red and blue channels of the color retinal 
images are noisy or in low resolution. Green channel is therefore selected to  
offer better discriminatory power between the main retinal anatomy and retinal 
background. Therefore Green component is extracted after which, histogram 
equalization is done to enhance the contrast and improve the quality of the retinal 
image. Anisotropic diffusion, final step in preprocessing, aims to reduce image noise 
without removing significant parts of the image content, typically edges, lines or other 
details that are important for the interpretation of the image. [7]. 

 

 

Fig. 3a. Original findus image  

 

Fig. 3b. Green component extracted image 
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Fig. 3c. Histogram equalized image  

 

Fig. 3d. Anisotropic diffused image  

4.2   MultiScale Median Representation on Clinical Image Data (MSMCI) 

In this section, we represent the processed retinal images using MultiScale Median 
approach to enable the extraction of features for efficient ARMD disease diagnosis. 
The length of the processed time series images W are considered in the powers of 3 
(i.e 3l where l is the number of levels). Median values are computed considering the 
pixel values of each image on each level by which MSM of the time series are con-
structed from level 1 to level l. Level l computes the median values from the images. 
level l-1 computes from level l and so on up to level 1.[8] 

4.3   Segment Median Pruning on Clinical Image Data (SMPCI) 

SMPCI reduces the search space by performing pruning on the MSMCI representa-
tions. We assume that we have already calculated MSM approximations on any level j 
(between 1 and l), for every pattern in pattern set consisting of ARMD retinal images 
P and store it in a grid of dimension 2 along with their pattern identifiers. During the 
processing SMPCI a subset of (candidate) patterns from P that may match with W.  

The algorithm is summarized as follows. It is driven by set of inputs –the Pattern 
set P, a sliding window W of length w = 3l, a user defined similarity threshold ε and a 
2 dimensional grid index G. It initially computes MSMCI approximation values of 
patterns in the pattern set and stores it in the grid index G with IDs. We start our prun-
ing from the highest level of approximation, say from the root. Let llow2 be the highest 
level of approximation assign j to it. The pruning procedure repeats with approxima-
tions at different levels from j= llow  to l and until (G<> Ø  ). CP ( i.e, a set of candi-
date patterns) are initialized to null. Comparison takes place between MSMCI values 
of patterns & Sliding Window at level j. If the L2 norm distance between the pattern 
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values in the grid and the approximation values of sliding window is within ε/2l the 
patterns are stored in CP. The algorithm returns the set of candidate patterns on its 
completion. 

4.4   Pattern Matching 

Here, we describe the method of pattern matching which will detect the presence of 
the ARMD by checking the actual distance between W and P’. Since we consider 
stream time series new image data can arrive at any time in the processing. To comply 
with the new arrival, the sliding window estimates the most recent w data values. 

To summarize, the pattern matching algorithm involves the following. Incoming 
stream time series image sets, a set P of patterns and ε serves as the input. The algo-
rithm works until no new data items are found. The sliding window is updated with 
the current w values, whenever new data item arrives at a particular timestamp. For 
every new data values, the MSMCI approximation values are calculated. The candi-
date patterns are pruned with SMPCI. If the real distance between the candidate  
pattern and the stream series is found to be within ε then the similar pairs (Wi; pt) are 
retrieved. The output returns matching pattern and stream series set. 

4.5   Batch Processing 

We have considered only one sliding window from a stream time series arriving at a 
time. We can optimize this for cases where multiple sliding windows are needed and 
data are buffered in a pool until enough are collected to minimize the cost of look up 
for such batch of data we can group sliding windows (say 3) and access the grid index 
3 times. For instance, if there are 300 sliding windows we have to look up the gird in-
dex the same number of times i.e. 300. We group them into 3, thereby accessing grid 
only 3 times. 

To illustrate this, consider a stream time series S, and a number of consecutive slid-
ing windows {Wi, Wi+1... .Wi+m}, which can be viewed as one group to look up GI 
once. The region that tightly bounds the second lmin  level MSMs in GI, obtained from 
consecutive sliding windows Wj  (i<j<i+m) can be viewed as a  minimum bounding rectan-
gle. Since we want to retrieve those patterns pt in P whose distance to at least one Wj 
in bounding rectangle is within ε, we expand the rectangle by extending its length by 
ε on both sides along each dimension. The resulting rectangle is extended bounding 
rectangle. Any pattern that falls in the extended bounding rectangle is considered as a 
candidate that might match with the group of sliding windows [9]. 

5   Results and Discussions 

For the processing of the fundus images, green component was selected since it ap-
pears less noisy and has finer detail than the other two primary colors, red and blue. 
Histogram equalization spreads out the frequency intensity values allowing for areas 
of lower contrast to gain a higher contrast. Anisotropic diffusion preserves strong 
edges and enhances the contrast of edges. 
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We consider the sliding window of length w=3l. We group the images into three 
known as segments and compute median of each segment. The MSM values of the 
patterns are pre-computed and stored in a two dimensional grid. The SMPCI method 
prunes all candidate patterns by comparing the MSM values of patterns and sliding 
window at each level within ε/2l. SMPCI retrieves the patterns efficiently by by com-
paring only a few levels of approximations thereby reducing the number of compari-
sons made between actual pattern set and time series data. Compared to DWT, MSM 
approximation can quickly detect similar patterns over stream time series data and 
thus requires less processing time. 
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Fig. 4. Comparison of the accuracy of the proposed system with and without perforimg Histo-
gram equalization in the pre-processing step  

 

Fig. 5. Comparison of efficiency of the proposed system with DWT 

6   Conclusion 

The approach described can act as a diagnostic tool for accurate ARMD disease iden-
tification and can be domain expert competent. The results also suggest that the ap-
proach is time-efficient, which is essential for ophthalmologic applications. Diagnosis 
of other retinal diseases such as diabetic retinopathy employing the MSMCI and 
SMPCI technique could be done efficiently. 
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Abstract. Here, we proposed framework for human motion analysis and effi-
cient representation of motion as well as human body in the form of curve for 
motion correction. In our proposal Human body is represented by curves for 
which curve control points are identified, that may or may not be on body 
curve. Body motion is represented by motion trajectories for each control point. 
Control point motion is also represented by curves. As system proposes error 
correction in Yogasana, expert’s motion body curves and control point motion 
trajectory paths and practitioner’s motion are compared and error correction is 
suggested to practitioner. Framework can be applied for all scenes where stan-
dard requirements should meet, like sports, acting, physical exercise, and tradi-
tional dances.  

Keywords: Human motion analysis, motion trajectory, Yogasana, Control 
points, motion correction. 

1   Introduction 

Motion related problems are extremely challenging but it has tremendous applications 
in interdisciplinary areas with scientific, commercial and social aspect. Some of the 
areas of motion are medical, entertainment industry, visual surveillance, precise anal-
ysis of athletic performance, art, content-based video retrieval, robotics, traffic  
monitoring, cloud and weather systems tracking, etc[1][2][11][4][9]. In motion the 
important area’s attracting many researchers worldwide is human motion recognition, 
representation, segmentation, analysis, visualization, reproduction etc [9][10].  In this 
paper we concentrate on problem of motion correction in physical action by human 
body. This kind of approach has novel applications in design of affordable and effi-
cient frameworks for sports training, to suggest corrections in movements for better 
results to practitioner, for auditing of scenes in movies, the correction required for 
correct moves in sports to improve the performance[2], distance learning for educa-
tion involving physical motion of human body like different dances Japanese dance 
Niyon Bayo, Indian dance Bharatnatyam etc or physical exercise like Yogasana, 
Aerobics etc for fitness. 

This paper concentrates on motion or action correction in Yogasana. As body  
posture can be represented by curve, here curve based approach is proposed for error 
correction.  
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2   What Is Yogasana? 

The present age of speed and competition has increased the stresses and strains result-
ing in an increasing prevalence of life style-related health problems such as hyperten-
sion, cardiac diseases, bronchial asthma, diabetes neurosis and depressive illness, low 
back pain [6]. With growing scientific evidence, Yogasana is emerging as an important 
health behavior-modifying practice to achieve states of health, demonstrated the bene-
ficial effects of yogasana on health behavior in many life style-related problems [7]. 
Regular practice of Yogasana reduces the stress, which in resultant improves the  
performance of students in examination, many uses yoga for developing memory,  
intelligence and creativity [5].  

The word yoga means "union" in Sanskrit. Asana is only one of the eight "limbs” 
(Ashtang in Sanskrit) of yoga, which concentrates on practice of specific breathing 
techniques and postures.  

3   Proposed Approach for Error Correction 

Yogasana can be defined by sequence of actions also known as ‘Stiti’.  Each Stiti can 
be represented by curve made by human body to achieve that stiti and the curve is 
controlled by different control points (CP) on human body.  

3.1   Body Curves and Sample Control Points for “Sun Salutation” Asana 

Figure 1 shows few stiti’s in ‘Sun Salutation’ Asana. Here different stiti’s are Prara-
thanasan, Tadasan, Uttanasan, Chaturang Dandasan and each stiti make different body 
curves. Curve is controlled by different control points, which may or may not be on 
body. 

 

                           
                        

 

                           
 
 

Fig. 1. Major steps (Stiti’s) in ‘Sun Salutation’ with probable control points (a) Stiti 1- Prartha-
nasan, (b) Stiti 2- Tadasan, (c) Stiti 3- Uttanasan, (d) Stiti 4- Chaturanga Dandasan  

(a) (b) 

(c) (d) 
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So, the Asana is sequence of different curves with time. In Asana while transition 
of one Stiti to another Stiti velocity of control points is also important i.e. how much 
time is taken for transition of each control  from one stiti to another. 

System can be made intelligent from Yogasana done by expert’s having different 
physical parameters. For proposing correction only stiti curves and motion sequence 
of CP trajectories required for particular asana are not sufficient as every human dif-
fers in physical attributes such as mass and body proportion [8]. Motion trajectories 
and allowed deviation varies according to physical characteristics and age of practi-
tioner. Initially, we can consider only specific range of physical parameters and age. 

3.2   Proposed Framework for Error Detection in Human Motion  

Proposed framework is shown in figure 2. This framework applied for Yogasana. 
Here expert’s body curves and control point trajectories needs to be calculated only 
once and store it permanently. Practitioner’s body corves and control point motion 
trajectories needs to be calculated for each time Asana is done. According to physical 
parameters of practitioner’s body, body curves and trajectory points templates are 
mapped and from that error detected and correction in Asana is suggested to practi-
tioner if required. 

3.3   Methodology / Algorithm 

1. Asana A is sequence of different stiti’s with respect to time 
 , , … … ,  
where,  

A is set of stitis/body curves for particular Asana. T is set relative time in 
stances for particular stiti.  

                                      , , … … ,                                                                                                                                                , , … … ,                                                             (2) 
                       For all i, n ≤ i ≤ 0 

Where,  
 is set of different control points representing body curve for ith stiti. 
  Represents allowed deviation in Asana A for beginner in practice of Yogasna.  

 

These kinds of templates can be prepared for each Asana for different physical  
parameters.  

For each transition of body curve from one stiti to another stiti, information like 
type of motion, amount of motion and motion path should be maintained for each 
control point. It can be extracted from different key frames from video between two 
stiti’s. Figure 3 shows motion path of control 

1. point cp2 for body motion from stiti 2 to stiti 3 of ‘Sun Salutation’. 
2. From captured practitioner’s video of Asana identify the key frames of re-

quired stiti and map that with the expert’s Asana Stiti’s control points, 
                                                 (3) 
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Fig. 2. Framework for Motion correction in Yogasana 

 
 
 
 
 
 
 
 
 

Fig. 3. Motion path of control point cp2 from stiti1 to stiti2 

 - Set of control points which gives difference between the body curves of expert 
and practitioner for ith stiti of given Asana. Ideally it should be φ; practically it may 
vary with expertise level and physical parameters of practitioner.  
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Allowed deviation is given by  as mentioned in (2), compare  with   which 
gives set of control points where correction is required. Correction in Asana should be 
decided from physical parameter and expertise level of practitioner.  

Beginner may have more deviation in body curve as compared to regular practi-
tioner for similar physical parameters and age.beginner may have more deviation in 
body curve as compared to regular practitioner for similar physical parameters and 
age.Initially two levels can be maintained (a) Beginner (b) Regular Practitioner. 

4   Conclusions 

Human body and control point path representation using curves gives efficient repre-
sentation and framework for error identification and correction. It has wide applica-
tions in sports, physical exercise, acting, traditional dances etc.  

Still it has challenges like (i). human body curves vary with physique, age, gender, 
weight etc.  (ii). Parameters of motion like center of gravity of each body segment, 
Moment of inertia are not considered.  We are extending our work to consider few of 
the above mentioned parameters. 
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Abstract. Bag of visual words (BOW) model is an effective way to represent 
images in order to classify and detect their contents. However, this type of re-
presentation suffers from the fact that, it does not contain any spatial informa-
tion. In this paper we propose a novel image representation which adds two 
types of spatial information. The first type which is the spatial locations of the 
words in the image is added using the spatial pyramid matching approach. The 
second type is the spatial relation between words. To explore this information a 
binary tree structure which models the is-a relationships in the vocabulary is 
constructed from the visual words. This approach is a simple and computation-
ally effective way for modeling the spatial relations of the visual words which 
shows improvement on the visual classification performance. We evaluated our 
method on visual classification of two known data sets, namely 15 natural 
scenes and Caltech-101. 

Keywords: BOW Representation, Spatial Information, N-gram Model, Spatial 
Pyramid Matching. 

1   Introduction 

As the acquiring and storing of images and multimedia data is becoming fast and 
easy, the databases of these data become very large. In this situation the necessity for 
developing methods to manage these databases becomes more and more important. 
Classifying images based on their content is one of these methods that finds the cate-
gory of an image among several categories. However, this task is a challenging prob-
lem in the real world because we encounter a number of difficulties in the images 
where there exists occlusion, background clutter and lighting changes. 

Many of the recent methods for classifying the images represent each image as sets 
of patches or regions, described by various descriptors. Based on this description, an 
image can be represented as a bag of visual words [1]. To achieve this representation, 
the first step is the extraction of the local patches from the image. Several methods 
proposed to extract local patches in the literature. While some researchers obtained 
local regions using regular grids which segment images by horizontal and vertical 
lines [2], others used various interest point detectors such as difference of Gaussian 
[3], Harris affine region detector [4] and Hessian matrix [5] to detect patches that con-
tain local information of an image. After detecting the patches, a feature descriptor 
method like SIFT [3], SURF [5], etc is used to describe them. Previous studies have 
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shown that, the SIFT descriptor extracts robust features from the image which are in-
variant to affine transformations more than other descriptors [6]. After that, similar 
patches are clustered in the same groups and each of these groups is treated as a visual 
word. At this point, the vocabulary which consists of cluster centers is generated. 

After the vocabulary construction, an image can be represented as a bag of visual 
words by assigning each local descriptor to one or several visual words with different 
weights [7]. Previous studies showed that by assigning the local descriptors to more 
than one word, the classification accuracy is increases [8]. 

Despite all of the successes in image classification based on the BOW, this type of 
representation does not consider the spatial information and this is because of the fact 
that the histogram representation naturally neglects the spatial location of visual 
words and spatial relations between them. One of the first attempts in order to utilize 
spatial information was proposed by Lazebnik et al. [9]. Their work was based on par-
titioning an image into increasingly finer grids. For each grid cell the frequency of 
visual words was computed. The BOWs from each cell were concatenated to each 
other and thus a representation of image which conveys the spatial location of visual 
words was obtained. In [10] a visual language model using training images was con-
structed. This model represents three kinds of relations including unigram, bigram and 
trigram between visual words and captures the proximity information of visual words. 
In [11] a new representation based on utilizing the informative adjacent word pairs 
were proposed. To find the informative word pairs, they measured the confidence that 
neighboring visual words are relevant. Visual words with high confidence were used 
to add to BOW representation. 

In this paper we propose a new representation for images which adds the spatial in-
formation to bag of word representation. For this purpose we explore two types of 
spatial information. First, it is important to know where a certain visual word occurs 
in the image. For example a blue patch which is located above the image is probably 
representing a piece of sky while if this patch be in the bottom of the image, it may 
represent a part of a sea. Words adjacency is the second type of spatial information 
which although conveys important information about the content of the image, it is 
neglected in BOW model. For example a white patch can be part of a sheep, cloud or 
moon if it is surrounded by green grass, blue sky or dark area respectively. To consid-
er this relation, we calculate number of times that each pair combination of words oc-
curs in a certain neighborhood and construct the bag of N-grams inspired by Li et al. 
[10] and concatenate it to BOW representation. 

The remaining sections of this paper are organized as follows. In section 2 we pro-
pose details of our method. Section 3 presents experimental results. And section 4 
concludes the paper. 

2   The Proposed Method 

The new image representation which is called spatial bag of words (SPBOW) is con-
structed in two stages. In the first stage we use the spatial pyramid matching approach 
[9] and partition the image into fine sub regions and obtain the histogram of local  
features inside each sub regions. In the second stage the numbers of occurrences of 
visual word pairs are obtained and concatenated to the BOW representation as new 
features. The following subsections present these stages in details. 
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2.1   BOW Representation 

In order to represent an image by bag of visual words, local patches are extracted 
from an image and every patch is described using SIFT descriptor. Since previous 
studies have shown that sampling on a regular grid outperforms other approaches like 
interest point detectors, we use the SIFT descriptor, sampled on a regular grid. 

After that, each local descriptor of the image should be assigned to one or  
more visual words. If , , … ,  represents local descriptors in the image and , , … ,  represents the vocabulary, the hard histogram of visual words is 
computed as 

HBOW ω 1     if ω
W∈ω
minarg dist ω , r0,    otherwise                                                          1  

Where r  is the i-th patch in the image and ω  is the j-th word in the vocabulary.  

2.2   Spatial Pyramid Matching 

The BOW representation described above ignores some useful information of the im-
age. For example in this representation there is no way to find out how many times a 
certain visual word takes place in a specific part of the image. To combine this infor-
mation with BOW, we use the spatial pyramid matching proposed in [9] and partition 
the image into rectangular regions. 

In details, pyramid matching works by placing a sequence of increasingly finer gr-
ids over the feature space and taking a weighted sum of the number of matches that 
occur at each level of resolution. At any fixed resolution, two points which fall into 
the same cell are matched. Matches found at finer resolutions are weighted more 
highly than matches found at coarser resolutions. More specifically, a sequence of gr-
ids is constructed at resolutions 0… L, such that the grid at level l has 2  cells along 
each dimension, for a total of D 2  cells. Let HX and HY denote the histograms of 
X and Y at this resolution, so that HX i  and HY i  are the numbers of points from X 
and Y that fall into the i-th cell of the grid. Then the histogram intersection function 
finds the number of matches at level l. 

I HX, HY min HX i , HY i    D                                       2  

In this equation, the number of new matches found at level l is given by I I  for l 0, … L 1 . The weight associated with level l is set to L  , which is inversely 

proportional to the cell width at that level. Intuitively, since the matches found in 
larger cells involve dissimilar features, they should be weighted lower. So the follow-
ing definition was obtained for the pyramid match kernel: 

κ X, Y IL 12L I IL 12L I 12LL I                 3  
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In order to combine this pyramid matching kernel with spatial location of words in the 
image, the elements of X and Y are used for representing the coordinates of a certain 
word in the image. Therefore, by placing an increasingly fine grid on this feature 
space, the spatial information is combined with BOW representation. 

2.3   Spatial Relation Modeling 

Although the relations between visual words in an image convey essential information 
about its content, this information is neglected in traditional BOW. In text categoriza-
tion area the relations between words are obtained using the N-gram model and the 
conditional probability of word sequences are estimated using this model. However 
this relation is not considered in the image representation. One reason for neglecting 
this relation in previous studies is the fact that considering N-gram model for images 
consumes too much memory space which makes it impractical. To deal with this 
problem inspired by [12], we propose a method based on the visual ontology con-
struction. An example of such ontology is shown in Fig. 1. The leaves of this tree are 
the visual words and the internal nodes are used for words adjacencies modeling. In 
details, after constructing the vocabulary which includes k visual words we employ 
the agglomerate clustering algorithm to hierarchically group word pairs. The leaves of 
this ontology are the visual words and the internal nodes are the ancestors of the 
words. We refer to these internal nodes as general words since they are constructed 
from two child nodes and contain features which are similar to the features of their 
child. We will use the internal nodes of this ontology at level l for word adjacencies 
modeling. 

 

Fig. 1. An example of visual ontology. The leaves are visual words and represented by ω , the 
internal nodes are general words represented by W . 

After defining the ontology, we use the general words to construct Bag of Bi-
grams. We use general words for this purpose instead of visual words because if we 
directly use visual words the dimension of the features vector will be too high and 
can't be computed effectively. For example if the vocabulary consists of 200 words 
the number of Bi-grams will be more than 20000 which is very high and it is not  
suitable to consider it in BOW representation. In order to reduce the dimension of the 
feature vector, we can consider just 25 general words which are the ancestors of these 
words and obtain 325 Bi-grams. The diagram of this model is illustrated in Fig 2. For 
constructing the bag of Bi-grams we traverse the image from top-left to bottom-right 
and for each patch we consider the right, bottom and diagonal neighbors and assign 
each of them to one general word and count the number of general word pairs which 
are adjacent. 
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Fig. 2. Adding spatial information to BOW representation 

Finally, we summarize our method for representing an image as follow: 

1. Construct the visual ontology using agglomerative clustering of visual words and 
obtain the general words. 

2. Calculate the frequencies of each individual word in the image. The histogram of 
occurrences of these words is referred to as BOW. 

3. Count the number of times that every two general words are adjacent and conca-
tenate these numbers to the BOW representation. We refer to this representation 
as SPBOW. 

3   Experimental Results 

In this section, we evaluate our proposed method for image classification on two data 
sets: 15 natural scene categories [9], and Caltech-101. Although these data sets con-
tain color images, all the experiments are performed in grayscale. For experimental 
set up we follow Lazebnik et al. [9], and select randomly subsets of the data set to 
create train and test images. An SVM classifier with Laplacian radial basis function 
(LRBF) kernel is chosen to classify the images. To obtain image features, we extract 
SIFT features on a regular grid. The patches of this grid are 16*16 pixels and the 
sampling rate is set to 8 pixels. For constructing the vocabulary we employ the k-
means algorithm on the features extracted from the training image and visual words 
are generated. 

First experiments are performed on the 15 natural scenes which consists of 15 classes. 
Some samples of these dataset are shown in Fig. 3. We randomly select 100 images for 
training set and use the rest of the images in each class for testing. For all experiments a 
one level spatial pyramid is used. So, each image is partitioned to 2*2 sub images. 

Table 1 shows the classification result of our method on this data set. For this expe-
riment we use a vocabulary consisting of 256 words. The number of general words to 
serve as spatial relation modeling varies from 4 to 64. We see that when the number 
of general words is increased, the classification accuracy also increases. On the other 
hand, as the number of general words increases the algorithm becomes more complex 
because the number of Bi-grams becomes very high and therefore the algorithm needs 
more time and memory. So, it is not practical to use all of the general words and a 
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be seen for all vocabulary sizes but for small vocabularies this is more obvious. This 
behavior is because we use 16 general words for all vocabulary sizes. So, when we 
use small vocabularies the general words and visual words are more similar to each 
other in comparison with case we use larger vocabularies. For example when we use a 
vocabulary which consists of 16 visual words, the general words are the same as visu-
al words. Furthermore, the number of visual words that each general word is a candi-
date for them increases when the size of vocabulary increases. For example, when the 
vocabulary consists of 512 words each of the 16 general words is a candidate for 32 
of the visual words. In contrast each general word is a candidate for only 2 visual 
words when the size of the vocabulary is 32. So, as we model the spatial relation us-
ing general words, more information of visual words is neglected and we observe less 
improvement in classification accuracy for large vocabularies. 

 

Fig. 4. Classification result on natural scene data set. The horizontal axis shows the vocabulary 
size and vertical axis represent the classification accuracy. 

 

Fig. 5. (a) Confusion matrix of the 15 natural scene data set. The value at position (i,i) shows 
the classification rate for the class i. (b) Relative confusion matrix of natural scenes. The value 
at row i and column j which has been scaled, represents the difference between SPBOW and 
SPM to classify the images of class i as class j. We show positive and negative entries in blue 
and red respectively. 
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In Fig. 5 we show the confusion matrix of SPBOW representation and relative con-
fusion matrix of 15 natural scene dataset. The relative confusion matrix illustrates the 
relation between confusion matrices of SPBOW and SPM representations. Every en-
try in this matrix denotes the absolute differences between entries in the confusion 
matrix of SPBOW and confusion matrix of SPM [9]. For this experiment the vocabu-
lary size and number of general words are set to 256 and 16 respectively. We set up 
this experiment to observe the impact of words adjacency information on each class 
more clearly. The entries on the main diagonal of the relative matrix that shows the 
instances that correctly classified are mostly increased. As can be seen the classifica-
tion accuracy of inside city, kitchen and industrial classes increase more than others. 
The non diagonal elements of this matrix show the misclassification rate and we see 
that the confusion declines for most of the class pairs. We clearly observe this im-
provement in the confusion between inside city as industrial, kitchen as inside city 
and industrial as inside city. 

The second data set used for experiments is the Caltech-101. This data set consists 
of 101 objects and contains a broad range of objects. Fig. 6 shows some samples in 
this data set. 

 

Fig. 6. Example images from Caltech-101 data set. Three top classes are those sample classes 
which our method has performed well compared to SPM and three bottom are samples  
which our method did not perform well. (SPM classification accuracy/SPBOW classification 
accuracy) 

 

Fig. 7. Classification results on Caltech-101 data set. The horizontal axis shows the vocabulary 
size and the vertical axis represents the classification accuracy. 
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To construct train and test sets we randomly select 30 images per class for training 
and 30 images for testing. In Fig. 7 we show the classification accuracy of various 
image representation methods on Caltech-101 data set. In this experiment the number 
of general words used for words relation modeling is set to 16. We observe that spa-
tial relations which are considered in our algorithm have positive effect on classifica-
tion rate for all vocabulary sizes. In Fig. 6 some example classes are shown which our 
method has the best and worst performance on them.  

4   Conclusion 

In this paper we addressed the problem of neglecting the spatial information in BOW 
representation. For this purpose a new image representation based on modeling the 
words adjacencies using a tree structure was constructed and spatial relation between 
words were added to BOW. The experimental results on two known data sets showed 
that this new representation outperforms other representations and the spatial informa-
tion plays an important role in detecting the content of the images. In this study the 
number of general words for modeling the relation between words was chosen based 
on the classification accuracy and algorithm complexity. However, an interesting fu-
ture work is to find ways for selecting sub sets of the general words based on feature 
selection methods and using these sub sets in order to model the spatial relation. 

References 

[1] Sivic, J., Zisserman, A.: Video google: A text retrieval approach to object matching in 
videos. In: Proc. ICCV (2003) 

[2] Fei-Fei, L., Perona, P.: A Bayesian Hierarchical Model for Learning Natural Scene  
Categories. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition (2005) 

[3] Lowe, K.D.: Distinctive Image Features from Scale-Invariant Keypoints. J. of Computer 
Vision 2(60), 91–110 (2004) 

[4] Harris, C., Stephens, M.: A combined corner and edge detector. In: Proc. Alvey Vision 
Conf., pp. 147–151 (1988) 

[5] Bay, H., Tuytelaars, T., Van Gool, L.: SURF: Speeded Up Robust Features. In: Leonar-
dis, A., Bischof, H., Pinz, A. (eds.) ECCV 2006. LNCS, vol. 3951, pp. 404–417. Sprin-
ger, Heidelberg (2006) 

[6] Mikolajczyk, K., Schmid, C.: A performance evaluation of local descriptors. In: Proc. 
CVPR 2003, Madison, WI, pp. 257–263 (June 2003) 

[7] van Gemert, J.C., Veenman, C.J., Smeulders, A.W.M., Geusebroek, J.M.: Visual word 
ambiguity. IEEE Trans. Pattern Analysis and Machine Intelligence 32(7), 1271–1283 
(2010) 

[8] Jiang, Y.G., Yang, J., Ngo, C.W.: Representation Of KeyPoint-Based Semantic Concept 
Detection: A Comprehensive Study. IEEE Trans. Multimedia 2(1), 42–53 (2010) 

[9] Lazebnik, S., Schmid, C., Ponce, J.: Beyond Bags of Features: Spatial Pyramid Match-
ing for Recognizing Natural Scene Categories. In: Proc. IEEE Conf. Computer Vision 
and Pattern Recognition, pp. 2169–2178 (2006) 



690 M.M. Farhangi, M. Soryani, and M. Fathy 

[10] Wu, L., Li, M., Li, Z., Ma, W.-Y., Yu, N.: Visual language modeling for image classifi-
cation. In: ACM Multimedia Workshop on Multimedia Information Retrieval, pp. 115–
124 (2007) 

[11] Mei, L., Kweon, I., Hua, X.: Contextual Bag-of-Words for Visual Categorization. IEEE 
Trans. Circuits and Systems for Video Technology 21(4), 381–392 (2011) 

[12] Jiang, Y.G., Ngo, C.W.: Bag-of-visual-words expansion using visual relatedness for 
video indexing. In: ACM Conf. on Research & Development on Information Retrieval, 
pp. 769–770 (2008) 



Left Object Detection with Reduced False
Positives in Real-Time

Aditya Piratla, Monotosh Das, and Jayalakshmi Surendran

Global R& D, Crompton Greaves Limited, Mumbai, India
aditya.piratla@gmail.com,

{monotosh.das,jayalakshmi.surendran}@cgglobal.com

Abstract. Identifying unattended objects in public places efficiently, is one of
the major thrust areas of security. This paper proposes a real-time method to
identify unattended or left objects in a region of interest that is under surveil-
lance. This is a simple pixel based method for object detection which can be used
for both indoor and outdoor environments. This method is robust to changes in il-
lumination in case of high contrast foreground images, which is achieved through
normalization. The false positives are eliminated through implementing a method
following the ideas of codebook. The proposed method is tested on a live set up.
It consists of an IP camera for video capture, an analytics server where the built in
intelligence checks for the presence of any left object in the video and a user in-
terface through which the concerned authority is intimated for any timely action.
The entire communication in this system follows ONVIF (Open Network Video
Interface Forum) standard. Apart from identifying unattended objects, it can be
also used to keep designated areas clear of obstructions.

1 Introduction

Security is of vital concern in all public places these days. The significant increase in
security measures in public places is the result of the terrorist attacks over the years.
Sizeable part of the terrorist attacks is by leaving explosives in public places which are
unidentified for a long time. Hence detection of left objects is an area of special interest
to ensure security. Object detection even otherwise is an old but relevant problem in the
field of image processing and computer vision. A number of literature is reported on
this topic. Object detection indoors and outdoors need separate consideration. Object
detection is mostly based on the background estimation and it has dynamic nature in
outdoor scenarios. The characteristics intrinsic to the objects like the shape, color or size
or the properties like motion can act as a cue for performing detection. When motion
cue is used for this purpose, the underlying method separates the background and the
foreground. Thus segmentation gains main thrust in these methods.

Video segmentation algorithms can be classified into three types: edge information
based video segmentation, image segmentation based video segmentation and change
detection based video segmentation. Edge information based algorithms, first apply
Canny edge detector to find edge information of each frame and then keep tracking
these edges. Image segmentation based algorithms first apply image segmentation al-
gorithms, such as watershed transform [5] and colour segmentation on each frame to

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 691–698.
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separate a frame into many homogeneous regions [6]. Change detection based segmen-
tation algorithms [2] threshold the frame difference to form change detection mask.

In training based technniques, for object classification, features extracted from im-
ages are compared with a visual dictionary. The best-matching features are learned by
the classifier to determine the object class. In [3], the visual dictionary concept is ex-
tended with Interest Point Operators (IPOs). A fast algorithm for background modeling
and subtraction is proposed in [10]. Sample background values at each pixel are quan-
tized into codebooks which represent a compressed form of background model for a
long image sequence.

Most of the video surveillance literature talks about analysis of video that is per-
formed on the raw video. But literature is available in which the analysis is focused
on compressed domain features of the encoded video that is served by the camera. In
[4] a fast video segmentation algorithm for MPEG-4 camera systems is proposed. Ob-
ject detection in compressed domain which brings out the possibility of avoiding the
decoding of the video stream is discussed in [1]. Removal of noise in motion vectors
that are vital in segmenting the objects in a scene is discussed in [7]. A moving object
extraction technique for MPEG coded data directly is proposed in [8]. The inherent
properties of surfaces and hence the illumination effects are also of importance in this
field as the pixels values directly play a role in the entire procedure. Reference [9] talks
about the way retina-and-cortex system (retinex) treat a color as a code for a three-part
report from the retina, independent of the flux of radiant energy but correlated with the
reflectance of objects. This paper largely talks about mondrian images.

This paper proposes an end to end video surveillance solution to detect any left ob-
ject in real time. The algorithm for detection of objects is a simple pixel based method.
These methods are generally highly illumination sensitive. The effect of illumination is
reduced to a large extent through a normalization process. Whenever we consider out-
door scenes, one of the worst scenarios that we face with motion is the pixel difference
due to tree leaf movement. The effects of tree leaf movement as well as falsely detected
objects due to illumination change are eliminated in this work through an implemen-
tation adopting ideas of codebook. The novelty of this work is mainly on decreasing
the false positives with this algorithm. This algorithm is suitable for real time appli-
cations since this does not require any learning phase. We address indoor as well as
outdoor scenarios for object detection. The communication among different entities in
the system follows ONVIF standard.

2 Proposed Method

In this paper, we present an algorithm to detect any left object in a given scene. The first
step in the development is the background- foreground separation of the input frames.
The background estimation in this system is done from the first few input frames itself.
Any pixel that falls within the specified limits of the background pixel value will form
the part of background. Else it is defined as a foreground pixel. To estimate the range
of values for each background pixel, we find two different frames, namely, the mini-
mum background frame and the maximum background frame represented as BGmin and
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BGmax respectively. BGmin is formed through placing the minimum pixel values corre-
sponding to every pixel position among the first say, N frames. Similary, the maximum
values corresponding to every pixel position from initial N frames constitute BGmax. Let
a pixel value in R, G or B plane of the ith frame be represented by Ii(x,y). Equation(1)
shows the formation of BGmin and BGmax.

BGmin(x,y) = minN
i=0(Ii(x,y)) (1)

BGmax(x,y) = maxN
i=0(Ii(x,y))

This process is repeated for all three color planes.
Subsequently, illumination normalization is performed on the input image, back-

ground minimum image and background maximum image. The normalized image is
multiplied by a constant value which reduces the dynamic range of pixel values and
hence the effect of illumination changes to a large extent. The dynamic range of the
pixels is reduced in all cases where the maximum pixel value of the frame is more than
the constant of multiplication. Foreground extraction of the input image takes place sub-
sequently. We check for the presence of foreground objects from the (N + 1)st frame
onwards with respect to BGmin and BGmax values allowing a tolerance ε . The Eq.(2)
states the condition for a pixel I(x,y) to be a part of the foreground.

I(x,y)<(1− ε)BGmin(x,y) and (2)

I(x,y)>(1+ ε)BGmax(x,y)

If a pixel I(x,y) lies within the background range specified as in Eq.(3), it is defined as
a background pixel.

(1− ε)BGmin(x,y)≤ I(x,y)≤ (1+ ε)BGmax(x,y) (3)

After this stage all the closed contours of the foreground image are extracted. These
represent the contours of the new objects with respect to the background. In spite of
normalization procedure that is applied to the frames initially, there can be a number of
false positives due to small movements like tree leaf movements and quantization errors.
These errors are removed by implementing a method for removing extraneous contours
using codebook. Any detected contour is at first represented by a bounding rectangle to
it. While doing this, contours which have very small total length are neglected. If there
are contours contained completely within another, only the outermost contour will be
considered. Subsequent to this stage we use a codebook construction. The entries in the
codebook correspond to the rectangles that are formed on each frame based on some
pre-decided criteria.

The addtion and updation of codebook is explained in detail with the help of Fig. 1.
Consider the first rectangle detected with diagonal co-ordinates (a,b) and (c,d). This
is actually a bounding rectangle of one of the outermost contours that we get from
the foreground image. Let us assume that the allowed threshold is th. We initialize
the minimum and maximum limits for both x-co-ordinates and y co-ordinates. They
are named as a.min, a.max, b.min, b.max, c.min, c.max, d.min and d.max. Let us now
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Fig. 1. Matching of Rectangles for Codebook Entry

consider only the co-ordinate (a,b) and see how the codebook entry is performed. The
minimum and maximum limits for this coordinate is defined initially as in Eq.(4).

x.min = a (4)

x.max = a

y.min = b

y.max = b

With respect to the threshlod defined, the maximum and minimum values of x and y
co-ordinates are defined. They are called ’learn threshold’ values defined in Eq.(5).

x.learnth.min = x.min− th (5)

x.learnth.max = x.max+ th

y.learnth.min = y.min− th

y.learnth.max = y.max+ th

Similarly, thresholds are defined for co-ordinate (c,d) also. Let us now assume that a
new rectangle appears with coordinates (p,q) and (r,s). We have to now decide if this
new rectangle will become a part of the codebook or not. If

x.learnth.min ≤ p ≤ x.learnth.max (6)

y.learnth.min ≤ q ≤ y.learnth.max (7)

then, (p,q) qualifies to lie within the specified range. If the condition specified in Eq.(6)
is satisfied, then initial values of x.min and x.max values are updated as follows. If

p ≤ x.min (8)

then
x.min = p (9)
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If
p ≥ x.max (10)

then

x.max = p (11)

Similarly y.min and y.max values are also updated. Subsequent to this, the learn thresh-
old values are also updated as per Eq.(5). A similar procedure is followed to verify if the
co-ordinate (r,s) lies within the specified range of (c,d). If it lies within the specified
limits, no new entry is made to the codebook but the existing entries are updated as per
the above explanation.

Apart from the above mentioned parameters the codebook also contains three other
parameters corresponding to every entry. Those are, the lifetime of that entry ‘LT ’, the
number of times it finds a match ‘count’ and the number of consecutive frames that
particular entry does not find a match with another codebook entry ‘NAt ’. The first
entry in the codebook will have the parameters LT , NAt and count values set to 0. As
frames are moved from one to another, the lifetime LT of the existing codebook entry
is incremented by one. A comparison of the co-ordinates of the new entry with the
existing entries are performed to see if it lies within a defined threshold of the older
entries. If it finds a match, count is incremented by one. For every frame that does not
find a single match for an entry in the codebook, NAt is incremented by one. If a new
addition is made to the codebook, the parameters, LT , NAt and count are also entered
for that entry. We have followed a definite strategy to display the object that is detected.
As soon as an object is detected, an addition or updation to the codebook takes place
with respect to the criteria mentioned in Eqs.(6)-(11). But the appearance of it is shown
only if the value of count crosses a particular threshold. This allows elimination of
false positives which occur instantaneously and also helps avoiding tree leaf and like
movements in the scene. If a particular codebook entry does not find a match for a long
time with respect to its lifetime, it is deleted from the codebook.

3 Experimental Setup

The experimental set up consists of one ONVIF compliant IP camera that captures
video in CIF resolution, encodes it and streams it over RTSP. The decoded video from
this stream is input to the analytics engine. Analytics engine detects new objects that
appear in the scene and informs the server. The server reports all the output in real time
to the UI (User Interface) that is highly interactive. The UI has provision to see the live
view of the video as well as the recorded video. The UI allows the user to change the
sensitivity of the algorithm which will allow the user or administrator of the system to
change the threshold settings during the initial set up. Through the user interface, the
camera can be also configured. The camera configurations include the encoder settings,
frame rate, video resolution, brightness, contrast etc.
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4 Results

This section shows results of the object detection along with illustrative diagrams. The
results presented in this section include both indoor and outdoor scenarios. As a test
sequence for indoor environment, video inside an office is used which does not have
much of moving background. We have tested it for the case of object appearance with
repect to the given scene. In Fig. 2a the background, with respect to which the object
appearance is to be performed, is shown. Figure 2b and Fig. 2c show the input frame
in which a new object is appeared and the corresponding foreground frame that the
algorithm extracts respectively. Figure 2d shows the output of the algorithm where the
new object that is appeared in the scene is highlighted. Figure 2c inludes every pixel that
is not a part of the background and Fig. 2d displays only those objects which are having
atleast a definite contour size and those which stay on the scene for a long duration in
time as defined in the system.

[a] [b]

[c] [d]

Fig. 2. Indoor Images: [a] Background [b] Input frame [c] Foreground [d] Output of the Proposed
Method

Similarly, the background, input frame, extracted foreground and output frames of
an outdoor scene are shown in Fig. 3. The foreground frame in this case shows the clear
differences in the scene due to tree leaf movements. Moreover the video under consid-
eration is captured from such a scene that includes both indoor and outdoor segments.
The quantization noise effects at the edges present in the frame are also falsely extacted
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[a] [b]

[c] [d]

Fig. 3. Outdoor Images: [a] Background [b] Input frame [c] Foreground [d] Output of the Pro-
posed Method

as foreground. The minimum contour size and the codebook implementation ensure the
false positive reduction to a considerable level. From this result, the superiority of the
algorithm is evident. The classification or identification of different objects will be the
next step of our work. At present, the algorithm does not distinguish between human
beings and other objects.

In case of outdoor scenario,the tree leaf movement causes a lot of false positives
which are totally eliminated through our implementation. We have tested the algorithm
with 100 hours of test clips captured from both indoor and outdoor environments. The
response time for every frame is around 15 millisecond in our implementation.

5 Conclusion

This paper proposes a simple pixel based algorithm for detection of left objects in a
given scene. The algorithm is capable of handling both indoor and outdoor scenarios
which differ in their basic characteristics and hence prove to be robust. The foreground
detection being a very basic method, wrongly classifies any change in background that
results in treeleaf movement and illumination changes as foreground. But the codebook
algorithm makes the results robust. The identification of objects as well as detection of
objects that are occluded are not part of this work and will be addressed later.
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1. Sabirin, H., Bäsey, G.: Video Surveillance of Today: Compressed Domain Object Detection.
In: ONVIF Web Services Based System Component Communication and Standardized Data
Storage and Export using VSAF – a Walkthrough. In Tech (2011)

2. Radke, R.J., Andra, S., Al-Kofahi, O., Roysam, B.: Image Change Detection Algorithms:
A Systematic Survey. IEEE Trans. Image Processing 14(3), 294–303 (2005)

3. Wijnhoven, R., de With, P.H.N., Creusen, I.: Efficient Template Generation for Object Clas-
sification in Video Surveillance Survey. In: Proc. of 29th Symposium on Information Theory
in the Benelux, pp. 255–262 (2008)

4. Beevi, Y., Natarajan, S.: An efficient Video Segmentation Algorithm with Real time Adap-
tive Threshold Technique. International Journal of Signal Processing, Image Processing and
Pattern Recognition 2(4) (2009)

5. Moga, A.N., Gabbouj, M.: Parallel Image Component Labeling with Watershed Transforma-
tion. IEEE Trans. Pattern Analysis and Machine Intelligence 19, 441–450 (1997)

6. Wong, S.-S., Leow, W.K.: Color segmentation and figure-ground segregation of natural im-
ages. In: ICIP, vol. 2, pp. 120–123 (September 2000)

7. Rajkumar, R., SaiKrishna, D., Jayanth, A.: Survey on Motion Vector Filtering and Object
Segmentation Methods in Compressed Domain. International Journal ofAdvancements in
Technology 2(2) (2011)

8. Zeng, W., Gao, W., Zhao, D.: Automatic Moving Object Extraction in MPEG Video. In:
Proc. of ISCAS 2003, vol. 2, pp. 524–527 (May 2003)

9. Land, E.H.: The Retinex Theory of Color Vision. Scientific American 237(6), 108–128
(1977)

10. Kim, K., Chalidabhongse, T.H., Harwood, D., Davis, L.: Background Modeling and Subtrac-
tion by Codebook Construction. In: Proc. ICIP, pp. 3061–3064 (2004)



N. Meghanathan et al. (Eds.): Advances in Computing \& Inform. Technology, AISC 177, pp. 699–707. 
springerlink.com                                                                      © Springer-Verlag Berlin Heidelberg 2013 

Adaptive Fusion Based Hybrid Denoising Method for 
Texture Images  

Preety D. Swami and Alok Jain 

Samrat Ashok Technological Institute, Vidisha, India 
preetydswami@yahoo.com, alokjain6@rediffmail.com 

Abstract. This paper presents an efficient image denoising method by adaptive-
ly combining the features of wavelets and wave atom transforms. These trans-
forms will be applied separately on the smooth areas of the image and the  
texture part of the image. The disintegration of the homogenous and nonhomo-
genous regions of noisy image is done by decomposing the noisy image into a 
noisy cartoon (smooth) image and a noisy texture image. Wavelets are good at 
denoising the smooth regions in an image and will be used to denoise the noisy 
cartoon image. Wave atoms better preserve the texture in an image hence is 
used to denoise the noisy texture image. The two images will be fused adaptive-
ly. For adaptive fusion different weights will be chosen for different areas in the 
image. Areas containing higher degree of texture will be allotted more weight, 
while the smoother regions will be weighed lightly. The information regarding 
the weights selection will be obtained from the variance map of the denoised 
texture image. Experimental results on standard test images provide better de-
noising results in terms of PSNR, SSIM, FOM and UQI. Texture is efficiently 
preserved and no unpleasant artifacts are observed. 

1   Introduction 

Many geometrical transforms have evolved as prominent tools for restoration of noisy 
images. Each transform has its certain area of expertise. Selection of the proper trans-
formation tool is very important which actually depends on the kind of image to be 
denoised. All the natural images have some common characteristics [1]. Natural im-
ages basically comprise of homogenous regions, edges and texture. A wide range of 
methods belong to the class of wavelet transform based thresholding and shrinking of 
wavelet coefficients. Wavelet transform captures information about the image mostly 
in the low frequency regions where presence of noise is negligible.  Failure of wave-
lets at the edges and in the texture regions have led to the generation of many geome-
tric transforms which provide perfect reconstruction. Some of these transforms  
are curvelets [2], wedgelets [3], bandlets [4] and wave atoms [5]. Basic idea behind 
denoising using these transforms is to uniformly threshold the transform coefficients 
by deciding a suitable threshold. Another approach is to decide a different threshold 
for every scale of the transformed coefficients [6]. Further improvements can be done 
by employing a spatially adaptive threshold for each wavelet or curvelet coefficient 
rather than deciding a single threshold at each scale [7, 8]. 
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Newer denoising approach is to segment the image into edges and smooth areas 
and then to apply different models (Generalized Gaussian distribution and Gaussian 
distribution correspondingly) in these regions [9]. Some authors e.g. [10] and [11] 
have designed adaptive threshold functions in which thresholding is done using neural 
network approach. Considerable research has been done in the field of sparse  
and redundant representation modeling [12, 13] in which data characteristics are 
learnt either from the image itself or from some existing database and are then used as 
dictionaries. 

In this paper, different transforms will be applied to denoise different regions of an 
image. Wavelets will be employed to denoise the smoother regions while wave atoms 
will be used to restore the textural regions. For the separation of smooth and the tex-
ture regions the image will be decomposed using curvelet transform. The denoised 
images will then be fused adaptively and the information regarding the weights 
needed for adaptive weight selection will be gathered by creating a variance map of 
the denoised texture image. The organization of the paper is as follows. In section 2, 
the proposed method is presented along with the introduction of the denoising  
methods used in the work. Experimental results are analyzed in Section 3. Finally, 
conclusion is given in Section 4. 

2   Proposed Method 

This work proposes a denoising method that employs the wavelet transform and the 
wave atom transform. The basis functions of these transforms are meant to perform 
efficiently in specific areas in an image. Wavelet transform gives excellent denoising 
results in the homogenous regions in an image but cannot restore the textural regions 
properly. Texture can be best denoised using wave atoms but artifacts are visible at 
the object boundaries due to periodization at the edges.  

In the following discussion an attempt is made to present the superiority of wave 
atoms over wavelets to denoise texture in an image. For this purpose, the texture rich 
image of Barbara is chosen. Noisy image is then generated by adding white Gaussian 
noise having a standard deviation of 20. This noisy image in Fig. 1(a) is then sepa-
rated into its textural part and homogenous (cartoon) part. Fig. 1(b) shows the noisy 
texture image and Fig. 1(c) shows the noisy cartoon image. Noisy texture image is 
denoised using wavelet transform and the image magnified around Barbara’s face is 
shown in Fig. 2 (a). Same noisy texture image is denoised by wave atoms and the 
magnified version of the denoised image is plotted in Fig. 2(b). A comparison of Fig 2 
(a) and Fig. 2 (b) shows better denoising of textures using wave atoms. This can be 
seen visually as well as by calculating the PSNR values for both the images. An im-
provement of 2.3 dB in PSNR value is obtained when the texture image is denoised 
using wave atoms. But the problem with wave atoms is the repetition of texture  
patterns along the object boundaries and edges. It is observed from Fig. 2(b) that the 
textural structure of Barbara’s scarf is repeating and can be seen on the face. At the 
same time artifacts are largely visible in the homogenous regions where texture is  
not present. Same portion of wavelet denoised image can be seen in Fig. 2 (a). In this 
image the textural region are not visually pleasant but there are no repetitions of the 
texture regions as were the case with wave atoms. 
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Difference in denoising the cartoon part of the noisy cartoon image by wavelets 
and wave atoms is shown in Fig. 2(c) and Fig. 2(d). The noisy cartoon image of Fig. 
1(c) is first denoised by wavelets and the magnified result is Fig. 2 (c). Same image of 
Fig. 1(c) is denoised using wave atoms and the magnified image is shown in Fig 2(d). 
Comparison of the two denoised figures reveals that the restored cartoon image is bet-
ter in PSNR when denoising is done using wavelets. The restored cartoon image using 
wave atoms has a PSNR less by 1.47dB and many artifacts are observed in the image. 
In the proposed method the noisy cartoon image will be denoised using wavelets. The 
noisy texture image will be denoised using wave atoms. The two denoised images 
will be combined by adaptive fusion which will be based on the information obtained 
from a variance map created from the denoised texture image. 

2.1   Decomposition of Noisy Image into Cartoon and Texture Image 

In the proposed work, segmentation of noisy image into its cartoon part and textural 
part will be done using the curvelet transform. Different scales in the curvelet trans-
form are actually different filters ranging from low pass to high pass [2]. Higher 
scales represent higher frequencies which correspond to the texture in an image.  
In this method the curvelet transform of noisy image is taken and the coefficients cor-
responding to the two highest scales are retained while the remaining lower scale 

(a) (b) (c) (d) 

(a) Noisy Image (b) Noisy Texture 
Image 

(c) Noisy Cartoon 
Image 

Fig. 1. Decomposition of noisy image into its textural constituent and cartoon constituent 

Fig. 2. (a) Wavelet denoising of noisy texture image (b) Wave atom denoising of noisy texture 
image (c) Wavelet denoising of noisy cartoon image (d) Wave atom denoising of noisy cartoon 
image 
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coefficients are substituted to zeroes. This gives the noisy texture image. The noisy 
cartoon image is obtained by subtracting the noisy texture image from the noisy im-
age. This decomposition is shown in Fig. 1. 

2.2   Wavelet Denoising 

The noisy cartoon image obtained from section 2.1 will be denoised using wavelets. 
The wavelet denoising method used in this work is inspired by the spatially adaptive 
Bayesian shrinkage of [7]. Denoising is based on estimating the probability that a  
given wavelet coefficient contains significant noise-free component. Each wavelet 
coefficient is shrunk by an amount which depends on its local surroundings as well as 
its global statistical properties.  

2.3   Wave Atom Denoising 

Natural images contain oscillatory patterns and textures. The wave atom transform is 
a new member in the family of oriented, multiscale transforms for image processing. 
Wave atom reconstruction is sparser for oscillatory patterns and textures as compared 
to wavelets and curvelets. To represent an oscillatory pattern f to some given accuracy 
and for some constant N (smaller or comparable to the number of pixels of the under-
lying image), O(N3/2) curvelet coefficients or O(N2) wavelet coefficients are needed. 
Whereas to encode the same f to the same accuracy only O(N) wave atom coefficients 
are required [5]. In this work the denoising algorithm used for wave atom denoising is 
hard thresholding of wave atom coefficients [14]. 

2.4   Proposed Adaptive Fusion 

Simple addition of the two denoised images does not yield good results. The artifacts 
present in the smooth regions of denoised texture image tend to add to the denoised 
cartoon image and at the same time the repetition of texture on the face is largely vis-
ible. Thus, a fusion algorithm is proposed that overcomes the problems stated above.  

For fusion of the two denoised images a variance map of the restored texture image 
is required. The variance map gives the information about the locations of homoge-
nous regions and textures and edges in the original image. The variance map of an 
image is the collection of variances of each pixel of the image. This map is calculated 
by taking an odd-sized square window around a centre pixel of intensity xi. The win-
dow is then made to slide around every pixel to give the complete variance map. 
Within the window the variance is calculated as  

( )  1)-(
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i i nx
p =

− μ                                          (1) 

where pn , is the number of pixels inside the window, and μ is the mean map of the 

image in which each pixel is the mean of the pixel values inside the window, centered 
around the pixel whose variance is to be calculated. In this work a window of size 3*3 
is employed to create the variance map of denoised texture image and is shown in 
Figure 3. 
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using four measures: peak-signal-to-noise-ratio (PSNR), structural similarity index 
metrics (SSIM) [16], universal image quality index (UQI) [17] and figure of merit 
(FOM) [18]. These indices are defined as follows: 

 
(i) Peak-signal-to-noise-ratio (PSNR): This index indicates the noise suppression 

quality. Higher is the PSNR better is the noise suppression. PSNR is defined as: 

{ }MSEMAXPSNR 2
10log10=  

where MAX is the maximum pixel value of image, MSE is the mean square error and 
is given by 
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where I is the original image, K restored image, m and n are the number of rows and 
columns respectively.  

(ii) Figure of merit (FOM): This is the standard index for measuring the edge dis-
placement in the denoised image [18]. Maximum value of FOM is 1. FOM nearer to 1 
indicates better edge preserving quality. By applying a particular edge operator on 
original and reconstructed images the edge plots dI and rI can be obtained. Then 

FOM is defined as: 
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where dn and rn are the number of pixels in dI and rI respectively, jd is the Eucli-

dean distance between jth pixel of rI and nearest pixel of dI . γ is a scalar multiplier 

and equals 1/9. 
 
(iii) Universal image quality index (UQI): This index measures distortion which 

can be due to loss of correlation, luminance and contrast [17]. Maximum value of 
UQI is 1. Higher the UQI less is the distortion. For all the variables defined as before 
UQI is defined as: 
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in which I , K are the mean and Iσ , Kσ are the variance of original and denoised 

images respectively. 

(iv) Structural similarity index metrics (SSIM): This index gives the visual percep-
tion quality of the denoised image [16]. Maximum value of SSIM is 1. If SSIM of  
denoised is closer to 1, denoised image is better. For all the variables defined as be-
fore SSIM is defined as: 
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where ( )211 LKc ×=  and ( )222 LKc ×=  

here 1K and 2K have the default values of 0.01 and 0.03 respectively. L is the dy-
namic range of pixel and for 8 bit image, its value is 255.  

Table 1. Denoising Results of Different Methods Compared for Four Assessment Parameters 

UPPER LEFT BLOCK: PSNR, UPPER RIGHT BLOCK: SSIM 

LOWER LEFT BLOCK: UQI, LOWER RIGHT BLOCK: FOM 

 

Image 
Noise 
std. 
dev. 

DCuT [2] WA [5] ProbShrink [7] [15] Proposed 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 
UQI FOM UQI FOM UQI FOM UQI FOM UQI FOM 

Lena 

10 33.77 0.909 34.50 0.9547 35.24 0.9658 35.7 0.929 35.82 0.9750 
0.697 0.8348 0.7547 0.8541 0.7732 0.9142 0.735 0.9196 0.7734 0.9203 

20 31.08 0.859 30.97 0.9076 32.20 0.9309 32.49 0.886 32.52 0.9330 
0.597 0.7452 0.6412 0.7305 0.6836 0.7966 0.637 0.8429 0.6887 0.8536 

30 29.39 0.819 28.95 0.8622 30.33 0.8947 30.61 0.851 31.12 0.9000 
0.531 0.6604 0.5586 0.6336 0.6059 0.7181 0.571 0.7694 0.6093 0.7652 

       

Barbara 
 
 
 
 

10 29.18 0.875 32.56 0.9584 33.46 0.9685 33.5 0.933 33.61 0.9699 
0.754 0.8302 0.8192 0.9114 0.8409 0.9280 0.824 0.9598 0.8575 0.9603 

20 25.41 0.769 29.31 0.9140 29.53 0.9302 30.03 0.879 30.10 0.9333 
0.617 0.6275 0.7303 0.8360 0.7581 0.8530 0.736 0.9118 0.7597 0.9093 

30 24.35 0.711 27.52 0.8713 27.17 0.8816 28.07 0.831 28.13 0.8999 
0.543 0.5263 0.6630 0.7778 0.6718 0.7291 0.670 0.8643 0.6993 0.8597 

 

 
 

(a) (c) (b) 

(f) (e) (d) 

Fig. 4. The denoising results of Barbara by different schemes. (a) Noiseless Barbara (b) Noisy 
Barbara (c) DCuT [2] (d) WA [5] (e) ProbShrink [7] (f) Proposed method. 
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4   Conclusion 

The main contribution of this paper is to adaptively combine the features of wavelets 
and wave atoms for homogenous and texture regions in an image. Thus this method 
independently restores the attributes of both the transforms. It can be observed from 
the denoising results that for almost all images with various noise levels significant 
improvement in the values of PSNR is obtained. Improvements in the restored images 
are observed not only in PSNR values but also in the values of SSIM, FOM and UQI 
for images containing high quantity of texture. The uniqueness of this method is that 
it preserves the texture and at the same time removes the artifacts and the repetitions 
caused by wave atoms in the smoother areas. The proposed approach also tends to ef-
ficiently retain the edges, the structural similarity and the luminance and contrast cor-
relation as can be seen from the results of FOM, UQI and SSIM values. 
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Abstract. Fingerprint acts as a vital role for user authentication as it is unique 
and not duplicated. For this reason fingerprint images are taken for different 
computer security purposes. Unfortunately reference fingerprints may get cor-
rupted with noise during acquisition, transmission, or retrieval from storage 
media. Many image-processing algorithms such as pattern recognition need a 
clean fingerprint image to work effectively which in turn needs effective ways 
of de-noising such images. In this paper, we propose an adaptive method of  
image de-noising in the wavelet sub-band domain assuming the images to be 
contaminated with noise based on threshold estimation for each sub-band.  
Under this framework, the proposed technique estimates the threshold level by 
apply sub-band of each decomposition level. This paper entails the development 
of a new MATLAB function based on our algorithm. The experimental evalua-
tion of our proposition reveals that our method removes noise more effectively 
than the in-built function provided by MATLAB. 

Keywords: Wavelet Thresholding, Gaussian, Salt & Pepper noise, Fingerprint 
Image De-noise, Discrete Wavelet Transform. 

1   Introduction 

Finger print images have distinctiveness and persistence, which are highly desirable 
qualities for biometric applications and software security concerns. However, finger 
print images are generally of low contrast, due to skin conditions and application of 
incorrect finger pressure. Also, they inherently contain complex type of noise, origi-
nating from two distinct sources, such as the set of assorted devices involved in the 
acquisition, transmission, storage and display of the image and noise arising from the 
application of different types of quantization, reconstruction and enhancement  
algorithms. It is certain that every imaging method inherently involves noise. Many 
dots can be spotted in a Photograph of fingerprint taken with a digital camera or fin-
gerprint reader under low lighting conditions or the machine hardware problem. Ac-
tually this type of noise is the uniform Gaussian noise. Appearance of dots is due to 
the real signals getting corrupted by noise (unwanted signals). On loss of reception  
or retrieve any Fingerprint image from the storage device random black and white 
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snow-like patterns can be seen on the Fingerprint images. This type of noise is called 
Salt & Pepper noise. The purpose of the de-noising algorithm is to remove such noise. 

There are various methods to help restore an image from noisy distortions. Select-
ing the appropriate method plays a major role in getting the desired image to solve the 
de-noising problems in image analysis and pattern recognition. Generally, the de- 
noising techniques have been categorized into spatial and frequency domain tech-
niques. The past experience has reveals that the wavelet technique is an efficient 
technique in comparison of others. In this paper a new shrinkage wavelet transforma-
tion method is proposed using the global threshold value, normalise it with all de-
composed components and find out the rescaled threshold value. This method is an 
efficient technique compared to the MATLAB wavelet transformation and the various 
linear and non-linear spatial techniques. In this paper first the testing fingerprint im-
age is noised with the Gaussian and Salt & Pepper noise differently. After that the 
proposed wavelet transformation is adapted in order to de-noise the fingerprint  
images, followed with the various other methods such as mean filter, median filter, li-
brary Matlab wavelet transformation techniques to de-noise the fingerprints image 
and lastly check which one is the best in terms of Pick signal to noise ratio(PSNR), 
Mean square error(MSE). 

The paper is organized as follows. Section 2 relates to the existing work done in 
fingerprint de-noising whereas section 3 show brief introduction of wavelet transform 
and fingerprint de-noising. In section 4, new approach for fingerprint de-noising along 
with algorithm design. The proposed work is detailed in section 5 followed by con-
clusion in section 6. 

2   Related Work 

Maltoni D. Has proposed various methods and problems for fingerprint recognition. 
He has given idea how fingerprint get different noises with different stages of 
processing [1]. Louise has proposed fingerprint recognition for low quality images 
and emphasized upon ridge detection and Improved algorithms for enhancement of 
fingerprint images[2]. S.G.mallat described how to singularity detection using the 
wavelet transformation. Amra Graps uses the various wavelet technique as well as its 
importance from other de-noising techniques [4,8]. Rakesh has given the idea in order 
to utilise the wavelet transformation in fingerprint recognition [6]. Gornale S.S has 
given the idea to de-noise fingerprint using multi-resolution analysis through statio-
nary wavelet transformation, which have the adaptive normalization based on block 
processing, are proposed. An orientation flow field of the ridges is computed for the 
fingerprint image. To accurately locate ridges, a ridge orientation based computation 
method is used [5]. But this method used the library Matlab function which is less ef-
ficient in order to de-noise. Zhen_bing Zhao has given a better idea for de-noising us-
ing wavelet transformation based on noise standard deviation estimation [3]. So the 
fingerprint image transformed by wavelet domain by an efficient way de-noise gives a 
better result and fulfils various authentication and pattern recognition methods. 
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3   Methodology 

3.1   Wavelet Transform 

Basically image de-noising techniques are fall into two basic categories namely spa-
tial domain and frequency domain. Wavelet Transform (WT) is one of the frequency 
domain techniques emerged as very powerful tool and provide a vehicle for digital 
image processing applications. 

A wavelet is a small wave with finite energy, which has its energy concentrated in 
time or space area to give ability for the analysis of time-varying phenomenon in oth-
er words it provides a time-frequency representation of the signal. Comparison of a 
wave with a wavelet is shown in below Figure1. Left graph is a Sine Wave with infi-
nite energy and the right graph is a Wavelet with finite energy. 

 

Fig. 1. Comparison of a wave and a wavelet 

Fig.1 shows the comparison of wavelets with sine waves, which are the basis of 
Fourier analysis. Sinusoids do not have limited duration they extend from minus to 
plus infinity. Where sinusoids are smooth and predictable, wavelets tend to be irregu-
lar and asymmetric. Fourier analysis consists of breaking up a signal into sine waves 
of various frequencies. Similarly, wavelet analysis is the breaking up of a signal into 
shifted and scaled versions of the original (or mother) wavelet. Fig.1 shows that sig-
nals with sharp changes might be better analyzed with an irregular wavelet than with 
a smooth sinusoid. It also makes sense that local features can be described better with 
wavelets that have local extent. So wavelet has advantages in analyzing physical situ-
ations where the signal contains discontinuities and sharp spikes. Wavelets were de-
veloped independently in the fields of mathematics, quantum physics and electrical 
engineering. Wavelet Transform is used to split the signal into a bunch of signals and 
represents the same signal, but all corresponding to different frequency bands. The 
principle advantage is they provide frequency bands exists at what time intervals. 
Wavelet transform of any function f (t) represented as 

                                  
(1)

 

This equation shows how a function f(t) is decomposed into a set of basis functions 
called the wavelets. The variables s and, scale and translation, are the new dimensions 
after the wavelet transform. 

Inverse wavelet transformation can be expressed as: 
 

    (2) 
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The wavelets are generated from a single basic wavelet ψ (t), the so-called mother 
wavelet, by scaling and translation: 

                                (3) 

Applying wavelet transform on 1D signal, it can correctly detect the singularity in a 
signal. For images, the 2D scaling function φ (x, y) and mother wavelet ψ (x, y) is de-
fined as tensor products of the following 1-D wavelets ψ (x), ψ (y) and scaling func-
tions φ (x), φ (y). 

Scaling function 

φ (x, y) =φ (x)×φ (y)                                        (4) 

Vertical wavelets 

ψ y (x, y) =φ (x)×ψ (y)                                       (5) 

Horizontal wavelets 

ψ x (x, y) =ψ (x)×φ (y)                                      (6) 

Diagonal wavelets 

ψ d (x, y) =ψ (x)×ψ (y)                                      (7) 

 
The use of wavelet transform on image shows that the transform can analyze singular-
ities easily that are horizontal, vertical or diagonal. 

3.2   Wavelet Thresholding 

Image de-noising is used to remove the additive noise while retaining as much as 
possible the important features. Wavelet thresholding is an effective method which is 
achieved via thresholding. Wavelet thresholding procedure removes noise by thre-
sholding only the wavelet coefficient of the details coefficients, by keeping the low-
resolution coefficients unaltered. The plot of wavelet coefficients suggests that small 
coefficients are dominated by noise, while coefficients with a large absolute value 
carry more signal information than noise. Replacing noisy coefficients (small coeffi-
cients below a certain threshold value) and an inverse wavelet transform may lead to a 
reconstruction that has lesser noise. There are two thresholding methods frequently 
used: soft thresholding and hard thresholding. 

The hard-thresholding TH can be defined as 
 

 
(8) 

 
 
Here t is the threshold value. A plot of TH is shown in Figure. 
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Fig. 2. Hard thresholding 

 
 
 
 
 
 
 
 
 

Fig. 3. Soft thresholding 

Soft thresholding is where the coefficients with greater than the threshold are 
shrunk towards zero after comparing them to a threshold value. It is defined as fol-
lows in all other regions. 

                               (9) 

In practice, it can be seen that the soft method is much better and yields more visually 
pleasant images. This is because the hard method is discontinuous and yields abrupt 
artifacts in the recovered images. Also, the soft method yields a smaller minimum 
mean squared error compared to hard form of thresholding. In this paper we have 
used the soft thresholding technique. 

3.3   Fingerprint De-noising 

A fingerprint image consists of non-ridge area, high quality ridge area, and low quality 
ridge area. It is well known that low quality ridge area in the fingerprint images would 
cause serious effects, which deteriorate the quality of the image. The Finger print im-
age is corrupted with the Gaussian and Salt & Pepper noise. Many dots can be spotted 
in a Photograph of fingerprint taken with a digital camera or fingerprint reader under 
low lighting conditions or the machine hardware problem. Actually this type of noise is 
the uniform Gaussian noise. Appearance of dots is due to the real signals getting cor-
rupted by noise (unwanted signals). On loss of reception or retrieve any Fingerprint 
image from the storage device random black and white snow-like patterns can be seen 
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on the Fingerprint images. This type of noise is called Salt & Pepper noise. The result-
ing sub-image is extracted from the original fingerprint image with noise in the com-
plex wavelet transform domain. Then, according to the characteristics of the sub-image 
data, the de-noised fingerprint is being used for further reference purposes. 

4   Algorithm Design 

Having fully analyzed the different condition characteristic of the useful signal and 
the noise in wavelet transformation domain, the above wavelet de-noising theory and 
corrected noise-estimate method are adopted to smooth the noise. This article pro-
posed the image de-noising method based on the noise standard deviation estimation, 
normalize each detailed component, finding out the appropriate threshold value realiz-
ing steps are as follows: 

Add the Gaussian noise and Salt & Pepper noise to the reference fingerprint  
Image. 

Carry on the multi-scale wavelet decomposition to the observed image  
f (x, y) and obtain the low and the high frequency coefficients of each level. 

Estimate the noise standard deviation σ by using the detail coefficients. 
Determine the threshold value t by using the normalization of each level and pro-

ducing the threshold value by global threshold method. 
Use soft-threshold/hard-threshold function to make threshold processing to the 

each frequency coefficient, and obtained the estimate coefficient. 
Realize de-noising and reconstruction by making wavelet inverse transformation 

to the low frequency coefficients and the processed high frequency coeffi-
cients. 

5   Results and Discussions 

This section shows the proposed method which consists different modules as shown 
in Fig. 4. In first module the test fingerprint Image is noised with Gaussian or Salt & 
Pepper noise. Then the noised image is De-noised by the proposed wavelet transfor-
mation which is described in the algorithm, after that apply multilevel wavelet  
 

 

Fig. 4. Overall work layout 
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decomposition on the extracted Region of interest (ROI). At each level, the wavelet 
transform decompose the given image into three directional components, i.e. horizon-
tal, diagonal and vertical detail sub bands. 

In next module the tested fingerprint Image is de-noised by mean, median and Mat-
lab available wavelet function. Lastly all the de-noised algorithms are compared with 
the MSE and PSNR for quality measurement. We have use Matlab 7.0 to noised and 
de-noised the fingerprint image by proposed wavelet transformation, Library wavelet 
transformation, Mean and Median techniques. And different outputs of the programs 
are shown below. 

 
 
 
 
 
 
 
 

                                        (original       (Gaussian noised      (Salt & pepper  
                                         Image)         image)                    noised image) 

 
 
 
 
 
 
 
 
 

                (propose wavelet  (Library wavelet   (Library wavelet   ( propose wavelet 
                Gaussian)             Salt & pepper)     Gaussian)             Salt & pepper) 

 
 
 

 
 
 
 
 
 
 
 

                        (Median        (Median Salt &   (Mean Gaussian)     (Mean Salt &  
                        Gaussian)      Pepper)                                            Pepper) 

 
In this section deals with the comparison of the de-noising techniques .The Peak 

Signal to Noise Ratio (PSNR) and Mean Square Error (MSE) of the output image is 
calculated which acts as a quantitative standard for comparison. The selection of the 
de-noising technique is application dependent. So, it is necessary to learn and com-
pare de-noising techniques to select the technique that is apt for the application in 
which we are interested. 



716 A.K. Dass and R.K. Shial 

The Peak Signal to Noise Ratio (PSNR) is most commonly used as a measure of 
quality of reconstruction in image compression and image de-noising works [6]. It 
comes from mean square error (MSE). MSE of two images are defined as 

 
 
 

where I and R can be interpreted as input and reconstructed images respectively. m 
and n defines number of pixel in vertical and horizontal dimension of images I and R. 
Then the PSNR is de fined as 

 

where MAXI is the maximum pixel value of the image I. When the pixels are 
represented using 8 bits per sample “grey scale”, MAXI takes value “255”. More gen-
erally, MAXI is 2B-1 where B is a colour dept “bit” of an image. 

Tables 1 shows the MSE and PSNR of the input and output images for all the fil-
tering approach and wavelet transform approach. 

Table 1. PSNR and MSE for Fingerprint.bmp as test Image 

 

6   Conclusion and Future Work 

In this paper we have seen the wavelet technique is better than the traditional mean 
and median spatial transformation techniques and the proposed wavelet function also 
de-noised the fingerprint better than the MATLAB wavelet function for Gaussian 
noised in terms of PSNR and MSE. If the noise is Salt & pepper type than by using 
Median filter gives better noise removal. The proposed method also nearly gives  
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better quality as compared the median filter technique and better than other tech-
niques. The de-noised fingerprint which we achieved, are more helpful for Automatic 
Fingerprint Recognition Systems or any pattern matching techniques. In future the 
work can be extended for other type of noises such as speckle noise, rician noise etc. 
and recover from the blurring effect of the fingerprint. 
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Abstract. The location of Optic Disc (OD) is of critical importance in retinal 
image analysis. This research paper carries out a new automated methodology 
to detect the optic disc (OD) in retinal images. OD detection helps the ophthal-
mologists to find whether the patient is affected by diabetic retinopathy or not. 
The proposed technique is to use line operator which gives higher percentage of 
detection than the already existing methods. The purpose of this project is to 
automatically detect the position of the OD in digital retinal fundus images. The 
method starts with converting the RGB image input into its LAB component. 
This image is smoothed using bilateral smoothing filter. Further, filtering is car-
ried out using line operator. After which gray orientation and binary map orien-
tation is carried out and then with the use of the resulting maximum image 
variation the area of the presence of the OD is found. The portions other than 
OD are blurred using 2D circular convolution. On applying mathematical steps 
like peak classification, concentric circles design and image difference calcula-
tion, OD is detected. The proposed method was evaluated using a subset of the 
STARE project’s dataset and the success percentage was found to be 96%. 

Keywords: Automated detection, Optic Disc, Line Filter Operator, Retinal  
Imaging. 

1   Introduction  

In ophthalmology, the automatic detection of optic disc may be of considerable inter-
est for computer assisted diagnosis. Detecting and counting lesions in the human reti-
na like microaneurysms and exudates is a time consuming task for ophthalmologists 
and prone to human error. That is why much effort has been done to detect lesions in 
the human retina automatically. Finding the main components in the fundus images 
helps in characterizing detected lesions and in identifying false positives. The detec-
tion of the optic disc is the first step in the early detection of the diabetic retinopathy.  

This paper presents a line operator that is designed to locate the OD from retinal 
images accurately. Our proposed line operator is designed to capture the circular 
brightness structure associated with the OD. In particular, it evaluates the image  
variation along multiple oriented line segments and locates the OD based on the 
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orientation of the line segment with the maximum/minimum variation.  Fig. 1(a & b) 
shows an example of retinal image in digital retinal images for vessel extraction 
(DRIVE) project’s dataset. 

 
 

  
                                                   (a)                                          (b) 

Fig. 1. Circular brightness structure associated with the OD.(a & b) Example of retinal image in 
DRIVE project’s dataset with OD labelled by a bold black circle. 

The proposed method has several advantages. First, the designed line operator is 
tolerant to the retinal lesion and various types of imaging artifacts that most image-
characteristics-based methods cannot handle properly. The tolerance to the imaging 
artifacts and retinal lesion can be explained by the proposed line operator that is de-
signed to capture the unique circular brightness structure associated with the OD. 
Second, the designed line operator is stable and easy for implementation. It requires 
neither the retinal blood vessel nor the macula information. 
The remaining part of the paper is organized as follows. Most of the available me-

thods for automatic OD detection are reviewed in Section 2. Section 3 presents the 
proposed algorithm. The results are presented and discussed in Sections 4. Finally, 
conclusion and further work are found in Section 5. 

2   OD detection Methods: A Literature Review 

Automatic optic disc (OD) detection from retinal images is a very important task in 
ocular image analysis [1], [2] and computer-aided diagnosis of various types of eye  
diseases [3]–[5]. It is often a key step for the detection of other anatomical retinal 
structures, such as retinal blood vessels and macula [1], [6], [7], [8]. More important-
ly, it helps to establish a retinal coordinate system that can be used to determine the 
position of other retinal abnormalities, such as exudates, drusen, and hemorrhages  
[9], [10].  

Some OD detection techniques have been reported in the literature. The early tech-
niques make use of different types of OD specific image characteristics. In particular, 
some techniques search for the brightest regions [11], [12] or regions with the highest 
image variation [13], [14] resulting from the bright OD and the dark blood vessels 
within the OD. The limitation of these methods is that many retinal images suffer 
from various types of retinal lesion, such as drusen, exudates, microaneurysms, and 
hemorrhage, and imaging artifacts, such as haze, lashes, and uneven illumination (as 
illustrated in Figs. 9 and 10) that often produce brighter regions or regions with higher 
image variation compared to the OD. 
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Several OD detection techniques make use of anatomical structures among the OD, 
macula, and retinal blood vessels. For example, some methods are based on the ana-
tomical structure that all major retinal blood vessels radiate from the OD [15]–[18]. 
Some other methods make use of the relative position between the OD and the macula 
that often varies within a small range [19], [20]. Compared with the image characte-
ristics, the anatomical structures are more reliable under the presence of retinal lesion 
and imaging artifacts. However, the extraction of either retinal blood vessels or the 
macula is often a nontrivial task by itself. 

Line operators have been used to locate linear structures from different types of 
images. For example, Zwiggelaar et al. used a line operator to detect linear structures 
from mammographic images [21], where a line strength is evaluated by the difference 
between the largest average image intensity along one oriented line segment and the 
average image intensity within a local neighbourhood window. Ricci and Perfetti [22] 
used a similar line operator to detect the linear structures that are associated with the 
retinal blood vessels. 

3   Proposed Method 

This section presents the proposed OD detection technique. In particular, we divide 
this section into four subsections, which deal with the retinal image pre-processing, 
designed line operator, OD detection, and discussion, respectively. 

3.1   Retinal Image Pre-processing 

Retinal images need to be pre-processed before the OD detection. As the proposed 
technique makes use of the circular brightness structure of the OD, the lightness com-
ponent of a retinal image is first extracted. We use the lightness component within the 
LAB color space, where the OD detection usually performs the best [23]. For the re-
tinal image in Fig. 1(a), Fig. 2(a) shows the corresponding lightness image. 

The retinal image is then smoothed to enhance the circular brightness structure as-
sociated with the OD. We use a bilateral smoothing filter [24] that combines geome-
tric closeness and photometric similarity as follows: 

                 (1) 

With the normalization factor 

                    (2) 

where f (x) denotes the retinal image under study. c(ξ, x) and s(f(ξ), f (x)) measure the 
geometric closeness and the photometric similarity between the neighborhood center 
x and a nearby point ξ. We set both c(ξ, x) and s(f(ξ), f(x)) by Gaussian functions.  
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The geometric spread σ d  and the photometric spread σ r  of the two Gaussian func-

tions are typically set at 10 and 1 as reported in [24]. For the retinal image in  
Fig. 2(a), Fig. 2(b) shows the filtered retinal image. 
 
 

 
(a)                                              (b) 

Fig. 2. Retinal image pre-processing. (a) Lightness of the example retinal image in LAB  
color space. (b) Enhanced retinal image by bilateral smoothing where multiple crosses along a 
circle label the pixels to be used to illustrate the image variation along multiple oriented line 
segments. 

3.2   Designed Line Operator 

A line operator is designed to detect circular regions that have similar brightness 
structure as the OD. For each image pixel at (x, y), the line operator first determines n 

line segments   L i , i = 1. . . n of specific length p (i.e., number of pixels) at multiple 

specific orientations that center at (x, y). The image intensity along all oriented line 
segments can thus be denoted by a matrix I(x, y) p×n , where each matrix row stores 

the intensity of p image pixels along one specific line segment. The line operator that 
uses 20 oriented line segments and sets the line length   p = 21, each line segment 

L i  at one specific orientation can be divided into two line segments L i ,1 and 

L i ,2 of the same length (p − 1)/2 by the image pixel under study (i.e., the black 

cell). The image variation along the oriented line segments can be estimated as  
follows: 

    

(3)

 

Where f mdn (·) denotes a median function.  f mdn (IL 1,i
 (x, y)) and f 

mdn (IL 2,i (x, y)) return the median image intensity along L 1,i
 and L 2,i ,  



 Detection of Optic Disc by Line Filter Operator Approach in Retinal Images 723 

 

respectively. D = [D 1 (x, y). . .D i (x, y). . .D n (x, y)] is, therefore, a vector of 

dimension n that stores the image variations along n-oriented line segments.  
The orientation of the line segment with the maximum/minimum variation has spe-

cific pattern that can be used to locate the OD accurately. For retinal image pixels, 
which are far away from the OD, the orientation of the line segment with the maxi-
mum/minimum variation is usually arbitrary, but for those around the OD, the image 
variation along Lc [labeled in Fig. 1(b)] usually reach the maximum, whereas that 
along Lt reaches the minimum. Fig. 4 shows the image variation vectors D(x, y) of 
eight pixels that are labeled by crosses along a circle shown in Fig. 2(b). Suppose that 
there is a Cartesian coordinate system centered at the OD, as shown in Fig. 2(b). For 
the retinal image pixels in quadrants I and III, the image variations along the 1st–10th 
[i.e., Lt in Fig. 1(b)] and the 11th–20th (i.e., Lc ) line segments labeled in Fig. 3 reach 
the minimum and the maximum, respectively, as shown in Fig. 4. But for the retinal 
image pixels in quadrants II and IV, the image variations along the 1st–10th and the 
11th–20th line segments instead reach the maximum and the minimum, respectively.  

An orientation map can, therefore, be constructed based on the orientation of the 
line segment with the maximum (or minimum) variation as follows: 

                       (4) 

where D(x, y) denotes the image variation vector evaluated in (3). In addition, a bi-
nary orientation map can also be constructed by classifying the orientation of the line 
segment with the maximum variation into two categories as follows: 

                  (5) 

where n refers to the number of the oriented line segments used in the line operator. 

  
(a)                                      (b) 

Fig. 3. Orientation map of the retinal image in Fig. 2(b). (a) Gray orientation map that is deter-
mined by using (4). (b) Binary orientation map that is determined by using (5). 

For the retinal image in Fig. 1(a), Fig. 3(a) and (b) shows the determined gray 
orientation map and binary orientation map, respectively. As shown in Fig. 3(a), for 
retinal image pixels in quadrants I and III around the OD, the orientation map is a bit 
dark because the orientation of the line segment with the maximum variation usually 
lies between 1 and (n/2) + 1. However, for retinal image pixels in quadrants II and IV, 
the orientation map is bright because the orientation of the line segment with the  
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maximum variation usually lies between n/2 and n. The binary orientation map in  
Fig. 3(b) further verifies such orientation pattern. The OD will then be located by us-
ing the orientation map to be described in the following. 

3.3   OD Detection 

We use a line operator of 20 oriented line segments because line operators with more 
line segments have little effect on the orientation map. The line length p is set as  
follows: 

p = k R                                                             (6) 

where R denote the radius of the central circular region of retinal images as illustrated 
in Fig. 1(a). Parameter k controls the line length, which usually lies between 1/10 and 
1/5 based on the relative OD size within retinal images [25]. The use of R incorpo-
rates possible variations of the image resolution.  

The specific pattern within the orientation map is captured by a 2-D circular con-
volution mask shown at the upper left corner of two peak images in Fig. 4.b. As 
shown in Fig. 4, the convolution mask can be divided into four quadrants, where the 
cells within quadrants I and III are set at−1, whereas those within quadrants II and IV 
are set at 1 based on the specific pattern within the orientation map. An orientation 
map can thus be converted into a peak image as follows: 

                   (7) 

where (x 0  y 0  ) denotes the position of the retinal image pixel under study. M(x, y) 

and O(x, y) refer to the value of the convolution mask and the orientation map at (x, 
y), respectively. Parameter m denotes the radius of the circular convolution mask that 
can be similarly set as p. 

For the orientation maps in Fig. 5(a) and (b), Fig. 6(a) and (b) shows the deter-
mined peak images. As shown in Fig. 4, a peak is properly produced at the OD  
 

 

  
(a)                                     (b) 

Fig. 4. Peak images determined by a 2-D circular convolution mask shown in the upper  
left corner. (a) Peak image produced through the convolution of the gray orientation map in 
Fig. 3(a). (b) Peak image produced through the convolution of the binary orientation map in 
Fig. 3(b). 
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position. On the other hand, a peak is also produced at the macula center (i.e., fovea) 
that often has similar peak amplitude to the peak at the OD center. This can be ex-
plained by similar brightness variation structure around the macula, where the image 
variation along the line segment crossing the macula center reaches the maximum, 
whereas that along the orthogonal line segment [similar to Lc and Lt in Fig. 1(b)] 
reaches the minimum. The only difference is that the OD center is brighter than the 
surrounding pixels, whereas the macula center is darker. 

We, therefore, first classify the peaks into an OD category and a macula category, 
respectively. The classification is based on the image difference between the retinal 
image pixels at the peak center and those surrounding the peak center. The image dif-
ference is evaluated by two concentric circles as follows: 

                       (8) 

where I refers to the retinal image under study and d denotes the distance between the 
peak and the surrounding retinal image pixels. R1 and R2 specify the radius of an inner 
concentric circle and an outer concentric circle where R2 is set at 2 R1. Ni and No de-
note the numbers of the retinal image pixels within the two concentric circles. In our 
system, we set R2 at (p − 1)/2, where p is the length of the line operator. The peak can, 
therefore, be classified to the OD or macula category, if the image difference is posi-
tive or negative, respectively. 

Finally, we detect the OD by a score that combines both the peak amplitude and 
the image intensity difference that by itself is also a strong indicator of the OD 

                    (9) 

Where P(x, y) denotes the normalized peak image. The symbol * denotes dot product 
and Diff(x, y) > 0 sets all retinal image pixels with a negative image difference to ze-
ro. The OD can, therefore, be detected by the peak in the OD category that has the 

 

 

Fig. 5. OD detection. Score image by (9) for OD detection 
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maximum score. For the example retinal image in Fig. 1(a), Fig. 5(a) shows the score 
image determined by the peak image in Fig. 4(b). It should be noted that the image 
difference is evaluated only at the detected peaks in practical implementation. The 
score image in Fig. 5(a) (as well as in Fig. 5(b), 9, and 10) where the image difference 
is evaluated at every pixel is just for the illustration purpose. 

4   Experimental Results 

The proposed algorithm has been implemented in MATLAB. The corresponding results 
are follows. 

 
 

Input Image LAB - L Component Smooth Image Orientation map 

   
Binary orientation map Circular Convolution Peak circular convolu-

tion mask 
Detected Optic Disc 

  

5   Conclusion and Future Work 

The paper presented a simple method for OD detection using Line operator filter. The 
proposed approach achieved better results as reported. An extension for this study 
could be as follows. 

The image segmentation is the foundation for the retinal fundus images.  Efficient 
algorithms for segmenting the region of interest would be the main objective of future 
work. Optic disc can be detected easily after segmentation. A myriad of Optic Disc 
detection methods are available. The method which is compatible with the segmenta-
tion algorithm should be used. Diseases like Glaucoma and Diabetic Retinopathy are 
in rise and Optic Disc is an important indicator of these diseases. Hence the new me-
thodologies to detect Optic Disc and the efficient use of already existing methods are 
the interest of future work.   
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Abstract. Image registration is considered as one of the most fundamental and
crucial pre-processing task in image processing applications. It needs visual in-
formation from multiple images for comparison, integration or analysis. In this
paper we present an extension of fast Fourier transform based image registration
scheme. We have tested the proposed scheme with a number of selected images
and found that the results are much better when compared to normal FFT method.
The time complexity of our proposed method is of same order of the FFT based
method [2].

1 Introduction

Image registration is an important tool in image processing. It is used to match two or
more images of the same scene taken at different geometric viewpoint, different time
or by a different image sensor. Image registration is widely used in different fields such
as remote sensing for multispectral classification, environmental monitoring, change
detection, image mosaicing, weather forecasting, creating super-resolution images and
integrating information into geographic information systems(GIS). In medical appli-
cations it is used for combining data from different modalities such as computer to-
mography and magnetic resonance imaging(MRI) to obtain more complete information
about a patient, monitoring tumor growth, treatment verification and comparison of the
patient’s data with anatomical atlases. Image registration is also used in cartography
for map updating and in computer vision for target localization and automatic quality
control.

Two images may differ from each other by its scale, rotation and translation that can
be determined by using fast Fourier transform(FFT) method [2]. The Fourier method
searches for the optimal match based on the information in the frequency domain. Be-
cause of this distinct features it differs from other registration strategies. Recently im-
age registration using log polar mapping [3] and adaptive polar transform [8] were
reported. Tzimiropoluos et al.,[9] have reported FFT based registration scheme with
image gradients.

We present an extension of the phase correlation technique for automatic image reg-
istration, which is characterized by its insensitivity to translation, rotation, scaling and
noise.

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 729–737.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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2 Fourier Transform Based Image Registration

In this section we review the Fourier transform theory for image registration.

2.1 Translation

Let f1 and f2 be the two images with displacement (x0,y0):

f2(x,y) = f1(x− x0,y− y0) (1)

The fourier transforms of f1 and f2 denoted by F1 and F2 are related as follows:

F2(ω1,ω2) = F1(ω1,ω2)∗ e−2π j(ω1x0+ω2y0) (2)

The corresponding crosspower spectrum is:

F2(ω1,ω2).F∗
1 (ω1,ω2)

| F2(ω1,ω2).F∗
1 (ω1,ω2) | = e2π j(ω1x0+ω2y0) (3)

Here F∗
1 is the complex conjugate of F1. The shift theorem guarantees that the phase of

crosspower spectrum is equal to the phase difference between the images. The inverse
Fourier transform of the crosspower spectrum produces impulse function that is approx-
imately zero everywhere except at the point of displacement. The location of impulse
is used to register the two images.

2.2 Rotation

Let f2 be a translated and rotated image of f1 with the translation (x0,y0) and rotation
θ0. Now f2 can be written as follow as:

f2(x,y) = f1(xcosθ0 + ysinθ0 − x0,

−xsinθ0 + ycosθ0 − y0) (4)

Based on translation and rotation property of Fourier transform, the transforms of f1

and f2 are related by

F2(ω1,ω2) = F1(ω1 cosθ0 +ω2 sinθ0,−ω1 cosθ0 +ω2 sinθ0)

∗e−2π j(ω1x0+ω2y0) (5)

If M1 and M2 are the magnitude of F1 and F2 then the above equation becomes

M2(ω1,ω2) = M1(ω1 cosθ0 +ω2 sinθ0,

−ω1 sinθ0 +ω2 cosθ0) (6)

Rotation (θ0) can be found using phase correlation by representing M1 and M2 in polar
co-ordinates

M1(ρ ,θ ) = M2(ρ ,θ −θ0) (7)
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2.3 Scale

When an image is scaled by scale factor a to an another image, the relation between the
Fourier transform of these two images is expressed as follows:

F2(ω1,ω2) =
1
a2 F1(

ω1

a
,
ω2

a
) (8)

The above equation can be rewritten in the logarithmic domain as follows :

F2(logω1, logω2) = F1(logω1 − loga, logω2 − loga) (9)

From this we can obtain the scale factor a. In the above equation constant 1
a2 is ignored

for simplicity.

2.4 Translation, Rotation and Scale

When translation, rotation, scaling are all present between the two given images, the
corresponding magnitude spectrum can be represented as follows:

M2(ρ ,θ ) = M1(
ρ
a
,θ −θ0) (10)

The respective magnitudes in the log polar co-ordinate system are related as follow as:

M2(logρ ,θ ) = M1(logρ− loga,θ −θ0) (11)

Rotation and scaling can now be recovered using the Fourier phase shifting property.
After recovery of these parameters, image f2 can be wrapped to compensate for the
rotation and scaling. Finally the standard phase correlation technique can be applied to
cover the remaining translational offset between f1 and f2.

2.5 HighPass Filtering

The following highpass emphasis filter is multiplied with Fourier log magnitude spectra

H(ξ ,η) = (1.0−X(ξ ,η))∗ (2.0−X(ξ ,η)) (12)

where
X(ξ ,η) = [cos(πξ )cos(πη)] and− 0.5 ≤ ξ ,η ≤ 0.5 (13)

2.6 LogPolar Transform

Logpolar Transform is used to convert an image from the cartesian co-ordinate to the
polar co-ordinate. The mathematical expression of the mapping procedure is shown as

ρ = logbase

√
(x− xc)2 +(y− yc)2 (14)

θ = tan−1 (y− yc)

(x− xc)
(15)

Here, (xc,yc) is the center pixel of the transformation in the cartesian co-ordinate, (x,y)
denotes the sampling pixel in the cartesian co-ordinate and (ρ ,θ ) denotes the log radius
and angular position in the log polar co-ordinate.
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3 Proposed Method

The Fourier spectra of both images can computed by using two dimensional Fast Fourier
Transform(FFT). The highpass filter used with the transfer function is multiplied with
Fourier log magnitude spectrum . After this multiplication it is converted from the carte-
sian co-ordinate to the polar co-ordinate. The transformed image is phase correlated to
find the translation. The translation will be either x or size of image - x. In determining
the angle there is 180◦ ambiguity. This can be solved as follows: Let θ0 be computed
angle. First the translation is obtained by rotating the spectrum of source image by
(θ0), then rotate the spectrum of source image by (180+ θ0) and again compute the
translation. If the peak value of the inverse Fourier transform of the crosspower spec-
trum is greater when the angle is θ0 then the true angle of the rotation is θ0. Otherwise
(180+θ0) is the angle of rotation.

If the obtained angle of rotation and scale is not able to register the source image with
the target image, we then rotate the spectrum of target image in clockwise direction with
50◦. Then perform the above process once again.

Now a new scale and rotation angle will be computed. Subtract the rotational angle
from 50◦. If the computed rotational angle is greater than 360◦ then subtract 360◦ from
rotational angle ie (θ0-360◦). The computed rotation angle and scale factor is applied to
the target image. Phase correlation technique is applied to the target image and source
image to detect the translation.

3.1 Algorithm

1. Compute the forward Fast Fourier Transform on the source and target image and
take absolute value of fast Fourier transform.

2. Multiply the absolute value of fast Fourier transform with the highpass filter.
3. Map the Fourier magnitude spectrum from the cartesian co-ordinates to the polar

co-ordinates.
4. Calculate the scale factor and rotation angle by using the phase correlation tech-

nique on the log polar spectra of both the images.
5. Apply the scale factor and rotation angle to the target image and once again apply

the phase correlation to detect the translation.
6. If the computed scale and rotation is not able to register the source image with the

target image, then rotate the target image in clockwise direction with 50◦. Then
perform the above process.

7. rotation angle= θ0-50◦
if θ0 > 360◦
rotation angle= θ0-360◦

8. Apply the scale factor and rotation angle to the target image as in step 5.

Matlab R2008a running on 3.4GHz Intel Pentium D machine is used to perform all
the experiments. Depending upon the image size and the richness of texture content in
the image its computation time for registering an image pair varies. In our experiment,
the target image with size of 1035 * 1035 pixels are registered in approximately 236
seconds.
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4 Experimental Results

To compute the effectiveness of the proposed image registration scheme, we have used
seven different sets of images to test. Different rotation and scaling are applied to all
images for the registration.

The kiel image (Fig.1(a)) is used as the source image. It is scaled and rotated with
1.6 and 260◦ respectively, and then used as target image (Fig.1(a)). Fig.1(c) shows the
registration result using the proposed approach. The registration result is represented in
the black and white rectangular area.

Figs.1-8 in which each figure consists of three subfigures. The subfigure on the left
is the source image and the subfigure in the middle is the target image which is to
be registered with the source image. The subfigure in the right is the registered image
using proposed image registration method, in which the black and white rectangular
area indicates the registration result.

(a) (b) (c)

Fig. 1. Image Registration result using the proposed approach on the kiel Image (a) Source Image
(b) Target Image (scaled with 1.6 and rotated with 260◦) (c) Registration result using the pro-
posed approach (Target image is registered in the source image indicated in the black and white
rectangular area)

(a) (b) (c)

Fig. 2. Image Registration result using the proposed approach on the Van Image (a) Source Image
(b) Target Image (scaled with 3.4 and rotated with 360◦) (c) Registration result using the proposed
approach
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(a) (b) (c)

Fig. 3. Image Registration result using the proposed approach on the CameraMan Image (a)
Source Image (b) Target Image (scaled with 2.23 and rotated with 5◦) (c) Registration result
using the proposed approach

(a) (b) (c)

Fig. 4. Image Registration result using the proposed approach on the Airfield Image (a) Source
Image (b) Target Image (scaled with 7.6 and rotated with 300◦) (c) Registration result using the
proposed approach

(a) (b) (c)

Fig. 5. Image Registration result using the proposed approach on the LightHouse Image (a)
Source Image (b) Target Image (scaled with 0.99 and rotated with 120◦) (c) Registration result
using the proposed approach

As shown in the Table 1 we can see that the proposed method yields the robustness in
scale, rotation and translation changes. The accuracy of the registration using proposed
method is comparable with the existing methods.
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(a) (b) (c)

Fig. 6. Image Registration result using the proposed approach on the Land Satellite Image (a)
Source Image (b) Target Image (scaled with 5 and rotated with 130◦ ) (c) Registration result
using the proposed approach

(a) (b) (c)

Fig. 7. Image Registration result using the proposed approach on the Clock Image (a) Source
Image (b) Target Image (scaled with 2.5 and rotated with 98◦) (c) Registration result using the
proposed approach

(a) (b) (c)

Fig. 8. Image Registration result using the proposed approach on the Sonar Image (a) Source
Image (b) Target Image (scaled with 5.9 and rotated with 120◦) (c) Registration result using the
proposed approach
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Table 1. Scale factors and their corresponding Rotation recovered by the proposed method

Image Input values FFT Method [2] Proposed Method
Scale Rotation Scale Rotation Scale Rotation

Kiel 1.51 45.4◦ 1.5365 45.6046◦ 1.5086 45.5252◦
1.6 260◦ 1.5371 260.2174◦ 1.5984 259.8969◦
0.68 68◦ 1 −50◦ 0.6842 68.125◦
4.3 109.9◦ 1.9657 −48.7871◦ 4.305 109.4631◦
7.7 109.9◦ 1.1836 35.3594◦ 7.7006 109.9518◦
7.8 62◦ 1.9959 218.8963◦ 7.7891 62.0539◦
8 100◦ 1.1466 220◦ 7.9914 100.4948◦

Van 2.89 9.6◦ 1 0◦ 2.8883 9.6097◦
3.4 360◦ 1.3372 129.7147◦ 3.3876 0.1107◦
5.3 75◦ 1.053 −49.8399◦ 5.3025 74.9726◦
7 180◦ 1.8227 39.6361◦ 7.0007 179.9341◦
1.5 260◦ 0.9894 308.7074◦ 1.4916 260.1319◦

CameraMan 1 100◦ 0.9627 97.0313◦ 1 100.4688◦
1.2 125◦ 1.2092 125.1563◦ 1.2092 125.1563◦
1.2 225◦ 1 180◦ 1.1997 224.6667◦
2.23 5◦ 0.9587 183.1214◦ 2.2111 5.5378◦
2.9 135◦ 0.9665 92◦ 2.9936 134.9005◦
2.5 15◦ 0.7641 169.7938◦ 2.491 14.8313◦

AirPort 5.8 154◦ 3.4171 −49.9454◦ 5.815 154.4957◦
7.6 300◦ 2.0379 41.7304◦ 7.6031 300.0249◦
0.7 63◦ 0.7022 62.9297◦ 0.7022 62.9297◦
3.9 10◦ 2.0874 130.6498◦ 3.8993 9.9418◦

LightHouse 4.92 40.7◦ 1 130◦ 4.9447 39.9383◦
6.1 90◦ 1.9756 −49.7236◦ 6.0737 90.199◦
7.6 135◦ 1 130◦ 7.5894 135.0322◦
3.8 1.68◦ 0.9916 0.4436◦ 3.7874 1.9077◦
0.99 120◦ 0.8227 257.9688◦ 0.9892 120.1563◦

Landsat 5 130◦ 0.8389 268.6737◦ 5.0022 130◦
4.9 333◦ 1 −50◦ 4.9137 333.0805◦
0.65 55◦ 0.64602 54.8438◦ 0.64602 54.8438◦
2.69 0◦ 0.8834 1.4063◦ 2.6776 0.1849◦

Clock 3 290◦ 1 92.514◦ 2.9897 290.241◦
0.73 0◦ 0.7379 0◦ 0.7379 0◦
2.5 325◦ 1.0125 221.6071◦ 2.4926 325.0241◦
2.5 98◦ 1 98◦ 2.5157 97.6404◦
4.9 175◦ 3.0013 −50◦ 4.905 175.0858◦
5 140.69◦ 2.9976 130◦ 4.9983 140.5421◦

Sonar 5.9 120◦ 1.9483 270.3362◦ 5.8854 120.1668◦
0.89 152◦ 0.89228 151.875◦ 0.89228 151.875◦
2.9 152◦ 1 180◦ 2.9385 150.9286◦
2.76 22◦ 1 180◦ 2.7668 22.3077◦
7.7 60◦ 1.9554 −48.626◦ 7.6356 60.2757◦
6.45 75◦ 0.8134 136.1503◦ 6.4327 74.7711◦
5.3 356◦ 1.2824 221.8519◦ 5.331 356.2609◦
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5 Conclusion

In this paper we have presented a fast and accurate image registration scheme based on
FFT. The method is applied for a selected set of images to perform the image registra-
tion. The method succeeds in recovering scale factor upto 7.8 and rotation upto 360◦
with high accuracy than the FFT method [2].
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sion Major Research Project, Government of India.
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Abstract. With fast intensification of existing multimedia documents and 
mounting demand for information indexing and retrieval, much endeavor has 
been done on extracting the text from images and videos. The prime intention 
of the projected system is to spot and haul out the scene text from video. Ex-
tracting the scene text from video is demanding due to complex background, 
varying font size, different style, lower resolution and blurring, position, view-
ing angle and so on. In this paper we put forward a hybrid method where the 
two most well-liked text extraction techniques i.e. region based method and 
connected component (CC) based method comes together. Initially the video is 
split into frames and key frames obtained. Text region indicator (TRI) is being 
developed to compute the text prevailing confidence and candidate region by 
performing binarization. Artificial Neural network (ANN) is used as the clas-
sifier and Optical Character Recognition (OCR) is used for character verifica-
tion. Text is grouped by constructing the minimum spanning tree with the use 
of bounding box distance. 

Keywords: Caption text, Preprocessing, Scene text, Text extraction, Text 
grouping, and Video frame extraction. 

1   Introduction 

Text data present in images and video contain useful information for automatic anno-
tation, indexing and structuring of images. According to Jung et al[13] , the text in-
formation extraction system (TIE) consists of  four stages: text detection (finds the 
text region in the frame), text localization (groups the text region and generate bound-
ing boxes), text extraction and enhancement (extract the text using some classifier and 
enhance it) and recognition (verify the extracted text with OCR). 

Video consists of two types of text: Scene text and Caption text. Scene text is the 
text that in nature occurs in the area of capturing of video like text on banners, signs, 
container, CD cover, sign board, text on vehicle. It is also called graphics text. Cap-
tion text or artificial text on the other hand is the text that is artificially overlaid on the 
video/image such as the scores in sports videos, subtitles in news video, date and time 
in the video. It is also called superimposed text. However, the variations of text due to 
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differences in font, size, orientation, style, alignment, complex background, unknown 
layout makes the text extraction from video a challenging task. 

The existing methods to detect and extract the text from video are classified    into 
thresholding based and grouping based methods.  

A. Thresholding based method  

In this method, a global threshold is defined for the whole image and a local thre-
shold is defined for a selected portion of the image. There are two types of threshold-
ing based method: 

1) Histogram based thresholding: 

It is usually used for monochrome image. It counts the number of each pixel value 
in the histogram. Threshold is the value between the two peaks. The main disadvan-
tage of this method is it doesn’t work for images with complex background. 

2) Adaptive binarization techniques: 

It is used for grayscale image. Threshold is defined for the parts of the video. The 
most common method used is the Niblack’s method which considers the mean and 
standard deviations over the radius of r.  

3) Entropy based method: 

This method is used only for the gray scaled image. It makes use of the entropy 
values of the different gray level distribution.  

B. Grouping based method  

This method groups the text pixel based on some criteria to extract the text. Group-
ing based method consists of the following types: 

1) Region based method: 

This method is based on texture analysis. Region based method can be either top-
down and bottom-up. Top-down considers the whole image and moves to smaller 
parts of the image. Top-down approach considers the grayscale value. Bottom-up ap-
proach starts with the smaller parts of the image and then merges into a single image. 
The widely used bottom-up approaches are connected component (CC) based method 
and edge based methods.  

2) Learning based approach: 

It mainly makes use of the neural networks. Some of classifiers used are Multilayer 
perceptron (MLP), single layer perceptrons (SLP) etc. 

3) Clustering based approach: 

This method groups the text into clusters based on the color similarity. Some of the 
commonly used methods are K-means clustering, Gaussian mixture model (GMM), 
density based etc. 

Extracting the scene text from video is demanding due to complex background,  
varying font size, different style, lower resolution and blurring, position, viewing  
angle and so on. In this paper we put forward a hybrid method where the two most  
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well-liked text extraction techniques i.e. region based method and connected compo-
nent (CC) based method comes together. Initially the video is split into frames and 
obtain the key frames. Text region indicator (TRI) is being developed to compute the 
text prevailing confidence and candidate region by performing binarization. Artificial 
Neural network (ANN) is used as the classifier and Optical Character Recognition 
(OCR) is used for character verification. Text is grouped by constructing the mini-
mum spanning tree with the use of bounding box distance. 

The paper is organized into the following sections. We discuss the related works in 
section 2, System overview in section 3 and Preprocessing in section 4, Connected 
component Analysis in section 5, Text grouping in section 6, Conclusion in section 7 
and future contribution in section 8. 

2   Related Work 

Liu et al [1] proposed two text extracting methods: region based and connected com-
ponent (CC) based method. The region based method is used for segmentation and 
CC for filtering the text and non-text components. In [2] Hu et al used a corner based 
approach to detect and extract the caption text from videos. It is based on the assump-
tion that the text has a dense corner points. In [3] Weinman et al proposed the unified 
processing. The method involves the following information: appearance, language, 
similarity to other characters, and a lexicon.  

Tsai et al [4] proposed the method for detection of signs from videos. It uses con-
nected component analysis to detect the candidate region. A single detector is used for 
all the color instead of a separate detector for each color. The radial basis function 
network is used as the classifier. A rectification method was proposed to rectify a 
skewed road sign to its correct shape.  

In [5] Nicolas et al implemented the Conditional Random Field (CRF) in the doc-
ument analysis. It takes into account both the local and contextual feature. These fea-
tures are extracted and feed as input to the Multilayer Perceptron (MLP). In [6] Chen 
and Yuille used Adaboost classifier where the weak classifiers are applied to train for 
a strong classifier in order to construct the fast text detector. This region identified by 
the classifier is given as input to the binarization and followed by CC analysis.  

In [7] Kim et al presented an approach where they used SVM as a classifier and 
then perform the CAMSHIFT to identify the text regions. In [8] Lienhart et al, Com-
plex-valued multilayer feed forward network is trained to detect text at an unchanging 
scale and position. In [9] Li et al makes use of the neural network as classifier and the 
extracted text is compared with the successive frames. It will identify the presence of 
the text in 16 X 16 windows only and SSD (Sum of Squared Difference) for frame 
similarity. 

In [10] Zhong et al extract text from compressed video using the DCT. It applies 
horizontal thresholding to obtain the noise. In [11] Zhu et al employs Non-linear Nib-
lacks method to perform the gray scale conversion and then fed   into the classifier 
which is trained by Adaboost algorithm for filtering the text and non-text regions. In 
[12] Liu et al used edge detection algorithm to obtain the text color pixels. Connected 
component analysis is done to obtain the text confidence. 
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3   System Overview 

The main objective of the proposed system is to extract the text from videos. The pro-
posed system consists of the following stages: preprocessing, text extraction and text 
grouping. Video is split into frames based on the shots. Redundant frames are dis-
carded by performing frame similarity which results in selection of key frames. The 
key frames containing the scene text.  

In pre-processing stage, the text prevailing confidence is identified and its scale in 
the key frames. This stage identifies the region where the text is present i.e. candidate 
region. Then adaptive thresholding (binarization) is applied to identify the presence of 
text in the key frame. After the detection of text region, the connected component 
analysis is performed where both horizontal and vertical projection in the key frame is 
used to detect the text. 

 

 

 

 

 

 

 

 

 

 

 

 

In Connected Component Analysis (CCA) the CRF model is used to classify the 
candidate region into two classes: {text, non-text}. The Artificial neural network is 
trained to be a classifier to filter out the text and non-text components. The extracted 
text is passed to the OCR (Optical character recognition) for character confirmation. 
Then the texts are grouped into words and in turn into lines by using the horizontal 
and vertical bounding box distances by building minimum spanning tree. 

4   Pre Processing 

The first stage in Pre-processing is Video Frame Extraction. In this stage, the video 
containing the text is split into frames after reducing the rate of the video to 1 or 0.1 
second. For the one frames per second, the size for the 320 x 240 frame is 75Kb and  

Split the 
videos in-
to frames 

Text region 
Indicator 

Text confidence 
and candidate 
region  

Classify 
text using 

ANN 

Text grouping using 
Bounding box Output  

OCR  
verification 

PREPROCESSING 

Upload 
video 
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Fig. 1. Architecture diagram for text extraction process 
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Fig. 2. Video splitting and key frame selection 

the size per seconds’ video: 4 MB size per minute video: 263 MB. Experimental 
results showed that when we consider this frame rate it will lead to the sizeable 
number of frames and so it will lead to redundant frames. 

To overcome the temporal redundancy, edge comparisons between frames are 
done. Canny Edge detection is used for this purpose. The edges of a single frame are 
mapped with that of its neighbor ones to check for the frame similarity. When the in-
ter frame space difference is high, it indicates that the frames are similar and we store 
only one frame and discard all the remaining frames. Thus by using this comparison 
we would be able to eliminate the redundant frames and will result in the distinct and 
unique frames (non- redundant video frames set). There is the need to choose the key 
frame from these non-redundant frames set. The key frames are those frames which 
contain the text in it. We make use of MODI (Microsoft Office Document Imaging) 
which identifies the frames containing text by discarding the frames containing spe-
cial characters. The video frames that have only the non-special characters are 
 

 
Fig. 3. Block diagram for text localization 
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stored. Thus we can filter out the non key frames easily and use only the key frames 
for further processing of the proposed method. 

The next stage in preprocessing is to design the TRI. It is used to identify the can-
didate region. The transition map generation is used to differentiate the text from 
background. The text will have some kind of properties like vertical alignment, hori-
zontal alignment, inter-character space, static motion, 2D motion, 3D motion to diffe-
rentiate itself form the background.  

 

Fig. 4. Edge detection using Canny edge detector 

The colored frame is converted into gray scale for binarization and then the adap-
tive thresholding is applied. The threshold value is based on the minimum size of text 
region. The Niblack binarization technique [14] is used which converts the gray scale 
image into binarized image. In NiblackÊs binarization algorithm the threshold value is 
selected according to the mean and standard deviation by sliding the small window 
over the key frame. Threshold value is calculated by using the maximum standard 
deviation of all the calculated windows. 

To perform Connected Component, the successive pixels are examined by projecting 
the binarized image into two dimensions and a rectangular bounding box is generated  
 

 

Fig. 5. A Key frames with the text highlighted (Candidate region) 
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by linking the four edges of the each character in the candidate region. In addition the 
Hidden Markov Model (HMM) is used to minimize the false detection.  

5   Connected Componment Analysis 

 CRF model is used for classification of the candidate region into text and non-text. 
The CRF is a graphical model and depends on the Markovian property. The compo-
nent locality graph is constructed by projecting the binarized image into two dimen-
sions. The construction of graph assumes that the neighboring text has the same 
height and width. Euclidean distance is calculated between centroid of the two com-
ponents. It also takes into consideration the height and width of the bounding box. 

The Artificial Neural Network (ANN): Multi-layer Perceptron (MLP) is used as the 
classifier to categorize the text and non-text components. Training is done based on 
back propagation. The gradient descent technique is used to obtain the weights for the 
connection between the processing units. Training is through supervised learning where 
the input and the matching prototype are provided based on the learning rule. The hid-
den layer of the network contains the matrix value of the alphabets (both upper and lo-
wercase) in the data array which is used for comparing the text from video frame. Thus 
it would   classify the input and   obtains the text. The extracted text is then passed on to 
the OCR (Optical character recognition) for the character confirmation.  

6   Text Grouping 

After text extraction, texts are grouped into words and then the words are grouped to 
lines by constructing the Minimum Spanning Tree (MST) using Kruskal algorithm. 
The tree is built on the basis of the bounding box distance between the texts: horizon-
tally for the word and vertically for line partition. The spatial distance which is the 
distance between the bounding boxes is used for this purpose. The edge cuts are used 
as the partition in the tree construction which will lead to the text localization. 

 

(a) 

Fig. 6. (a) Bounding box generation (b) Character recognition 
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(b) 

Fig. 6. (continued) 

7   Conclusion 

In this paper we proposed a hybrid method where the two most well-liked text extrac-
tion techniques i.e. region based method and connected component (CC) based me-
thod comes together. The video is split into frames and key frames obtained. Text  
region indicator (TRI) developed to compute the text prevailing confidence and can-
didate region by performing binarization. Artificial Neural network (ANN) is used as 
the classifier and Optical Character Recognition (OCR) is used for character verifica-
tion. Text is grouped by constructing the minimum spanning tree with the use of 
bounding box distance. 

 
 
 

              
(a)                                        (b) 

Fig. 7. A example of text extraction process 
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(c) 

Fig. 7. (continued) 

8   Future Contribution 

In this paper the main contribution is only on the English text extraction from the  
videos. In future, the work can be explored for multilingual languages.  
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Abstract. It is observed that Digital images requires a large amount of memory
to store and when retrieved from the internet, can take a considerable amount of
time to download. Our method enables us to compress image in such a way that
the utilization of memory will be less. The Proposed MSB based hybrid method
has good compression rate (more than sixty percentage of compression) and has
linear time complexity i.e. O(MN) where M and N denote number of pixels in
horizontal and vertical directions. We have proved that the compressed image
obtained after applying our algorithm has PSNR value greater than or equal to
32dB which is suitable for wireless transmission.

1 Introduction

There has been an astronomical increase in the usage of computers for a variety of
tasks in recent years. One of the most common uses has been the storage, manipulation
and transfer of digital images. The compressing of digital image by using files can be
large and can also take up precious memory space on the computer’s hard drive. If one
considers a gray scale image of 256x256 pixels, it can have an approximate of 65,536
elements to store. It is observed that the downloading of these files from the internet
can consume more bandwidth. Our method enables us to transmit details faster as we
can compress the image efficiently.

Hybrid Image compression technique make use of both lossy and lossless image
compression techniques. Examples are JPEG [1,2], JPEG2000 [3] etc. In our approach
we make use of most significant bit for compression. Hence the first step is lossy. Then
we apply Predictive [2,4] and Huffman [2,5] coding which are lossless. We will now
give a quick description of these lossless techniques.

1.1 Huffman Coding [2,5]

Huffman encoding technique is one of the primary lossless encoding techniques. In this
technique, given the characters that must be encoded, together with the probability of
their occurrences, the Huffman coding algorithm determines the optimal code using
the minimum number of bits. Hence, the length of the coded characters will differ. In
text, the shortest code is assigned to those characters that occur most frequently. To
determine a Huffman code, it is useful to construct a binary tree. The leaves of the

N. Meghanathan et al. (Eds.): Advances in Computing & Inform. Technology, AISC 177, pp. 749–756.
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Fig. 1. Principle of the prediction in the lossless coding

tree represent characters that are to be encoded. Every node contains the occurrence
probability of one of the characters belonging to this sub tree. 0 and 1 are assigned
to the branches of the tree. The Huffman code for each character/symbol in the form
of binary tree will be stored in a Huffman Table. The same Huffman table must be
available for both encoding and decoding.

1.2 Predictive Coding [2,4]

As shown in the Figure 1, for each pixel X, one of eight possible predictors is selected.
The selection criterion is a prediction that is as good as possible of the value of X
from the already known adjacent samples A, B, C. The specified predictors are listed in
Table 1.

Table 1. Predictors for lossless coding

Selection Value Prediction

0 No Prediction
1 X=A
2 X=B
3 X=C
4 X=A+B-C
5 X=A+(B-C)/2
6 X=B+(A-C)/2
7 X=(A+B)/2

2 Our Approach

Consider an image with a pixel quantization of 8bits/pixel (i.e.8 bits for each Red,
Green and Blue (RGB) components). Though we can use this method for any pixel
quantization we are considering only 8 bits/pixel. We can represent each component of
an image with a 2D array of M x N pixels where each pixel value ranges from 0-255. In
our approach the pixels with 8 bit representation is converted to 5 bit representation by
discarding the last three least significant bits. Now value of each pixel will be within the
range of 0 to 31. This can be achieved with a simple bit shift operation. For example, if
the pixel value of an image is 255, it can be represented as binary sequence 11111111,
if we consider only 5 most significant bits then it is represented as 11111 i.e. 31 in
decimal.
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After this we apply lossless predictive coding for the sequence followed by Huffman
encoding as an entropy encoding technique. Decompression for the lossless part is quite
straight forward whereas for the lossy part we recover the pixel values by appending
three zero bits as least significant bit. This also can be achieved by bit shift operation.
For the same example, if the pixel value in binary is represented as 11111 after lossless
decompression we append three zero bits at the least significant position, resulting in
11111000 i.e 248 in decimal. The maximum error in the pixel value can be at most 7
per pixel.

Algorithm 1. Compression Algorithm
Input : Uncompressed Image Components i.e. M×N integer matrix with 8 bit representation.
Output : Compressed Image Component.

1: For each pixel value consider most significant 5 bits and discard the last 3 bits. Now the new
values are in the range from 0-31 (using 5 bits).

2: Apply Predictive coding (as described in Section 1.2). The number of chosen predictor,
as well as the difference of the prediction to the actual value, is passed to the next step.

3: Apply Huffman Coding

Algorithm 2. Decompression Algorithm
Input : Compressed Image
Output : Uncompressed Image

1: Using Huffman table decode Huffman coded value.
2: Decode predictively coded data.
3: Add 3 zero bit at the end of each 5 bit value and make it 8 bit representation.
4: Calculate the new pixel value in the range from 0 - 255

Theorem 1. Time complexity of Algorithm-1: is O(MN), where MxN denote number
of pixels in the image.

Proof. The first step in the algorithm is to discard last 3 least significant bits which takes
O (MN) time as discarding 3 least significant bits from each 8 bit representation takes
constant time. It is obvious that the next step (i.e. Predictive coding) in Algorithm-1
takes O(MN) time. The last step is to find Huffman coding. The probability of occur-
rence of symbols can be found in O(MN) time. Since there are maximum of 32 distinct
symbols, Huffman coding will take O(32log32) time (since complexity of Huffman
coding is O(nlogn) where n denote number of distinct symbols) which is a constant.
Hence the process of encoding entire data takes O(MN) time .

In the following subsection we define two terms Peak Signal to Noise Ratio (PSNR)
and Mean Square Error (MSE) to prove that compressed image meets the requirements
of wireless transmission quality.
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2.1 PSNR Calculation [6,7]

Let us now prove that the compressed image obtained by applying our algorithm will
meet the wireless transmission quality. To prove this we need to understand the con-
cept of peak signal-to-noise ratio (PSNR). PSNR is an engineering term for the ratio
between the maximum power of a signal and the power of the corrupting noise that
affects the fidelity of its representation. This is because many signals have a very wide
dynamic range. PSNR is expressed in terms of the logarithmic decibel scale. PSNR is
most commonly used as a measure of quality of reconstruction of lossy compression
codecs (e.g., for image compression). The signal in this case is the original data, and
the noise is the error introduced by compression. When comparing compression codecs
it is used as an approximation to human perception of reconstruction quality, therefore
in some cases one reconstruction may appear to be closer to the original than another,
even though it has a lower PSNR (a higher PSNR would normally indicate that the re-
construction is of higher quality). One has to be extremely careful with the range of
validity of this metric; it is only conclusively valid when it is used to compare results
from the same codec (or codec type) and same content. It is most easily defined via the
mean square error (MSE) which for two MxN images I and K where I is uncompressed
image and K is compressed image which is approximation of I is defined as:

MSE =
1

mn

m−1

∑
i=0

n−1

∑
j=0

[I(i, j)−K(i, j)]2 (1)

PSNR is defined as follows PSNR = 20.log10

(
MAXI√

MSE

)
where MAXI is the maximum

possible pixel value of the image. When the pixels are represented using 8 bits per
sample, this is 255. Typical values for the PSNR in lossy image and video compression
are between 30 and 50 dB. Acceptable values for wireless transmission quality loss are
considered to be about 20 dB to 25 dB [6,7]

In our approach maximum possible difference between |I(i, j)−K(i, j)| is 7. There-
fore [I(i, j) − K(i, j)]2 ≤ 49. This implies that MSE ≤ 49. Hence PSNR ≥ 20 ∗
log10(255/7) = 31.23dB (since MAXI is 255 in 8 bit representation). If we consider
only 4 most significant bits PSNR ≥ 24.61dB. So either we can consider 5 or 4 most
significant bit based on the Image and quality that is needed. Hence our method can be
used in wireless transmission.

In the next section we discuss the experimental results on benchmark images which
show that our algorithm is maintaining a quality of the original image and has good
compression rate.

3 Results

Our algorithm was implemented on Intel Core i3 with 2.2 GHz CPU. It was tested on
benchmark test images [8] and we observed that our algorithm takes linear time and
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Fig. 2. Compression Ratio Vs MSE

the PSNR value was found to be greater than 35dB which is proved to be good for
wireless transmission. This section follows with the experimental result. We calculated
the Compression Ratio with the following formula [2,7]

Compression Ratio =
Compressed File Size

Original File Size
(2)

A good compression makes use of less compression ratio and vive versa. We have con-
sidered six bench mark test images [8] for our experiment and the following tables and
graphs summarizes the results: Table 3 summarizes the Mean Square Errors (MSE) for
each component Red (R-MSE), Green (G-MSE) and Blue (B-MSE) of the different
benchmark test images. The graph given in Figure 2 shows the relationship between
Compression ratio and MSE. It shows that as Mean square error increases, compres-
sion ratio also increases. Table 4 summarizes the Peak Signal to Noise Ratio (PSNR)
for each component Red (R PSNR), Green (G PSNR) and Blue (B PSNR) of the dif-
ferent benchmark test images. Theoretically we have proved that by using our algorithm
we can have PSNR values greater than or equal to 31 dB. Table 4 shows that by using
our method we always get PSNR greater than 31 dB which is really good as per wireless
transmission quality [6,7]. The graph given in Figure 3 shows the relationship between
PSNR and compression ratio. This indicates that good compression gives high PSNR
value and bad or less compression gives low PSNR values. Table 5 summarizes the Ex-

Table 2. Compressed File size, Space saving and Compression Ratio for different test images

File Name M N Original File Compressed File Space Saving Compression
Size (in KB) Size (in KB) in percent Ratio

deer.ppm 2641 4043 31282 11118 64.46 0.355412
bridge.ppm 4049 2749 32610 9755 70.09 0.299141
big tree.ppm 4550 6088 81154 23158 71.46 0.285359
big building.ppm 5412 7216 114414 30799 73.08 0.269189
cathedral.ppm 3008 2000 17626 4283 75.70 0.242993
artificial.ppm 2048 3072 18433 2781 84.91 0.150871
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Table 3. MSE values for different test images considered

File Name R-MSE G-MSE B-MSE

deer.ppm 17.6207 17.3883 17.4932
bridge.ppm 16.4725 17.2295 17.237
big tree.ppm 17.3572 17.8846 16.6048
big building.ppm 17.5963 17.5689 17.1611
cathedral.ppm 16.5174 15.7315 14.8149
artificial.ppm 14.6178 13.4071 11.4269

Table 4. PSNR values for different test images considered

File Name R PSNR G PSNR B PSNR

deer.ppm 35.6706 35.7282 35.7021
bridge.ppm 35.9632 35.7681 35.7662
big tree.ppm 35.736 35.606 35.9285
big building.ppm 35.6766 35.6834 35.7854
cathedral.ppm 35.9514 36.1631 36.4238
artificial.ppm 36.482 36.8574 37.5515

Fig. 3. Compression Ratio Vs PSNR

ecution time for compression of each test images. The graph given in Figure 4 is based
on File Size and Execution time taken for compression. It shows that the Execution
Time for our algorithm is Linear.
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Table 5. Exectution Time noted for different test images

File Name Original Compressed Execution Time
File size(KB) File Size(KB) (in sec)

deer.ppm 31282 11118 0.46956
bridge.ppm 32610 9755 0.663543
big tree.ppm 81154 23158 1.153356
big building.ppm 114414 30799 1.508106
cathedral.ppm 17626 4283 0.277219
artificial.ppm 18433 2781 0.172618

Fig. 4. File Size Vs. Execution Time

4 Conclusions

Even though there are many techniques for image compression we have introduced a
new technique which makes use of the existing techniques. Our technique ensures a
good quality image. We have also proved that the image that is obtained by using our
technique meets the Wireless transmission quality. We have experimented our algo-
rithm on several benchmark images and observed that our algorithm reduces the size
of the image to 1/3rd of the original size (More than 60% of reduction). As a future
work we would like to apply some transformation techniques or any other compression
techniques along with our algorithm in order to increase the compression rate. We can
also think of considering luminance and chrominance component rather than RGB as
luminance is more important than chrominance. We can think of assigning lesser bits to
chrominance component to achieve better compression.

Acknowledgements. The authors would like to thank Manipal Institute of Technology,
Manipal University, Manipal for encouraging us in pursuing this work.
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Abstract. This paper presents flood assessment using non-parametric tech-
niques for multi-temporal time series MODIS (Moderate Resolution Imaging 
Spectro radiometer) satellite images. The unsupervised methods like mean shift 
algorithm and median cut are used for automatic extraction of water pixel from 
the image. The extracted results presents a comparative study of unsupervised 
image segmentation methods. The performance evaluation indices like root 
mean square error and receiver operating characteristics are used to study algo-
rithm performance. The result reported in this paper provides useful information 
for multi-temporal time series image analysis which can be used for current and 
future research. 

Keywords: MODIS satellite images, unsupervised image segmentation  
techniques, performance evaluation indices. 

1   Introduction 

Multi-temporal time series analysis of satellite images plays an important role to de-
termine the land surface change detection [1].  The change detection study helps in 
surface analysis [2]. The NASA’s MODIS satellite sensor has been considered as po-
tential for multi-temporal image analysis because due to regular availability and open 
source. MODIS data provides excellent land and water discrimination along with 
wide area coverage [3]. The features like river, road network and vegetation are to be 
extracted and analysed, so this helps researchers to develop tools for analysing the 
surface changes occurred between different dates of imaging and it is useful in hydro-
logical application such as flood assessment [4,5].  

The researchers are continuously developing both supervised and unsupervised 
classification techniques for flood assessment. Rajiv Kumar Nath et al. [6] has 
worked on different remote sense data for flood assessment. The researchers have 
used supervised methods for flood application but performance limitation exists due 
to the extent and accuracy of the available and collected ground truth data. So in  
this context, several researchers are working towards unsupervised techniques.  

                                                           
* Corresponding author. 



758 C.S. Arvind et al. 

R. Brakenridge et al. [3] have used unsupervised ISODATA method for flood risk 
analysis. An unsupervised or clustering technique automatically assigns each pixel to 
respective spectral clusters without manual intervention. It has a property of grouping 
individuals in the population and grouping of individuals is an outcome of partition-
ing of the data sets (i.e. mutually non-overlapping groups of the input datasets). But 
only a few unsupervised image segmentation methods like self organizing and  
K-means [] have been explored in flood assessment applications.  

In this paper, unsupervised image segmentation methods like mean shift and median 
cut are used to extract non-linear features (river networks) from MODIS band-2 image 
[3] and the obtained results are verified with the ground truth data. Our investigation is 
in using unsupervised methods for low resolution MODIS satellite images in identifying 
water image pixels and thus identifying flooded places from satellite image. The results 
of image segmentation helps in separating water and non-water bodies so it will be use-
ful in identifying flooded and non-flooded places from the extracted image.     

Organization of the paper is as follows, in section -2, the study area description is 
presented; section-3 presents problem formulation, section-4 image processing me-
thods are given. Section-5 gives the results and discussions. In the section-6, conclu-
sion of this paper is presented.  

2   Study Area 

In this section, the study area chosen is Krishna and Tungabhadra rivers regions 
which flow in south India [] and area coverage is about 3, 13,568 sq mtrs2. During 
September-2009 rivers received heavy rainfall which caused river flooding so we 
have used MODIS (MOD09Q1) Terra Surface Reflectance 8-Day L3 Global 250 
mtrs2 satellite images [3] because of wide coverage. Three different dated images like 
before (march-2009), during (September-2009) and after (November-2009) are consi-
dered in this study.  

 

Fig. 1. Shows map of flooded (indicated by black dots within white dots) and non flooded plac-
es (indicated by white dots) which are used for flood assessment study.  

3   Problem Formulation for Image Segmentation 

This section explains problem formation for image segmentation. Segmentation  
problem involves the partitioning of a given image into a number of homogeneous  
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segments and finally union of two neighbouring segments yields heterogeneous  
segments. 

L = { 0 , 1 , 2 , 3 . . . . . . . . . . L }
m

 

be the set of the intensities of the image and  

mxnN { ( , ) :| | / 2 , / 2q z w S x z m y w n= = ∈ − ≤ − ≤                           (1)  

{ ( , ) } 1 1c rS x y x N y N= ≤ ≤ ≤ ≤                    (2) 

are spatial co-ordinates of the pixel in Nr rows and Nc column image. The mxn neigh-
bourhood of the pixel p=(x, y) over the S is given by  

mxnN { ( , ) :| | /2 , /2}q z w S x z m y w n= = ∈ − ≤ − ≤        
                     (3) 

Where: m and n are odd and .    Denotes the largest integer not greater that its  

argument.  
The partition of an image is given by S 
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and i jR R∩ =∅ , { ,2..... *}i j i K∀ ∈ fori j≠  

{1,2.... *}iR i K∀ ∈  is connected component.          

X(p)=Cm is a constant and Cm and Cn are not equal if 
Rm  and Rn are adjacent.  
 

The two regions are adjacent if they share a common boundary, i.e. if there is at 
least one pixel in one region, such that is 3x3 neighbourhoods contains at least one 
pixel belonging to the other region. According to the problem formulation the output 
of the image segmentation is represented by 

*( )k SΔ and it is assumed that small pixel 

neighbourhoods contain either one (homogeneous) or two (heterogeneous) regions.  

4   Image Processing Methods 

Image filtering is applied to remove the clutters from the image. This noise reduction 
helps in preserving elongated river networks and thus helps to extract river features 
and group the similar water image pixels. Progressive median filter [7] is used to re-
move speckles.   
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4.1   Image Segmentation Methodology 

Image segmentation is used to extract river networks by grouping the similar water 
image pixels. So to achieve this we have used non parametric mean shift and median 
cut methods.  

Mean shift method (MS): MS is a popular non-parametric method based on kernel 
density estimation [8]. Initially both filtering and segmentation method is carried out 
on the image. This helps for identifying non-linear river network feature in the image. 
Initially arbitrary point is chosen in the feature space and move towards locally max-
imal density. The mean is shifted based on the weighted average and it is iteratively 
done to identify the similar pixels. Gaussian kernel is used for local point of conver-
gence. Mean shift is carried-out in the two steps: a) Filtering and b) Segmentation. 

In image filtering, the kernel density estimation is calculated using the similar  
image pixels which are given by:   

^
2

1

( )1
( ) | | | |

n
i

d
ii i

X X
f X k

n h h=

−
= 

…                         (4)

 The data points Xi, i=1, 2, 3.....n are in the d-dimensional space Rd, the kernel density 
estimation at the location x can is calculated using the bandwidth parameter hi (where 
hi>0). The kernel k is a spherically symmetrical kernel bounded which satisfies 

2

,( ) (|| || ) 0 :|| || 1k dK x c k x where x= > ≤                             (5) 

where: The normalization constant ck,d definitely makes the  k(x) integrates to 1 and 
k(x) is called the kernel profile. By assuming derivative of the kernel profile k(x) ex-
isted and g(x) =-k’(x) as the kernel profile. 

The kernel G(x) is defined as  ( ) 2
,G x   (|| || )k dc k x=  

The gradient of equation is used to prove the property of kernel profile; 
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: ( )Gwhere m X  is the mean shift vector, C is a positive constant and which gives 

the location x. Mean shift vector computed with kernel G is proportional to the nor-
malized density gradient estimate obtained with the kernel K. The mean shift vector is 
defined as:  
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Mean shift vector thus points toward the direction of maximum increase in the densi-
ty. The mean shift procedure is obtained by successive computation of the mean shift 
vector and translation of the kernel G(x) by the mean shift vector. Finally, it con-
verges at a nearby point where the estimate has zero gradients and iterative equation 
is given by: 
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Initial position of the kernel is chosen as one of the data point’s xi. Usually, the local 
maxima / modes the density is the convergence points of the iterative procedure. The 
mean shift technique is based on unsupervised clustering. It is unsupervised as there is 
no information indicating the correct group, for example, for most image extraction 
problems there are no pixels marked as being part of a specific object. It iteratively 
shifts the mean of a pixel resulting in the pixel being drawn to a local point of  
convergence.  

MEDIANCUT (MC): Median cut is a segmentation algorithm based on colour quan-
tisation [9]. The colour quantization is a technique in computer graphics in order to 
find the best colour palette with the least differences between the original image and 
the quantized one. The colour quantisation is used as colour clustering algorithm of 
the satellite images in this paper. Pre-quantization precision, calculating the cutting 
position based on variance and searching reversely the colormap, significantly pro-
motes both the speed and quality of the colour quantization. The median cut quantiza-
tion algorithm is developed by Heckbert [9] and it is based on colour distribution of 
original image. The basic idea is to let each entry in the representative color set, Y, 
represent approximately the same number of pixels in the original image.  Median Cut 
is carried out in three steps: a) representing image as cube of colours, b) sorting along 
axis and c) splitting based on median (carry out iteratively).  
 

Median cut(image(x,y), level) 
         { 
          Image(x,y) : is the input image 
            Level: box size (4, 6, 12, 32) 
        //representing image as cube 
       //create a colormap using image cube 
       //sort along axis 
      // splitting based on median (as reference) 
      // adaptive partitioning 
    //merging the similar groups 
          } 
 
Median cut algorithm constructs colour histogram based on the original image. The 
algorithm mainly performs a color reduction which reduces the number of possible of 
unique colors so storage and computation time is reduced. From the color histogram 
list L is constructed from non-zero entries. The RBG color value and corresponding 
histogram count is determined. Smallest box and largest box determined and sorted 
from smallest to largest using component as the sort key. The ordered list is spitted at 
based on median image pixels in order to create two sub lists. The entry is traversed 
until k such lists are formed. For each iteration, one of the previously constructed sub 
lists is selected for list splitting and the list is chosen with most pixels. Finally, repre-
sentative set is created by computing the average color of each list.    
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5   Results and Discussions  

In this section, two segmentation methods are used to extract the river network across 
the Krishna River from the March 2009 image and November image as shown in  
Fig. 3 and 4. The extracted region is overlaid on original image and verified with 
ground truth data. From figure-3, the extraction of the river network’s can be seen and 
the same region is overlaid on the original image to verify the precision of extraction 
[11, 12] and it is measured using RMSE value.  

We have used Root means square error (RMSE) parameter is used to verify the ex-
tracted image with ground truth image. RMSE is the statistical measure for varying 
magnitude quantity. The value near to zero is better extraction result. 

 

2

1

1 N

k
k

RMSE E
N =

= 
                       

(9) 

Where: Ek is the difference between the ground truth data and algorithmically seg-
mented image and N is the number of the pixels in the image 

 

Fig. 2. Ground truth image for the a) March 2009 and b) November 2009 month 

 

 

Fig. 3. (a) and (b) before flooded image March month using mean sift method for extraction 
and overlaying Fig-3.(c) and (d) median cut extraction and overlaid.  
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RMSE value between mean shift extracted March month image and ground truth 
image is 0.26. 

RMSE between median cut extracted March month image and ground truth image 
is 0.37. 

 

Fig. 4. (a) and (b) after flooded image November month using mean sift method for extraction 
and overlaying Fig-4.(c) and (d) median cut extraction and overlaid. 

For the month of November month, mean sift extracted and ground truth is 0.27 and 
Median cut extracted and ground truth is 0.38 

 

Fig. 5. (a) and (b) During flooded image September month using mean sift method for extrac-
tion and overlaying Fig-4.(c) and (d) median cut extraction and overlaid. 

For the month of September 2009 image, mean shift and median cut are applied 
and extracted. But for during flooded image the extraction is verified using Receiver 
of characteristic parameters (ROC). 

Receiver Operating Characteristics: ROC [10] consists of parameters like TP, TN, 
FP and FN which are calculated for the during flooded images for validation of the 
algorithmic performance [10].  

In, during flooded images the ROC parameter is applied to locate the flooded plac-
es and distinguish flooded places from non-flooded places: 
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(a) Sensitivity or True Positive (TP) - A place which is positive according to the 
ground truth data and also according to the computed result is a True Positive (TP).                       
(b) Specificity or True Negative (TN) - A place which is negative according to the 
ground truth data and also according to the computed result is a True Negative (TN).           
(c) False Positive (FP) - While the place which is positive according to the computed 
results but negative according to the ground truth data is a False Positive (FP).                                         
(d) False negative (FN) - While the place which is negative according to the com-
puted result but positive according to the ground truth data is a False Negative (FN).  
The total number of flooded places – 12, Non-flooded places-16 and the total places 
verified -28.  

These parameters are very helpful in order to determine the comparison of algorithms 
performance which is shown in the below table-1.   

Table 1. Shows ROC parameter applied to September 2009 image in order to determine the 
flooded and non-flooded places  

 

6   Conclusion 

We have used ROC parameter in order to identify the flooded cities. So from the ta-
ble, mean shift performs better than median cut in identified the flooded places cor-
rectly. Also RMSE value of mean shift segmentation is less than median cut which 
proves a better extraction algorithm.   
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Abstract. In this paper a novel two-dimensional Separable Discrete Hartley 
Transform based invisible watermarking scheme has been proposed for color 
image authentication (SDHTIWCIA). Two dimensional SDHT is applied on 
each 2 × 2 sub-image block of the carrier image in row major order. Two bits 
are embedded in second, third and fourth frequency components of each 2 × 2 
mask in transformed domain based on a secret key. Second and third bit 
position in each frequency coefficient has been chosen as embedding position. 
A delicate re-adjustment has incorporated in the first frequency component of 
each mask, to keep the quantum value positive in spatial domain without 
hampering the embedded bits. Inverse SDHT (ISDHT) is applied on each 2 × 2 
mask as post embedding operation to produce the watermarked image. At the 
receiving end reverse operation is performed to extract the stream which is 
compared to the original stream for authentication. Experimental results 
conform that the proposed algorithm performs better than the Discrete Cosine 
Transform (DCT), Quaternion Fourier Transformation (QFT) and Spatio 
Chromatic DFT (SCDFT) based techniques. 

Keywords: SDHTIWCIA, MSB, LSB, SDHT, ISDHT, DCT, QFT, SCDFT 
and Watermarked image. 

1   Introduction 

Watermarking is a technique of incorporating useful information into various digital 
media like image, audio etc. for ownership evidence, fingerprinting, authentication 
and integrity verification, content labeling and protection, and usage control. In our 
proposed scheme, we shall focus on separable discrete Hartley transform based 
invisible watermarking scheme for color image authentication. 

The watermarking algorithm incorporates the watermark into the image, whereas 
the verification algorithm authenticates the image by determining the presence of the 
watermark and its actual data bits. Data can be embedded in both spatial and 
frequency domain. Frequency domain techniques are more suitable than spatial 
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domain techniques due to better security and robustness. The watermarking is 
performed in the cover (host) image through several frequency transformation 
approaches such as discrete cosine transform (DCT), discrete wavelet transform 
(DWT), discrete Fourier transform (DFT) etc. In frequency domain, hidden data are 
embedded into the frequency component of the transformed image pixels. To avoid 
severe distortion of the original image the midrange frequencies are best suitable for 
embedding to obtain a balance between imperceptibility and robustness. I. J. Cox et 
al. [1, 2] developed an algorithm to inserts watermarks into the frequency components 
and spread over all the pixels. DCT-based image authentication is developed by N. 
Ahmidi et al. [3] using just noticeable difference profile [4] to determine maximum 
amount of watermark signal that can be tolerated at each region in the image without 
degrading visual quality.  

The Discrete Hartley Transformation [5] is used to convert the image from spatial 
domain to frequency domain. The frequency components values are used for 
embedding secret data. After embedding secret data, inverse Separable Discrete 
Hartley Transformation is applied to get back the embedded image into spatial 
domain. If carefully observe transformed and embedded pixel values, the pixel values 
are not preserved though embedded bits are intact, but, if we apply SDHT again, the 
frequency component values are not changed. The Hartley transform produces real 
output for a real input which can be designated as its own inverse. Thus it has 
computational advantages over the discrete Fourier transform, although analytic 
expressions are usually more complicated for the Hartley transform. The definition of 
SDHT is the difference of even and odd parts of the DFT. 

The Separable Discrete Hartley Transform (SDHT) of spatial value f(x,y) for the 
image of size M x N is given in equation (1).  

                 (1) 

Where, u varies from 0 to M-1 and v varies from 0 to N-1. 
The variable u and v are the frequency variables corresponding to x, y and f(x,y) is 

intensity value  of pixels in spatial domain. The sequence cas defined by: 

cas(2∏ux/N) = cos(2∏ux/N) + sin(2∏ux/N)                       (2) 

and 

cas(2∏vy/M) = cos(2∏vy/M) + sin(2∏vy/M)                      (3) 

Similarly, the inverse transformation to convert frequency component to the spatial 
domain value is defined in equation (2). 

              (4) 

Where, u varies from 0 to M-1 and v from 0 to N-1. 
The aim of SDHTIWCIA emphasizes on protection of secret information against 

unauthorized access. The proposed scheme exploits image authentication process by 
embedding the watermark data in both negative and positive frequency components 
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along with the message digest MD (which is generated from watermark data) into the 
carrier image with a minimum change in visual pattern and improved security. 

Problem motivation and formulation of transformation technique is given in 
section 2. Section 3 of the paper, deal with the proposed technique. Results, 
comparison and analysis are given in section 4. Conclusions are drawn in section 5. 
References are given at end. 

2   Transformation Techniques 

The formulations of image sub block of size 2 x 2 masks for four different image 
bytes in 2D-SDHT are as follows: 

 
                 1       1                                                                                               1      1 

F (a0,0) = ∑   ∑ ai,j = c0,0 (say),                 F (a0,1) = ∑  ∑ (-1) j
 
 ai,j = c0,1 (say),  

                i=0    j=0                                                                                       i=0   j=0 

                1       1                                                                                         1       1 

F (a1,0) = ∑   ∑ (-1) i ai,j = c1,0 (say),        F (a1,1) = ∑   ∑ (-1) i
 
 (-1) j

 ai,j= c1,1 (say), 
                 i=0    j=0                                                                                          i=0    j=0 

Where, a0,0, a0,1, a1,0 and a1,1 represent the spatial domain cover image bytes. Here c0,0, 
c0,1, c1,0 and c1,1 are all frequency component for a0,0, a0,1, a1,0 and a1,1 spatial domain 
values respectively. A fixed size of two bits is fabricated at the second and third bit 
position of LSB part of c0,1, c1,0 and c1,1 based on a secret key. The first frequency 
component (c0,0) is used as re-adjust phase to balance the quantum values between 
original and embedded data.  

Similarly, by applying the inverse 2D-SDHT, the 2 x 2 transformed masks can be 
formulated as: 

 

                    1       1                                                                                           1      1 

F (c0,0) = ¼∑   ∑ ci,j = a0,0 (say),             F (c0,1) = ¼∑  ∑ (-1) j
 
 ci,j = a0,1 (say),  

                   i=0    j=0                                                                                     i=0   j=0 

                   1       1                                                                                              1       1 

F (c1,0) = ¼∑   ∑ (-1) i ci,j = a1,0 (say),     F (c1,1) = ¼∑   ∑ (-1) i
 
 (-1) j

 ci,j= a1,1 (say), 
                    i=0    j=0                                                                                       i=0    j=0 

 

On re-adjustment, all inverse 2D-SDHT values are non negative and less than or 
equal to the maximum and greater than or equal to minimum possible value of a byte. 

3   The Technique 

In this paper a novel invisible watermarking scheme has been proposed for color 
image authentication (SDHTIWCIA) in frequency domain based on the two 
dimensional Separable Discrete Hartley Transform (SDHT). Initially, a 128 bit 
message digests (MD) and size of the watermark data is embedded using the proposed 
SDHTIWCIA scheme for authentication purpose. The SDHT is applied on 2 × 2 sub-
image block for converting the spatial domain values to frequency components. This 
process is continued till the last sub-image block of the carrier/cover image in a row 
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major order. In the proposed SDHTIWCIA scheme for each 2 × 2 sub-image block, 
the second and third bit position of the LSB part (i.e., LSB-2 and LSB-3) of each 
frequency components (except the first frequency component) are chosen for 
embedding authenticating bits. In each embedding, the authenticating watermark bits 
are embedded either in usual order or in reverse order to enhance the security of the 
hidden data. This can be accomplished by a secret key (K). The last two bits of each 
frequency component are kept unaltered. Now, If the modulo result of the summation 
of ASCII values of all the characters of key (K) by four (i.e., K % 4) matches with the 
numeric value produced by last two bits of the embedding frequency component then 
two bits from the watermark data are embedded in usual order else in the reverse 
order. Moreover, the first frequency component (excluding last two consecutive bits 
from LSB) has been used for re-adjustment of frequency components whenever it 
violates the basic principles of pixel representation in spatial domain like non-
negative pixel value and a value less than or equal to 255 for eight bit representation. 
In the proposed technique, the value of frequency components does not become 
fractional as we are not changing the least two significant bits of the LSB. If the value 
becomes negative, then a multiple of four is added whereas if the value becomes 
greater than 255, an even multiple of four is deducted. Inverse Transform is applied 
on each 2 x 2 mask as post embedding to transformed embedded image (sometimes, 
re-adjusted as well) in frequency domain to convert back into spatial domain. Secret 
data is extracted in same manner from the watermarked image and the same is 
compared with original for authentication.  

Consider the Baboon image as the cover/carrier image. 2D-SDHT is applied on the 
first 2 x 2 image block which consists of three sub-matrices namely R, G and B to 
convert it from spatial domain pixel value to frequency components value in 
transform domain. 
 
R1={164,63,120,135}, G1={150,57,125,97}, B1={71,31,62,33)  
 
Applying 2D-SDHT the transformed frequency component values obtained as given 
below: 
 
F(R1)={482,86,-28,116}, F(G1)={429,121,-15,65}, F(B1)={197,69,7,11}  
 
Secret binary stream 101000010110000011 is embedded based on the secret key (K) 
“helloskf”. Hence, 

 
           (K % 4) = ((104 + 101 + 108 + 108 + 111 + 115 + 107 + 102) % 4) = 0 
 
Now, based on the numeric value of last two consecutive bits of each frequency 
components (except the first) matches with the value produced by K % 4 then two bits 
from the authenticating watermark data are embedded in normal order into second 
and third bit position of second, third and fourth frequency component. Otherwise, 
two bits from the authenticating watermark bits are embedded by flipping the two bits 
i.e., in reverse order to second, third and fourth frequency component. Hence, the 
modified frequency components are: 
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EF(R1)={482,86,-24,112}, EF(G1)={429, 121, -11, 69}, EF(B1)={197,65,3,15} 
 

Again, if we apply inverse SDHT values in pixel domain the regenerated pixel 
component values in spatial domain will be: 
 
F-1(EF(R1))={164,65,120,133}, F-1(EF(G1))={150,57,123,95}, F-1(EF(B1)) = 
{71,29,60,33} 
 
It is seen that the modified pixel values are non-fractional as, the last two bits of each 
frequency component are unaltered. Re-adjustment of the pixel values are not needed in 
this example as the spatial domain values are non-negative and not greater than 255. 

The proposed scheme is described in the following sections namely, the Insertion, 
Re-adjustment and the Extraction. These are described in sec. 1, 2 and 3 respectively. 

3.1   Insertion 

Insertion is made at each transformed blocks of size 2 x 2 using two dimensional 
separable Discrete Hartley Transform. All the three channels of 2 x 2 masks in a 24 
bit color image have been chosen for embedding two bits from the authenticating 
message in the second and third bit position of each transformed component except 
the first. The key (K) in each embedding frequency component specifies whether the 
watermark data is embedded in usual order or in reverse order. The authenticating 
message/image bits size is 1.5 * (m * n) – (MD + L) where MD and L are the 
message digest and dimension of the authenticating image respectively for the source 
image size of m x n bytes. The L and MD are used in extraction phase to extract the 
whole authenticating message\image and to authorize authenticating message/image. 

Algorithm: 

1. Obtain 128 bits message digest MD from the authenticating message/image. 
2. Obtain the size of the authenticating message/image ((m + n) bits, where m 

bits for width and n bits for height). 
3. Read authenticating message/image data do: 

• Read source image matrix of size 2 × 2 mask from image matrix in row 
major order and apply 2D-SDHT. 

• Extract two bits from authenticating message/image. 
• Check modulo result of the summation of ASCII values of all the 

characters of key (K) by four (i.e., K % 4). If the resultant value matches 
with the numeric value produced by last two consecutive bits of the 
embedding frequency component then two bits from the authenticating 
watermark data are embedded in usual order else in reverse order. 

• The authenticating message/image bits are embedded in second and third 
bit position within 2nd, 3rd and 4th frequency component values. 

4. Apply inverse two dimensional SDHT using identical masks. 
5. Apply re-adjust phase, if needed. 
6. Repeat step 3 to step 5 for the whole authenticating message/image size, 

content and for message digest MD. 
7. Stop. 
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3.2   Re-adjustment  

In the proposed algorithm after embedding we have used inverse transformation 
(ISDHT) to obtain the embedded image in spatial domain. Applying inverse 
transform on identical mask with embedded data of the frequency component value 
which may change and can generate the following situation: 
 

• The converted value may by negative (-ve). 
• The converted value may be greater than the maximum value (i.e. 255). 

 
The concept of re-adjust phase is to handle the above two serious problems by using 
the first frequency component of each 2 × 2 mask. In this phase if the converted value 
is negative (-ve) i.e. for case (i), the operation applied for each 2 x 2 mask is as 
follows: 
 

              FB(0,0) = FB(0,0) + I * 4                                       (5) 
 
Here, FB(0,0) is the first frequency component of the block number B and I is the 
multiple of four, takes values in the range, I = 1, 2, 3, …, n. That means, I is 
multiplied and incremented in each step till all the converted value in spatial domain 
value becomes positive. 

For case (ii), if the converted value exceeds the maximum value of a byte (i.e., 
255) in spatial domain, then the operation applied for each 2 x 2 mask is as follows: 
 

             FB(0,0) = FB(0,0) - J * 4                                          (6) 
 

Here, J is the even multiple of four, takes values in the range, J = 2, 4, 6,…, n when n 
is the positive even integer. That means J is multiplied and incremented in each step 
till all the converted value in spatial domain value becomes less than or equal to 255. 

3.3   Extraction 

The authenticated watermarked image is received in spatial domain. During decoding, 
the secret key (K) and watermarked image has been taken as the input and the 
authenticating message/image size, image content and message digest MD are extracted 
from it. All extraction is done in frequency domain from frequency component. 

Algorithm: 

1. Read watermarked image matrix of size 2 × 2 mask from image matrix in 
row major order and apply 2D-SDHT. 

2. For each 2 x2 transformed mask do: 

• Extract two bits from each transformed frequency component except the 
first. 

• Check modulo result of the summation of ASCII values of all the 
characters of key (K) by four (i.e., K % 4). If the resultant value matches 
with the numeric value produced by last two consecutive bits of the 
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extracting frequency component then two bits of the authenticating 
watermark data are extracted in usual order else in reverse order. 

• The authenticating watermark message/image bits are extracted from 
second and third bit position of 2nd, 3rd and 4th frequency component 
values. 

• For each 8 (eight) bits extraction, it construct one alphabet/one primary 
(R/G/B) color image. 

3. Repeat step 1 and step 2 to complete decoding as per the size of the 
authenticating message/image. 

4. Obtain 128 bits message digest MD′ from the extracted authenticating 
message/image. Compare MD′ with extracted MD. If both are same then the 
image is authorized, else unauthorized. 

5. Apply inverse SDHT using identical mask. 
6. Stop 

4   Results, Comparison and Analysis 

This section represents the results, discussion and a comparative study of the 
proposed SDHTIWCIA scheme with the DCT, QFT based and Spatio-Chromatic 
DFT based watermarking methods in terms of payload capacity and visual 
interpretation, on the basis of peak signal to noise ratio (PSNR) analysis, bits per byte 
(BPB) and histogram analysis. Benchmark (PPM) images [6] are taken to formulate 
results and are shown in Fig-1. All cover images are 512 x 512 in dimension whereas 
the gold coin (i.e. the secret data) is embedded into the various source benchmark 
images. The experiment deals with ten different color images (i-x), where each pixel 
is represented by three intensity values RGB (Red, Green and Blue). Images are 
labeled as: (i) Lena, (ii) Baboon, (iii) Pepper, (iv) Airplane, (v) Splash, (vi) Earth, 
(vii) Sailboat, (viii) Foster City, (ix) San Diego, (x) Oakland. On embedding the 
watermark image that is the Gold-Coin image based on the secret key “helloskf”, the 
newly generated watermarked image produces a good visual clarity.  

 

(i) Lena 
 

(ii) Baboon (iii) Pepper 
 

(iv) Airplane (v) Splash 

 
”helloskf” 
 

 
(vi) Earth (vii) 

Sailboat 
 

(viii) Foster 
City 

 
(ix)San 
Diego 

(x) 
Oakland 

 
 

(xi) 
Gold Coin 

Fig. 1. Cover images (512 x 512), secret image (220 x 223) and that of Secret Key  
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In order to test the robustness, we have applied the technique on additional 25 PPM 
and 25 BMP color images of bit depth 24 bit, from which we can see that the 
technique can handle many kinds of visual and statistical attacks and it is quite 
difficult for the observer to detect the difference between the original and embedded 
image. From Table 1, we can identify the payload for carrier images which is 147456 
bytes where the dimension of each original image is 512 x 512. After embedding the 
watermark data, the watermarked image is also retain a good visual clarity and 
produces value of 38 dB for peak to signal noise ratio in average cases. Moreover, the 
histogram analysis shows the changes made in the three images are more stable after 
embedding hidden bits. The table also shows that the bits embedded per byte (bpb) for 
each carrier image is 1.5. Fig-2 shows different states of modifications (before and 
after) of three different images viz. Lena, Baboon and Peppers. 

 

 
Original Lena 

 
Embedded Lena 

 
Extracted Lena 

 
 

Watermark Gold Coin 

 
Original 
Baboon 

 
Embedded 
Baboon 

 
Extracted Baboon 

 
 

Watermark Gold Coin 

 
Original Pepper 

 
Embedded 
Pepper 

 
Extracted Pepper 

 
 

Watermark Gold Coin 

Fig. 2. Cover, Watermarked, Extracted and Watermark Images using proposed SDHTIWCIA 
scheme 

Also, a comparative study has been made among Discrete Cosine Transform 
(DCT), Quaternion Fourier Transformation (QFT) and Spatio Chromatic DFT 
(SCDFT) based scheme and our proposed SDHTIWCIA scheme based on the payload 
and the PSNR values. In the proposed scheme, the payload and PSNR is much more 
as compared to the SCDFT, QFT and SCDFT techniques, besides pertaining good 
visual clarity watermarked images. For the Lena image, the payload is more than 
143616 bytes and PSNR enhancement are around 8 dB. 

In Fig-3, the histogram analysis of Lena image is shown before and after 
embedding watermark data in an individual channel wise manner.  

The histogram analysis shows the comparison results in terms of mean, standard 
deviation and median between original and watermarked ’Lena’ image in a channelwise 
manner. The experimental results in Table 3 also ensures that the differences between 
two images is very minimal and tough to detect for the attacker. 
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Table 1. Results of embedding of 147234 bytes of information in each Image of dimension  
512 x 512 

Carrier 
Image 

Max. Payload 
(byte) 

PSNR BPB 

Lena 147456 37.95 1.5 
Baboon 147456 38.57 1.5 
Pepper 147456 37.76 1.5 
Earth 147456 38.29 1.5 

Sailboat 147456 38.23 1.5 
Airplane 147456 37.40 1.5 

Foster City 147456 38.08 1.5 
Oakland 147456 38.30 1.5 

San Diego 147456 38.55 1.5 
Splash 147456 37.03 1.5 

AVG 147456 38.01 1.5 

Table 2. Comparison results of Payload Capacities and PSNR for Lena image in the existing 
technique namely SCDFT, QFT and DCT 

Technique Payload(bytes) PSNR(dB) 
SCDFT 3840 30.1024 

QFT 3840 30.9283 
DCT 3840 30.4046 

SDHTIWCIA 147456 37.95 

 
 

Histogram of Original Lena Histogram of Watermarked Lena 

Fig. 3. Comparisons Results of Histogram between of Original and Watermarked Lena Image 
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Table 3. Comparison results of Mean, Median and Standard Deviation of Original and 
Watermarked Lena Image 

Image Channel Mean Median Standar Deviation 
Original Lena R 180.22 197 49.05 

G 99.05 97 52.88 
B 105.41 100 34.06 

Watermarked 
Lena 

R 180.20 196 49.21 
G 99.05 98 53.05 
B 105.11 101 34.32 

5   Conclusion 

The SDHTIWCIA scheme is an image authentication process in frequency domain to 
enhance the security compared to the existing algorithm. Authentication is done by 
embedding secret data in a carrier image. Using the technique a total of eighteen bits 
can be embedded in 2 x 2 image block. Experimental results conform that the 
proposed algorithm performs better than existing techniques. 
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Abstract. The article presented a novel method based on normalized Euclidean 
distance using application of discrete wavelet transform and bins intensity 
measurement, which is then coupled to a parameterized framework for content-
based image retrieval. The discrete wavelet transform captures both frequency 
and location information and make image retrieval efficient. It further facilitates 
to incorporate recent research work on feature based coefficient distributions. 
We demonstrate the applicability of the proposed method in the context of color 
texture retrieval on different image databases and compare retrieval perform-
ance to a collection of state-of-the-art approaches in the area. Our experiment 
results on a large database further include a thorough analysis of computations 
of the main building blocks and runtime measurements of images. 

Keywords: Content based image retrieval, discrete wavelet transform, Euclid-
ean distance, Bins intensity measurement, Texture feature, Color feature.  

1   Introduction 

The fundamental challenge in image mining is to reveal out how low-level pixel rep-
resentation enclosed in a raw image or image sequence can be processed to recognise 
high-level image objects and relationships [5] [27].  A picture is said to be worth a 
thousand words. If this statement is true, it is no wonder that computerised image re-
trieval is a challenging task. A key to a capable image retrieval system is how to ex-
tract and describe the image contents [1]. The current content-based image retrieval 
(CBIR) approach uses these image features to define the model of semblance between 
images [2]. Content-based image retrieval has been an active field of study for many 
years [2] [28]. Content Based Image Retrieval (CBIR) is an important research area 
for manipulating large multimedia databases and digital libraries [21]. High retrieval 
efficiency and less computational complexity are the desired characteristics of CBIR 
system [21]. CBIR finds applications in advertising, medicine, crime detection, enter-
tainment, and digital libraries.   Computational complexity and retrieval efficiency are 
the key objectives in the design of CBIR system [7] [18].  
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Several attempts have been made in the recent past to improve the process of im-
age retrieval, but a very few of them are information theoretic [8].During the last dec-
ade, a new image retrieval approach, called Content-Based Image Retrieval (CBIR), 
emerged. In this approach, the content of an image is described using low-level fea-
tures such as color, texture, and shape. It is almost impossible to describe texture in 
words, because it is virtually a statistical and structural property [13] [29] [30]. 

Various texture representations have been investigated in pattern recognition and 
computer vision [8][20]. Despite their advantages over the traditional text-base image 
retrieval systems, CBIR systems face a major problem commonly referred to as the 
semantic gap, whereby the description of the images using the low-level features is 
unable to capture the semantic intended by the user in his/her queries. Therefore, 
CBIR systems produce a large amount of false positives in the retrieval process. 

CBIR involves the following four parts in system realization: data collection, 
builds up feature database, search in the database, arrange the order and deal with the 
results of the retrieval. 

1) Data collection Using the Internet spider program that can collect webs automat-
ically to interview Internet and do the collection of the images on the web site, then it 
will go over all the other webs through the URL, repeating this process and collecting 
all the images it has reviewed into the server[4].  

2) Build up feature database using index system program do analysis for the col-
lected images and extract the feature information. Currently, the features that use 
widely involve low-level features such as color, texture and so on, the middle level 
features such as shape etc [4].  

3) Search the Database The system extract the feature of image that waits for 
search when user input the image sample that need search, then the search engine will 
search the suited feature from the database and calculate the similar distance, then 
find several related webs and images with the minimum similar distance[4].  

4) Process and index the results after researching Index the image obtained from 
searching due to the similarity of features, then return the retrieval images to the  
user and let the user select. If the user is not satisfied with the searching result, he can 
re-retrieval the image again, and searches database again [4]. The retrieval of content 
based image involves the following systems [9].Research in content- based image re-
trieval (CBIR) today is an extremely active discipline. There are already re vie w  
articles containing references to a large number of systems and description of the 
technology implemented. A more recent review reports a tremendous growth in pub-
lications on this topic. Applications of CBIR systems to medical domains already  
exist, although most of the systems currently available are based on radiological  
images [14]. 

Texture feature is a kind of visual characteristics that does not rely on color or intensi-
ty and reflects the intrinsic phenomenon of images. It is the total of all the intrinsic 
surface properties. That is why the texture features has been widely used in image  
retrieval [15].  

The color histogram for an image is constructed by counting the number of pixels 
of each color [16][19]. In these studies the development of the extraction algorithms 
follows a similar progression (1) selection of a color space (2) quantization of the col-
or space (3) computation of histograms [16][19].  
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CBIR systems can be based on many features, viz., texture, color, and shape and 
edge information. Texture contains important information about the structural ar-
rangement of surfaces and their relationship to the surroundings [17]. 

A significant improvement is obtained by integrating the spatial distribution of the 
visual features since it captures better the contents of the images and reduces the 
number of false positives [10]. 

The exponential growth of image data that are being generated makes it imperative 
to use computers to save, retrieve and analyze images. Any pixel in the image can be 
described by three components in a certain colour space(for instance, red, green and 
blue components in RGB space or hue, saturation and value in HSV space), a histo-
gram, i.e., the distribution of the number of pixels for each quantized bin, can be  
defined for each component [26]. By default the maximum number of bins one can 
obtain using the histogram function in MatLab is 256[16].The problem of image re-
trieval has been an active area of research since early 70’s. In order to make the best 
use of information in images, we need to organize the images so as to allow efficient 
browsing, searching and retrieval. The basic two approaches for image retrieval are 
text-based and visual-base. Early image retrieval techniques were generally based on 
textual annotation of images rather than visual features. In other words, images were 
first annotated with text and then searched using a text-based approach from the tradi-
tional database management systems [2].Content-based image retrieval (CBIR) has 
been an active research topic in the last few years. Comparing to the traditional  
systems, which represent image contents only by keyword annotations, the CBIR sys-
tems perform retrieval based on the similarity defined in terms of visual features with 
more objectiveness[9][13]. Although some new methods, such as the relevant feed-
back, have been developed to improve the performance of CBIR systems, low-level 
features do still play an important role and in some sense be the bottleneck for the de-
velopment and application of CBIR techniques[9][13]. A very basic issue in design-
ing a CBIR system is to select the most effective image features to represent image 
contents [9][13]. Many objects in an image can be distinguished solely by their tex-
tures without any other information [22]. There is no universal definition of texture. 
Texture may consist of some basic primitives, and may also describe the structural ar-
rangement of a region and the relationship of the surrounding regions [15] [22].  
Content Based Image Retrieval (CBIR) is an important research area for manipulating 
large multimedia databases and digital libraries. High retrieval efficiency and less 
computational complexity are the desired characteristics of CBIR system [17]. The 
application area of CBIR is very vast and useful some applications are as follows:  

• Art galleries and museum management, 
• Architectural and engineering design, 
• Interior design, 
• Remote sensing and management of earth resources, 
• Geographic information systems, 
• Weather forecasting, 
• Fabric and fashion design, 
• Trademark and copyright database management. 
• Law enforcement and criminal investigation. 
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2   Proposed Method for Image Retrieval 

Content-based image retrieval (CBIR) is a new but widely adopted method for finding 
images from vast and un annotated image databases. In CBIR images are indexed on 
the basis of low-level features, such as color, texture, and shape that can automatically 
be derived from the visual content of the images[4] [14] [24]. 

 Here we propose an efficient approach for image retrieval based on color and tex-
ture descriptor features. Similar to most CBIR systems, we need to index images by 
extracting their features in an offline process. We then submit a query image and find 
similar images to that query based on a matching criterion. We first start with feature 
extraction. Figure1 represents the proposed scheme architecture for this step. Firstly a 
database is prepared of different type of images. After this, analysis is performed on 
database. Analysis represents assessment of different descriptors used in this  
approach. Database is indexed according to values of different images. Finally the da-
tabase is arranged on the basis of measures. When a user query is submitted for simi-
larity matching the steps of analysis and feature selection is repeated as performed 
with image database. Now the value of query image is compared with the values of 
different images stored in database. As a result, the images having closest values 
compared to query image color and texture values are extracted from database. 
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Fig. 1. Proposed System Architecture 
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According to figure when a query image is submitted for image retrieval ,its color 
features are extracted and matching operation is performed between query image fea-
tures and the image features stored in database .The result close to the query image is 
then retrieved from the database. First we load the database in the Matlab workspace 
after loading the database we resize the image for [128. 128] to get the similar size of 
images after that we Convert images from RGB to Gray and HSV for texture and col-
or. Then we normalize the gray image for   fixed mean [3]. After this we find the 
square mean value of this 10 coefficient that gives 10 signature of each image. After 
that we find out different signatures of hue, saturation and value .When a test image is 
loaded we apply the procedure 2-8 of algorithm to find signature of test image after 
that we determine the normalized Euclidean distance between query image signatures 
and database image signatures with indexing. The closest values are displayed on GUI 
as result [3].     

Color histograms are frequently used to compare images. Examples of their use in 
multimedia applications include scene break detection and querying a database of im-
ages [3]. Color histograms are popular because they are trivial to compute, and tend to 
be robust against small changes in camera viewpoint [11]. In this paper, gray level 
variations are used to compute the texture feature of any image. For this purpose the 
color image is first converted in to gray level image. Then the values of wavelet coef-
ficients are computed from gray level variations. According to combined color and 
texture features, images are extracted from the database.   

Humans perceive color in an object through the nature of light reflected by that ob-
ject. The characteristics generally used to distinguish one color from another are 
brightness, hue, and saturation [23] [25]. In computer vision, color represents a prop-
erty of a point picture element or a “pixel” in a digitized image. For a given colored 
pixel, hue and saturation represent the chromaticity, while brightness, the intensity of 
the pixel. The purpose of color spaces or color models is to represent how color is to 
be perceived according to some standard [6]. 

Images can be retrieved from the digital image database on the basis of colour, 
shape or texture. Among these texture is one of the most important features due to its 
existence in most real and artificial world images, which makes it under high interest 
not only for CBIR but also for many other applications in computer vision, medical 
imaging, remote sensing, and so on [12]. 

2.1   Algorithm for Scheme Used 

Step 1: Load database in the Mat lab workspace.  
Step 2:  Resize the image for [128. 128]. 
Step 3: Convert image from RGB to HSV. 
Step 4:  Generate the Histogram of of hue, saturation and value. 
Step 5: Generate 18 intensity value of hue, 3 for saturation and 3 for value. 
Step 6: Convert image from RGB to Gray. 
Step 7: Normalize the gray image for fixed mean. 
Step 8: Apply the 3 level 2-D wavelet transform to find the 10 wavelet coefficient. 
Step9: Find the square mean value of this 10 coefficient which give 10 intensity value 
of each image. 
Step 10: Normalize the gray image for fixed mean.  



782 N. Khan and W. Khan 

Step 11:  Combine the image feature.  
Step 12: Store the intensity value of database images into the mat file. 
Step 13:  Load the test image.  
Step 14:  Apply the procedure 2-11 to find combine feature of test image. 
Step 15: Determine the normalized Euclidean distance of intensity of test image with 
stored intensity of database.  
Step 16:  Sort obtained normalized Euclidean distance values to perform indexing to 
get the result.  
Step 17:  Display the result on GUI. 

3   Experimental Results 

                          (A)                                                                                (B) 

 

                         (A)                                                    (B) 

Fig. 3. (A) Query Image. (B) Result of Query Image 
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4   Comparison Chart of Schemes Used 

 
 
 
 
 

 
                            

 
 

 
 
 
 
 

5   Conclusions 

The article represented a normalised Euclidean distance based method for image re-
trieval using coefficient analysis. For color retrieval, color histogram method is used. 
Color histogram counts the bins having same color intensity in image. In this paper 
HSV color model is used. For texture retrieval, discrete wavelet transform is used. 
From the wavelet family Haar transform is taken in to consideration. We then devel-
oped a mechanism for image retrieval based on these two image features with the help 
of MATLAB tool. We demonstrate the applicability of the proposed method in the 
context of color texture retrieval on different image databases and compare retrieval 
performance to a collection of state-of-the-art approaches in the area. When a query 
image is submitted, its texture and color value is compared with the texture and color 
value of different images stored in database. The images having closest value com-
pared to query image are retrieved from database as result.  

This work can be extended by taking other feature of image in to consideration. 
Some other parameter values can also be used for measurement. 
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Abstract. This paper presents a concept for a better quality of service in 
scalable video streaming services with an improved display scales. The 
available funds will be administered by multiple connections with feedback to 
support video streaming applications and for improving the visualization of 
imaging samples. The scaling factor is achieved by increasing the level of 
visualization of the display unit. In this paper, modular approach to SoC design 
and implementation of scalable video coding algorithm for digital video source 
in a low overhead SoC design proposed for the scaling operation forcibly 
source environment. 

Keywords: Scalar coding, resolution imaging, streaming video, SoC Design, 
Cross-Layer Design. 

1   Introduction 

With the increasing demands of high speed data and multimedia applications in 
wireless communications, the IEEE 802.16e-family [1-2] and the associated global 
interoperability SoC designed and built to support broadband wireless access (BWA) 
in the wireless metropolitan Area Network (WMAN). For wireless data and 
multimedia services for fixed subscriber stations is provided by IEEE 802.16-2004 
standard is available [1] and for mobile broadband wireless access (MBWA) is 
provided by the IEEE 802.16e-2005 standard [2].The proposed conventional methods 
were observed to develop tools and to keep in mind its limitations. The optimization 
scheme described above can significantly improve the coding, but in the current 
scenario and future applications of these methods may get restricted. As resources 
such as bandwidth, performance, programming techniques are limited to certain 
minimum values. A layered structure, such as scalable video coding is used for space, 
time and quality (SNR) provide scalability.  

The transport [4-7] Bit stream is better suited than the non-scalable bit stream 
when video packets over an error-prone channel with different bandwidth transfer. 
The encryption techniques improved by optimizing resources. First the required 
models can also be set locally for a higher - the quality of HR reconstruction. The 
second characteristic is the quality of the algorithm's efficiency for a practical solution 
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for image enhancement. Finally, the proposed method great flexibility in various 
aspects of the solution. In this paper, we have a cross-layer architecture scalar 
interpolation system .Low complexity resolution enhancement method that can be 
implemented in next generation systems with FPGA. 

2   Resource Adaptive Communication Model 

The end-to-end transmission of a streaming video in the soc system is depicted in 
Figure 1. As shown, the last mile wireless system is IEEE 802.16e/soc which consists 
of base stations terminals. The streaming monitoring and soc subsystem are inter-
connected by an IP-based backhaul network. The streaming service in this study is 
encoded by the scalable extension of H.264/AVC. 

 

Fig. 1. End-to-end video streaming in SoC 

In the proposed cross-layer design, the terminal will periodically report the average 
bandwidth to the streaming monitoring according to the residual terminal capacity and 
RF condition on the period of Report Period. The following subsections will describe 
the jobs of the streaming monitoring.  

2.1   Streaming Controlling 

In each of the Report Period, the terminal will request a target bit-rate from the traffic 
network (TN) streaming monitoring. The TN streaming monitoring then analyses the 
bitstream at the group of pictures (GOPs) that covers the current Report Period, as 
shown in Figure 2.  

 

Fig. 2. Operational packet control in monitoring 

In the TN bitstream, the data at lower spatial-SNR resolution is more important. 
And in each spatial-SNR layer, the lower temporal layer is more important. Therefore, 
according to the requested bit-rate from the terminal, the lower spatial-SNR layers are 
firstly extracted. At the spatial-SNR layer where the bit-rate cannot cover all the data,  
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only the data at the lower temporal layers is extracted. With FGS (Fine Granular 
Scalability) coding, the data at the same temporal layers can be further truncated at 
any position to provide the exactly request bit-rate. The extracted data are then sent to 
the terminal. 

It should be mentioned that some GOPs may belong to two Report Periods such as 
the GOP(x+2) in Figure 2. For such GOPs, the data that already sent in the first 
Report Period will not be sent again. However, if the second Report Period allows 
higher bandwidth, the remaining data in such GOPs will be transmitted. This makes 
the video quality smoother when the bandwidth changes frequently. Depending on the 
pre-load time of the related streaming service, the number of the overlapped GOPs 
between the Report Periods can be further extended to provide more smooth video 
quality. Further, this structure is also possible to enable the retransmission at the 
streaming monitoring with suitable pre-load time. To support multiple connections 
between the terminal and MS, the data sent to the terminal from the streaming 
monitoring is allocated into several connections according to the importance levels, as 
shown in Figure 3. The more important data is allocated to the connection that  
has more protection (i.e., higher transmission priority and MAC retransmission).  
To address the bandwidth fluctuation effect, in the proposed two-connection 
implementation, the monitoring allocates the more important data which occupies 
80% of total data at the first connection, and put the remaining data at the second 
connection. This allows the terminal need only re-transmit the more important data 
when the actual transmission bandwidth is smaller than the expected bandwidth. 

 

Fig. 3. Video streaming encoder on level selection 

 

Fig. 4. Video MAC controller and decoder 
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2.2   Terminal Controlling 

Upon receiving those packets in the soc subsystem, as shown in Figure 4, those 
packets will be first stored as MAC service data units (SDUs) in the queues. Then the 
MAC SDUs will be treated differently depending on the service types and MAC 
controls. The base station should collect the downlink (DL) channel condition and 
translate the information to relative available bandwidth. Besides, the base station will 
support multiple connections and have the capability of handling the connections by 
different means. The hardware architecture designed for the proposed algorithm is 
shown as the top level diagram in the figure below. 

 

Fig. 5. Processing unit Block Diagram 

In the above diagram there are different blocks, Modified RS algorithm is 
performed on the luminance (Y) path. Chrominance signal is interpolated by the pixel 
replication. At each input pixel arrival, the control unit reads a 4x1 pixel column from 
the Cache Buffer and provides the 3x3 and 5x5 pixel windows to he feature extraction 
and classification units. The feature extraction unit then extracts feature vector 
dimension of 8x1 which is then fed to the Segregator Unit for further processing. The 
purpose of Segregator is to perform distance calculation between prototypes of 
predetermined vectors and feature vector, the output is the index of the class having 
minimum distance of feature vector. Interpolator unit then uses this index to address 
filter coefficient LUT, selecting the appropriate filter for input pixel neighborhood. 
Constant coefficient multipliers are used form performing convolution and 
interpolated output pixels are then stored at output cache. Because of dynamic sample 
rate it is require having memories at the output to comply with the rate and order or 
data. The hardware implementation of the proposed scaling algorithm can be 
performed in two different ways: 

Output - For each HD pixel coordinate, find the corresponding 5x5 low-resolution 
window, and perform feature extraction, classification, and interpolation on this 
neighborhood. 

1. Input - For each SD pixel coordinate, find the corresponding four HD pixel 
coordinates. Since these HD pixels are to be interpolated from the same SD pixel 
neighborhood, perform feature extraction, and classification steps only for once.  

Then perform interpolation for all four HD pixels corresponding to the SD pixel, 
and arrange the interpolated pixels in raster-scan order using cache buffers. Discard 
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redundant pixels at the interpolation output if LV or LH (Scaling ratios, upper bounded 
by two) is a non-integer value. 

Two main factors that can affect the implementation efficiency are the input/output 
data rate, and the target implementation platform. To provide an efficient 
implementation for different data rates, and different implementation platforms, the 
degree of resource sharing should be variable. The degree of resource sharing in 
feature extraction and classification units could be defined as: 

Dr = Ne(# of elements in the feature vector)/Np(# of processing paths in feature 
extraction)                     (1) 

To achieve the desired data throughput with different resource sharing levels, core 
clock frequency, Fclk_core, must be related to the input pixel clock frequency, FClk_in, 
with the following formula:               Fclk_core = [Dr] FClk_in                 (2) 

2.3   Operation of Control Unit 

Control unit (CU) provides input data to the data-path blocks at appropriate timing 
and format The control unit: 

1. Generates a sliding window to be used by FE and IN units, by shifting the 5 x 1 
pixel column from the input memory unit into the 5 x 5 pixel window. 

2. Generates the memory address and control signals for IM and OM blocks, and 
pipeline control signals for other blocks. 

3 Generates the synchronization signals defined at the video standards (hsync, 
vsync, data enable). 

4. Generates the Pv and PH values defined in equation below. 

 PV = [Qv (xV/LV – zV) + ε ]                     (3) 

PH = [QH (xH/LH – zH) + ε ]                     (4) 

Where, 
PV =Vertical phase. 
PH = Horizontal phase. 
xV  = Vertical coordinates of high resolution pixel. 
xH = Horizontal coordinates of high resolution pixel. 
ε = Very small number like 10-6.  
zV =  Vertical coordinates of low resolution pixel. 
zH = Horizontal coordinates of low resolution pixel. 

5. For scaling ratios less than two, selects the pixels to be omitted using equation 
shown below. 

zV = [xV/LV] zH = [xH/LH]                (5) 

2.4   Operation of Input Memory 

Input memory (IM) unit operates at input pixel clock frequency Fclk_in. The block 
consists of four cache buffers, to provide a 5 x 1 pixel column to the CU. The length 
of the line buffers is equal to the input video's horizontal size. Shown below is the 
block diagram of the Input Unit. 
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Fig. 6. Input Unit 

2.5   Operation of Segregator 

Segregator unit operates at core clock frequency CU, and generates four high 
resolution pixels using the selected Fclk_core. figure below shows the architecture of the 
feature extraction and context classification units.  Parallel implementation where Dr 
= 1, will use 15 adders, 32 multipliers, and a serial-parallel implementation, where 
Dr= 4 reduces the number of adders/subtractors to four and the multipliers to eight, 
with a negligible increase in the number of pipeline registers. 

 

Fig. 7. Context Classification and Feature Extraction for scalar projection 

2.6   Operation of Interpolation 

Interpolation unit (IN) unit operates at core clock frequency. 100 multiplications, and 
96 additions required to perform 5 x 5 convolution for four HD pixels is resource 
shared with Dr= 4 to reduce the number of multipliers to 25, adders to 24. Therefore 
at each Fclk_core clock cycle, one convolution operation is performed, generating four 
HD pixels at every Fclk-in, clock cycle. 

2.7   Output Unit 

Output memory (OM) unit also operates at core clock frequency. The host machine 
which needs to communicate with the processor sends its data to the FIFO of the 
transmitter device and depending on the status of the control signal read or write 
operation is performed is performed and then the data is forwarded to the CRC 
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generator where the FCS is generated and also to the frame builder where the frame is 
build and then the parallel data is converted to serial for transmission and send over 
the network. The data is transmitted over the network and at the receiving side the 
data is reconverted into parallel form and this data is fed into the FIFO and send to the 
frame reader where the is decomposed into different fields. 

3   Simulation observations 

For the functional evaluation of the designed system the developed system is designed 
using VHDL definition and simulated on the Active-HDL simulator for it’s 
operational verification. For the testing of the designed system a test bench file is 
generated where two frame data is passed. This frame data is read by the video_codec 
file and divide into 8 X 8 Block. The block data is processed for noise estimation, 
motion estimation, and compression. Under recovery the data is decoded back for it’s 
regeneration. For the real time Realization and resource utilization the developed 
design is synthesized using Xilinx synthesizer.  

 

Fig. 8. Summarized synthesis report for the developed estimation system 

dlc=3bytes 
Best master clock (BMC)= min ( tstamp ) 
Default clock = ck1 (under asynchronous mode communication) 
Frequency selection method = round robin 
Total number of communicating nodes = 4 
Total amount of data generated per node = 3 bytes 
Total amount of expected data in processor = 12 bytes 
Total time taken = 5580 ns (under non synchronous round robin based comm) 
(Total time = processing time + comm Time) 
Total time taken = 1445 ns (under 1588 synchronous mode comm)   
Total time saved (ts)= 4135 ns  
Total clock cycles saved = ts / BMC =4135 / 10 ≈ 413 cycles 
 

The implemented of the video interface unit developed on VHDL and implemented 
onto the targeted FPGA (xcv300-bg432-6) for the real time realization. The 
observations of multiple frameset are carried out with the interface of a test bench and 
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Fig. 9. RTL view of the implemented system using Xilinx synthesizer 

are interfaced with Mat lab tool to observe the results. The original frame sequence is 
taken at a very low resolution with pixel representation of 150x250 size frame. These 
5 frame sequences are passed to the developed system for pre-processing and the 
results obtained is shown below. 

 

 

Fig. 10. Original image sequence considered 

 

Fig. 11. Scaled image sequences at 1:2.5 ratio 

 

Fig. 12. Scaled image sequences at 1:2.5 ratio 

The observation clearly illustrates the accuracy in retrieval in terms of visual 
quality as compared to the conventional Fourier based coding technique. 

 

Fig. 13. Computation time taken for the two methods 
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The system developed is also evaluated for the computation time taken for the 
computation and projection of the frame sequence for interpolation. The total time 
taken for reading, processing and projecting is considered for the processing system. 

4   Conclusions 

In this paper, implementation of a dynamically reconfigurable video codec of a 
general structure by the concept of virtual codec and virtual tools is presented. The 
flexible structure of the proposed method provide a solution for the implementation of 
multiple profile MPEG-4 coding standard and hardware implementation for a 
classification based resolution enhancement method has not been presented 
previously. Proposed codec is in the reconfigurable codec structure mode, it is able to 
achieve better results than the standard approach for certain type of applications. By 
eliminating the need for soft interpolation and reducing the number of context classes. 
The computational complexity of resolution synthesis with negligible visual quality 
loss is lowered. The modified RS algorithm is simple enough to be implemented on 
low cost FPGA boards. 
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Abstract. This paper presents an invisible image watermarking technique in 
frequency domain through Z transform, with a hiding capacity of 1.5 bpB (1.5 
bits per byte). Z(re ) is a complex variable comes from Laplace transformation 
has two parameters, r denotes radius of Region of convergence and ω denotes 
angle respectively. In this technique (2 *2 ) sub matrix is taken from source 
image and converted into 1-diamensional (1*4) array which undergoes  
Z-transform with a is set of angular frequency(ω . 2 bits of secret message is 
embedded including the complex conjugate pair where multiple embedding is 
done. First co efficient is used for tuning purpose and not embedding for 
information. This process is repeated until exhaustion of secret image. Inverse Z 
transform is done at end to convert the image from frequency domain to spatial 
domain. Experimental result shows good PSNR and image fidelity which 
analytically suggest that the proposed scheme obtains better secrecy with 
improved fidelity.  

Keywords: Frequency Domain Steganography, Invisible Watermark, peak 
signal to noise ratio (PSNR), mean square error (MSE) Z Transforms (ZT). 

1   Introduction 

Watermarking is a technique refers to embedding an authenticating object as a 
signature into an original object. A signature could be visible or invisible and object 
could be sound, image, video etc. Visible watermarking[1] refers to process of 
embedding signature into original object such that it can be seen and that of invisible 
watermarking refers to process that signature can’t be seen[2,3,4,5]. 

This era of network world needs protection and security. Various sectors like 
military, bureaucrats, research organization, media deal with confidential information 
which demands high security. To overcome this kind of problem watermarking is 
very useful solution[6,7]. 

The proposed scheme refers to invisible image[8,9,10,11,12] watermarking which 
embeds bits of  authenticating image as signature into frequency domain of the 
image. In 1947 the concept of Z is reintroduced by W. Haurewicz for solving linear, 
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constant coefficient difference equations. Later in 1952, Zedeh remodels this into 
sample data control group at Columbia University. 

Z is a complex variable, converts discrete time domain signal to corresponding 
frequency domain. Z is polar representation having real and imaginary plane 
correspond to x axis and y axis respectively, means all Z points value is calculated by 
r(radius which is vector starting at origin) and ω (angle between radius vector and 
real plane ) . 

 

Fig. 1. The point Z=r  in complex Z plane 

Analytically, Z=Re(Z)+Im(Z). It is seen that Fourier transform is the function 
F(e which propagates with imaginary plane[8]. Fourier transform function assumes 
every function is converged within ROC=1, geometrically a circle having radius 
r=1,with a finite energy and stable as well. Z domain actually finds out the stable area 
in terms of circle of unstable signal or function that doesn’t converge within r=1 or 
converge within a range of ROC, is seen when convolution of two different functions 
must be linear time invariant have different ROCs priory.  
Z is a modern tool of digital signal processing could be designing any unstable 
signal’s stability area in terms of region of convergence (ROC). 

Forward Z transform expression in one dimension is given in equation 1, 

F(Z)=∑ r  g[n] e                          (1) 

g[n]-> is array having samples value taken in time domain. M is number of samples 
taken with equal time interval .n=0,1,2,3,4,5,……………….M-1 

F(Z)=∑ rM  g[n] e  ω anguler frquency rad / second  
Inverse Z transform expression is given in equation 2, 

 g[n]=  F z  z dz                    (2) 

Now, z=re ,So, dz=jre d ω 
If we assume contour integration is in anticlock wise then ω will vary from –π to π 

is converted into definite integral of 2 π.However the ω could have varied  -2 π to 0. 

So, g[n]= F re r e d ω                         (3) 
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Equation (3) can be equivalently expressed in discrete representation as given in 
equation (4),  

g[n]=M ∑ F zM  e  

2   The Technique 

The scheme embeds data with r=1. The image pixel of secret messages is taken as 
row major order converting into binary (quantized level 0 to 7) and  putting those bits 
into 1–dimensional array whose size equals to 8 M N  is termed as secret 
array(M->row of secret image and N->column  of secret image). 

This technique takes (2 2  sub-cover image (source), transformed into coefficient 

values with a set of angular frequency (ω 0, , π, ). 2-bits from secret array is 

embedded into each coefficient of the transformed mask except first one. First 
coefficient of each mask in Z transform is kept for adjustment as there may be a 
possibility to generate negative values during inverse Z transform. This adjustment 
process is called tuning. The technique of insertion is discussed in section A that of 
extraction in B. 
 
A.  Insertion technique 
The secret array(one dimensional) is taken in row major order, having 2    2 sub 
matrix taken each time from cover image ( M  N  ) and transformed into  
one dimensional (1 4) matrix. Forward Z transform is applied with a set of  

angular frequency ω 0, , π,  and r=1.This gives four amplitudes, values 

corresponding to four angular frequencies, two real value out of which one is 
DC(frequency (ω)=0) value resieds into first  position and two complex value makes 
jointly a conjugate pair. Excluding Dc value, real values are converted into binary 
form having quantized level 11(as highest value should be =1020) where 2 bits are 
embedded into second and third bit from LSB. The conjugate pair[(a-jb) and (a+jb)] is 
embedded in such a way that the net effect is nullified for proper embedding. To 
achieve this same secret bits are embedded at first and second bit position having 
quantized level 11. Embedded stego-frequency matrix is converted back into spatial 
domain through inverse Z transform. If any frequency coefficient  value is found 0 
on embedding it is converted as negative which is preferred than positive for better 
tuning.  As 2  2 matrix is taken, number of coefficient is 4. For real value when 
data bits are getting embedded it must be the position which is multiple of sample 
number is 4(decimal). As inverse Z transform formula is rational number where 
denominator value is 4. Again two complex numbers jointly make conjugate pair its 
behavior should be taken together. So, identical bits are embedded in both conjugate 
components. 

After embedding the mask is transferred into spatial domain. While transforming 
this into spatial domain two cases may arise. 
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Case-1: Algorithm will find out minimum value in (2 2  array, if any neative  
value is found then mask is taken back to frequency domain, the Dc value 
corresponding to first block of frequency matrix will be added with mod of that value 
multiplied by 4.  

Case-2: Algorithm will find out maximum value. If it exceeds 255 and no negative 
value exists, then maximum value is subtracted from 255 and result is multiplied by 4. 
Taking mod of that, it is again subtracted from DC value. Now, the technique again 
finds out that this tuning resulted in giving any negative value, if so, inverse tuning is 
done as the final value which was subtracted from DC; will be added to DC results in 
restoring the previous values.  
 
Insertion algorithm 

Input:  An M N   source image and an M N   hidden image. 
Output: An M N   stego image.        
Step1. Find out the size of hidden image in 8 bit representation. 
Step2.Take a non overlapping window of 2  2 and make it 1 4 then apply forward 
Z transforms as Sliding manner on row major order of source image matrix . 
Step3. Excluding 1st real coefficient in each window, embedding is done into other 
frequency coefficients for each bit of hidden image.  
Step4. Inverse  Z transform is done. 
Step5. Tuning. 
Step6. Repeated 1 to 5 steps till end of the hidden bits. 
Step7. Stop. 

B. Extraction technique 

Extracting is done in reverse manner. The received stego image( M  N  ) is 
transformed into one diamensional (1 4  form, applying forward Z transform it 
converted to frequency matrix from where the secret bits are taken out and is converted 
into binary form having quantized level 11, data being taken out from second and third 
position. From conjugate pair any one of complex number is converted into binary 
form having quantized level 11 and embedded information taken out from first and 
second position. This process is repeated until end of secret data. 

Extraction algorithm 

Input:  An M N   stego image. 
Output: An M N hidden image. 
Step1. Take a non overlapping window of 2  2 and make it 1 4 then apply forward 
Z transform in sliding manner on row major order of source image matrix.  
Step2. Excluding 1st real part in each window, extract the hidden bits from frequency 
coefficients.  
Step3. Repeated 1 to 3 steps till all the hidden bits is extracted. 
Step 4. Stop. 
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3   Schematic Diagram of IIWZT 

 

Fig. 2. Schematic diagram of IIWZT 

4   Example 

This process is described using a ( 2 2  matrix 100 200150 250  with secret message 

stream=”110010”. 
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Step 1: The matrix is converted given matrix into ( 1 4 matrix ,[100 200 150 250] 
Step2: Using Z transform, frequency matrix is obtained,  Z 2 2  700 50 j50200 50 j50 , it is achieved by transform 1D frequency matrix is converted 

into 2 cross 2 matrix. 
Step 3: Embedding secret message stream=”110010”, gives stego frequency matrix as Z 2 2 700 48 j54204 48 j54 . 

Step 4: Inverse Z is applied,  gives spatial matrix 100 199148 253 . 

Step5: Forward Z transform is done and Taking out the secret bits. 

5   Result, Analysis and Comparison 

Analysis has been made on various images[13] using IIWZD technique given in table 
1. Results are discussed in terms of visual interpretation, image fidelity, mean square 
error and peak signal to noise ratio(dB). Such cover image has dimensions (512×512). 
Each 2×2 non overlapping blocks is taken and goes embedding with 1.5bpB. Figure 
3a shows the host images Aerial, Couple. Figure 3b shows embedded Aerial, Couple 
on embedding Coin image using IIWZD. Figure 3c is the authenticating image 
Coin(221  221).  From the table it is seen that the maximum value of the PSNR is 
40.7516 and that of minimum value of the PSNR is 39.1764. The value of the PSNR 
is consistent for various images. The average PSNR for eight images is 40.448. The 
following formulas are used to calculate PSNR, MSE, IF. MSE 1MN I  m, n – I m, n,  10 log  , /   1 , ,, / ,,  

Table 1. Results obtained for various Benchmark Images in IIWZD 

Cover image 
(512 512  

Mean square 
error (MSE) 

Peak signal to noise 
ratio (PSNR) 

Image 
fidelity(IF) 

Aerial 5.7464 40.5368 0.9997 
Elaine 5.5300 40.7035 0.9997 

Stream and bridge 5.5254 40.7071 0.9996 
Boat.512 5.4278 40.7845 0.9997 
Couple 5.9770 40.3659 0.9996 
Clock 7.8112 39.2035 0.9997 
Pepper 5.5510 40.6870 0.9996 
Tank 5.4983 40.7285 0.9995 
Lena 5.6349 40.6218 0.9996 

House 6.2850 40.1476 0.9997 
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smart eyes. Finally tuning value suggests there is scope for improving capacity of 
hidden image with good PSNR, which is further research in Z domain. 
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Abstract. Automated disease detection using the features of infected regions of 
a diseased plant image is a growing field of research in precision agriculture. 
Usually, infected regions are identified by applying different threshold based 
segmentation techniques. However, due to various factors like non-uniform il-
lumination or noises, these techniques fail to provide sufficient information for 
classifying diseases accurately. In the paper, a novel region identification me-
thod based on Fermi energy has been proposed to detect the infected portion of 
the diseased rice images.  From the infected region, neighboring gray level de-
pendence matrix (NGLDM) based texture features are extracted to classify dif-
ferent diseases of rice plants. Performance of the proposed method has been 
evaluated by comparing classification accuracy with other segmentation algo-
rithms, demonstrating superior result.   

Keywords: Fermi Energy, Disease Classification, Region Detection, Feature 
Extraction.  

1   Introduction 

Precision Farming is defined as information technology based farm management sys-
tem to identify, analyze and manage variability within the fields for optimum profita-
bility, sustainability and protection of land resources [1]. Precision farming aims at 
better decision making considering many aspect of crops, one of them is automated 
disease detection. 

Rice is second largest crop produce in the World and the first largest crop in India. 
Therefore, accurate and timely diagnosis of rice plant diseases is absolutely necessary 
and may play significant role in country’s economical growth. One of the crucial 
tasks is to detect the area of infection from the diseased plant images, on which the 
success of the automated system depends. Though a large number of segmentation 
techniques [3-6] are available for identifying the region of interest, no one can be used 
for all the applications due to great complexity for structuring visual information into 
meaningful regions. Thresholding is the simplest form of segmentation, or more gen-
eral a two class clustering problem. Extensive works have already been carried out to 
introduce new and more robust thresholding techniques [4-12]. However, in most of 
the cases the threshold value is determined experimentally that depends on the quality 
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of the images.  The energy function based segmentation methods detect boundaries in 
the images, as described by Kass [13]. The basic idea of the model is to locate sharp 
variations of the image intensity by minimizing energy functional. Caselle et. al. in 
their work [14] proposed a new intrinsic energy functional which uses information re-
garding the  boundaries of the objects. Another energy based method uses energy 
functional to capture an object that exhibits high image gradients and a shape, com-
patible with the statistical model, best fit the segmented object [15]. Recently, an edge 
sensitive variational image thresholding method [2] explored locally adaptive image 
threshold technique by minimizing the variational energy functional to detect the  
binary images. However, all the existing energy based models are computationally 
expensive due to execution of different steps involved in the method. 

In the paper, a novel method based on Fermi energy [16-17] has been proposed to 
identify the infected regions of the diseased rice plant images. Fermi energy is the 
highest possible energy of a particle in absolute temperature zero. Fermi energy (EF) 
of an image has been considered as a   threshold value to perform the segmentation. 
This method is computationally efficient because energy of different pixels and  
comparison with threshold are performed simultaneously. Once the infected portion is 
isolated, neighboring gray level dependence matrix (NGLDM) [18] based texture fea-
tures are extracted.  Information about homogeneity with respect to the distribution of 
entries have been calculated from the infected regions and used for classifying diseas-
es. To compare the performance of the proposed method, infected regions are de-
tected by applying the existing methods[19-20] and features are extracted to classify 
the diseases using different classifiers available in Weka Tool [21]. 

The paper is organized as follows: in section-2 Fermi energy based region extrac-
tion process has been discussed. Section 3 explains feature extraction process and, 
experimental results are given in section 4. Section 5 concludes the paper. 

2   Fermi Energy Based Region Detection 

The Fermi energy of a substance is attained when the temperature of a material is lo-
wered to absolute zero [16-17], a simple concept developed based on Pauli Exclusion 
Principle. By this principle, only one electron can inhabit a given energy state. When 
the temperature is lowered to absolute zero, all electrons in the solid arrange them-
selves so that the total energy becomes minimum. As a result, they form a sea of 
energy states known as the Fermi Sea. The highest energy level of this sea is called 
the Fermi energy or Fermi level. At absolute zero no electrons have enough energy to 
occupy an energy level higher than the Fermi level.  

Assume a three-dimensional cubical box, shown in Fig. 1 with side length L, an 
approximation for describing electrons in a metal. The states are now labeled by three 
quantum numbers nx, ny, and nz. Calculation of energy of single particle is given in 
equation (1). 

     (1) 

Where nx, ny, nz are positive integers, m is the mass of electron and ħ is plank’s  
constant. 
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Fig. 1. Electron in a cube of length L 

There are multiple states with the same energy, for example E211 = E121 = E112. The 
ground state (zero temperature) for the electron corresponds to a distribution where 
exactly one electron in each energy state is placed, starting from the bottom, until all 
the electrons are accounted. In that state maximum energy state becomes the Fermi 
energy of object and it is represented by equation (2). 

 

   (2) 

 
To compute the Fermi energy of an image, it is required to map the image corres-
ponding to the absolute temperature zero. Therefore, it is assumed that the image will 
be in the ground state (absolute temperature zero) considering only one pixel with a 
specific colour value. Using equation (2) the Fermi energy is calculated where the 
values of ‘N’, the number of particles in the system, the length ‘L’ of the cube and 
mass ‘m’ of a particle are to be known. Number of distinct color value in the image 
has been considered as number of particles ‘N’. Since any pixel can take a value be-
tween (0,0,0) to (255,255,255), the value of ‘L’ is 256. Though, ‘m’ is constant in 
case of electron, here mass ‘m’ of a particular pixel is calculated by measuring proba-
bility of its presence in the image and its intensity value intensity value in the RGB 
plane using equation (3).  

 

                                        (3) 

 
Where Hr,g,b is the number of pixel with the RGB values r, g, b respectively and p × q 
is the size of image.  Mass of the image ‘m’ is the average mass of the pixels in the 
image, and used to calculate Fermi energy of image in equation (2) 

Once the Fermi energy of the image is computed, it is treated as threshold value. 
Now the single pixel energy En is calculated using equation (1) where value of nx, ny, 
and nz are corresponding to R, G and B value of the pixel respectively. If the value of 
En >= EF then it is treated as infected portion. The procedure is described below. 

nx, ny,nz 
 

L 

L 

L 
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Algorithm: segment (image IM) 
Input: A color image IM of size p × q × 3 
Output: Binary image BW of size p × q 
Begin 
     Initialize the matrix H (256 ×256×256) to zero 
     For  i=1 to p 
          For  j=1 to q 
                      Increase the count of H(r, g, b) by one where r, g and b represent the  

Red, Green and Blue component of the pixel of IM(i,j) 
            End    /* for loop j */ 
     End    /* for loop i*/ 
     N= Number of nonzero elements in H matrix. 
    mr,g,b is computed using equation 3 for each color in the image 
    Determine the mass of the image ‘m’ taking average of all mr,g,b . 
    Compute the Fermi energy EF using equation (2). 
    For  i=1 to p 
         For  j=1 to q 
              Compute Er,g,b of pixel IM(i, j) with color values r, g, b using equation (1) 
              If ( EF<Er,g,b) then 
                  BW(i, j)=1; 
              Else 
                   BW (i, j) =0; 
               End 
            End  

End 
    Return(BW) 
End  

3   Feature Extraction Process 

Once the infected region is detected, features from the infected portion are extracted 
to identify the diseases. Shape and orientation of colours (textures) [22-24] in the in-
fected portion may be used as features to identify the diseases. Here neighbouring 
gray level dependence matrix based texture features have been used for classification. 
This method computes textural information of images by evaluating gray level depen-
dence between pixel and its adjacent pixels. In this texture feature extraction method, 
a matrix C[CI×CD+1] is built based on two user-given parameters d and T. CI is the 
range of gray level of an  image while CD is the maximum number of neighbouring 
pixels with respect to another pixel within the block having distance d [18]. Each 
component of the matrix is represented by C(k,l), where k is the gray value of pixel (x, 
y) while l is the number of neighbourhood pixels satisfying the following two criteria. 
First, this neighbouring pixel is within the block distance d from pixel (x, y), secondly 
the difference of gray value between the neighbouring pixel and pixel(x,y) is less than 
T, set as 10. Afterwards, statistical approaches are applied on the matrix to extract the 
following texture features. 
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a) Small number emphasis (SNE), measuring roughness of an image: 
 

                                
 

b) Large number emphasis (LNE), giving measurement of smoothness: 

                               
 

c) Second moment (SM), indicating homogeneity with respect to the entries 
contained in the matrix:  

 
 

d) Number of non-uniformity (NNU) : 
 

 
 

e) Entropy of the matrix (EM): 
 

 

4   Result and Discussion 

The proposed method has been developed to detect the infected portion of the image 
from a diseased rice plant images. Three hundred sample images, 100 from each dis-
eased class are acquired from the rice field of East Midnapur district of West Bengal, 
one of the major rice growing states in India. Images infected by three different  
diseases namely Leaf Blast [22-23], Leaf Brown Spot [22,24], Sheath Rot [22,24] 
have been considered  for experiment.  One infected sample images is shown in Fig 2. 
Infected portion of the plant image is detected using the proposed method as shown  
in Fig. 3.  

Different features as described in the earlier section are extracted and classification 
accuracy obtained by PART, C4.5, Naïve bay’s, SMO, bagging, boosting, MCS Clas-
sifier using “weka” tool [21]. Ten-fold cross-validations are carried out to obtain clas-
sification accuracy, as listed in Table-1.  
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Fig. 2. Shows acquired images (a) image of rice leaf infected by blast disease; (b) rice leaf im-
age infected by brown spot; (c) image of rice stem infected by sheath rot 

 

 

Fig. 3. Segmented images corresponding to Figure 2 using the proposed method 

Table 1. Accuracy of the correct classification for different methods using different classifier  

Classifier 
Proposed 
Method 
(%) 

Otsu’s 
method 
(%) 

K-means 
method 
(%) 

Energy Based 
method (%) 

J48 57.33 46.15 48.50 43.33 
PART 50.33 47.49 46.15 47.67 
MLP 55.67 53.18 55.52 53.33 
Baye’s Net 52.33 44.15 43.14 38.67 
SMO 48 46.49 49.83 46 
Boosting 52.67 45.42 42.47 36.33 
Bagging 55.33 48.83 49.83 44.67 
MCS 57.67 55.18 56.52 54 
Average 53.67 48.36 49 45.5 

5   Conclusions 

The proposed method avoids selection of threshold value experimentally to segment 
the images. Complexity of the proposed method is less and may be used for online 
application.  Results show that the proposed method gives better accuracy compare to 
other popular existing segmentation methods. The accuracy of the system may be in-
creased by using other feature set. The roughness of the method may be evaluated by 
applying it other dataset. 

(a) (c) (b) 

(a) (c) (b) 
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Abstract. A fixed 3x3 window, Unsymmetrical trimmed midpoint is used as a 
detector for the detection of fixed valued impulse noise is proposed for the in-
creasing noise densities. The processed pixel is termed as noisy, if the absolute 
difference between processed pixels and unsymmetrical trimmed midpoint is 
greater than fixed threshold. Under high noise densities the processed pixel is 
noisy, so the median of the ordered array is found. The median is checked using 
the above procedure. If found true then the computed median is considered as 
noisy hence the corrupted pixel is replaced by the Unsymmetrical Trimmed 
midpoint of the current processing window. If median is not noisy then replace 
the median of the current processing window else if the pixel is termed uncor-
rupted, it is left unaltered. The proposed algorithm (PA) is tested on different 
varying detail images. The proposed algorithm is compared with the standard 
algorithms and found to give good results both qualitative and quantitatively for 
increasing noise densities. The proposed algorithm eliminates salt and pepper 
noise up to 80% and preserves edges up to 70%. 

Keywords: Unsymmetrical trimmed midpoint filter, salt and pepper noise, thre-
shold based midpoint filters. 

1   Introduction 

Images are often corrupted by Salt and Pepper noise due to faulty communication 
channels or transmissions of images over the channels. If a salt and pepper noise is 
corrupted in a Gray scale image, pixels corrupted by positive impulses appear as 
white dots and those corrupted by negative impulses appear as black dots. Filtering is 
a solution for the removal of noise. Two types of filters are used for noise reduction 1. 
Linear filters accomplish noise reduction with blurring. 2. Non-linear filters have a 
good edge and image detail preservation properties that are highly desirable for image 
filtering. Median filters are especially suitable for reducing “salt & pepper” noise. 

3
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Median filter is a spatial filtering operation, which uses a 2-D mask that is applied to 
each pixel in the input image. Median filtering preserves fine details of an image. 
Median filters are very efficient for smoothing of spiky noise. Median filter blurs the 
image for larger window size and insufficient noise suppression for small window 
sizes. [1]- [2]. The Median operation is applied uniformly over the entire image re-
sults in the modification of uncorrupted pixel. At high noise densities, the standard 
median filter is prone to edge jitter [2]. Subsequently, the effective removal of im-
pulses is often at the expense of blurred and distorted features. Adaptive Median Fil-
ter (AMF) uses increasing window size based on number of noise corrupted pixels in 
the current processing window. AMF fairs well at low and medium noise densities 
[3], Due to the increasing window size AMF blurs the image at high noise densities. 
The pixels are decomposed based on various threshold levels and subjected to Boo-
lean operation in Threshold decomposition filter (TDF). The need for complex Rank 
ordering technique is hence eliminated. This algorithm requires large threshold levels 
for operation and fails at higher noise densities. The center weighted median filters 
(CWF) uses a large weight to the central pixel, while processing this filter duplicates 
each input samples ki times and choosing median from the considered array. This cen-
ter weight parameter allows fine tuning of the processed pixel, at low and median 
noise densities the algorithm fared well but the performance declines at high noise 
densities [5]. The various median and its variant filters discussed so far operate un-
iformly over the entire image results in the changing the originality of uncorrupted 
pixel. The concept of filtering is that it should be applied only to corrupted pixels 
while leaving uncorrupted pixels unaltered. Therefore, a noise-detection process 
should differentiate between uncorrupted pixel and the corrupted pixel prior to apply-
ing nonlinear filtering is highly desirable. To overcome the drawback of the above fil-
ters switched median filters were introduced. These filters work on the basis of noise 
detection and correction. In Progressive Switched Median filter (PSMF) the decision 
is based on fixed threshold value and hence a procuring a robust decision is difficult. 
Hence at high noise densities the switched filters do not preserve any of the local de-
tail of the image and hence fine details are not preserved properly [6]-[7].  The Detail 
preserving filter used an ordered minimum-maximum mean for impulse noise remov-
al. The DPF filter removes noise at medium noise densities but fails to eliminate salt 
and pepper noise at high noise densities [8]. Hence a suitable impulse detection algo-
rithm is a must for any good filter for better result. The paper sectioned as follows. 
The II Section deals with the Noise model for salt and pepper noise. The III Section 
deals with Proposed Algorithm and its elaborative methodology. Section IV exclu-
sively deals with Exhaustive results and Discussion. Section V gives the conclusion. 

2   Noise Model 

Let the true image x belong to a proper function space S(Ω) on Ω = [0; 1]2, and the 
observed digital image y be a vector in Rmxm indexed by A ={1,2,..m} X 
{1,2,.m}.The image degradation can be modeled as y = N(Hx), where H : S(Ω) 
Rmxm is a linear operator representing blurring, and N : Rmxm Rmxm models the 
noise. Usually, y = nHx σ+ where σn Є Rmxm is an additive zero-mean Gaussian 
noise with standard deviation σ>= 0. Outliers are modeled as impulse noise[11]. Then 
a realist model for our data is 
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y’ = gKxH σ+..                                                 (1) 

          y = )'( yN                                                            (2) 

Where N represents the impulse noise and K refers to speckle noise as given in equa-
tion 1 & 2. The noise model for salt & pepper noise is given as, If [0; 255] denote the 
dynamic range of y’, i.e., 0 <= y’ij <= 255 for all (i,j), then they are denoted by  
Salt-and-pepper noise: the gray level of y at pixel location (i j) is illustrated in the  
equation 3. 

 yij = 0          with probability p; 
                                                  y’ij           with probability 1 - p - q; 

255           with probability q;                                     (3) 

Where s = p + q denotes the salt-and-pepper noise level [9]. 

3   Proposed Algorithm 

A. Unsymmetrical Trimmed filters 

The crux behind the above filter is to eliminate the outliers inside the current window 
and preserve edges at high noise densities. All the pixels of an image lie between the 
dynamic ranges [0,255] (8 bit image). Hence Rank order the pixels of the current 
window and trim (eliminate) on either side for 0 or 255. The elements that are not  
outliers survive the elimination process. The arithmetic mean of the untrimmed  
pixels from the above operation is the idea behind Un-symmetrical Trimmed Mean 
filters. Here the trimming of values is done Un-symmetrically based on the local pixel 
information. 

B. Unsymmetrical Trimmed Midpoint Filters 

Consider a 3X3 window from the corrupted image. Order the pixels of the current 
window in increasing order. Now perform trimming on either side of the ordered ar-
ray for 0 or 255. The elements that are not eliminated are considered as non noisy 
candidates of the processed window. The midpoint of the untrimmed pixels from the 
above operation is the anatomy of Un-symmetrical Trimmed Midpoint filters. 

C. Unsymmetrical Trimmed Median Filters 

Consider a 3X3 window from the corrupted image. Arrange the pixels of the 
processing window in ascending order. Now perform trimming on either side of the 
ordered array for 0 or 255. The elements that are not eliminated are considered as  
non noisy candidates of the processed window. The Median of the untrimmed pixels 
from the above operation is the basic idea behind of Un-symmetrical Trimmed  
Median filters. 

D. Proposed algorithm 

The brief illustration of the proposed algorithm is as follows. 
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Step 1: Choose 2-D window of size 3x3. The processed pixel in current window is as-
sumed as pxy. 
 
Step 2: sort the 2D window data in ascending order using snake like modified shear 
sorting which is given by S. now Convert sorted 2D array into 1D array. Smed is the 
median of the sorted array 
 
Step 3: Unsymmetrical trimmed Midpoint filter  
 
Initialize two counters, forward counter (F) and reverse counter (L) with 1 and 9  
respectively. When a 0 or 255 are encountered inside the Sorted array (S), F is incre-
mented by 1 or L is decremented by 1 respectively. The resulting array will be hold-
ing non noisy pixels of the current window. The midpoint of this array is termed as 
UTMP (unsymmetrical trimmed midpoint) . 
 
Step 4: Salt and pepper noise Detection using UTMPF 
 
Case (1): If the absolute difference between the processed pixel and unsymmetrical 
trimmed midpoint filter (UTMP) is greater than the fixed threshold (T) then pixel is 
considered as noisy. As illustrated in equation1 

                   If │P(x,y)-UTMP│ > T                                               (4) 

Case (2): If the case 1 is true find the absolute difference between the median of and 
unsymmetrical trimmed midpoint filter (UTMP). Check the difference is greater than 
the fixed threshold (T1) then median is considered as noisy as illustrated in equation 
2. Case 2 is done for high noise densities where the computed median is also noisy.  

                   If │Smed-UTMP│ > T1                                                   (5) 

Step 5: Salt and pepper noise Correction logic 
 
If the case1 │P(x,y)-UTMP│ > T is true then check for the second case2 │Smed-
UTMP│ > T1. If both the condition are true then processed pixel and computed me-
dian is noisy. Hence replace the corrupted pixel with median of Unsymmetrical 
trimmed midpoint. If condition 1 is true and condition 2 is false then corrupted pixel 
is replaced with the median of the sorted array. If both case 1 and case 2 fails then the 
pixel is termed as non noisy. The pixel is left unaltered. 

E. Methodology of proposed work 

The bigger matrix refers to image and values enclosed inside a rectangle is considered 
to be the current processing window. The element encircled refers to processed pixel. 
The above discussed methodology is illustrated as below. 

Case (a):  Initialize forward counter F=1 and reverse counter L=9. Convert the 2D ar-
ray into 1D array and sort the converted array. F and L counter moves in forward and 
reverse directions respectively. When a 0 is detected F is incremented by 1 and when 
a 255 is detected L is decremented by 1. 
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Corrupted image Segment                                  Restored image Segment 
                    Unsorted array:  177   0   0   205  255  187   155  25  124 

Sorted array Sxy     0   0   25 124  155  177  187  205  255 

Here the median Smed value is 155. The case (1) is illustrated as follows. Now check 
for the presence of 0 or 255 in the sorted array. Every time a 0 is detected F is incre-
mented by 1 and if 255 is detected L is decremented by1. In the above example there 
is two 0 and one 255. Hence F is incremented by two times and L is decremented by 
one time. Now finally F is holding 3 and L is holding 8. Now the variable DET is  
assigned with the midpoint of the rank ordered unsymmetrical trimmed output i.e. 
corrupted pixel is replaced by Midpoint of the trimmed array i.e, (25+205)/5=115. i.e, 
DET=115. Now perform first step detection │255-115│ > 40. This condition is true. 
The Second condition is checked │155-115│ > 20 and the second condition is true. 
Hence the pixel and the computed median is considered as noisy. The corrupted pixel 
is replaced by midpoint of sorted array ie., output =115. 
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Corrupted image Segment                                  Restored image Segment 

Case (b): Initialize forward counter F=1 and reverse counter 

L=9. Convert the 2D array into 1D array and sort the converted array. When a 0 is de-
tected F is incremented by 1 and when a 255 is detected L is decremented by 1. 

 
 

  Unsorted array:  0   185   255   0  0  255   125  255  255 
  Sorted array Sxy     0   0  0  125  130  255 255  255   
 
 

Here the median Smed value is 130. The case (2) is illustrated as follows. Now check 
for the presence of 0 or 255 in the sorted array. Every time a 0 is detected F is incre-
mented by 1 and if 255 is detected L is decremented by1. In the above example there 
is three 0 and three 255. Hence F is incremented by three times and L is decremented 
by three times. Now finally F is holding 4 and L is holding 6. Now the variable DET 
is assigned with the midpoint of the rank ordered unsymmetrical trimmed output i.e. 
(125+185)/2 = 127. i.e., DET=127. Now perform first step detection │0-127│ > 40. 
This condition is true. The Second condition is checked │130-127│ > 20 and the 
second condition is false. Hence the processed pixel is noisy and the computed me-
dian is considered as non noisy. Hence the corrupt pixel is replaced with median of 
the array i.e. 130 output=130. 
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      Corrupted image Segment                            Restored image Segment 
 

Case (3):  Un sorted Array    0 104   0   0   119  103   255  255  255 
                  Sorted Array    0   0   0    103  104  119    255   255   255 

Initialize F=1 and L=9. After sorting the current window in ascending order, the 
counters propagate in the 1D array resulting in holding F=4 and L=6. DET will hold 
trimmed midpoint (103+109)/2=106 ie, DET=106. Now perform impulse detection 
│119-106│ > 40. This condition is false and hence processed pixel is considered as 
non noisy hence left unaltered. 

4   Simulation Results and Discussions 

The Quantitative performance of the proposed algorithm is evaluated based on Peak 
signal to noise ratio (PSNR) ,Mean Square Error (MSE) and Image Enhancement Fac-
tor (IEF) which is given in equations 4,5 ,6 respectively.  
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Where r refers to Original image, n gives the corrupted image x denotes restored im-
age, M x N is the size of Processed image. The existing algorithms used for the com-
parison are SMF, AMF, CWF, TDF, PSMF, DPF, The qualitative performance of the 
proposed algorithm is tested on various images (Images are chosen as per the details 
of the image). Quantitative analysis is made by varying noise densities in steps of ten 
from 10% to 90% on images and comparisons are made in terms of PSNR, IEF, MSE. 
Results and graphs are given in Table 1, 2, 3 and figure 1, 2, 3 respectively. Figure 4 
and 5 gives the qualitative performance of the proposed algorithm in terms of noise 
elimination and edge preservation. All the simulation is done in dual CPU 
E2140@1.6Ghz with 1GB RAM capacity. Better results were obtained when the  
pre-defined threshold T was between 20 and 40.  And the second threshold T1 was 
between 15 and 30. From the table 1 we infer that for the proposed algorithm PSNR 
value is very high indicating how much the algorithm eliminates salt and pepper noise 
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Table 1. Performance of various algorithms at different noise densities for PSNR 

 

Table 2. Performance of various algorithms at different noise densities FOR IEF 

 

Table 3. Performance of various algorithms at different noise densities FOR MSE 
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Fig. 1. Performance comparison of PSNR at various noise densities for low detail Lena image 

 

Fig. 2. Performance comparison of IEF at various noise densities for low detail Lena image 

 

Fig. 3. Performance comparison of MSE at various noise densities for low detail Lena image 
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           (a)                 (b)               (c)               (d)               (e)                 (f)               (g)                (h) 

Fig. 4. Performance of various filters for Lena image corrupted by Salt and pepper noise from 
50% to 90% in row1 to 5 respectively. Output of various filters in column 1 to 8 (a) fixed value 
salt and pepper noise (b) output of SMF (c) output of AMF (d) output of PSMF (e) output of 
DPF (f) output of MEANDET (g) output of MEDDET (h) output of PA.  

 
             (a)                (b)                 (c)               (d)               (e)              (f)                (g)                (h) 

Fig. 5. Edge preservation of various filters for Lena image corrupted by Salt and pepper noise 
from 50% to 90% in row1 to 5 respectively. Output of various filters in column 1 to 8 (a) fixed 
value salt and pepper noise (b) output of SMF (c) output of MEAN DET (d) output of MED 
DET (e) output of PSMF (f) output of DPF (g) output of DBA (h) output of PA. 
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effectively even at high noise densities. Table 2 gives a high image enhancement fac-
tor, even at very high noise densities as high as 90%. From Table 3 we find the mean 
square error is also less for proposed algorithm at high noise densities. It is evident 
from figure 4 and 5 that the qualitative aspect of the proposed algorithm is very high 
against various algorithms for increasing noise densities (50% to 90%) for both Gray 
scale and color Lena (low detail image) and also edges were preserved and fine de-
tails are restored up to 70%. The good edge preservation is due to the fact that the ob-
tained unsymmetrical midpoint is very close to median which generally has very good 
edge preservation capability. It was found that proposed algorithm preserved the 
global and local edges up to 70% of salt and pepper noise where filters such as SMF, 
AMF, PSMF, DPF fails. Hence none of the single level detector algorithm is able to 
detect and correct the short tailed noise at high noise densities. In this paper two val-
ues are considered for impulse detection hence make this algorithm more attractive. 
From last column of figure 5 we observe that the proposed algorithm preserves edges 
for increasing noise densities for color images. The proposed algorithm fairs less in 
comparison with adaptive median filter up to 30% of salt and pepper noise. From fig-
ure 1, 2, 3 it was found that the proposed algorithm has a good PSNR, high IEF and 
low MSE. The value of the threshold is updated based on the number of corrupted 
pixels inside the corrupted window. 

5   Conclusion 

A new 3x3 fixed window is proposed with two thresholds based Detector is proposed, 
which gives excellent noise suppression capabilities by preserving edges in images 
corrupted by salt and pepper noise as high as 70% for low detail image in both grays-
cale and color images. The Proposed algorithm outclasses many classical filters both 
in quantitative and qualitative aspects both for grayscale and color images.  
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Abstract. In our daily lives we come across many documents where both printed 
and handwritten text co-exist and sometimes intermingle. As the OCR tech-
niques for processing the two are quite different it is necessary to classify and 
distinguish them first. In this paper, a scheme has been proposed by which 
handwritten, printed and “mixed” text regions in the same document image can 
be identified and demarcated from each other for Bangla, the second most popu-
lar Indian script. The proposed scheme has been established on the basis of the 
structural and statistical idiosyncrasies of printed and handwritten Bangla text. 

Keywords: Document Processing, Optical Character Recognition, Bangla 
Script, Machine-printed and Handwritten Text, Indian Language. 

1   Introduction 

Document images are processed and analyzed successfully using the Optical Charac-
ter Recognition (OCR) techniques for applications like natural language processing, 
text mining, human aid etc. Most of the OCR systems present in the market however 
are dedicated for machine printed texts only and some of the ones that do exist for 
handwritten ones are mainly for English and other Latin based scripts. For Indian lan-
guages however and especially Bangla, some work has been done in this field and 
they are mostly concerned with segmenting, extracting and recognizing individual 
characters from the given text.  

But the whole equation changes when dealing with handwritten text as the recogni-
tion schemes for it are totally different from that of printed ones. In terms of pre-
processing, segmentation, noise removal, feature selection and classification etc. 
handwritten text recognition is a different ball game totally. So, if a document page 
consists of both handwritten and printed text together in it, then it becomes very diffi-
cult to process it using OCR techniques and therefore the two types of text have to be 
separated and distinguished first before being fed to the OCR system. The separated 
printed and handwritten text can then be recognized using the standard OCR systems 
available today. 

Documents with printed and handwritten text together are found quite frequently in 
our daily lives. Some of the common ones are question papers or feedback forms 
where the printed questions or queries are put inside a table and the answers are to be 
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provided by hand. Also, such documents can be found in printed text books where 
several lines are underlined, highlighted or annotated by hand for taking notes. Not 
only for proper processing but many historic documents, which are the last remaining 
prints of a text, if tainted with handwritings, can be cleaned up and the original text 
can be recovered and preserved by separating the handwritten text from it. 

In this paper, the classification is done on the structural and statistical differences 
between machine-printed and handwritten text and a tainted text can be differentiated 
into any of the three categories: purely printed, purely handwritten or “mixed” i.e. 
where parts or whole of handwritten and printed text are very close or overlap on each 
other.  

2   Pre-processing 

The experiment was performed by using tainted documents where both the printed 
and handwritten text is in Bangla script. The collected document pages had a variety 
of handwritings from different people with different writing styles. The pages were 
then scanned and digitized to get the document images for working on. The gray-scale 
images were then binarized into a two tone image with pixels having ASCII value ei-
ther as 0 or 255 where the former represents a black pixel and the later signifies  
a white space. The two-tone image thus obtained is then ready for the next stage of 
pre-processing. 

The text matrix now obtained was labeled on the basis of its connected components 
using the 4-component Connected Component Labeling (CCL) technique in [8]. The 
connected components, as marked according to the algorithm, can be a single word, 
multiple joined words or an overlapping piece of intermingled text. The next step was 
to calculate the Bounding Box (BB) for each of the connected components. The 
Bounding Box is the minimum rectangle (or box) that can contain a connected com-
ponent within it, like the figure below. 

 

Fig. 1. Connected Components inside the Bounding Box 

 

Fig. 2. Mutually overlapping Bounding Boxes 
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Fig. 3. Bounding Box Reconstruction for this “mixed” region 

There may occur cases where the BB’s of two adjacent connected components 
overlap each other and create a problem in distinguishing one from the other as 
shown in Figure 2. In that case, we treated both the connected components as a sin-
gle entity and reconstructed the BB which can contain both of them together like 
Figure 3. So, the text components were now properly distinguished according to their 
connected components and their corresponding Bounding Boxes were also updated 
for future use. 

3   Classification Scheme 

The classification strategy proposed here is a two stage classifier with the classifica-
tion being done on the basis of the structural differences between the perfectly aligned 
and symmetric printed text and the coarse and skewed handwritings due to the human 
writing styles. The features are quite simple and easily detectable. The first stage  
classifier is based on three simple features that machine-printed text possesses and it 
separates the purely machine-printed text from the handwritten part of the document 
image. The second stage classifier discriminates the mixed regions of text, i.e. the 
BBs where machine printed text and handwritten ones are placed together, from the 
purely handwritten parts of text. The two stage classifier has been discussed below. 

A.   First Stage Classifier 

The first stage classifier is fed the updated list of BBs which contain any one of the 
three: purely printed connected components, purely handwritten components or mixed 
components. The task of the classifier is to mark the BBs which contain purely 
printed text and separate them from the handwritten and mixed text. For doing this, it 
uses very basic and intrinsic features that are possessed by Bangla text, especially the 
machine printed ones. The features sought after by the extractor are as follows. 

1. Feature One: Headline 

The common idiosyncrasy found among most of the Bangla alphabets is the presence 
of the “matra” or the headline on the upper region. And when two or more such al-
phabets are placed together adjacently to form a word, their headlines join together to 
form an extended headline - basically a horizontal run. Now the probability that a  
given word will possess one or two headlines in it is quite high as most of the Bangla 
alphabets, 32 out of the 50 present, consist of a headline. Moreover, 11 among the 12 
most used Bangla characters also possess a headline as well. On top of that, there are 
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41 characters that can start a word in Bangla and of them 30 are found with a head-
line. So it is obvious that the percentage of Bangla words that consist of at least one 
prominent headline is very high and is found out to be 99.4%.  

 

 

Fig. 4. Headline or Matra in a Printed Bangla Word 

 

Fig. 5. Absence of a Headline in a purely Handwritten text 

This special feature of Bangla script can be utilized as a distinguishing feature be-
tween machine printed and handwritten text. In machine printed text the headline re-
gion is denoted by a straight horizontal run in the row of pixels. So, in a word that 
possesses a headline, there is at least one long horizontal run in its pixel row. But in 
handwritten text, proper care is not taken by the individual while writing and in most 
cases, approximately 91%, the headline is not straight at all and therefore doesn’t 
form a long horizontal run along its row of pixels. In some one off cases, some indi-
viduals do take proper care and write slowly and their headlines show a salient hori-
zontal run in that case. 

This variation between the headlines of handwritten and printed text has been taken 
as the first feature to be extracted in this scheme. A threshold T has been fixed and if 
the horizontal run of a word or text in a BB is found to be exceeding it, then it is like-
ly to be a printed text and the BB is marked for being fed for the second feature ex-
traction. And the BBs where such a horizontal run greater than T is not found, they 
are straight away kept to be fed to the second stage classifier. The value of T is taken 
as the average length of a Bangla alphabet of the printed text present in the document 
image that we are working on. So, the horizontal run in any text has to be at least 
longer than the average length of an alphabet for the text to be kept in contention for 
being a machine printed one. The BBs which satisfied this condition and were found 
to contain a long horizontal run were marked in the set BB1 and the other set is named 
as BB2. 

2. Feature Two: Lowermost Point(s) 

In Bangla, there are 39 consonants and 11 vowels. When a vowel is placed beside a 
consonant it usually takes a modified shape and is called a modifier thereafter. The 
modifier may be placed right, left, up or below the consonant which it modifies. So, 
the vowel ‘E’ when placed adjacent to the consonant ‘L’, it acts as a modifier and it 
changes its shape and the consonant now becomes ‘L¥’. 
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In machine printed Bangla text, the lower modifiers, if any, of the characters in a 
word lie on the same horizontal line, known as the lower line and the normal unper-
turbed characters of the word lie on another horizontal line, known as the base line. 
So basically the lowermost point of any character of a Bangla machine printed word 
lies in any one of the two horizontal lines mentioned above i.e. the base line or the 
lower line. But in handwritten text such care is not taken by the writer and the lower-
most points of the characters of any word are distributed unevenly and therefore lie on 
more than two horizontal lines. And this feature has been used to further differentiate 
between printed and handwritten text. 

 

 

Fig. 6. Printed text having its lowermost points on two horizontal lines only (the base line and 
the lower line) 

 

Fig. 7. Handwritten text with some of its lowermost points on more than two horizontal lines 

The extracted and marked BBs in BB1 after the first feature extraction i.e. the head-
line, are now to be tested on the basis of this feature and the printed text can therefore 
be found out. For mathematical determination and programmatic execution the me-
thod mentioned in [4] has been used. The lowermost points of the different compo-
nents of any word is divided here into two sets B and L based on their proximity to 
the base line row Br and Lr  respectively.  A component which has its lowermost point 
at the row R belongs to B if | Br – R | <= | Lr – R | and vice versa. All such positions 
for the lowermost points of a text or connected component is calculated and is placed 
in either of the two sets B, comprising of b1, b2, b3,…, bm, where m is the number of  
lowermost points belonging to B, and L comprising of l1, l2, l3,…, ln, where n is the 
number of lowermost points belonging to L. Now a feature called is the Character 
Lowermost Point Standard Deviation (CLPSD) is introduced and its value is  
calculated as:- 

 

CLPSD =  ∑    ∑  

 

where   ∑   and   ∑  
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For machine printed text the lowermost points in B and L are almost all in the same 
row making the value of CLPSD very low i.e. the distribution is uniform. But for 
handwritten text, the distribution is usually uneven and therefore the individual row 
values in both B and L differ drastically from the mean value giving CLPSD a high 
value. The threshold used for the demarcation is kept as 0.1 of the mean height of the 
components in the text.  

This feature helps to identify the set of BBs which contain printed text properly as 
in many cases where handwritten and printed text intermingle together, as in mixed 
regions, there can very well be a prominent headline due to the printed part of the text 
but the lowermost points of the components of such a BB are unevenly distributed 
giving it a very high value of CLPSD. For the BBs which have values of CLPSD less 
than the threshold they are identified as purely printed text and are separated out from 
the group and are put in the new set BB3. The BBs which were found to have a high 
value of CLPSD are chalked out and mixed with BB2 and we get a bigger set BB4. 
This set is now fed to the second stage classifier.  

B.  Second Stage Classifier 

Modern pens have this quality that any text written using them are quite uniform in 
terms of thickness and rarely varies if the writing style of the user doesn’t vary in be-
tween. In case of any sudden punctuation or an extra effort on some components of 
the text we can get words which have components with non-uniform thickness, but 
that is quite rare. In case of machine printed text and especially those in Bangla, due 
to the structural feature of certain alphabets and due to the curvy nature of the script, 
variable thickness is very familiar. Normally where any curve stops and changes its 
direction or a loop is encountered; a sudden change in the thickness of the text is 
noted. This feature can be utilized to distinguish the components of BB4 into purely 
handwritten and mixed text. 

 

Fig. 8. The different thicknesses in the different components of a machine printed Bangla word 

 

Fig. 9. A handwritten Bangla word having almost the same thickness for all its components 
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The text in each of the bounding boxes in the set BB4 is now analyzed and their re-
spective contours are found out. Then the resulting set of bounding boxes is fed to the 
classifier. The BBs where no sudden variation of the thickness of the contour is noted, 
those are marked as purely handwritten text and in the BBs where such a huge change 
of thickness is seen, they are marked as the mixed regions. Therefore we get two dis-
tinct set of BBs which are either purely handwritten or mixed regions of handwritten 
and printed text intermingled together. For noting the varying thickness (t) in any 
component we take the thickness in every position across a full run of a component 
and calculate the mean thickness (Tmean) of the component. If the mean thickness is 
lesser than a threshold value we conclude that the component is handwritten other-
wise printed. 

 

Tmean =  ∑  
 

where t1, t2,…, tp are the individual thicknesses for the p positions of the component. 
The threshold for the variable thickness measurement is kept as 0.4 of the starting 

thickness for the connected component. That means for the thickness of the contour 
that we start with, an increase or decrease of only about 0.4 times of it is permissible. 
For free flowing handwritten text this condition is usually met as most of the times the 
writer writes the word in one complete go. But for machine printed text this varies 
heavily because of the presence of uneven zones of thickness like the headline, the 
modifiers, looping structures etc. So, there for printed text the threshold value is sur-
passed almost regularly and therefore we can separate it easily from the handwritten 
text. The initial thickness is recorded prior to every run across the contour of a com-
ponent and is compared with the mean thickness found out in the end. If it is within 
the 0.4 bracket then it is marked as a handwritten text and if not then we conclude that 
it is a mixed region. 

In the set BB4 we were left with only purely handwritten text and mixed textual re-
gions therefore the classifier now divides the set of BBs into two further sets: the BBs 
containing purely handwritten text, with a mean thickness lesser than or equal to the 
threshold, and the BBs which contain mixed regions of handwritten and machine 
printed text together and therefore has a mean thickness much greater than the  
threshold value. We mark the first of the two sets as BB5 and the other one as BB6.We 
already have a set of BBs which have purely machine printed text in BB3, and now we 
get the two sets BB5 and BB6 as well marking the handwritten and mixed regions. 
Therefore the whole set of BBs has now been classified into three sets of purely 
printed, purely handwritten and mixed regions. 

4   Results and Discussion 

The scheme mentioned here was experimentally verified using a set of machine 
printed Bangla documents which were tainted by handwritings of different individu-
als. The set had over a total of 150 such samples of varying concentration of 
handwritten text. Most of the documents were pages from Bangla textbooks and ques-
tion papers and some already scanned tainted documents were gleaned online. The 
printed text in them was of various styles and size. Each individual recorded three 
tainted pages of varying concentration and distribution of handwritten annotations: 
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one sparingly tainted with handwritten text and machine printed text in the ratio of 
1:20, one with a relatively moderate concentration of handwritten text with some of 
them overlapping the printed lines and the third one being heavily tainted with almost 
30% concentration of handwritten text. A total of 41 individuals recorded their 
handwritings for this purpose. 

 

Fig. 10. A machine printed Bangla word without any headline 

The algorithm was coded and implemented on the set of document images using 
the C programming language. Roughly, the accuracy of the proposed approach was 
found out to be 88%. The errors were mostly encountered when some of the machine 
printed texts were devoid of any headline as exhibited in Fig 10. But as discussed ear-
lier such a case is quite rare and therefore should be exempted. Also, as expected most 
of the handwritten texts were devoid of any prominent headline region and therefore 
were discarded from being printed at the first go. Moreover, the thickness variation 
was also much more pronounced in case of printed word components and were there-
fore instrumental in demarcating between the purely handwritten and mixed regions 
of text. Most importantly, as the features used in the approach is independent of the 
style and font of the printed text so the scheme is independent of such considerations. 
For different documents however the thickness was different and therefore the initial 
thickness was calculated while parsing each component.  

 
No. of 
pages No. of text boxes encountered 

Correct 
Identifi-
cation 

Error 

152                      17560 88% 12% 

 
The proposed approach can be also implemented on documents having Devnagari, 

Assamese or Punjabi as their script as all of them are similar to Bangla. Even, after 
making some modifications on the classifier, it can be used to identify handwritten 
text in Latin based script like English as well. For future course of work, the next step 
would naturally be to formulate and implement the algorithm for identifying as well 
as separating the overlapping handwritten texts from the machine printed text in the 
mixed regions.  
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Abstract. The effectiveness of a multibiometric system can be improved by
weighting the scores obtained from the degraded modalities in an appropriate
manner. In this paper, we propose an integration weight optimization scheme to
determine the optimal weight factor for the complementary modalities, under dif-
ferent noise conditions. Instead of treating the weight estimation process from an
algebraic point of view, an attempt is made to consider the same from the prin-
ciples of linear programming techniques. The performance of the proposed tech-
nique is analysed in the context of fingerprint and voice biometrics using sum rule
of fusion. The weight factor is optimized against the recognition accuracy. The
optimizing parameter is estimated in the training/ validation phase using Leave-
One-Out Cross Validation (LOOCV) technique. The proposed biometric solution
can be be easily integrated into any multibiometric system with score level fusion.
More over, it finds extremely useful in applications where there are less number
of available training samples.

1 Introduction

In this paper, the primary focus is on the determination of an optimal integration weight
(weighting factor) for the score level fusion of fingerprint and voice biometrics. Al-
though the recognition accuracy of the voice biometrics is high in clean conditions,
its performance tends to be significantly degraded under the presence of background
noise. This is not desirable in real world applications. Integration weight depends on
the reliability of the voice biometric since the feature vector varies with the amount of
acoustic noise [1, 2]. At high SNR (Signal to Noise Ratio), the voice matcher outper-
forms the fingerprint matcher and the final decision heavily relies on the score values of
the voice matcher. When the voice biometric is contaminated by noise, the fingerprint
matcher outperforms the voice matcher. In this case the score values of the fingerprint
matcher contribute more to the final decision. Therefore, it is crucial to estimate the
optimal weight factor dynamically, to combine both the modalities for the maximum
recognition accuracy. Previously, the integration weight estimation was treated from an
algebraic point of view [2]. Here, our focus is to consider the same from the founda-
tions of linear programming techniques. Intelligent fusion of information from the two
modalities, requires an optimization approach. The estimation of optimal integration
weight is important because it determines the amount of contribution of each modality
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Fig. 1. Block diagram representing score level Fusion

towards the final decision. Otherwise, the system performs attenuating fusion. We are
motivated by [1, 2 and 4] to develop a bimodal biometric system that is more robust
to environmental and sensor noise. Fig. 1 shows the overall block diagram of the score
level fusion strategy.

2 Proposal

As the inputs tend to be noisy, the sum rule of fusion is proved to be more effective
[5]. But, this fusion strategy results in attenuating fusion, when the integration weights
are not optimal. One can manually determine the integration weight, but this is a non-
optimal approach which needs many iterations and often needs a lot of expertise [3]. In
order to emphasize or de-emphasize the scores obtained from the unimodal systems, the
integration weight factor must be adaptive and optimal. We can automate the estimation
of the “best available weight factor”, by formulating the problem using mathematical
programming or optimization techniques. The proposed method systematically chooses
the best weight factor β from a defined domain (0 � β � 1) so as to maximize the
objective function (recognition accuracy). The performance of the proposed scheme is
compared with that of the baseline system (equal weight bimodal biometric system).
To show the effectiveness of the proposed technique, we evaluated the performance
of the system with a direct search optimization method (Grid Search) and a random
search optimization method (Genetic Algorithm). Robust feature vectors were extracted
from the two biometric traits. We considered minutiae based system that uses elastic
matching algorithm for fingerprint matching [6]. MFCC features were extracted from
the voice samples and Gaussian mixture model (GMM) was considered for representing
the acoustic feature vectors [7]. Model with 16 MFCC feature vectors and 12 Gaussian
mixtures were used. Score normalization is done to transform the match scores of the
two matchers into a comparable (common) domain.
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normalized−score =
unnormalized−score−min−score

max−score−min−score
(1)

The optimal integration weight was obtained in the training/ validation stage. The nor-
malized match scores from the two modalities were combined by the weighted sum rule
to produce the final decision. Given the speaker scores S(sc) and the finger scores S( f c),
the fused scores could be obtained by linearly combining the two scores.

S( f us) = βS(sc) + (1−β )S( f c) (2)

The weighting factor β (0 ≤ β ≤ 1) determines how much each modality contributes
to the final decision. Here, the focus is to optimize the weight factor β so as to get the
highest recognition accuracy under all SNR conditions. The objective function is given
by:

RecognitionAccuracy=−∑diag(CMat)

∑∑(CMat)
× 100 (3)

where CMat is the confusion matrix. Leave-one-out cross validation strategy was em-
ployed for the estimation of the optimal integration weight.

2.1 The One-Dimensional Grid Search

This methodology involves setting up of grids in the decision space and evaluating the
values of the objective function at each grid point. The point which corresponds to the
best value of the objective function is considered to be the optimum solution. The 1-
dimensional grid search method can be formulated as the mapping f: R1 −→ R1 such
that L � β1 � .....� βn � U, where β1, . . . , βn are the n test points [8]. This method
determines the minimum of a real valued function based on the initial estimate of the
location of the minimum point from the lower (L) and upper (U) bounds of the decision
variable β . The number of test points n, in each iteration step, determines the rate of
convergence of the algorithm.

2.2 Genetic Algorithm

Genetic Algorithm (GA) is a directed random search technique that is modelled on
the natural evolution/ selection process towards the survival of the fittest. Individuals
standing for possible solutions are often compared to chromosomes and represented
by strings of binary numbers. In every generation, a new set of artificial individuals
is created, using the information from the best of the old generation. The algorithm
consists of initialization, evaluation, reproduction (selection), cross over and mutation.
GA is expected to find the global minimum solution even in the case where the objective
function has several extrema, including local extrema and saddle points [9]. The final
solution gives the integration weight β for the score level fusion.



836 S.M. Anzar and P.S. Sathidevi

3 Simulation Results and Discussions

Finger images from the FVC2002 fingerprint database [10] and voice samples from
ELSDSR database [11] have been employed for the experimentation. ELSDSR data
base contains nine text independent speech samples of twenty three persons. So, finger
images of twenty three different persons with nine impressions per finger were consid-
ered. Out of these nine samples per biometric, seven samples were used for training the
individual classifiers and two samples were used for testing. As the fingerprint biomet-
ric is more robust, the performance of the system under varying noise conditions was
not considered. The performance of the weak, voice biometric system under varying
noise conditions was investigated by artificially degrading the test samples with addi-
tive white Gaussian noise. The performance of the system with varying SNR conditions
is considered systematically from the feature extraction and model building stage to the
testing stage. MFCC feature vectors of the order 12, 16 and 20 and the GMM with 12
and 16 mixtures were considered for the simulation studies, as they are widely used.
Different model combinations were considered to select the best model that gives better
recognition accuracy. The voice model with 16 MFCC feature vectors with 12 Gaussian
mixtures gives improved recognition accuracy under normal operating conditions (10
db SNR to 20 db SNR). So, this model combination was considered for the subsequent
analysis. The output of the different classifiers were consolidated into a single vector of
scores using the sum rule of fusion. We explored the sum rule of fusion with equal and
different weights to the two modalities.

3.1 Fusion with Equal Weights

In this case a constant value of β = 0.5 was assigned as an integration weight at all SNR
levels. The score transformation could be achieved by the following equation.

S( f us) =
1
n

n

∑
j=1

S j ;n = 2 (4)

S( f us) =
1
2

[
S(sc) + S( f c)

]
(5)

Table 1. Fusion using sum rule with equal weighting

No. SNR Accuracy of Accuracy of Combined
in dB Fingerprint Classifier Voice Classifier Accuracy

1 20 95.6522 98.6956 95.6522
2 15 95.6522 91.4493 95.6522
3 10 95.6522 69.4203 95.6522
4 5 95.6522 33.1884 95.6522
5 0 95.6522 23.1884 90.0000
6 -5 95.6522 9.1304 77.6812
7 -10 95.6522 5.6521 66.8116
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Table 2. Fusion with manually determined integration weight

No. SNR Accuracy of w f Accuracy of ws Combined
in dB Fingerprint Classifier Voice Classifier Accuracy

1 20 95.6522 0.3 98.6956 0.7 100.0000
2 15 95.6522 0.35 91.4493 0.65 97.8261
3 10 95.6522 0.35 69.4203 0.65 97.2464
4 5 95.6522 0.65 33.1884 0.35 95.6522
5 0 95.6522 1 23.1884 0 95.6522
6 -5 95.6522 1 9.1304 0 95.6522
7 -10 95.6522 1 5.6521 0 95.6522

Table 3. Training/ Validation accuracy of individual classifiers

Modality Voice Fingerprints
SNR in dB Set.No. -10 -5 0 5 10 15 20 Clean

Val.1 9.3478 16.087 33.9130 50.6522 65.6522 87.1738 94.5652 95.6522
Val.2 4.3478 6.7391 25.8696 44.7826 70.2174 86.5217 96.5218 91.3043
Val.3 6.7391 20.0000 27.6087 42.1739 66.9565 84.5652 99.1304 91.3043

Accuracy Val.4 8.2609 12.8261 18.4783 33.9130 58.0435 87.8260 100.0000 86.9565
Val.5 7.8261 20.2174 21.9565 30.2174 59.3478 76.0869 95.2174 60.8696
Val.6 4.3478 4.5652 23.9131 51.5217 81.0870 95.2174 100.0000 86.9565
Val.7 9.7825 13.2609 16.3044 45.6522 74.7826 95.4348 98.2609 95.6522

Average 7.2360 13.3851 24.0062 42.7019 68.0124 87.5465 97.6708 86.9565

where S( f c) - Finger Scores ; S(sc) - Speaker Scores. This technique will not favour
one modality over another. More over the combined recognition accuracy may not be
maximum always. The training accuracy of the bimodal system is shown in Table 1.

3.2 Manually Determined Integration Weight

This is a heuristic approach and often needs lot of expertise. Weighted average of the in-
dividual scores were considered here. The integration weights were randomly chosen on
a trial and error basis for different SNR conditions and the weights that give higher ac-
curacy were considered as the best choice . Sum rule of fusion with integration weights
can be represented as follows.

S( f us) =
1
n

n

∑
j=1

wjS j ;n = 2 (6)

where ∑n
j=1 wj = 1. This process required lot of time and effort and the results are not

guaranteed to be optimal. The training accuracy of the manually determined integration
weight is shown in Table 2. w f and ws are the individual weights given to the fingerprint
and voice modality respectively. The result shows that for different noise conditions we
need different weighting factors for both the modalities.
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Table 4. Training/ Validation accuracy for integration weight optimization

Modality Accuracy of the Classifiers Grid Search Genetic Algorithm
No. SNR Fingerprints Voice Combined β Combined β

in dB Accuracy Accuracy
1 20 86.9565 98.1366 100.0000 0.7071 100.0000 0.8087
2 15 86.9565 86.9565 95.6522 0.6928 95.0311 0.7387
3 10 86.9565 65.2174 92.5465 0.6500 92.0156 0.6605
4 5 86.9565 43.4783 87.5776 0.1255 87.5776 0.1255
5 0 86.9565 23.9131 86.9565 0.0000 86.9565 0.0000
6 -5 86.9565 13.0435 86.9565 0.0000 86.9565 0.0000
7 -10 86.9565 8.6957 86.9565 0.0000 86.9565 0.0000

Table 5. Testing accuracy with optimal integration weight

Modality Accuracy of the Classifiers Grid Search Genetic Algorithm
No. SNR Fingerprints Voice Combined β Combined β

in dB Accuracy Accuracy
1 20 95.6522 98.6956 100.0000 0.7071 100.0000 0.8087
2 15 95.6522 91.4492 97.8261 0.6928 97.8261 0.7387
3 10 95.6522 69.4202 97.2464 0.6500 97.1015 0.6605
4 5 95.6522 33.1884 95.6522 0.1255 95.6522 0.1255
5 0 95.6522 23.1884 95.6522 0.0000 95.6522 0.0000
6 -5 95.6522 9.1304 95.6522 0.0000 95.6522 0.0000
7 -10 95.6522 5.6521 95.6522 0.0000 95.6522 0.0000

3.3 Leave-One-Out Cross Validation (LOOCV)

As the number of available biometric samples were limited, LOOCV strategy, was em-
ployed to fine tune the training/ validation phase and estimate the best optimal weight.
LOOCV involves partitioning the data samples into complementary subsets and using
a single observation from the data sample as validation data, and the remaining obser-
vations as training data. To reduce variability, multiple rounds of cross-validation were
performed using different partitions, and the validation results were averaged over the
rounds. Here, seven training samples from each modality were used for cross validation.
So seven cross validation sets were considered from both modalities (Val.1 to Val.7). We
choose each sample from the training set, for cross validation testing and the remaining
6 samples for cross validation training one at a time. The average training/validation
accuracy of the individual classifiers is depicted in Table 3.

For instance, let us consider the estimation of the weight factor for 20 db. After per-
forming the validation (testing), match score outputs from each validation set was stored
separately. As we degraded the voice validation test samples with stationary noise, the
match score values thus obtained exhibits a random behaviour. So, in order to arrive at
a conclusive result, twenty separate experiments were performed with each validation
data, so that each validation set possesses twenty voice matching scores. Score level
fusion was performed with the matching scores thus obtained using equation 2, so as to
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Fig. 2. Performance of the baseline system

maximize the objective function (recognition accuracy). That is, scores obtained from
fingerprint validation set1 were fused with the scores obtained from all the voice vali-
dation sets. For each experiment, using grid search method and genetic algorithm, the
algorithms returned the optimal β that maximizes the recognition accuracy. Hence, at
the end of first round cross validation with fingerprint validation set1 (with all the val-
idation sets from the voice modality), we had twenty fused scores along with twenty
optimal β ′

s from each set. In order to get a representative β , we considered the median
values from each set. Finally we took the median of all these representative β ′

s to get
a more conclusive result. We preferred median values to the mean values, because of
the fact that mean is to a great extent affected by the extreme values of the observation
sets. More over the mode will not give a representative value for the real data sets. In
such a case, median values gives better measure of the central tendency than the mean
values and the mode. Similar experiments were repeated with all other finger valida-
tion sets on the voice validation scores. Thus multiple round of cross validation was
performed to reduce the variability in the estimation process and the β ′

s thus obtained
were averaged over the rounds. Even though the computational complexity inherent in
the leave-one-out strategy seems to be more, better tuning could be achieved by the
process.

3.4 Training and Testing Performance

From the validation stage, we obtained optimal integration weights (β ′
s) for different

noise conditions from -10db to 20 db. The overall validation accuracy and the optimal
integration weight β estimated for the various SNR conditions is shown in the Table 4
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Fig. 3. DET performance curve for grid search based optimization
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The β values thus estimated during the training/validation stage is used for testing. The
overall testing accuracy is depicted in Table 5. The proposed method shows better per-
formance than the base line system (sum rule of fusion method with equal weighting).
With the base line method, the combined accuracy resulted in attenuating fusion for
20db, 0db, -5db and -10db and maintained the accuracy of the better unimodal system
for all the other cases. The proposed method shows higher accuracy than any of the
unimodal systems in the normal operating conditions and maintained the accuracy of
the better unimodal ones for all adverse conditions. Further insight could be obtained
from the DET plots [12]. Fig. 2., Fig. 3. and Fig. 4. show the DET plots for the base-
line system and the proposed method respectively. It is clear from the figure that FAR
(False Acceptance Rate) and FRR (False Rejection Rate) gets considerably reduced at
the normal operating conditions for the proposed method. Even though the recognition
accuracy remains same for the grid search and the genetic algorithm based method,
lesser FAR and FRR could be achieved with genetic algorithm based method. This is
evident from the respective DET plots.

4 Conclusion and Future Directions

Integration weight optimization technique is proposed here for improving multibiomet-
ric system performance under various noise conditions. We studied the performance of
the proposed technique in the context of fingerprint and voice biometrics using score
level fusion. The proposed method could successfully eliminate the attenuating fusion
under various noise conditions. This method is straightforward without any theoretical
complexities. Moreover, by estimating the optimal integration weight using linear pro-
gramming and leave-one-out cross validation techniques, we could automate the pro-
cess and make the system more robust to fluctuating inputs. Thus, the proposed method
could very much reduce the computational complexity involved in the determination of
the optimal integration weight. The proposed scheme could be easily integrated with
any biometric modalities, where the accuracy and robustness depends on the quality of
biometric samples at hand. This method finds extremely useful in applications where
there are less number of training samples. One of the demerits of the proposal is that,
at the extreme noise conditions the fusion module contributes zero weighting to the
voice modality, to eliminate the attenuating fusion. Under these conditions, the overall
performance depends solely on the fingerprint matcher. Our future concentration is to
develop a multibiometric system that can improve the recognition accuracy at extreme
noise conditions, than any of the unimodal systems, while maintaining reduced FAR
(False Acceptance Rage) and FRR (False Rejection Rate).
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Abstract. Information security is becoming more important in the field of in-
formation processing and management. Due to the fast development in the 
communication, a wide verity of information are transmitting in multiple me-
dias like telephone, mobile, television, satellite communication, optical com-
munication. Since image is also a very important information and there is a 
need for security in transmitting the image in most of the applications like satel-
lite image transmissions, military applications, medical application and telecon-
ferencing etc. In this paper, we describe a method for image encryption which 
has two stages. In first stage, each pixel of an image is converted to its equiva-
lent eight bit binary number and in that eight bit number, number of bits equal 
to the length of password are rotated and then reversed. In second stage, a carri-
er image generated from the same password is added on the resultant image of 
first stage to which results final encrypted image. 

1   Introduction 

With the fast development in communication and information technology, huge data 
is transmitted over a communication channel which needs security. There are many 
applications like information storage, information management, patient information 
security, satellite image security, confidential video conferencing, telemedicine, mili-
tary information security and many other applications which require information se-
curity. Komal D Patel and Sonal Belani [1] have presented a survey on existing work 
which is used different techniques for image encryption and also given a general in-
troduction about cryptography. There are several methods for image encryption with 
some advantages and disadvantages. Ismet Ozturk and Ibrahim Sogukpinaar [2] have 
discussed the analysis and comparison of image encryption algorithms. And they 
classify the image encryption methods in to three major types: position permutation, 
value transformation and visual transformation. Borko Furht et. al. [3] have discussed 
about some of the most important techniques for image encryption based on encrypt-
ing only certain parts of the image in order to reduce the amount of computation. 
Panduranga H T and Naveenkumar S K [4] have proposed an approach using bit re-
versal method in which the encryption process is divided into three stages. In first 
stage each pixel of an image is in the form of decimal number is converted in to its 
equivalent eight-bit binary number. In second stage this eight-bit binary number is ar-
ranged in reverse order. In third stage this new binary number is get converted in to its 
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equivalent decimal number. Panduranga H.T. et. al. [5] have proposed an approach 
for image encryption using dual carrier image which improves the efficiency of en-
cryption. S. R. M. Prasanna et. al [6] have presented an image encryption method with 
magnitude and phase manipulation using carrier images. Here they used the concept 
of carrier images and one dimensional Discrete Fourier Transform for encryption pur-
pose and it deals with private key cryptosystem, works in the frequency domain. 

Organization of the paper is as follows: Section 2 explains the image encryption 
technique by using bits rotation and reversal methods based on password and also  
explains the creation of carrier image based on the same password. Results and dis-
cussions are explained in Section 3. This paper is concluded by providing the sum-
mery of the present work in section 4.  

2   Proposed Technique 

In this method, encryption process is divided into two stages. For two stage approach 
only one password is used as encryption key. In first stage, a password is taken along 
with input image. Value of each pixel of input image is converted into equivalent 
eight bit binary number. Now length of password is considered for bit rotation and  
reversal. i.e., Number of bits to be rotated to left and reversed will be decided by the 
length of password. Let L be the length of the password and LR be the number of bits 
to be rotated to left and reversed (i.e. LR is the effective length of password). The rela-
tion between L and LR is represented by equation (1).  

LR =L mod 7                                                    (1) 

where ‘7’ is the number of iterations required to reverse entire input byte.  
For example,  ,  is the value of pixel of an input image. [B1 B2 B3 B5 B6 B7 B8] 

is equivalent eight bit binary representation of  , . 
 

i.e.  ,     
 

 
If LR=5, five bits of input byte are rotated left to generate resultant byte 
as . After rotation, rotated five bits i.e. , get  
reversed as  and hence we get the resultant byte as shown below. 

      ,    
 

where  , is the value of output pixel of resultant image.  
Since the weight of each pixel is responsible for its colour, this process change in 

weight of each pixel generates encrypted image. At the end of first stage, an en-
crypted image is generated, but this encrypted image can be decrypted by other pass-
words of same length as original password. To avoid this inconvenience second stage 
of encryption has designed. 

At second stage, a carrier image is generated from the password which has entered 
in first stage. ASCII value of each element of password is arranged in a matrix form 
of size equal to the size of input image. Entering the ASCII values of password in  
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1(a).  

1(b).  

Fig. 1. (a). Block Diagram of Image Encryption Process. (b). Block Diagram of Image Decryption 
Process. 
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that matrix repeats till entire matrix is filled to generate a carrier image with the size 
equal to input image. Bitwise-Exclusive-OR operation is applied on the carrier image 
generated in this stage and encrypted image generated in first stage to generate final 
encrypted image. 

Fig. (a, b). shows block diagram representation of Image Encryption and Decryp-
tion techniques respectively. As shown in Fig. 1(b).  decryption process is carried out 
in two stages. In first stage, the carrier image generated by password undergoes Bit-
wise-Exclusive-OR operation with the encrypted image. Second stage of decryption 
process is similar to first stage of encryption process. But case of encryption, bits of 
input byte were rotated to left and then reversed, whereas in decryption process, bits 
of input byte are rotated to right and then reversed.  

3   Results and Discussions 

Here, the above mentioned technique is implemented for different images and pass-
words. We have observed that for good quality of encryption, minimum effective 
length of the password (LR) should be four. 

 

2(a)   

Fig. 2. (a). Encryption Process: Lena Image as input, Encrypted Image in first stage, Carrier 
Image generated by password “sharath”, Encrypted Image in second stage. (b). Decryption 
Process: Encrypted Image as input to Decryption process, Carrier image generated by password 
“sharath”, Decryption in first stage, Decryption In second stage. (c,d). Histograms of Input Im-
age and final Encrypted image respectively. 
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2(b)  

2(c)       2(d)  
 

Fig. 2. (continued) 
 
 

From Fig. 2(a). it can be observed that as the length of password “sharath” is  
seven, all the bytes in each pixel are reversed and hence encryption level is effective. 
Where as in Fig. 3. length of password is three, and hence encryption is not so  
effective. 

Fig. 4. (a, b) is the result of implementation of encryption and decryption  
process for two passwords of same length. Since both passwords are of same length, 
at the final decryption stage image is partially decrypted though both passwords are 
different.  
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Fig. 3. Input Image, Encrypted Image at first stage, Carrier Image generated by password “abc”, En-
crypted Image at second stage 

 

4(a)    4(b)  

Fig. 4. (a). Encryption Process with password “sharath”. (b). Decryption process with password 
“1234567”.  



 A Two Stage Combinational Approach for Image Encryption 849 

4   Conclusion 

In this paper, we explained the two stage image encryption technique which need only 
one password for both stages. In first stage based on password length, each pixel of 
image gets rotated and reversed. In second stage, a carrier image generated by the 
same password added with resultant image of first stage to generate final encrypted 
image. 
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Abstract. This paper presents a new robust face recognition technique based on 
the extraction and matching of Wavelet-SIFT features from individual face im-
ages. Here, Biorthogonal wavelet 4.4 is employed as the basis for Discrete 
Wavelet Transform of the images. Then, SIFT Face recognition method is  
applied on LL and HH sub band combination of images for recognition. The re-
sults obtained with the proposed method are compared with basic SIFT face 
recognition and classic appearance based face recognition technique (PCA) 
over three face databases: Nottingham database, Aberdeen database and Iranian 
database. 

Keywords: Scale Invariant Feature Transform (SIFT), Wavelet Transform, 
Face Recognition, Principal Component Analysis (PCA).  

1   Introduction 

Face recognition is one of the most challenging research areas over last 40 years [11]. 
The most popular face recognition approaches make use of appearance-based projec-
tion methods, like PCA (Principal Component Analysis) [9], LDA (Linear Descrimi-
nant Analysis) [10] or ICA (Independent Component Analysis) [2]. However, the 
above algorithms are mostly sensitive to light, expression, pose etc. However, recent 
research interest on point detectors and invariant descriptors has opened a new alter-
native for model-based face recognition and authentication. In this paper, we propose 
an algorithm based on Wavelet-SIFT descriptors. 

SIFT (Scale Invariant Feature Transform) descriptors were initially developed for 
object recognition purposes [8] and then, also used for others, like robot navigation 
[11], scene classification [7], etc. Later, SIFT features have also been used by differ-
ent authors in the field of face recognition [3], with promising results. It has the  
advantage that feature descriptors are invariant to scale, rotation and affine transfor-
mation, etc. and has strong robustness for the occlusion problem. In this method, face 
image features are extracted using SIFT and then compared the test face image fea-
tures with features of trainee database to recognize the face. To improve the accuracy 
and to reduce the time for recognition, we propose a new method based on Wavelet-
SIFT descriptors for face images. Here, we apply Biorthogonal wavelet transform [6] 
to an image before it undergoes SIFT operation. Then we take the combination of LL 
and HH sub bands for SIFT operation.  
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The paper is organized as follows. Section 2 describes SIFT. In section 3, proposed 
method is detailed. Experimental evaluation and results are presented in Section 4. 
Conclusion and future work are described in section 5. 

2   Scale Invariant Feature Transform 

Scale Invariant Feature Transform (SIFT) algorithm  [5] has been proposed for ex-
tracting features that are invariant to rotation, scaling and partially invariant to 
changes in illumination and affine transformation of images to perform matching of 
different views of an object or scene. Steps for extracting SIFT features as follows. 

Firstly, extreme values are detected at the different scales of the image, and are the 
keypoint candidates. Secondly, Taylor series and Hessian matrix are used to deter-
mine stable keypoints; thirdly, the gradient orientation is assigned to the keypoint by 
using its neighborhood pixels, and finally, keypoint descriptor is obtained. 

2.1   Detection of Scale Space Extrema 

The first stage of keypoint detection is to identify locations and scales that can be  
repeatedly assigned under differing views of the same object. The scale space of  
an image is defined as a function L(x,y,σ) that is produced from the convolution of a 
variable scale Gaussian function G(x,y,σ) with an input image I(x,y). 

),(),,(),,( yxIyxGyxL ∗= σσ                                    (1) 

Where, σ is scale of blurring.  
The 2D Gaussian kernel is given by 
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To efficiently detect the stable keypoint locations, we use scale space extrema in the 
difference of gaussian (DOG) function convolved with the image, and is computed 
from the difference of two nearby scales separated by a constant multiplicative  
factor k , 

),()),,(),,((),,( yxIyxGkyxGyxD ∗−= σσσ    

  
),,(),,( σσ yxLkyxL −=                            (3) 

In order to find the local extrema (maxima or minima) of D(x,y,σ), each sample point 
is compared to its eight neighbors in the current image and nine neighbors in the scale 
above and below the image. Local extrema is selected only if the current pixel is larg-
er or smaller than the remaining pixels and is discarded otherwise. 
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2.2   Keypoint Localization 

The location of keypoint is considered to filter the keypoints which are sensitive to 
noise or no edge effect in this process. The reference [4] shows that, according to 
Taylor quadratic expansion, DOG(x,y,σ) can delete the extreme points which have 
lower contrast and the value of Hessian vector and the ratio of determinant can reduce 
the edge effect. 

2.3   Orientation Assignment 

After the position and scale of the keypoint is determined, the next step is keypoint’s 
direction, which can ensure the feature’s rotation invariance. The direction is calcu-
lated by the image information of keypoint’s neighborhood. For each extreme point, 
L(x, y) at this scale, the gradient magnitude m(x, y) and orientation θ(x, y) are com-
puted using  

 
22 ))1,()1,(()),1(),1((),( −−++−−+= yxLyxLyxLyxLyxm    

))),1(),1(/())1,()1,(((tan),( 1 yxLyxLyxLyxLyx −−+−−+= −θ
           (4) 

An orientation histogram is formed from the gradient orientations of sample points 
within a region around the keypoint. The orientation histogram has 36 bins covering 
the 360 degree range of orientations. Each sample added to the histogram is weighted 
by its gradient magnitude and by a Gaussian-weighted circular window with a σ that 
is 1.5 times that of the scale of the keypoint. 

Peaks in the orientation histogram correspond to dominant directions of local gra-
dients. The highest peak in the histogram is detected, and then any other local peak 
that is within 80% of the highest peak is used to create a keypoint with that orienta-
tion. Therefore, for locations with multiple peaks of similar magnitude, there will be 
multiple keypoints created at the same location and scale but at different orientations. 
Only about 15% of points are assigned multiple orientations, but these contribute  
significantly to the stability of matching. Finally, a parabola is fit to the 3 histogram 
values closest to each peak to interpolate the peak position for better accuracy.  

2.4   Keypoint Descriptor 

The descriptor for keypoint is highly distinctive and invariant to illumination and 3D 
view point changes. To generate a keypoint descriptor, consider a 16×16 window 
around the keypoint and divide it into sixteen 4×4 consecutive windows. Within each 
4×4 window, gradient magnitudes and orientations are calculated. These orientations 
are put into an 8 bin histogram. 

Any gradient orientation in the range 0-44 degrees add to the first bin. 45-89 add to 
the next bin. And the amount added to the bin depends not only on the magnitude of 
the gradient but also on the distance from the keypoint. This is done by using “Gaus-
sian weighting function” and this generates a gradient. Multiply it with the magnitude 
of orientations and get weighted thing. Here the purpose of Gaussian window is to 
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avoid sudden changes in the descriptor. Doing this for each 4×4 sub-window, for each 
window 16 pixels, we compute 16 random orientations into 8 predetermined bins. 
And totally, we have 4×4×8=16 (4×4 windows) ×8 (each window has 8 bins) =128 
numbers, and normalize these numbers. These 128 numbers form the “feature vec-
tor” of corresponding keypoint.  

2.5   Procedure for Face Recognition Using SIFT 

a.  Train a database and find the features for all images in the database using 
SIFT algorithm. 

b. Input a new face image and find its features. 
c. Now, compare the feature descriptors of new face image with feature  

descriptors of one image in Training database. 
d. Calculate the number of nearest matches between two images. 
e. Repeat steps c and d for each trainee image in the database and save corres-

ponding number of matches. 
f. The Image with more number of matches in trainee database is the recog-

nized image.  

The main idea of Face recognition using SIFT is that there is one point of the face 
which contains a very distinctive features of the subject, which could be found in the 
test image. 

SIFT is a feature transform and extracts features from images. Normally, extracted 
features are more and also depend on nature of an image. If we have more number of 
such trainee images then recognizing a face for a test image will take more time for 
comparison. Time is also a crucial factor in recognition. To reduce time for recogni-
tion and to improve recognition accuracy we propose a new method, in which wavelet 
transform is applied to images before undergoing SIFT operation. 

3   Proposed Method 

Here, we proposed a method based on wavelet transform, applied on input images be-
fore extracting their feature points and descriptors. 

The basic thought of wavelet transform [6] is using the same function by expand-
ing and shifting to approach the original signal. The wavelet coefficients carry the 
time-frequency information in certain areas. It has good local characteristics both  
in time domain and frequency domain. It can maintain the fine structure of the origi-
nal images in various resolutions and it is convenient to combine with human vision 
characteristics.  

Compared with the orthogonal wavelet, biorthogonal wavelet has more obvious 
superiority in image processing because it balances the orthogonality and symmetry. 
In addition, the reconstructing signal of biorthogonal wavelet transform is suitable to 
embed watermark for its balance. Here we are using Biorthogonal wavelet 4.4.   

Wavelet transform decomposes an image into one low frequency sub band (LL) 
and three high frequency sub bands (LH,HL,HH). In the proposed algorithm, LL and 
HH sub bands are used since the image information is preserved by LL component 
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and edge information is preserved by HH component. The effect of facial expression 
could be attenuated by eliminating high frequency components [1]. 

3.1   Procedure for Face Recognition Using Wavelet-SIFT 

a.  For Trainee database, apply Biorthogonal wavelet 4.4 transform, then apply 
SIFT algorithm to LL, HH sub-band combination of each image and obtain 
corresponding feature descriptors. 

b. For test image, apply Biorthogonal wavelet transform and obtain its feature 
descriptors by applying SIFT to LL, HH sub-band combination. 

c. Now, compare the feature descriptors of new face image with feature  
descriptors of one image in Trainee database. 

d. Calculate the number of nearest matches between two images using nearest 
neighbourhood criteria. 

e. Repeat steps c and d from each trainee image in the database and save corre-
sponding number of matches. 

f. The image with more number of matches in trainee database is the recog-
nized image. 

Block diagram of the proposed method is shown in Fig. 1. 

 

 

Fig. 1. Block diagram of Wavelet-SIFT method 

4   Experimental Evaluation and Results 

In this section, we present the experimental evaluation of our proposed method on dif-
ferent databases. Performance of our method is compared with SIFT based face rec-
ognition on accuracy and time for recognizing a single image. We run the Matlab 
code on Intel 3GHz core2dual processor. 

Evaluation on Iranian database: Iranian database [12] contains 330 images of 33 
subjects, each of 1200×900 dimensions. Each subject has 10 images varies in facial 
expressions, view point, illumination and affine changes. Here, we are taking different 
trainee databases depends on number of training samples (K) per subject.  

Trainee  
Database 

 
Test Image 

Wavelet 
Transform 

Wavelet 
Transform 

 

Recognition by    
Euclidean 

 

  
  SIFT 

  
  SIFT 

(LL+HH) 
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Table 1 summarizes the comparison of recognition rate and time elapsed for recog-
nizing single image with our method and with PCA and SIFT face recognition at dif-
ferent trainee image sizes (K). 

Table 1. Results on Iranian database 

Algorithm 

% accuracy Time (sec) 

K=4 K=6 K=9 K=4 K=6 K=9 

PCA 12.1 63.63 84.8 7.32 14.8 31.12 

SIFT 12.1 81.81 90.9 450.8 780.5 1192.2 

Proposed method 18.1 81.81 90.9 47.08 83.2 169.7 

 
From Table 1, for K=4 accuracies of three methods are very less and our pro-posed 

method has little bit high accuracy than the other methods. Accuracies of three me-
thods are increased with increasing trainee database. But this is not very significant in 
the case of PCA method. In all the cases, the proposed method takes less time for rec-
ognition compared to SIFT.  

 

 

Fig. 2. Results on Iranian database for K=4 a) PCA b) SIFT c) Proposed method 

 

Fig. 3. Results on Iranian database for K=6 a) PCA b) SIFT c) Proposed method 
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Fig. 4. Results on Iranian database for k=9 a) PCA b) SIFT c) Proposed method 

Figure 2 shows recognition results on Iranian database for K=4, where all methods 
fail to recognize the test image. For K=6, SIFT and proposed method recognizes  
the image but PCA fail to do, as shown in Fig.3. All the methods recognizes the test 
image, further increasing trainee data size to K=9 as shown in Fig.4.  

Evaluation on Nottingham database: Nottingham database is one database in PICS 
database [13] which contains 497 images of 71 subjects, each of 288×384 dimensions. 
Each subject has 7 images varies in facial expression, affine changes and illumination 
changes. Here, we have taken 4 images per subject as trainee data, and other 3 as test 
images.  

Table 2, summarizes the comparison of recognition rate and time elapsed for re-
cognizing single image with the proposed method and PCA, SIFT face recognition 
techniques. 

Table 2. Results on Nottingham database 

Algorithm % accuracy Time (sec) 

PCA 63.3 45.76 

SIFT 97.18 200.78 

Proposed method 98.59 85.26 

 
From Table 2, we can observe that PCA takes less time compared to SIFT and pro-

posed method, but accuracy is very less compared to other. Wavelet-SIFT takes less 
time compared to SIFT based face recognition. 

Evaluation on Aberdeen database: Aberdeen database is another database in PICS 
database [13], which contains 252 images of 63 subjects, each of 400×560 dimen-
sions. Each subject has 4 images varies in illumination and affine changes. We have 
taken 3 images per subject as trainee database and remaining image as test image.  

Table 3 summarizes the comparison of recognition rate and time elapsed for  
recognizing single image with the proposed method and PCA, SIFT face recognition 
techniques. 

From Table 3, accuracy of PCA is very less compared to other methods though 
time taken for recognition is less. Proposed method takes less time compared to SIFT 
method.   
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Table 3. Results on Aberdeen database 

Algorithm % accuracy Time (sec) 

PCA 40.32 14.13 

SIFT 95.16 175.38 

Proposed method 95.16 44.85 

 
By comparing the above results with all data bases, it can be seen that PCA face 

recognition takes less time but the accuracy of the system is very low compared to 
SIFT and Wavelet-SIFT (proposed method). Our proposed method gives better results 
than SIFT face recognition in terms of Time. The accuracy of PCA, SIFT, Wavelet-
SIFT increases with respect to trainee dataset. 

5   Conclusion and Future Work 

This paper presents a new approach for face recognition based on Wavelet-SIFT fea-
tures. Experiments on different databases like Nottingham, Aberdeen and Iranian 
show that the proposed method gives better performance in terms of time and accura-
cy than PCA and SIFT based face recognition techniques. Though, PCA based face 
recognition takes less time for recognition, the accuracy is very low compared to the 
proposed method. Our method outperforms totally on SIFT based face recognition 
technique. 

In this paper, we concentrated only on facial expressions and illumination changes 
of face images for face recognition. Our future work concentrates on extending this 
technique to face identification of distorted/ manipulated images. 
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Abstract. This paper proposes an image denoising technique based on Neutro-
sophic Set approach of wiener filtering. A Neutrosophic Set (NS), a part of neu-
trosophy theory, studies the origin, nature, and scope of neutralities, as well as 
their interactions with different ideational spectra. Now, we apply the neutro-
sophic set into image domain and define some concepts and operators for image 
denoising. Here the image is transformed into NS domain, which is described 
using three membership sets: True (T), Indeterminacy (I) and False (F). The  
entropy of the neutrosophic set is defined and employed to evaluate the inde-
terminacy. The ω-wiener filtering operation is used on T and F to decrease the 
set indeterminacy and remove noise. We have conducted experiments on a va-
riety of noisy images using different types of noises with different levels. The 
experimental results demonstrate that the proposed approach can remove noise 
automatically and effectively. Especially, it can process not only noisy images 
with different levels of noise, but also images with different kinds of noise well 
without knowing the type of the noise. 

Keywords: Image denoising, Neutrosophic Set, Wiener filtering, Entropy, 
PSNR.  

1   Introduction 

An image is often corrupted by noise during its acquisition and transmission. Image 
denoising is used to remove the additive noise while retaining as much as possible  
the important signal features. Despite that a huge number of approaches has been  
proposed, denoise algorithms performance mainly depends on a suitable representa-
tion to describe the original image information and noise type. 

The neutrosophic set approach had been applied into image processing such as  
image thresholding [1], image segmentation [2, 3] and image denoising based on neu-
trosophic median filtering [4]. In this article, the new image denoising technique 
based on neutrosophic set approach of wiener filtering has been proposed. First the 
image is transformed into NS domain, which is described using three membership 
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sets: True (T), Indeterminacy (I) and False (F). The entropy of the neutrosophic set is 
defined and employed to evaluate the indeterminacy. The ω-wiener filtering operation 
is used on T and F to decrease the set indeterminacy and remove noise.  After the fil-
tering process, the noise will be removed. The image will be transformed from NS 
domain into normal image. We have conducted experiments on a variety of noisy 
images using different types of noises with different levels. The experimental results 
demonstrate that the proposed approach can remove noise automatically and ef-
fectively. Especially, it can process not only noisy images with different levels of 
noise, but also images with different kinds of noise well without knowing the type 
of the noise. 

The rest of paper is organized as follows. In section 2 we formulate the neutro-
sophic wiener filter for image denoising.  The results for the proposed filtering me-
thod are discussed in section 3. Finally some conclusions are drawn in section 4. 

2   Neutrosophic Image Denoising 

Neutrosophy, a branch of philosophy introduced in [5] as a generalization of dialec-
tics, studies the origin, nature and scope of neutralities, as well as their interactions 
with different ideational spectra. Neutrosophy theory considers proposition, theory, 
event, concept or entity, <A> is in relation to its opposite <Anti-A> and the <Neut-
A> which is neither <A> nor <Anti-A>. The neutrosophy is the basis of the  
neutrosophic logic, neutrosophic probability, and neutrosophic set and neutrosophic 
statistics [5]. In neutrosophic set, the indeterminacy is quantified explicitly and the 
truth-membership, indeterminacy-membership and falsity-membership are indepen-
dent. The neutrosophic set is a general formal frame work which generalizes the con-
cept of the classic set, fuzzy set [6], interval valued fuzzy set [7], intuitionistic fuzzy 
set [8], and interval valued intuitionistic fuzzy set [9], paraconsistent set, dialetheist 
set, paradoxist set and tautological set [5]. The definition of a neutrosophic set and its 
properties are described briefly.   

2.1   Neutrosophic Set 

Definition 1 (Neutrosophic Set): Let U  be a Universe of discourse and a neutroso-

phic set A  is included inU . An element x  in set A  is noted as ( )FITx ,, . 

FIT ,, are real standard and non standard sets of  [1,0] +− with 

.inf_inf_inf_inf_sup,_sup_

sup_sup_inf_infsup,_sup

inf,_infsup,_supinf,_infsup,_sup

fitnfi

tnandfFfF

iIiItTtT

++=+
+===

====
 

T, I and F are called the neutrosophic components. The element ( )FITx ,, belongs 

to A  in the following way. It is %t true in the set, %i indeterminate in the set, and 
%f false in the set, where t varies inT , i varies in I and f varies in F .  
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2.2   Transform the Image into Neutrosophic Domain 

Definition 2 (Neutrosophic image): Let U  be a Universe of discourse and W is a 

set of U , which is composed by bright pixels. A neutrosophic image NSP  is charac-

terized by three membership sets FIT ,, . A pixel P  in the image is described as 

( )FITP ,, and belongs to W  in the following way: It is t true in the set, i indetermi-

nate in the set, and f false in the set, where t varies inT , i varies in I and f varies 

in F . Then the pixel ),( jiP in the image domain is transformed into the neutrosoph-

ic set domain )},(),,(),,({),( jiFjiIjiTjiPNS = , where ),(),,( jiIjiT  and 

),( jiF  are the probabilities belong to white pixels set, indeterminate set and non 

white pixels set respectively, which are defined as: 
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( ) )),(),((, jigjigabsji −=δ                                     (4) 

),(1),( jiTjiF −=                                                          (5) 

where ),( jig is the local mean value of the pixels of the window. ),( jiδ  is the  

absolute value of difference between intensity ),( jig and its local mean value 

),( jig .  

2.3   Neutrosophic Image Entropy 

For a gray image, the entropy is utilized to evaluate the distribution of the gray levels. 
If the entropy is maximum, the intensities have equal probability. If the entropy is 
small, the intensity distribution is non-uniform.  

Definition 3 (Neutrosophic image entropy): Neutrosophic entropy of an image is 
defined as the summation of the entropies of three subsets IT , and F : 

FITNS EnEnEnEn ++=                                                       (6) 

)(ln)(
}max{

}min{

ipipEn T

T

Ti
TT 

=
−=                                                 (7) 

)(ln)(
}max{

}min{

ipipEn I

I

Ii
II 

=

−=                                                    (8) 



864 J. Mohan et al. 

)(ln)(
}max{

}min{

ipipEn F

F

Fi
FF 

=

−=                                         (9) 

where TEn , IEn and FEn are the entropies of sets IT , and F respectively. )(ipT , 

)(ipI and )(ipF are the probabilities of elements in IT , and F respectively, 

whose values equal to i . 

2.4   ω-wiener Filtering Operation 

The values of ),( jiI is employed to measure the indeterminate degree of ele-

ment ),( jiPNS . To make the set I correlated with T and F , the changes in T and 

F  influence the distribution of element in I and vary the entropy of I . 

Definition 4 (ω - wiener filtering operation): A ω - wiener filtering operation 

for NSP , ( )ωNSP̂  is defined as: 
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where ),(ˆ ji
T
δ is the absolute value of difference between intensity ),(ˆ jiT and its 

local mean value ),(ˆ jiT  at ),( ji after ω - wiener filtering operation. 

The summary of image denoising method based on neutrosophic set approach of 
wiener filtering is described as below:  
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Step 1: Transform the image into NS domain; 

Step 2: Use ω - wiener filtering operation on the true subset  T  to obtain ωT  ; 

Step 3: Compute the entropy of the indeterminate subset )(,ˆ
ˆ iEnI
Iωω ; 

Step 4: if δ
ω

ωω <
−+

)(

)()1(

ˆ

ˆˆ

iEn

iEniEn

I

II
, go to Step 5; Else ωTT ˆ= , go to Step 2; 

Step 5: Transform subset ωT̂  from the neutrosophic domain into the gray level  

domain. 

3   Results and Discussion 

In the experiments, Lena and Cameraman images are used to evaluate the perfor-
mance of the proposed method and compared with two filters such as median filter 
and wiener filter. Different kinds of noise such as Gaussian noise and salt and pepper 
noise with different levels are added into the image.  

The performance of the denoising algorithm is measured by the peak signal to 
noise ratio (PSNR) in decibel (dB), which is computed using the following formula: 

( ) ( )( )
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where ( )jiI ,  and ( )jiI d , represent the intensities of pixels ( )ji,  in the original 

image and denoised image respectively. The higher the PSNR, the better the denois-
ing algorithm is. 

First, the proposed denoising algorithm is compared with median and wiener filter 
in removing Gaussian noise with different noise levels added to the Lena and came-
raman images. The comparison of these filters based on PSNR with different noise 
levels is shown in Fig. 1a for Lena image and Fig. 1b for Cameraman image. 
 

 
(a) (b) 

Fig. 1. Comparison of Median, Wiener, and NS Wiener Filters for Gaussian noise based on the 
PSNR in dB values: (a) Lena (b) Cameraman. 
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(a) (b) 

(c) (d) 

                                 
(e) 

Fig. 2. a) Original Image, b) Noisy image (Gaussian noise): Lena (PSNR 29.57), Cameraman (PSNR 
29.82) c) Denoised using Median Filter: Lena (PSNR 31.03), Cameraman (PSNR 31.53) d) Denoised 
using Wiener: Lena (PSNR 31.4), Cameraman (PSNR 33.01) e) Denoised using NS Wiener: Lena 
(PSNR 33.63), Cameraman (PSNR 33.59)   

 

 
(a) (b) 

 
Fig. 3. Comparison of Median, Wiener, and NS Wiener Filters for salt and pepper noise based 
on the PSNR in dB values: (a) Lena (b) Cameraman 
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(a) (b) 

 
(c) (d) 

 
Fig. 4. a) Noisy image (salt and pepper noise): Lena (PSNR 30.28), Cameraman (PSNR 30.32) 
b) Denoised using Median Filter: Lena (PSNR 32.24), Cameraman (PSNR 32.07) c) Denoised 
using Wiener: Lena (PSNR 35.28), Cameraman (PSNR 33.93) d) Denoised using NS Wiener: 
Lena (PSNR 36.11), Cameraman (PSNR 35.61) 

Table 1. Comparison of Median, Wiener, NS Wiener Filters Based on PSNR in dB for Gaus-
sian Noise 

N
oi

se
 

de
ns

it
y 

PSNR (dB) 
Median Wiener NS wiener 

Lena Camera 
man 

Lena Camera 
man 

Lena Camera 
man 

0.001 31.97 31.96 35.29 34.51 35.24 34.51 

0.002 31.79 31.81 34.49 33.85 35.28 34.32 

0.003 31.68 31.7 33.8 33.29 35.08 34.13 

0.004 31.51 31.61 33.2 32.92 34.87 34.06 

0.005 31.39 31.48 32.74 32.55 34.65 33.95 

0.006 31.32 31.43 32.39 32.31 34.51 33.89 

0.007 31.29 31.37 32.09 31.89 34.46 33.74 

0.008 31.12 31.32 31.74 31.78 34.22 33.78 

0.009 31.09 31.21 31.51 31.46 34.09 33.56 

 
From the comparison on visual and quantity measures in Fig. 2, conclude that the 

Neutrosophic approach of wiener filtering is not only removes the Gaussian noise and 
also achieves the high PSNR. Second, the proposed filter is employed to remove the 
other type of noise such as salt and pepper noise. The comparison of PSNR values of 
different filters are shown in Fig. 3a for Lena image and Fig. 3b for Cameraman  
 



868 J. Mohan et al. 

Table 2. Comparison of Median, Wiener, NS Wiener Filters Based on PSNR in dB for Salt and 
Pepper noise 

N
oi

se
 

de
ns

it
y 

PSNR (dB) 
Median Wiener NS wiener 

Lena Camera 
man 

Lena Camera 
man 

Lena Camera 
man 

0.01 32.29 32.06 36.16 33.81 37.88 35.66 

0.02 32.02 31.82 35.74 33.46 36.73 35.38 

0.03 31.78 31.57 35.23 32.94 36.04 35.03 

0.04 31.52 31.31 34.94 32.56 35.66 34.81 

0.05 31.28 31.06 34.53 32.21 35.31 34.55 

0.06 30.99 30.8 34.15 31.82 34.99 34.32 

0.07 30.72 30.56 33.79 31.52 34.71 34.03 

0.08 30.51 30.32 33.44 31.27 34.41 33.88 

0.09 30.25 30.04 33.27 30.81 34.21 33.61 

 
image. From Fig. 4, the proposed filter outperforms the other two filters. The PSNR 
values of the proposed filter, median and wiener filter for Lena and Cameraman im-
ages with Gaussian and Salt and pepper noise is tabulated in Table 1 and Table 2. 

4   Conclusions 

In this article, a novel image denoising technique based on neutrosophic set approach 
of wiener filtering has been proposed. The image is described as a NS set using three 
membership sets T, I and F. The entropy in neutrosophic image domain is defined and 
employed to evaluate the indetermination. The wiener filter is applied to reduce the 
set’s indetermination and remove the noise in the image. The experimental results 
demonstrate that the proposed approach can remove noise automatically and ef-
fectively. Especially, it can process not only noisy images with different levels of 
noise, but also images with different kinds of noise well without knowing the type 
of the noise. The properties of neutrosophic image will achieve more applications in 
processing and computer vision. 
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Abstract. Digital watermarking using Difference Expansion (DE) is quite pop-
ular to embed reversibly the data followed by recovery of the original image. 
According to this algorithm, the least significant bit (LSB) of inter-pixel differ-
ences (between a pair of neighboring pixel) is used to embed data. It is seen that 
none of the DE works focuses on structural information retentions for the wa-
termarked image at high embedding capacity.  Moreover, security measure of 
the hidden data is not investigated under distortion constraint scenario. To this 
aim, a modification in DE is proposed that not only increase embedding space 
(hence, watermark payload) but also makes little change in structure and con-
trast comparison (imperceptibility) under similar luminance background. A 
simple fuzzy function is used to classify the image content into smooth, texture 
and edge region followed by adaptive distortion control. Modification also 
makes little change in relative entropy between the host and the watermarked 
data that leads to better security of the hidden data. 

Keywords: Reversible watermarking, LSB modification, difference expansion, 
SSIM, KLD and distortion control. 

1   Introduction 

Digital watermarking is a method of embedding useful information into a digital work 
(especially for audio, image, or video) for the purpose of copy control, content au-
thentication, distribution tracking, broadcast monitoring, etc [1]-[3]. This embedded 
information may be visible or invisible called as watermark and after embedding into 
the original data, the later one is called watermarked data. Distortion introduced by 
embedding the watermark is made small as much as possible so that the original and 
the watermarked image remain perceptually equivalent and imperceptible by human 
visualization. However, some typical data, for example, medical and military images, 
and some applications in legal domains do not allow even this small imperceptible 
distortion. This has led to an interest in lossless or reversible watermarking (RW), 
where the embedded watermark is not only extracted, but also perfect reconstruction 
of the host signal is possible from the watermarked image. RW provides authentica-
tion of the host image as well as can be used in covert communication. Performance 
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of a reversible watermarking algorithm is subjected to the following conflicting  
requirements:  

Visible Quality: Visual quality degradation due to embedding should not be per-
ceived by human eye and this distortion should be much less than the conventional 
watermarking scheme. 

Payload Capacity: Data hiding capacity should be high enough to make it suitable 
for intended applications unlike the conventional watermarking scheme where low 
capacity may be acceptable. 

Computational Complexity: The data hiding algorithm needs low mathematical 
complexity, hence, consequent implementation cost should be as low as possible. 

Literature on reversible watermarking is quite rich by this time [1]-[9]. Among them, 
Tian’s difference expansion (DE) scheme is quite popular one, where redundancy 
present in the image content is used to embed reversibly the payload (needed for exact 
recovery of the original image).  This paper makes simple but effective modification 
of DE that improves data hiding capacity with much better visual and statistical invi-
sibility of the hidden data. Increase in embedding space is shown geometrically with 
and without distortion control. To make watermark power adaptive, host image is 
partitioned into smooth, edge and texture regions using a simple fuzzy function of 
edge gradient obtained through sobel’s operator. Then distortion control is set in dif-
ferent values based on these image characteristics. Performance improvement is not 
only shown through simulation results but also is explained through mathematical 
analysis. 

The rest of the paper is organized as follows: Section 2 presents a brief literature 
review on RW,  the limitations and scope of the present work. Section 3 introduces 
several mathematical models used in this work for watermarking performance  
assessment. Section 4 presents fuzzy logic based image partitioning for distortion 
control. Section 5 discussed with proposed algorithm and section 6 presents perfor-
mance evaluation with discussion. Finally conclusions are drawn in Section 7 along 
with scope of future works. 

2   Review of Related Works, Limitations and Scope of the Work 

Several reversible image watermarking algorithms are reported using spatial domain 
and transform domain data embedding. Spatial domain technique embeds data by 
directly modifying pixel values of the host image, while transform domain technique 
embed data by modifying transform coefficients. Spatial domain methods are simpler 
to implement and provide higher hiding capacity but also suffer from lower robust-
ness. On the other hand, transform domain technique offers imperceptibility in a  
better way with improved robustness against common signal processing approach.  
In literature, RW is classified into three major groups: 1) RW based on data compres-
sion approach, 2) RW based on difference expansion approach and 3) RW based on 
histogram bin shifting.  

As mentioned earlier, Tian et al. [1], [3] first propose difference expansion (DE) 
algorithm. According to this scheme, the least significant bit (LSB) of inter-pixel 
differences (between a pair of neighboring pixel) is used to embed data. In principle, 
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the redundancy present in digital images is used to achieve a high-capacity and low-
distortion reversible watermarking. Later on, Alattar et al. [4] extended Tian’s scheme 
by using DE of spatial and cross spectral triplets instead of pixel pairs which increase 
the hiding ability. Tian’s algorithm allows embedding of one bit in every pair of  
pixels, whereas Alatter’s algorithm [4] embeds two bits in every triplet. Soon after 
Alattar et al. [5] extended Tian’s scheme in different way by using DE transform of 
quads and able to embed two bits in every quads. The amount of data that can be em-
bedded into the host image depends largely on the characteristics of image. So this 
technique is not commonly acceptable. Subsequently, Alattar et al. [6] proposed 
another method based on generalized DE method with integer transform where more 
differences were available for expansion and require low cost to record overhead 
information. Wang et al. [7] developed a novel scheme based on vector map which 
reduces the size of the location map. Lin et al [8] had proposed location map free 
reversible data hiding technique based on DE algorithms. Later, Hu et al. [9] pre-
sented another DE scheme which demands efficient payload dependent overflow 
location which has good compressibility than earlier algorithms. It contains two types 
of overflow location: one from embedding and another from shifting.  

It is seen that none of the DE works focuses on structural information retentions for 
the watermarked image at high embedding capacity. Majority of them had tried to 
explore the redundancy in digital images to achieve very high embedding capacity 
with low distortion. Moreover, there is no provision on distortion control analysis in 
DE algorithms [1], [3]. This work makes it adaptive based on different characteristics 
of the host image. We classify an image into smooth, edge and texture region based 
membership of simple fuzzy function for the magnitude of the edge gradient. Accor-
dingly distortion control is set in different values in different regions. Furthermore, in 
the literature of DE; security measure of the hidden data is not investigated under 
distortion constraint scenario. To this aim, a simple yet effective modification in DE 
is suggested that not only increases embedding space but also makes little change in 
structure and contrast comparison under similar luminance perspective. Modification 
also makes a difference in relative entropy between the host and watermarked data 
that in turn leads to higher security for the hidden data. 

3   Mathematical Models for Watermarking Assessment 

This section briefly introduces different quantitative measures used in this work for 
quality assessment of watermarking methods. The measures include peak-signal-to 
noise-ratio (PSNR), structural similarity index metric (SSIM) for visual quality of the 
watermarked images, Kullback-Leibler distance (KLD) for security measure of the 
hidden data. 

3.1   PSNR and MSE 

The simplest, oldest and most widely used technique to quantify image/video signal 
quality is the mean squared error (MSE), computed by averaging the squared intensity 
differences of distorted (watermarked) and original (host) image pixels. Mathemati-
cally it is defined as: 
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M 1 N 1
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Where, two M×N images u and v, one of the images is considered a noisy (here wa-
termarked image) approximation of the original one.  In watermarking, PSNR is also 
the widely used measure to quantify visual distortion made by watermarking process 
as well as different attack operations. MSE is always useful to calculate PSNR in the 
following way:  

2

1 0

2 5 5
P S N R 1 0 lo g

M S E
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                                             (2) 

Where, maximum pixel intensity value is 255 for an 8 bit gray scale image. Note that 
the PSNR does not contain the local content or structure of image or video signal. On 
the other hand, the mean SSIM (MSSIM) index has been shown to be more accurate 
for measuring the quality of images [10], as this measure consists of human visual 
characteristics as well as structure of the content. Although, more recent works incor-
porates entropy masking to include neighborhood contributions and statistical pattern 
that play important roles in human perception, we will consider MSSIM here. 

3.2   SSIM and MSSIM 

SSIM is consistent with characteristics and content of the data as well as visual envi-
ronment. This method is based on the structural information of the image and  
provides a good measure for very different kinds of images, from natural scenes to 
medical images [10]. It compares local patterns of pixel intensities that have been 
normalized for luminance and contrast. SSIM index between two images u and v have 
three levels of comparisons and is defined as follows:  

[ ] [ ] [ ]SSIM(u, v) l(u, v) . c(u, v) . s(u, v)
α β γ=

                            
(3) 

where, l , c and s are the luminance, contrast, structural comparisons between two 
images u and v, and are given by the expressions as follows:  
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Where, C1, C2 and C3 are three constants. The symbols µ and σ are the local mean 
intensity and local standard deviation of an image. The symbol uvσ  is the local cova-

riance coefficient between the images u and v. If α=β=γ=1 and c3=c2/2 are considered, 
it can be rewritten as: 

u v 1 uv 2
2 2 2 2
u v 1 u v 2

(2 C )(2 C )
SSIM(u, v)

( C )( C )

μ μ σ
μ μ σ σ

+ +=
+ + + +

                        

(5) 

The overall value is obtained from the mean of the local SSIM, called MSSIM. The 
above mathematical forms reveal the fact that variance and covariance play an impor-
tant role in SSIM measure and this issue should be taken care in watermarking work 
for better imperceptibility. 
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3.3   KLD 

Kullback-Leibler distance (KLD) is one important security measure between two 
probability distribution function p0 and p1 those are closely related [11]. KLD is used 
widely in steganography for security measure of the hidden data. It is a natural  
distance function from a "true" probability distribution, p1, to a "target" probability 
distribution, p0. It can be interpreted as the expected extra message-length per datum 
due to using a code based on the wrong (target) distribution compared to, using a code 
based on the true distribution. It is frequently used as a measure of ‘distance’ from 
information theory viewpoint. If p0 and p1 are two probability densities, then KLD is 
defined as for continuous functions: 

( ) 1
1 0 1

0

p (x)
KLD(p || p ) p x log dx

p (x)
=                                       (6) 

The log function has base 2. For discrete (not necessarily finite) probability distribu-
tions, the KLD is defined to be: 
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                                       (7) 

where, 1 11 12 1np {p , p ,...., p }= and 0 01 02 0np {p , p ,...., p }= . As mentioned earlier, 

this is used here to quantify the security i.e. statistical invisibility of the hidden data. 

4   Fuzzy Logic Based Image Partitioning and Distortion Control 

It is seen that a natural images posses different characteristics like smooth, edge, tex-
ture region etc. and different regions are in a different way sensitive to embedding 
distortion. This needs adaptive watermark power control so that overall structure of 
the watermarked image is less affected. In automatic identification of image regions, 
it is difficult to find threshold gray values due to imprecise and uncertainties in gray 
values. This has led to the use of various soft computing tools like Neural Network 
(NN), Genetic Algorithms (GAs) and Fuzzy Logic (FL) to resolve uncertainties as 
well as adaptive and optimized solution. Here, we use a simple fuzzy function for 
identification of different image regions. 

4.1   Image Partitioning Using Fuzzy Logic 

We assume here that an image contains edge, smooth and texture regions. First,  
the image is portioned into three different regions and distortion is then controlled 
accordingly: 

The gradient map of an image is generated by using Sobel’s operator, that has two 
mask of same size, viz. one horizontal mask [-1 0 1;-2 0 2;-1 0 1] and one vertical 
mask [-1 -2 -1; 0 0 0; 1 2 1], for each pixel (P) with location (i, j) , its gradient vector 

is defined as i, j i, jM {dx ,dy }= . Where i, jdx and i, jdy are obtained by vertical edge 

mask and horizontal edge mask, respectively. The magnitude of this vector is  
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2 2
i, j i, jg (dx dy )= +                                                       (8) 

Now we consider a fuzzy function, defined as: 

1
func

1 g
=

+
                                                          (9) 

It is clear from func (9), that the membership value of func varies from zero to one 
depending on g value varies from infinity to zero.  

4.2   Error Distortion Control 

The pixel intensity difference value between the host and the watermarked image is 
called error which causes visual distortion. To control or minimize this distortion we 
use a predefined error threshold (Δ). If (x, y) is the original pixel intensity value get 
modified to (x ', y ') after watermark embedding, the error is then x x '− on x and on y 

is y y '− . For low data hiding bit-rate, distortion control is necessary in order to re-

duce the distortions introduced by the watermarking. According to this mechanism, 
any pixel pair will be transformed if it satisfies the following conditions:  

x x '− < Δ and y y '− < Δ                                           (10) 

Using func (9), we partition image into smooth, edge, texture regions and set distor-
tion as Δ1, Δ2 and Δ3, respectively. It is assumed that overall embedding distortion 
using a global Δ would remain similar for Δ1, Δ2 and Δ3 chosen adaptively in respec-
tive regions. 

5   Proposed Modified DE Algorithm 

This section presents the proposed watermarking scheme. For an 8 bit gray scale im-
age, let x, y is a pixel pair bounded by its intensity value within the range of 0 and 
255. Then the forward integer transform is given by: 

x y
x '

2

+ =   
, x y
y '

2

− =   
                                     (11) 

where x '  and y '  are the forward transform pair and the symbol .    indicates floor 

function meaning “the greatest integer less than or equal to”. The inverse integer 
transform of (11) is given by: 

x '' x ' y '= + , y '' x ' y '= −                                        (12) 

According to the general methodology of DE, we can embed a watermark bits (w) to 
the LSB position of y '  using the following rule:  

1y ' 2y ' w= +                                                    (13) 
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where w can be 0 or 1 depending on the watermark bits. The watermarked pixel pairs 
will be represented by: 

1 1x" x ' y '= + , 1 1y" x ' y '= −                                          (14) 

Using these transformations the original image is transferred to watermarked image. 
The next half of the work is related with watermark extraction to get back original 
image from watermarked image. At this point watermarked image is the input, by 
applying (11) to the marked pixel pairs, following pixel pair would be obtained. 

1 1
2

x" y"
x '

2

+ =   
, 1 1

2

x" y"
y '

2

− =   
                                        (15) 

Now watermark bit (b) is retrieved by discarding the LSB of 2y '  and the rest of the 

part ( 2y" ) will be considered for further operation. 

 2
2

y '
y"

2
 =   

                                                         (16) 

Retrieved watermark bits (b) will be same with embedded watermark (w) due to its 
reversibility. Now the original pair of pixel would be back by simply combing (12), 
(15) and (16). 

2 2 2x x ' y"= + , 2 2 2y x ' y"= −                                         (17) 

According to the condition of reversibility the intensity value of the retrieved pixel 
should be same with its corresponding original one, i.e. 2x x= and 2y y= . The whole 

retrieving/reconstruction process will be blind in nature i.e. without the use of the 
original image. In order to confined its applicability in 8 bit gray scale image, x ' and 
y '  should satisfy the conditions: 0 ≤ ( x", y") ≤ 255 to avoid overflow or underflow 

problem. Mathematically,  

0 ≤ ( x ' y '+ ) ≤ 255 and 0 ≤ ( x ' y '− ) ≤ 255 or y ' min((255 x '), x ')≤ −        (18) 

5.1   Condition of Changeability and Expandability 

According to DE theorem, new embedded binary digits (b) will be placed into LSB 
position of the difference value y ' , i.e. expandable difference value after placing the 

embedded bit will be: y 2y ' b= + . To avoid overflow or underflow problem, it 

should satisfy the following conditions:  

y min((255 x '), x ')≤ −  or 2y ' b min((255 x '), x ')+ ≤ −              (19) 

where, b can be 0 or 1 and the above condition is called ‘condition of expandability’. 
Similarly, without making overflow or underflow, any difference value will be 

changeable if and only if it satisfies condition (18) after embedding, i.e. the ‘condition 
of changeability’ is defined as:  
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y '
y ' 2 b min((255 x '), x ')

2
 = + ≤ −  

 

or 2 y ' b
2 b m in ((2 5 5 x '), x ')

2

+  + ≤ −  
 

or 2y ' b min((255 x '), x ')+ ≤ −                                   (20) 

Note that both the conditions (condition of expandability (19) and condition of  
changeability (20)) are same in this case, so, it does not require to check for both the 
conditions separately, whereas in [2] these two conditions are different and needs 
separate checking. This in turn reduces mathematical complexity almost halved lead-
ing to reduction in implementation cost.   

5.2   Data Embedding Process 

The watermark embedding and retrieving process are very much similar as in [3] and 
can be summarized using the following steps: 

1. First the original image is grouped into pair of non- overlapping pixel values. 
Any pair may contain two neighboring value or two pixel intensity value having a 
small difference. Pairing can be done horizontally or vertically or by any specific 
choice for the overall image or for any specific areas. If we make pair horizontally, 
then the total size of matrix that represents horizontal pairing, have the same number 
of column and half of the number of rows of its original. On the other hand, if we 
make pairing vertically, the size of matrix will be same number of rows and half of 
number of column of its original. Then forward integer transform (11) is applied to 
each pair and if it satisfies the condition (18), we will get the average value x '  and 
difference value y '  as shown in (11). 

2. Now four disjoint set of difference values are formed as described below: 

a. EZ: It stands for expandable zero, contains all expandable difference value ( y ' ) 

having zero value. 
b. EN: It stands for expandable non zero, contains all expandable difference value 

( y ' ) having non zeros value, i.e. y '∉EZ.  

c. CN: It stands for changeable non zeros value, contains all changeable non zero 
values of y ' , i.e. y '∉(EZ∪ EN). 

d. NC: It stands for non-changeable values, contains all non-changeable values 
of y ' .  

3. For every difference value belonging to EZ group will be selected for data em-
bedding. Depending on the payload size some selected value belongs to EN group 
will be selected for data embedding which is placed on subset EN1 and all non-
selected value will be placed on subset EN2. For a difference value belongs to subset 
EZ∪ EN1, bit 1is put into the location map and for subset EN2∪ CN∪NC bit 0 is 
put into the location map. From location map we can understand any value is expand-
able (if value=1) or not (if value=0) and finally location map has been compressed by 
using some lossless compression algorithms. 
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Original LSB’s for difference values in EN2∪ CN are then collected and is kept it 
into an array c as a bit stream. 

5. Now location map, original LSB’s and payload for those difference values satis-
fy conditions (18) and (19) are embedded. 

6. After embedding all bits, inverse transformation is performed to obtain water-
marked image. 

5.3   Data Recovery Process 

The decoding and authentication process contains the following steps: 

1. The watermarked image is grouped into pair of pixels in a same fashion used 
during embedding. Forward integer transform is performed to obtain difference and 
average values.  

2. Next two disjoint set of difference value are created as below: 

a. CH: it stands for changeable difference value. 
b. NC: it stands for non-changeable difference value. 

3. Collect LSB’s of all difference value belongs to the subset CH, which form a bit 
stream b contains location map, original LSB’s and payload. 

4. Decode the location map by proper decompressing of the above bit stream  
and restore the original difference value. 

5. Now apply reverse integer transform to get back the original image for  
authentication. 

6   Experimental Results 

This scheme presents performance evaluation of the proposed algorithm along with 
relative gain in imperceptivity, payload capacity and security compared to Tian’s 
algorithms [3].  Although we have perform simulation over large number of gray 
scale images, due to space limitations, we report the same for two test images Lena 
and Boat as shown in Fig. 1. Fig. 1(a) and Fig. 1 (b) show the original image, Fig. 1 
(c) and Fig. 1 (d) show the watermarked images with embedding capacity at 0.0549 
bpp and 0.057 bpp, the corresponding PSNR values are 44.78 dB and 44.188 dB, 
respectively. Fig. 1 (e) and Fig. 1 (f) indicate the watermarked images with embed-
ding capacity at 0.874 bpp, 0.8698 bpp and their corresponding PSNR values are 
39.31 dB and 37.95 dB, respectively using over embedding. Numerical values have 
shown here obtained by using different sets of Δ values. Δ1=3.5, Δ2=11 and Δ3=3.5 
have been used for Fig. 1(c) and Fig.1 (d). Whereas Fig. 1(e) and Fig. 1(f) have been 
analyzed with Δ1=11.7, Δ2=36.7 and Δ3=11.6.  

By adapting over embedding we have achieved higher capacity up to 1.47 bpp with 
its respective PSNR and MSSIM values are 33.44dB and 0.34 for Lena images, where 
the payload size is 385320. Performing similar kind of analysis for Boat images, we 
have achieved the maximum capacity of 1.24 bpp with its respective PSNR, MSSIM 
and payload size values are 33.4 dB, 0.392 and 325982. Data hiding payload may be 
increased further, by more over embedding but the visual quality of the images will 
degrade. As boat image contains more details than Lena image, so it allows less  
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embedding capacity for similar embedding distortion. The highest PSNR values we 
have achieved for Lena images is 44.78 dB with its embedding capacity 0.0549 bpp 
and for Boat image it is 44.18 dB with embedding capacity 0.057 bpp. So, from the 
above discussion we can conclude, our algorithm is convenient to use both for very 
high and very low embedding payload. 

 

 

Fig. 1. Original Image (a) Lena (b) Boat; Watermarked Images: with Low capacity (c) 0.0549 
bpp, 44.78dB, payload size (PS) 14404 (d) 0.057 bpp, 44.188 dB, PS 14970 and with high 
capacity using over embedding (e) 0.874 bpp, 39.31dB, PS 229063 (f) 0.8698 bpp, 37.95 dB, 
PS 228029 for Lena and Boat Image respectively. 

We also have analyzed performance of the proposed algorithm with and without 
distortion control as shown in Fig. 2. For comparison we have shown our result with 
Tian’s results under distortion control scenarios. DE with distortion control provides a 
rhombic shape. For a particular predefined error threshold (Δ), the larger rhombic area 
provides larger embedding space. So, from the Fig. 2 it is clear that our algorithm 
provide larger embedding space than Tian’s one.  

The watermarked image produced after transformation should not introduce visual 
artifacts. By taking the sum and difference of (10), we gets x" y" x y+ = +  and 

x" y" x y− = − , which is exactly same with [3]. It indicates that our algorithm pre-

serves both gray level averages and difference between transformed pair of pixels.  
Furthermore to show the efficiency of our proposed algorithm, the detailed expe-

rimental results for Lena and Boat images are given in Fig. 3 and Fig. 4 respectively. 
In Fig. 3 and Fig. 4 first plot indicates RSNR (dB) vs. watermark payload (bpp), 
second plot indicates SSIM vs. capacity (bpp) and the last plot is a 3-D plot between  
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Fig. 2. Distortion control (DC) plot: (a) our algo without DC; (b) Tian’s algo without DC; (c) 
Our algo with DC and (d) Tian’s algo with DC 

 

Fig. 3. Result for Lena Images: (a) PSNR Vs bpp; (b) SSIM Vs bpp; (c) KLD Vs SSIM Vs bpp 

 

Fig. 4. Result for Boat Images: (a) PSNR Vs bpp; (b) SSIM Vs bpp; (c) KLD Vs SSIM Vs bpp 
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SSIM vs. bit rate (bpp) vs. KLD. From Fig. 3 and Fig. 4 it is clear that with embed-
ding rate beyond 0.8 bpp, our results are superior to Tian’s for Lena image, whereas it 
is not that much effective for Boat images as it contains more detail than Lena image. 
The lower value of KLD indicates that hidden data i.e. statistically invisible. Fig. 3(c) 
and Fig. 4(c) show the watermarked images (both Lena and Boat image) with differ-
ent embedding capacity as security for the hidden data is higher compared to [3].  

7   Conclusions and Scope of the Work 

In this paper, we propose a modified DE algorithm for reversible watermarking. It has 
been shown geometrically as well as through simulation results that the proposed 
modification not only increases the watermark payload limit but also reduces visual 
distortion. Simulation results also show improvement in security of the hidden data 
compared to original DE method. As compare to Tian’s scheme, we have reduced the 
difference component to embed watermark with more no of pixel pairs based on adap-
tive distortion control over the different image regions obtained using fuzzy function 
of edge magnitudes. The computational overhead has been reduced by merging two 
different conditions, ‘condition of expandability’ and ‘condition of changeability’. 
Future work may be extended for the calculation of optimal distortion control (Δ’s) 
values leads a given embedding distortion constrained scenario.  
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Abstract. In this paper a transformed domain based gray scale image 
authentication/data hiding technique using Z transform (ZT) termed as 
ANGAFDZT, has been proposed. Z-Transform is applied on 2 x 2 mask of the 
source image to transform into corresponding frequency domain. Four bits of the 
hidden image are embedded in each mask of the source image. Resulting image 
masks are taken as initial population. New Generation, Crossover and Mutation 
are applied on the initial population to obtain stego image. Genetic algorithm is 
used to enhance the security level. During the process of embedding, dimension 
of the hidden image followed by the content of the message/hidden image are 
embedded. Reverse process is followed during decoding. High PSNR obtained for 
various images compared to existing Chin-Chen Chang et al.[1] conform the 
quality of invisible watermark of ANGAFDZT. 

Keywords: ANGAFDZT, Z-Transform, watermark, Genetic algorithm, PSNR, 
MSE, IF. 

1   Introduction 

Steganographic techniques embed secrete/authenticating information into various 
natural cover data like sound, images, logos etc. Embedded data is referred to as 
stego-data and it must be perceptually indistinguishable from its natural cover. 
Steganography includes the concealment of digital information within data. 
Generally, hidden information may be picture, video, sound file [6], [5]. A message 
may be hidden by using algorithms like invisible ink between the visible lines of 
innocuous documents to ensure the security which is a big concern in modern day 
image trafficking across the network. Security may be achieved by hiding information 
into images. Data hiding [4] in the image has become an important tool for image 
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authentication. Ownership verification and authentication are the major task for 
military people, research institute and scientists. Information security and image 
authentication has become very important to protect digital image document from 
unauthorized access [2]. Data hiding refers to the nearly invisible [3], [7], [12], [13], 
[14] embedding of information within a host data set as message, image or video. A 
classic example of steganography is that of a prisoner communicating with the outside 
world under the supervision of a warden. The data hiding represents a useful 
alternative to the construction of a hypermedia document or image, which is very less 
convenient to manipulate. The motive is to hide a message inside an image keeping its 
visible properties [8] as close as to the original. The most common methods to make 
these alteration is usage of the least-significant bit (LSB) developed through [8] 
masking, filtering and transformations on the source image[5]. Present proposal is an 
algorithm for secure message transmission through block based data hiding.  Most of 
the works [11],[10], [1], [9] used minimum bits of the hidden image for embedding in 
spatial domain, but the proposed algorithm embed with a high payload in transformed 
domain with a bare minimum distortion of visual property.  

Rest of the paper is organized as follows. Section 2 deals with the proposed 
technique. Results and comparisons are given in section 3. Concluding remarks are 
presented in section 4 and references are drawn at end. 

2   The Technique 

In the process of embedding a 2 x 2 mask is chosen from the host image in row major 
order. 2 x 2 mask is transformed into frequency domain using Z transform. Four bits 
of the authenticating message/image is embedded in each 2 x 2 transformed mask. 
Along with the hidden image, the dimensional values are also embedded into the real 
part of the host image mask on the second and third coefficient. First two rows 
contain the header informations. The dimension is extracted from the third row of 
each gray scale pgm image and the same is embedded into first four masks of the 
image as image information starts after fourth row of the image. The fourth row 
contains maximum pixel intensity. On the second coefficient, second and third LSB is 
chosen for embedding. On the third coefficient, third and fourth LSB is chosen for 
embedding. The position is chosen in such a way that there is no loss of precision 
after inverse Z transform. Identical embedding with same information is done in 
second and fourth coefficient to nullify the effect of algebraic addition of complex 
conjugate during reverse transformation. Embedded mask is transformed from 
frequency domain to spatial domain using inverse Z-Transform. 2×2 embedded image 
mask of size 32 bits are taken as initial population. Procedure of New Generation 
followed by Crossover and mutation has been applied on the initial population. For 
New Generation minimum coefficient of the mask is chosen. If the minimum is less 
than zero then subtract magnitude of minimum from each coefficient otherwise skip 
these step. The New Generation is done to keep the image fidelity nearer to original 
one and to avoid in generating negative pixel value during reverse transform. 
Crossover is performed onto the k bits by consecutive bitwise XOR operation on k  
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steps, taking the MSB of the intermediate stream generated in each step. Mutation is 
performed between rightmost 2 bits of the consecutive two pixels of each mask as a 
result rightmost two bits of two consecutive pixels are swapped. Crossover and 
mutation is done in reversible manner. Genetic Algorithm is applied onto the 
embedded image to enhance the level of security. 

The formula for Z- Transform is  

 
Limit is taken 0 to α as pixel value cannot be negative for an image. In the present 
implementation the value of r is taken as 1 and ω varies between 0<= ω <=2π.  For a  
2×2 sub image there are four pixel values in the mask and set of frequencies taken 
are: ω ={ 0, π/2, π, 3π/2} . The formula for forward Z- Transform is  

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1.1. The process to embed the Secret data into the source image 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1.2. The process to extract Secret data from the watermarked image  

Fig. 1. Schematic diagram of ANGAFDZT 
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and , Where ω is frequency variables, varies from -∞ to 

+∞ and  N is dimension of the matrix. The formula for inverse Z transform is 

 

And . 

Schematic diagram of the technique is shown Figure1 of which Figure.1.1 shows 
process of encoding that of Figure.1.2 depicts the process of decoding. Algorithm of 
insertion and extraction are given in section 2.1 and 2.2 respectively. A complete 
example has also been illustrated in section 2.3. 

2.1   Insertion Algorithm  

The technique uses gray scale image of size p×q as input. Hidden image of size 
m×n is chosen. Four bits of hidden image is embedded in each mask of 
transformed coefficients in Z-domain followed by application of Genetic 
Algorithm. 

Input     :  Host image of size p×q, hidden image of size m×n. 
Output  :  Embedded image of size p×q. 
Method : Insertion of hidden image bitwise into the gray scale image.  

 
1. Obtain the size of the hidden image m×n  
2. For each hidden message/image, read source image mask of size 2×2 in row 

major order. Apply Z-Transform onto the selected cover image mask (2×2) to 
obtain coefficients in transformed domain 

3. Embed secret bits onto the second and third LSB position of the second 
coefficient of 2 x 2 mask. For embedding secret bits the dimension of the 
hidden image followed by the content is embedded. Dimension is extracted 
from the third line of the pgm format image and embedded onto the first four 
mask of the host image  

4. Embed secret bits onto the third and fourth LSB position of the third 
coefficient of 2 x 2 mask 

5. Copy second embedded coefficient onto fourth coefficient of the mask  
6. Apply IZ-Transform to back the mask from Z domain to spatial domain 
7. 2×2 embedded image mask of size 32 bits is taken as initial population in 

spatial domain. Perform New Generation operation on the initial population. 
Find out the minimum coefficient of the embedded image mask. If minimum 
is negative then subtract magnitude of minimum from each coefficient 
otherwise do nothing 

8. Crossover is performed on the rightmost 3 bits from each byte of the New 
Generation is taken. A consecutive bitwise XOR is performed on it for the 3 
steps. It will form a triangular form and first bit from each step is taken 

9. Mutation is performed between rightmost 2 bits of the consecutive two pixels 
of each mask as a result rightmost two bits of two consecutive pixels are 
swapped 
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10. Repeat step 2 to 9 for the whole cover image  
11. Stop. 

2.2   Extraction Algorithm 

The hidden image is received in spatial domain. The embedded image is taken as the 
input and the hidden message/ image size, content are extracted from it. 

 
Input     : Embedded image of size p×q. 
Output  : Host image of size p×q, hidden image of size m×n. 
Method : Extract bits of hidden image from embedded image. 
 
1. Reverse Mutation is performed on the rightmost 2 bits of two consecutive pixels 

of the each mask. For this rightmost two bits of two consecutive pixels are 
swapped  

2. Reverse Crossover produce by consecutive bitwise XOR operation on the 
rightmost 3 bits of each byte in three steps. The first bit of each step is taken as 
the output 

3. Read embedded image mask (of size 2×2) in row major order. Apply Z-
Transform onto the embedded image mask to transform the embedded sub image 
from spatial to frequency domain so that four frequency components are 
regenerated 

4. Extract the secret bits from the second coefficient of 2×2 mask on second and 
third LSB position. Replace hidden message/ image bit position in the block by 
'1'. For each eight extracted bits construct one image pixel of authenticating 
image 

5. Extract the secret bits from the third coefficient of 2×2 mask on third and fourth 
LSB position. Replace hidden message/ image bit position in the block by '1'. For 
each eight extracted bits construct one image pixel of authenticating image 

6. Repeat step 1 to 5 to regenerate hidden image as per size of the hidden image 
7. Stop. 

2.3   Example 

Consider bits of Jet image (figure 2a ) to be inserted into each mask of Lenna image 
(Figure 2c). Figure 2b shows pixels of Lenna image in spatial domain. Four bits of the 
Jet image is inserted into the Lenna image in 2×2 mask. Insertion is done in the 
second coefficient of each mask on second and third LSB bits and third coefficient on 
third and fourth LSB bits of the byte of Lenna. Resultant image after embedding is 
shown in Figure 2d in frequency domain and Figure 2e in spatial domain. Figure 2f 
shows New Generation. Figure 2g and 2h shows Crossover and Mutation. 
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Fig. 2. Encoding Process of ANGAFDZT 

3   Result Comparison and Analysis 

Extensive analysis has been made on various images using ANGAFDZT technique. 
This section represents the results, discussions in terms of visual interpretation and 
peak signal to noise ratio. Figure 3a shows the host images Lenna, Mandrill, Peppers. 
Figure 3b shows embedded Lenna, Mandrill, Peppers on embedding Jet image using 
ANGAFDZT. Figure 3c is the authenticating image Jet. Table I shows the PSNR value 
for each embedding against the source image. From the table it is seen that the 
maximum value of the PSNR is 40.973183 and that of minimum value of the PSNR is 
40.701672. Table II shows the comparison of PSNR values of the proposed technique 
with the existing Chin-Chen Chang et al.[1]. In comparison with existing [1] it is seen 
that the proposed technique has better PSNR and capacity compared to the existing 
one. The following formula are used to calculate PSNR, MSE and IF (image fidelity).  
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Fig. 3. Visual Effect of Embedding in ANGAFDZT 

Table 1. PSNR, MSE, IF values obtained for various images using ANGAFDZT 

Host Image PSNR values 
MSE 

Values 
IF 

Lenna 40.917221 5.264515 0.999673 

Mandrill 40.973183 5.197113 0.999721 

Peppers 40.942974 5.233387 0.999706 

Elaine 40.943676 5.232544 0.999747 

Sailboat 40.927849 5.251648 0.999743 

Boat 40.723259 5.504963 0.999710 

Jet 40.701672 5.532394 0.999838 
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Table 2. Comparison of PSNR values between ANGAFDZT and existing[1] 

Host 
Image 

PSNR values of 
ANGAFDZT 

Capacity
(bits) of 
ANGAF

DZT  

PSNR 
values of 
EXISTI
NG [1] 

Capacity
(bits) of 
EXISTI
NG [1] 

Lenna 40.917221 
 

216000 30.34 36850 

Mandrill 40.973183 
 

216000 26.46 35402 

Peppers 40.942974 
 

216000 30.65 36804 

Boat 40.723259 
 

216000 29.75 36710 

Jet 40.701672 
 

216000 29.98 36817 

4   Conclusion 

The paper proposed a novel embedding approach termed as ANGAFDZT based on Z 
Transformation with genetic algorithm for gray scale images where large amount of 
information can be embedded. This paper shows that the proposed technique obtained 
better PSNR ratio for any message size than the existing approach Chin-Chen Chang 
et al.[1] as a result more data can be embedded with better visibility/quality. Effect of 
colors in images is the future scope of work as this paper works with gray scale 
images. 
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Abstract. Filtering out speckle noise is essential in many imaging applications. 
Speckle noise creates a grainy appearance that leads to the masking of diagnos-
tically significant image features and consequent reduction in the accuracy of 
segmentation and pattern recognition algorithms. For low contrast images, 
speckle noise is multiplicative in nature. The approach suggested in this paper 
makes use of fourth order complex diffusion technique to perform homomor-
phic filtering for speckle noise reduction. Both quantitative and qualitative 
evaluation is carried out for different noise variances and found that the pro-
posed approach out performs the existing methods in terms of root means 
square error (RMSE) value and peak signal to noise ratio (PSNR). 

1   Introduction 

One of the most important stages in image processing applications is the noise filter-
ing. During image formation through an imaging device it may be subjected to vari-
ous types of noise that may lead to degradation of the observed image. The noise may 
be additive or multiplicative in nature. Multiplicative noise, which is found in many 
real world signal processing applications are very difficult to be removed from the 
corrupted signal. This difficulty is mainly because of its multiplicative nature. As 
such noise will be amplified proportional to the pixel values; its presence will be am-
plified in the brighter areas and will be attenuated in the darker areas of the image. 
Hence, it will be difficult to develop statistical models for estimation and removal of 
the noise from the image which is corrupted by such multiplicative noise.  

Image restoration techniques are based on modeling the degradation using a priori 
knowledge and applying the inverse process in order to restore the original image. 
Image restoration for improving the image quality may be employed as preprocessing 
techniques in a variety of applications such as pattern recognition, image processing 
and image compression. The presence of speckle noise in an imaging system reduces 
its resolution especially for low contrast images and suppression of speckle noise is an 
important consideration in the design of coherent imaging systems. For low contrast 
images, speckle noise is multiplicative in nature. Speckle noise creates a grainy ap-
pearance that can mask diagnostically significant image features and reduce the accu-
racy of segmentation and pattern recognition algorithms.  
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2   Related Works 

Speckling is a common problem for different imaging modalities such as radio as-
tronomy, synthetic aperture radar (SAR), ultrasound and laser imaging. Consequently, 
it promoted research and lead to many speckling reduction techniques. The most 
widely cited and applied filters in this category include Lee [1,2], Frost [3], Partial 
differential equation (PDE) based filters [4,5,6] and Complex diffusion based filters 
[7,8,9,10]. In Lee filter [1. 2], the output image is given as a linear function of central 
pixel and the average value of the pixels in the window. The Frost filter [3] output is 
based on an exponential filter kernel.   

Partial Differential Equation (PDE) based methods [4,5,6], especially anisotropic 
diffusion (Perona-Malik), have proved to be particularly effective in pre-filtering im-
ages. Here, the basic idea is to deform an image, with a PDE and obtain the expected 
results as a solution to this equation. However, during the diffusion, the adjacent  
images in the stack are likely to diverge. 4th order PDEs and complex PDEs are sug-
gested to solve this problem. 

The concept of complex diffusion in image processing was introduced by Gilboa et 
al. [7] as an alternative to 2nd order anisotropic diffusion, which introduces blocky ef-
fects in images while processing. Several other authors also came up with modified 
complex diffusion techniques [8,9]. Fourth order non linear complex diffusion [10] is 
an improvement over the one proposed by Gilboa et al [7] in terms of edge preserv-
ing. Here also the fourth order complex diffusion technique is used for speckle noise 
reduction from digital images in log domain.  

3   The Proposed Method 

The speckle noise has complex amplitude which may be represented as given  
below:  

),(),(),( yxjayxayxa IR +=  

where aR and aI are zero mean, independent Gaussian random variables for each (x,y) 
with some variance. The intensity field of speckle noise is given as         

222
),(),( IR aayxayxs +==

 

The image observation model [11] for such type of noise can be modeled as: 

),(),(),(),( yxyxsyxuyxv η+=  

where v(x, y) is the observed noisy image, u(x, y) is the original restored image, s(x, 
y) is the intensity of speckle noise and η(x, y) is the detector noise which is additive in 
nature. Assuming the detector noise to be zero, the general observation model is: 

),(),(),( yxsyxuyxv =                                              (1) 

In order to separate these two independent components and to facilitate their separate 
processing, we take logarithm transform on Eq. (1), thus  
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),(ln),(ln),(ln),( yxsyxuyxvyxz +==  

If we process z(x, y) using a filter function h, we have  

),(ln*),(),(ln*),(),(*),( yxsyxhyxuyxhyxzyxh +=               (2) 

Here, ‘*’ indicates convolution of the two function. Then Eq. (2) can be expressed in 
the form 

),(),(),( yxSyxUyxZ +=  

Let g(x, y) be the desired enhanced image after filtering. As z(x, y) is the logarithm of 
v(x, y), we can yield g(x, y) using 

),(),(),(),( yxSyxUyxZ eeeyxg ==  

),(),(),( 00 yxsyxuyxg =  

Where 
),(

0 ),( yxUeyxu =  and 
),(

0 ),( yxSeyxs =  

The enhancement approach using the foregoing concepts is summarized in  
Figure 1. This method is based on a special case of the homomorphic systems.  
 

 
 
 

Fig. 1. The Flow chart of Homomorphic filtering 

The homomorphic filtering approach [12] converts the multiplicative noise  
removal problem to additive noise removal problem which is easier to implement. 
The homomorphic filtering process refers to applying logarithm transformation on in-
put image to convert the multiplicative noise to additive one, applying some inverse 
filter and finally taking the exponential of filter output to produce the restored image.  

Here in this paper, fourth order complex diffusion based non-linear filter is pro-
posed for the filtering part [10]. Complex diffusion is used as an efficient tool for  
denoising images by Gilboa [7] and is better compared to the ordinary PDEs. Pro-
posed 4th order complex diffusion based homomorphic filtering method gives better 
performance with respect to Peak signal to noise ratio (PSNR). It is compared with 
the existing filters like 2nd order complex diffusion, Lee filter, Frost filter, PDE based 
filters and found superior. 

The concept of complex diffusion in image processing was introduced by Gilboa et 
al. [7] as an alternative to 2nd order anisotropic diffusion, which introduces blocky ef-
fects in images while processing. This blocky effect is inherent in the nature of ordi-
nary second order equations; it can be avoided by using complex diffusion. Complex 
diffusion is derived by combining the standard diffusion equation with the free 
Schrodinger equation. On application of the complex diffusion process, the real  
plane gives the low frequency components and the imaginary plane gives the high 
frequency components. The components in the real and imaginary plane are almost 

log Filter exp V(x,y g(x,y) 
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equivalent to that of the image convolved with a Gaussian and Laplacian of Gaussian 
(LOG) at various scales. Here, we are using a 4th order non linear complex diffusion 
[10], which is an improvement over its 2nd order counterpart in terms of preserving 
edges. The method is based on: 

ttt IIcI 221 )))((( ∇ℑ−∇=+
                                   (3) 

where  (.)ℑ   takes the imaginary part, and  
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k is the threshold parameter, θ is the phase angle and  I is the original image.  Fi-
nally the noise removed image is obtained by taking the exponentiation of the output 
obtained from the complex diffusion step. 

4   Results and Discussions 

The proposed method was implemented in MATLAB. For all the experiments, the pa-
rameters are chosen as k=0.08, θ=π/60, and the step size ∆t=0.25. The proposed  
algorithm was applied on cameraman image for different amount of speckle noise va-
riance  and observed that it is better than existing methods like Lee filter, PDE based 
methods and even simple complex diffusion techniques.  

To perform a quantitative comparison between the performances of the different 
filters, we computed some well-known speckle-reduction performance metrics. The 
first measure is the mean squared error (MSE), defined by Equation (4), where I0 de-
notes the samples of the original image, If denotes the samples of the filtered image 
and M and N are the number of pixels in row and column directions, respectively.  
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MSERMSE =  

The Peak Signal to Noise Ratio (PSNR) is computed using the following equation 





=

RMSE
PSNR

255
log20 10

                                               
(5)

 

Figure 2, 3 and 4 shows the original, noisy and restored version of cameraman image 
for a noise variance of 0.02 and 0.004 
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Fig. 2. Original Image, Speckled Image with variance 0.02 

         

Fig. 3. Speckled Image with variance 0.02, Restored Image by the proposed approach 

             

Fig. 4. Speckled Image with variance 0.004, Restored Image by the proposed approach 
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Table 1. Performance Comparison of proposed approach with other methods 

Method Speckle variance RMSE PSNR  

Lee Filter 0.004 

0.02 

0.03 

13.06 

14.31 

15.01 

25.80 

25.01 

24.60 

4th order PDE 0.004 

0.02 

0.03 

14.68 

16.90 

18.1 

 

24.79 

23.57 

21.11 

Complex Diffusion 0.004 

0.02 

0.03 

12.04 

13.87 

14.5 

26.51 

25.28 

23.2 

Homomorphic 4th order Complex  

Diffusion 

0.004 

0.02 

0.03 

9.81 

12.18 

13.68 

28.28 

26.41 

25.40 

 
The RMSE and PSNR values for the different speckle variances are given in  

the table 1. The proposed method converges to solution after 12 iterations for speckle 
variance 0.02 and for variance 0.04, it is 17 iterations. The performance of the  
proposed method was also compared with the existing methods like Lee, fourth order 
PDE, and simple complex diffusion. Figures 5 and 6 graphically display the PSNR 
values with respect to number of iterations for the two different variances of speckle 
noise. 

 

 

Fig. 5. No. of Iterations Vs PSNR for Speckle variance 0.02   
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Fig. 6. No.of Iterations Vs. PSNR for Speckle variance 0.04 

  

Fig. 7. PSNR computed against different noise sigma values 

PSNR values and RMSE values for different methods are plotted in graphs and are 
given in fig 7 and 8. Experimental results demonstrate that the proposed approach 
provides the lowest RMSE and highest PSNR Value when compared to the existing 
approaches. 
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Fig. 8. RMSE computed against different noise sigma values 

5   Conclusion 

The presence of speckle noise in an imaging system reduces its resolution; especially 
for low contrast images and suppression of speckle noise is an important considera-
tion in the design of coherent imaging systems. In this paper, a fourth order complex 
diffusion based homomorphic filtering is proposed for speckle noise reduction  
from digital images. Both quantitative and qualitative evaluations of the technique 
demonstrate the superior performance of the proposed approach when compared to 
the existing approaches. 
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Abstract. The most significant feature of diagnostic medical images is the re-
moval of impulse noise which is commonly found in medical images and to 
make better image quality. In recent years, technological development has  
significantly improved in analyzing medical imaging. This paper proposes dif-
ferent hybrid filtering techniques for the removal of noise, by topological ap-
proach. The hybrid filters used here are hybrid median filter [hybrid min filter 
(H1F) and hybrid max filter (H2F)]. These filters are treated in terms of a finite 
set of certain estimation and neighborhood building operations. A set of such 
operations is suggested on the base of the analysis of a wide variety of nonli-
near filters described in the literature. It is suggested from the simulation results 
that the proposed scheme yields better image quality after denoising. This ap-
proach is incorporated with spatial domain and frequency domain analysis.  
Results obtained by hybrid filtering technique are measured by the statistical 
quantity measures: Root Mean Square Error (RMSE) and Peak Signal-to-Noise 
Ratio (PSNR). Overall results indicate that the enhancement quality was per-
formed well in proposed method when compared to other filtering techniques. 

Keywords: Image enhancement, hybrid filter, PSNR, RMSE, denoising. 

1   Introduction 

In the early development of image processing, linear filters were the primary tools for 
image enhancement and restoration. Their mathematical simplicity and the existence 
of some desirable properties made them easy to design and implement. Moreover, li-
near filters offered satisfactory performance in many applications. However, they 
have poor performance in the presence of non additive noise and in situations where 
system nonlinearities or Gaussian statistics are encountered [1].  

In image processing applications, linear filters tend to blur the edges and do not 
remove the existence of noise present in the image effectively. Previously, a number 
of schemes have been proposed for image denoising. Inherently noise removal from 
image introduces blurring in many cases. An adaptive standard recursive low pass  
filter is designed by Klaus Rank and Rolf Unbehauen by considering the three local 
image features like edge, spot and flats as adaptive regions with Gaussian noise [2]. 
Median filter has been introduced in [3]. Median filter now is broadly used in reduc-
ing noise and smoothing the images. In [4] topological median filter have used to im-
prove conventional median filter. The better performance of the topological median 
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filters over conventional median filters is in maintaining edge sharpness. In [5], 
Yanchun proposed an algorithm for image denoising based on Average filter with 
maximization and minimization for the smoothness of the region, unidirectional me-
dian filter for edge region and median filter for the indefinite region. It was discov-
ered that when the image is corrupted by both Gaussian and impulse noises, neither 
Average filter nor Median filter algorithm will obtain a result good enough to filter 
the noises because of their algorithm.  

An improved adaptive median filtering method for denoising impulse noise reduc-
tion was carried out in [6]. An adaptive median filter (AMF) is the best filter to re-
move salt and pepper noise of image sensing [7]. The Computer Tomography images 
were denoised using curvelet and wavelet transforms in [8]. The objective of this 
study is to develop new hybrid filtering techniques and investigate their performance 
on medical images.  

This work is organized as follows: Section 2 discusses types of noises involved in 
medical imaging. In Section 3 various existing filtering techniques for de-noising the 
medical images was discussed. Section 4 deals with proposed hybrid filtering tech-
niques for de-noising the impulse noise in the medical images. In Section 5, both 
quantitative (RMSE and PSNR) and qualitative comparisons are provided. Section 6 
puts forward the conclusion drawn by this paper.  

2   Types of Noises 

2.1   Salt and Pepper Noise  

Salt and pepper noise is a form of noise typically seen on images. It represents itself 
as randomly occurring white and black pixels. A “spike” or impulse noise drives the 
intensity values of random pixels to either their maximum or minimum values. The 
resulting black and white flecks in the image resemble salt and pepper. This type of 
noise is also caused by errors in data transmission. 

2.2   Speckle Noise  

In medical literature, speckle noise is referred to as ‘texture’ and may possibly contain 
useful diagnostic information. Physicians generally have a preference for the original 
noisy images, more willingly, than the smoothed versions because the filter, even if 
they are more sophisticated, can destroy some relevant image details. In our work, we 
recommend hybrid filtering techniques for removing speckle noise in ultrasound im-
ages. The speckle noise model has the following form (* denotes multiplication). For 
each image pixel with intensity value fij (1 ≤ i ≤ m, 1 ≤ j ≤ n for an m x n image), the 
corresponding pixel of the noisy image gij is given by, 

                                gi,j = fi,j + fi,j * ni,j                                                                      (1) 

where, each noise value n is drawn from uniform distribution with mean 0 and  

variance  σ
2 
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2.3   Gaussian Noise  

Gaussian noise is statistical noise that has a probability density function of the normal 
distribution (also known as Gaussian distribution). Noise is modeled as additive white 
Gaussian noise (AWGN), where all the image pixels deviate from their original val-
ues following the Gaussian curve. That is, for each image pixel with intensity value fij 
(1 ≤ i ≤ m, 1 ≤ j ≤ n for an m x n image), the corresponding pixel of the noisy image 
gij is given by,  

                                          gi,j= fi,j + ni,j                                                       (2)  

where, each noise value n is drawn from a zero -mean Gaussian distribution. 

2.4   Poisson Noise  

J = imnoise (I,'poisson') generates Poisson noise from the data instead of adding ar-
tificial noise to the data. If I is double precision, then input pixel values are interpreted 
as means of Poisson distributions scaled up by 1e12. For example, if an input pixel 
has the value 5.5e-12, then the corresponding output pixel will be generated from a 
Poisson distribution with mean of 5.5 and then scaled back down by 1e12. If I is sin-
gle precision, the scale factor used is 1e6. If I is uint8 or uint16, then input pixel val-
ues are used directly without scaling.  

3   Existing Filtering Techniques 

In this section, we provide the definitions of some existing filters. The image 
processing function in a spatial domain can be expressed as  

                                            ( ) ( )( )pfpg γ=                                                   (3) 

where γ  is the transformation function, f (p) is the pixel value (intensity value or 

gray level value) of the point  p(x, y) of input image, and g(p) is the pixel value of the 
corresponding point of the processed image. 

3.1   Median Filter   

The best-known order-statistic filter in digital image processing is the median filter. It 
is a useful tool for reducing salt-and- pepper noise in an image. The median filter [12] 
plays a key role in image processing and vision. In median filter, the pixel value of a 
point p is replaced by the median of pixel value of 8-neighborhood of a point ‘p’.  

                                     ( ) ( ) ( ){ }pNpwherepfmedianpg 8, ∈=                           (4)  

The median filter is popular because of its demonstrated ability to reduce random im-
pulsive noise without blurring edges as much as a comparable linear low pass filter. 
However, it often fails to perform well as linear filters in providing sufficient smooth-
ing of non impulsive noise components such as additive Gaussian noise. 
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3.2   Center Weighted Median Filter 

In uniform areas of the image the median and average filters will not differ by much. 
One way to improve the performance of the filter is give weights to the contribution 
of each pixel [9]. This is shown in the following figure where the origin is in the cen-
ter of the template. The w's are the weights given to the pixel values of the corres-
ponding neighborhood. If pixel pi is in the neighborhood of pixel p and is associated 
with weight wi, then wi is the number of times pi is repeated in the median calculation. 

 

W(-1,1) W(0,1) W(1,1) 

W(-1,0) W(0,0) W(1,0) 

W(-1,-1) W(0,-1) W(1,-1) 

Fig. 1. CWM Filter geometry 

One common weighting is to weigh the pixels closest to the center with a higher 
value. These are called Center Weighted Median (CWM) filters. An extreme would 
be to let w (0, 0) only be greater than one. When w (0, 0) is very high, it is the identity 
filter. This can be useful in preserving features that correspond to single pixels. When 
w (0, 0) is low it is the ordinary median filter.  

3.3   Hybrid Median Filter  

Hybrid Median filter [10] is of nonlinear class that easily removes impulse noise 
while preserving edges. The hybrid median filter plays a key role in image processing 
and vision. In comparison with basic version of the median filter, hybrid one has bet-
ter corner preserving characteristics. This filter is defined as 
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4   Proposed Hybrid Filtering Techniques 

In this section, we will provide the definition of proposed hybrid filters. These filters 
are yet to be applied by researchers to remove the Gaussian noise in the ultrasound 
medical images. 

4.1   Hybrid Min Filter (H
1
F)  

Hybrid min filter plays a significant role in image processing and vision. Hybrid min fil-
ter is not a usual min filter. Min filter [11] recognizes the darkest pixels gray value and 
retains it by performing min operation. In min filter each output pixel value can be cal-
culated by selecting minimum gray level value of N

8
(p). H

1
F filter is used for removing 
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the salt noise from the image. Salt noise has very high values in images. It is also pro-
posed for Gaussian noise removal from the medical image. It is expressed as: 
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In hybrid min filter, the pixel value of a point p is replaced by the minimum of me-
dian pixel value of LT neighbour’s of a point ‘p’, median pixel value of RT neigh-
bour’s of a point ‘p’ and pixel value of ‘p’. 

4.2   Hybrid Max Filter (H
2
F)  

Hybrid max filter is not a usual max filter. Hybrid max filter plays a key role in image 
processing and vision. The brightest pixel gray level values are identified by max fil-
ter. In max filter [11] each output pixel value can be calculated by selecting maximum 
gray level value of     N

8 
(p). H

2
F filter is used for removing the pepper noise from the 

image. It is also proposed for Gaussian noise removal from the medical image. It is 
expressed as: 
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In hybrid max filter, the pixel value of a point p is replaced by the maximum of me-
dian pixel value of LT neighbours of a point ‘p’, median pixel value of RT neighbours 
of a point ‘p’ and pixel value of ‘p’. 

5   Experimental Results, Analysis and Discussions 

The proposed hybrid filtering techniques have been implemented using MATLAB 10.0. 
The performance of various filtering techniques like Gaussian filter(GF),Median fil-
ter(MF),Weiner filter(WF),Trimmed average filter (TAF), Center-weight Median fil-
ter(CW-MF),Rank-order Median filter,(RO-MF),Hybrid minimum filter(H1F),Hybrid 
maximum filter,(H2F) is analyzed and discussed. The measurement of medical image 
enhancement is difficult and there is no unique algorithm available to measure en-
hancement of medical image. We use statistical tool to measure the enhancement of 
medical images. The Root Mean Square Error (RMSE) and Peak Signal-to-Noise Ratio 
(PSNR) are used to evaluate the enhancement of medical images. 
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Here f (i,j) is the original medical image with impulse noise , g(i,j) is an enhanced im-
age and m and n are the total number of pixels in the horizontal and the vertical di-
mensions of the image. If the value of RMSE is low and value of PSNR is high then 
the enhancement approach is better. The original noisy image and filtered image of 
MRI brain cancer image, MRI Knee image, CT image of twins in the womb and the 
MRI brain image obtained by various filtering techniques are shown in the following 
Figures.                                          
 
 

 

Fig. 2. Filtering analysis for MRI Knee image 

Fig 2 represents the performance analysis of various filtering for the MRI Knee 
image corrupted by the speckle noise. It is understand from the result that denoising 
result is better in case of median filter than Weiner filter, but the proposed method 
yields better result than other filtering techniques. Comparative results were shown by 
both hybrid min filter and hybrid max filter. 

Fig 3 indicates the performance of the various filtering techniques for the image 
corrupted by Gaussian noise. The performance of the proposed method is seen  
 

 

 

Fig. 3. Filtering analysis of CT image for twins in the womb 
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superior than the other filtering techniques.  Next to proposed method, Rank-order 
median filter is showing fine denoising results. 

The performance analysis for various filtering techniques for MRI Brain image 
corrupted by salt and pepper noise is shown in fig 4.Gaussian filter removes the nois-
es present at the edge of image, while the trimmed average filter performs better than 
Gaussian filter. Comparative results are seen for hybrid min and max filter, thereby 
proposed method performs in a better manner than other. 

 

Fig. 4. Filtering analysis for MRI Brain image 

Fig 5 indicates the performance of the various filtering techniques for the image 
corrupted by salt and pepper noise. It is observed from the results that the proposed 
method is showing enhanced performance   than the other filtering techniques even 
for higher decibel(dB) of noise level. 

 

Fig. 5. Filtering analysis for MRI Brain cancer image 
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Fig. 6. Performance of PSNR estimation for MRI Brain image 

The performance of PSNR estimation using different filtering methods for MRI 
Brain image affected by various noises is shown in fig 6.It is observed that for all 
types of noises, the proposed hybrid filter is performing in an enhanced manner than 
the others. In case of speckle noise PSNR value increases in linear manner for the fil-
tering methods as considered in this paper. 

 

Fig. 7. Performance of RMSE estimation for MRI Brain image 

It is inferred from the fig 7 that the mean square error for enhanced and noisy 
image is seen low in  proposed method for all types of noises. The maximum error 
value is seen for Weiner filter for the poisson noise and for the median filter corrupted 
by the Gaussian noise. Comparative results is shown for the proposed hybrid filter for 
the speckle noise. 

 

Fig. 8. Performance of PSNR estimation for MRI Knee image 
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It is seen from the fig 8 that, better image quality is obtained after denoising, while 
using  hybrid max filter for all type of noises except salt and pepper noise and in case 
hybrid min filter is performing in an enhanced manner. 

It is inferred from the fig 9 than the mean square error for enhanced and noisy 
image is seen low in  proposed method for all types of noises. The maximum error 
value is seen for Gaussian filter for salt and pepper noise and for Weiner filter 
corrupted by the Gaussian noise. Comparative results is shown for the proposed 
hybrid filter for the speckle noise. 

 
 

 

Fig. 9. Performance of RMSE estimation for MRI Knee image 

Table 1. Performance estimation for the MRI brain image for the salt & pepper noise 

EVALUATION 
PARAMETER 

TYPES OF FILTERS 

GF MF WF TAF 
CW –
MF 

RO-
MF 

H1F H2F 

PSNR 27.9 32 29.5 30 33.1 35.8 44.2 45.7 

RMSE 3.12 3.5 3.2 2.8 2.6 2.4 2 1.6 

Table 2. Performance estimation for the MRI KNEE image  for Speckle noise 

EVALUATION 
PARAMETER 

TYPES OF FILTERS 

GF MF WF TAF 
CW 
–MF 

RO-
MF 

H1F H2F 

PSNR 27.9 33 29.5 30.1 33.2 35.8 44.2 45.7 

RMSE 3.1 3.0 2.71 2.48 2.28 1.56 1.32 1.18 

6   Conclusion 

In this work, various hybrid filtering techniques for denoising medical images were 
introduced. To demonstrate the performance of the proposed techniques, the experi-
ments have been conducted on blood cell , MRI Knee and Brain image and CT image 
for the twins in the womb, in- order  to compare the proposed methods with many 
other well known techniques. The performance of noise removal by hybrid filtering 
techniques is measured using quantitative performance measures such as RMSE and 
PSNR. The experimental results indicate that the one of the proposed hybrid filter, 
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Hybrid Max Filter performs significantly better than many other existing techniques 
and it gives the best results after successive iterations. The proposed filtering tech-
nique are computationally efficient than the other, since the running time of proposed 
method is 1.5ms, whereas the exsisting methods needs around 3.7ms. 
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Abstract. Cerebral aneurysm (CA) has been emerging as one of the life threat-
ening diseases which have developed a deep concern amongst the neurologists 
in recent years.  To be specific, it shows devastating characteristic due to the 
formation of abnormal bulging of artery in human brain followed by its rupture. 
Therefore detection of this abnormality prior to the rupture becomes inevitably 
essential to save our lives to a great extent. This paper throws enough light in 
detecting cerebral aneurysm of various sizes by combining the operations of 
spatial filtering and thresholding in an elegant way. A number of Digital Sub-
traction Angiogram (DSA) images, affected by cerebral aneurysm of various 
magnitudes, have been taken into consideration in this connection. Finally, the 
affected area has been marked with red colour to make it more prominent than 
the other parts of the image. 

1   Introduction 

Cerebral aneurysm (CA) is a cerebrovascular disorder resulting from the localised 
bulging of blood vessel. It may be of congenital type or may develop with age due to 
the weakness or certain injury in the wall of the blood vessels. CA is of saccular kind 
in nature located mostly at the bifurcation of the arteries, known as Circle of Willis 
[1]. Cerebral Aneurysm is also known as intracranial aneurysm in many articles. 

This disorder of arteries in brain may take place at various locations. Extensive 
medical analysis have found that the frequent sites of occurrence of CA are Internal 
Carotid Artery (30-35%), Anterior Cerebral Artery (33-34%) and Middle Cerebral 
Artery (20%) [2]. Apart from having single Cerebral Aneurysm; multiple Cerebral 
Aneurysm does also exist which has an occurrence probability of 0.2 to 0.4. It is more 
predominant in women than in men. In USA, 10-12 billion people are affected with 
cerebral aneurysm, with rupture ratio 1:10,000 people per year.  

Common causes of occurrence are due to infectious disease, hypertension, smoking 
and genetic abnormalities. Symptoms might range from nausea, severe headache, vi-
sion impairment, unconsciousness to no symptoms at all. If not treated at proper time, 
large Cerebral Aneurysm can lead to a bigger problem known as Subarachnoid 
Haemorrhage (SAH) which results due to the rupture of blood vessels [1]-[3].   

3
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Modern treatment method for cerebral aneurysm can be divided into non-invasive and 
invasive techniques. Non-invasive method includes Transcranial Doppler technique; 
whereas invasive techniques like CT scan, MRI or nuclear perfusion scanning are 
more popularly employed in this regard. 

In recent past, few approaches were adopted by researchers towards the detection 
of cerebral aneurysm with the aids of image processing techniques. Segmentation of 
giant CA, composed of lumen and thrombus, has been carried out successfully by one 
multi-level object detection scheme based on Lattice Boltzmann Method (LBM) [4]. 
Experimental results have demonstrated the fact that with the proposed method both 
lumen and thrombus can be well segmented. 

Another such method utilizes 2D Digital Subtraction Angiography (DSA) imaging 
technique, based on the calculation of Time to Peak (TTP) and Time Duration (TD) of 
flow of contrast agent in the blood vessels [5]. Combined TTP and TD algorithm was 
successful in detecting medium size aneurysm. However, the algorithm has certain 
weaknesses in the sense that without the help of the Multiscale Vessel Enhancement 
Filtering (MVEF), the quality of vessel segmentation is bad and may cause wrong de-
tection of blood vessel segment. Moreover, the authors could not develop any suitable 
approach which can be useful in detecting small size aneurysm.  

 Our study of focus is on the detection of cerebral aneurysms of various sizes from 
2D Cerebral Angiogram. The proposed method requires much less resource and is 
significantly faster than the previously proposed time based parametric technique [5]. 
Our approach uses simple yet elegant techniques like dual thresholding operation with 
one round of smoothing filtering to extract the region of interest. The resultant image 
is then superimposed over the original one to highlight and identify the aneurysm. A 
number of test images have been considered into our analysis to prove the supremacy 
of the proposed approach. Entire simulation work was performed by using MATLAB 
7.0 software. 

2   Theoretical Background 

A. Cerebral Aneurysm (CA) 

Aneurysm refers to a weak area in the wall of a blood vessel which results in bulging 
or ballooning out of the blood vessel. Aneurysm in the brain occurs if there is any 
weakened area in the wall of a blood vessel. Such an aneurysm which occurs in a 
blood vessel of the brain is called cerebral aneurysm (CA) [1]-[2]. It may be present 
from birth which is known as congenital aneurysm or it may be developed in later part 
of life due to a variety of reasons.  

Aneurysms can be classified in terms of size and shape of the bulging. Berry aneu-
rysm and giant berry aneurysm are more common in adults than children. The size of 
berry aneurysm can range from a few millimeters to over a centimeter. Giant berry 
aneurysms can reach well over 2 centimeters in size [2]. Amongst all aneurysms, mul-
tiple berry aneurysms are hereditary more often than other types of aneurysms. Apart 
from these two, large, medium and small size aneurysms can also be observed for 
many patients. The typical size of large size aneurysm is between 16 to 25 mm; whe-
reas that of medium size aneurysm can vary between 6 to 15 mm. On the other hand, 
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small size aneurysms may be as small as less than 5 mm [2]. Any factors like atheros-
clerosis, trauma and infection which can injure the blood vessel are mainly responsi-
ble for cerebral aneurysms. 

Statistical measurement over a number of people has revealed that approximately 
5% of the total population has some type of aneurysm in their brain, but only a small 
number of these aneurysms cause symptoms or rupture. Risk factors behind a rup-
tured cerebral aneurysm include family history of cerebral aneurysms and other medi-
cal problems such as high blood pressure, polycystic kidney disease, coarctation of 
the aorta and so on. 

B. Digital Subtraction Angiography(DSA) 

It is an improved method over traditional angiography to increase the visualization of 
the blood vessels drastically. Images are produced by subtracting pre-contrasting im-
age from subsequent contrast enhancing image [3]. Image contrast is increased by 
administrating contrast medium gradually under the supervision of a radiologist. 

C. Image Processing Techniques 

This paper involves a very few image processing operations which seem to be essen-
tial in detecting cerebral aneurysm. These include Normalization, Global binary thre-
sholding and Spatial averaging filtering. 

a) Normalization: 

In order to enhance the contrast of any digital image, normalization plays a very im-
portant role. More specifically, irrespective of the minimum and maximum gray level 
present in the original image; the contrast of the processed image is maximized 
through the process of normalization. If the gray level of the original image at loca-
tion ,  is denoted by , ; then after normalizing the resultant gray value can 
be determined from the following equation [6]-[8]:  , , , ,, , , , . Δ                                           (1) 

where Δ signifies the maximum possible gray value for the image under considera-
tion. 

b) Global binary thresholding: 

Thresholding is a process of converting any gray image into binary image that will 
consist of extreme white and extreme black pixels only. For any given threshold , it 
can be outlined as [6]-[7], [9]: , Δ   ,   0   ,                                              (2) 

The term ‘global’ in binary thresholding simply implies that the value of the threshold  
 remains fixed irrespective of the spatial location and gray value of the pixels. 
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c) Spatial averaging filtering: 

Filtering is a process to extract some useful information from a given set of data de-
pending upon the application. Averaging or smoothing spatial filtering finds out the 
average brightness of the entire image and thereby eliminates the minute details avail-
able in any image. As a matter of fact, this has the effect to blur the entire scene. The 
mathematical formulation of spatial averaging filtering takes the form [7]-[9]: , ∑ ∑ , . ,                                   (3) 

The parameter ‘W’ in (3) indicates the size of the filter mask ‘m’. 

3   Proposed Thresholding-Spatial Filtering-Thresholding (TSFT) 
Algorithm for Detecting Cerebral Aneurysm 

In this work, one novel algorithm has been proposed for the detection of cerebral 
aneurysm (CA) of various sizes. Simple yet useful point processing and spatial filter-
ing operations have been combined wisely in achieving our goal. As a matter of fact, 
the name of the proposed algorithm is chosen as Thresholding-Spatial Filtering-
Thresholding (TSFT). The entire algorithm has been implemented in MATLAB 7.0 
software and summarized below: 

 
Step  1 : Image acquisition through Digital Subtraction Angiography (DSA) 
Step  2 : Conversion of the image into 8-bit gray-scale 
Step  3 : Normalization of the gray-scale image  
Step  4 : Segmentation of major vessels and abnormal outgrowth of vessel wall 

 from the background through the operation of first binary thresholding 
Step  5 : Scanning of averaging window over the binary image, as obtained in  Step 

4 
Step  6 : Erosion of arteries and veins and interconnection of small vessels  

 through the operation of second binary thresholding 
Step  7 : Superposition of detected region over the original DSA image and high

 lighting the affected area with a red marker 
 

As obvious from the above steps, the algorithm involves basic computations of image 
processing like normalization, global binary thresholding and average spatial filtering. 
The power of the algorithm lies in the sequential operations of first thresholding, spa-
tial filtering and second thresholding which have made our proposed Thresholding-
Spatial Filtering- Thresholding (TSFT) approach simple yet elegant than other com-
plicated approaches, available in literature.  

4   Simulation Results and Discussions 

In order to show the competence of our proposed algorithm in detecting CA of vari-
ous sizes, three such aneurysm affected DSA test images have been taken into consid-
eration in this analysis. Our achievement in detecting aneurysm has been depicted in 
Fig. 1 through Fig. 3 below. In each of the figures, actual DSA image has been given 
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in part (a). Resulting images after the process of normalization and first round of thre-
sholding have been provided in part (b) and part (c) respectively. Effect of smoothing 
filter has been described in part (d), followed by second round of thresholding in part 
(e). Resultant superimposed image has been shown in part (f) which marks the af-
fected area with a red color. 

 

 

            (a)                                            (b)                                            (c)  

 

  
              (d)               (e)                             (f) 

 
Fig. 1. Detection of Cerebral Aneurysm for 1st test image 

 

  
                             (a)                                               (b)                                               (c) 
 

 
                              (d)                                               (e)                                              (f) 

 

Fig. 2. Detection of Cerebral Aneurysm for 2nd test image 
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                             (a)                                               (b)                                               (c)  

 

 
                             (d)                                               (e)                                              (f) 

 

Fig. 3. Detection of Cerebral Aneurysm for 3rd  test image 

Our algorithm requires three parameters which needs to be tuned in an efficient 
way to solve the purpose. The optimum set of those values has been listed in table 1. 

  Table 1. Optimum values of the parameters 

Name of the parameters Optimum value 

First threshold (λ1) 40 

Size of filter mask (W) 10 

Second threshold (λ 2) 1 

 
As can be observed from the processed images, our proposed approach is capable 
enough in finding out the appearance and proper location of aneurysm. Moreover, it is 
very much efficient in highlighting the affected area with a higher degree of accuracy. 
As for example, the dark spot in part (a) and the red mark in part (f) cover approx-
imately same area in the above images. Moreover for multiple CA, proposed ap-
proach recognizes both aneurysms, as identified in Fig. 1(f). The supremacy of TSFT 
algorithm lies in its simplicity in the sense that it incorporates very few fundamental 
point processing and spatial filtering approaches. This has made the proposed solution 
very much attractive in the field of medical imaging.   

5   Conclusions 

Cerebral aneurysm can successfully be detected by our proposed approach of smooth 
filtering sandwiched between two consecutive thresholding operations. However, 
proper selection of three user-defined parameters, namely first and second threshold 
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values and the size of the filter mask are very much crucial and therefore needs spe-
cial attention. Optimum selection of these values can lead to proper detection of ar-
tery, vein and even small aneurysm. Future research may be carried out in the direc-
tion of detecting small aneurysm and multiple aneurysms with a higher degree of 
precision by varying those parameters in an adaptive way. 

References 

[1] Gasparotti, R., Liserre, R.: Intracranial Aenurysms. European Radiology 15, 441–447 
(2005) 

[2] Wijdicks, E.F., Kallmes, D.F., Manno, E.M., et al.: Subarachnoid hemorrhage: neuroin-
tensive care and aneurysm repair. Mayo Clin. Proc. 80, 550–559 (2005) 

[3] Strother, C.M., et al.: Parametric Color Coding for Digital Subtraction Angiography. 
American Journal of Neuroradiology 31, 919–924 (2010) 

[4] Hunt, W.E., Hess, R.M.: Surgical Risk as Related to Time of Intervention in the Repair 
of Intracranial Aneurysms. Journal of Neurosurgery 28(1), 14–20 (1968) 

[5] Wang, Y., Courbebaisse, G., Zhu, Y.M.: Segmentation of Giant Cerebral Aneurysms 
using a Multilevel Object Detection Scheme Based on Lattice Boltzmann Method. In: 
Proc. IEEE International Conference on Signal Processing, Xi’an, China, September 14-
16 (2011) 

[6] Zakaria, H., Kurniawan, A., Mengko, T.L.R., Santoso, O.S.: Detection of Cerebral 
Aneurysms by Using Time Based Parametric Color Coded of Cerebral Angiogram. In: 
Proc. International Conference on Electrical Engineering and Informatics, Bandung, In-
donesia, July 17-19 (2011) 

[7] Sezgin, M., Sankur, B.: Survey over image thresholding techniques and quantitative 
performance evaluation. Journal of Electronic Imaging 13(1), 146–165 (2004) 

[8] Gonzalez, R.C., Woods, R.E.: Digital Image Processing, 2nd edn., pp. 595–611. Pear-
son Education, ISBN 81-7808-629-8 

[9] McAndrew, A.: An Introduction to Digital Image Processing with MATLAB Notes for 
SCM 2511 Image Processing, pp. 1–264. School of Computer Science and Mathemat-
ics, Victoria University of Technology 

[10] Pratt, W.K.: Digital Image Processing, 3rd edn. Wiley (2001) 



Author Index

Aarthi, K. 739
Aarthi, R. 19
Abdulkadir, Ozcan 289
Abhishek, Kumar 561
Adeli, Ali 27
Ajith, Meghana 749
Ajitha Shenoy, K.B. 749
Alam, Mansaf 153
Ali, Mehreen 385
AlSudairi, Mohammed A.T. 253
Anzar, S.M. 833
Arora, Kumud 569
Arun Fera, M. 319
Arvind, C.S. 757
Asisha, Gottumukkala 215

Babukarthik, R.G. 479, 491
Bag, Anil Kumar 115
Balakrishnan, Kannan 355
Bandyopadhyay, Rajib 115
Banerjee, Sandipan 823
Bharathi, Deepa 905
Bhattacharyya, Nabarun 115
Bose, Shilpi 37

Chaki, Rituparna 469
Chakraborty, Abirlal 37
Chakraborty, S. 885
Chakraborty, Soubhik 107
Chakravorty, Sandeep 405
Chandra, Abhijit 915
Chattopadhyay, Samiran 37
Cheng, Xian-yi 57
Chilambuchelvan, A. 739

Chitra, S. 611
Chitrakala, S. 215

Dammavalam, Srinivasa Rao 145
Das, Arindam 649
Das, Chandra 37
Das, Monotosh 691
Das, Satrajit 649
Dass, Ashish Kumar 709
Datta, S.K. 885
De Sarkar, Ajanta 445
Dhavachelvan, P. 479, 491
Dinesh Acharya, U. 11
Diwakar, P.G. 757
Dubey, Gaurav 521
Durga Bhavani, S. 541

Elanangai, V. 813
Elloumi, Mourad 243

Fairooz, S.K. 787
Faizan Farooqui, Md. 623, 631
Farhangi, Mohammad Mehdi 681
Fathy, Mahmood 681

Ganesh Karthik, M. 595
Gantayat, S.S. 551
Garg, Poonam 569
Geetha Ramani, R. 433
George Amalarethinam, D.I. 395
Ghadirli, Hossein Movafegh 87
Ghosal, Prasun 649
Ghosal, S.K. 767
Govindan, Sumithra Manimegalai 905
Govindan, V.K. 895



924 Author Index

Guo, Yanhui 861
Gupta, Kusum 279
Gupta, Savita 459
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