


Lecture Notes in Artificial Intelligence 7376

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



Petra Perner (Ed.)

Machine Learning
and Data Mining
in Pattern Recognition

8th International Conference, MLDM 2012
Berlin, Germany, July 13-20, 2012
Proceedings

13



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jörg Siekmann, University of Saarland, Saarbrücken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbrücken, Germany

Volume Editor

Petra Perner
Institute of Computer Vision
and Applied Computer Sciences, IBaI
Kohlenstr. 2, 04107 Leipzig, Germany
E-mail: pperner@ibai-institut.de

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-31536-7 e-ISBN 978-3-642-31537-4
DOI 10.1007/978-3-642-31537-4

Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2012940654

CR Subject Classification (1998): I.2, F.4, I.4, I.5, H.3, H.2.8

LNCS Sublibrary: SL 7 – Artificial Intelligence

© Springer-Verlag Berlin Heidelberg 2012

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The eighth event of the International Conference on Machine Learning and
Data Mining (MLDM) was held in Berlin (www.mldm.de) under the umbrella of
the World Congress on “The Frontiers in Intelligent Data and Signal Analysis,
DSA 2012”.

For this edition the Program Committee received 212 submissions. After the
peer-review process, we accepted 71 high-quality papers for oral presentation,
from which 51 are included in this proceedings book. The topics range from the-
oretical topics for classification, clustering, association rule and pattern mining
to specific data mining methods for the different multimedia data types such as
image mining, text mining, video mining and Web mining. Extended versions of
selected papers will appear in theInternational Journal Transactions on Machine
Learning and Data Mining (www.ibai-publishing.org/journal/mldm).

Eight papers were selected for poster presentations and are published in the
MLDM Poster Proceedings by ibai-publishing (www.ibai-publishing.org).

A tutorial on Data Mining, a tutorial on Case-Based Reasoning, a tutorial on
Intelligent Image Interpreation and Computer Vision in Medicine, Biotechnology,
Chemistry and Food Industry and a tutorial on Standardization in Immunoflu-
orescence were held before the conference.

We were pleased to give out the best paper award for the fourth time this
year (www.mldm.de). The final decision was made by the Best Paper Award
Committee based on the presentation by the authors and the discussion with
the auditorium. The ceremony took place at the end of the conference. This
prize is sponsored by ibai solutions (www.ibai-solutions.de), one of the leading
companies in data mining for marketing, Web mining and e-commerce.

The conference was rounded up by an outlook of new challenging topics in
machine learning and data mining before the Best Paper Award ceremony.

We would like to thank the members of the Institute of Applied Computer
Sciences, Leipzig, Germany (www.ibai-institut.de), who handled the conference
as secretariat. We appreciate the help and understanding of the editorial staff at
Springer Verlag, and in particular Alfred Hofmann, who supported the publica-
tion of these proceedings in the LNAI series.

Last, but not least, we wish to thank all the speakers and participants who
contributed to the success of the conference. See you in 2013 in New York to the
next World Congress on “The Frontiers in Intelligent Data and Signal Analysis,
DSA2013” (www.worldcongressdsa.com) will be held in New York, in 2013, com-
bining under its roof the following three events: International Conferences Ma-
chine Learning and Data Mining (MLDM), the Industrial Conference on Data
Mining (ICDM), and the International Conference on Mass Data Analysis of Sig-
nals and Images in Medicine, Biotechnology,Chemistry and Food Industry (MDA).

July 2012 Petra Perner
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Francesco Tortorella Università degli Studi di Cassino, Italy
Patrick Wang Northeastern University, USA

Additional Reviewers

P̊al Sætrom (Paal Saetrom) NTNU, Norway
Gleb Sizov NTNU, Norway
Theoharis Theoharis NTNU, Norway
Luigi Atzori University of Cagliari, Italy
Davide Ariu University of Cagliari, Italy
Giuliano Armano University of Cagliari, Italy



VIII MLDM 2012

Battista Biggio University of Cagliari, Italy
Igino Corona University of Cagliari, Italy
Luca Didaci University of Cagliari, Italy
Giorgio Fumera University of Cagliari, Italy
Danilo Pani University of Cagliari, Italy
Ignazio Pillai University of Cagliari, Italy
Luca Piras University of Cagliari, Italy
Riccardo Satta University of Cagliari, Italy
Roberto Tronci University of Cagliari, Italy
Eloisa Vargiu Barcelona Digital Technolgic Centre, Spain



Table of Contents

Theory

Bayesian Approach to the Concept Drift in the Pattern Recognition
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Pavel Turkov, Olga Krasotkina, and Vadim Mottl

Transductive Relational Classification in the Co-training Paradigm . . . . . 11
Michelangelo Ceci, Annalisa Appice, Herna L. Viktor,
Donato Malerba, Eric Paquet, and Hongyu Guo

Generalized Nonlinear Classification Model Based on Cross-Oriented
Choquet Integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Rong Yang and Zhenyuan Wang

A General Lp-norm Support Vector Machine via Mixed 0-1
Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Hai Thanh Nguyen and Katrin Franke

Reduction of Distance Computations in Selection of Pivot Elements for
Balanced GHT Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

László Kovács
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Bayesian Approach to the Concept Drift

in the Pattern Recognition Problems

Pavel Turkov1, Olga Krasotkina1, and Vadim Mottl2

1 Tula State University, 92 Lenina Ave., Tula, 300600 Russia
2 Computing Center of the Russian Academy of Science, 40 Vavilov St.,

Moscow, 119333 Russia

Abstract. We can face with the pattern recognition problems where the
influence of hidden context leads to more or less radical changes in the
target concept. This paper proposes the mathematical and algorithmic
framework for the concept drift in the pattern recognition problems. The
probabilistic basis described in this paper is based on the Bayesian ap-
proach to the estimation of decision rule parameters. The pattern recog-
nition procedure derived from this approach uses the general principle
of the dynamic programming and has linear computational complexity
in contrast to polynomial computational complexity in general kind of
pattern recognition procedure.

1 Introduction

As a rule in the pattern recognition problem the properties of the regarded
concept are supposed to be constant during the learning process. However, we can
face with other problems where some hidden context occurs. So such problems
exist in case of the data-handling procedure extended in time The influence of
this context leads to more or less radical changes in the target concept. In data
mining this situation is known as concept drift. In this case the classical pattern
recognition methods are inapplicable.

There are some methods for pattern recognition problem under concept drift
[1]. A certain quantity of such methods include a single classifier. Usually these
methods use a sliding window to choose a group of new instances to train a
model, a group size called window length (size). In different methods during the
learning procedure this parameter can be constant, for example FLORA [2], or
vary, then such method contains drift detection mechanism, e.g. ADWIN [3].

Another group is the ensemble-based methods. They have become very pop-
ular lately since they have a low error in comparison with single classifier meth-
ods. Learned on the training data the set of classifiers are combined as voting
or weight voting. Ensemble-based approaches can be constructed in two ways:
given new data,

1. retrain the old ensemble members on new data, e.g. Accuracy Weighted
Ensemble (AWE) [4];

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 1–10, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 P. Turkov, O. Krasotkina, and V. Mottl

2. drop one worst classifier of ensemble and add a new classifier learned on
incoming data, such as a streaming ensemble algorithm (SEA) [5].

In general, we can note that the existing algorithms with a single classifier are
more or less heuristic and a certain set of this heuristics is determined by the
specificity of the current task. On the other hand, ensemble-based methods are
sometimes too difficult. Also the accurate mathematical statement of concept
drift doesn’t exist. We propose the probabilistic basis for the problem of con-
cept drift. This basis results from Bayesian approach to the pattern recognition
problem. The method received from this approach uses the general principle
of the dynamic programming procedure and has the computation complexity
proportional to the length of the training sequence.

The remainder of the paper is organized as follows. In Section 2, we present
the problem description in terms of the Bayesian approach. Section 3 gives the
method based on the dynamic programming procedure for estimation of the
decision rule. The experimental results of the method application by the model
data set are described in Section 4. Section 5 concludes the paper.

2 Bayesian Approach to the Problem of Concept Drift
for the Pattern Recognition Problem

Let every instance of the universe ω ∈ Ω be presented by a point in the linear
feature space x(ω) =

(
x1(ω), . . . , xn(ω)

) ∈ R
n, and its hidden membership in

one of two classes be determined by an index value of the class y(ω) ∈ {1,−1}.
We will proceed from the classical approach to the training problem [7] based
on treating the model of the universe in the form of a discriminant function.
Such function is defined as a hyperplane having a priori unknown direction
vector a and threshold b: f

(
x(ω)

)
= aTx + b is primary > 0 if y(ω) = 1,

and < 0 if y(ω) = −1. But this problem statement doesn’t take into account
the presence of concept drift. The drift of the target concept indicates some
changes in the universe and consequently our modeling hyperplane must be
changed too. Therefore let the behavior of the universe with concept drift be
described by time-varying hiperplane ft

(
x(ω)

)
= aTt x + bt where at and bt are

the unknown time functions. So every instance ω ∈ Ω is considered only together
with the indication of time point when this instance was presented (ω, t). As a

result the training set represents as the set of triplet
{
(Xt ∈ R

n, Yt, t)
}T

t=1
,

(Xt,Yt) = {(xk,t, yk,t)}Nt

k=1 - a subset of instances, entered in time point t.
In such definition the problem of learning turns into the analysis problem of

two-component time series, as it is needed to estimate the hidden component
(at, bt) by the observable component (Xt,Yt). This is the standard problem
of time series analysis, the specific character of which consists in the supposed
model of connection between hidden and observable components. N.Wiener in
[9] introduced classification for the estimation problems of hidden component.
According to this classification we can distinguish two types of the learning
problems.
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Filtering problem of the training set. Let a new object appear at the time mo-
ment T when the feature vectors and class-membership indices of the previous

are already registered
{
(Xt, Yt, t)

}T

t=1
including the current moment T . It is

required to recurrently estimate the parameters of the discriminant hyperplane
(aT , bT ) at each time moment T immediately in the process of observation.

Interpolation problem of the training set. Let the training time series be com-

pletely registered in some time interval
{
(Xt, Yt, t)

}T

t=1
before its processing

starts. It is required to estimate the time-varying parameters of the discriminant

hyperplane in the entire observation interval
{
(at, bt)

}T

t=1
Let us formulate the probabilistic description of the problem. Let φ(xj,t|

yj,t, at, bt) with yt = ±1 be two parametric family of probability densities in
the joint feature space X1 × · · · × Xn associated with discriminant hyperplane
aTt xj,t+ bt ≥ 0 and concentrated predominantly on opposite sides of it. We shall
consider that the improper densities

φy(xj,t|at, bt) = exp

[
− 1

2σ2
y

(
1− yj,t(a

T
t xj,t + bt)

)2]
(1)

express the assumption that the random feature vectors of both classes of objects
are uniformly distributed along the separating hyperplane with the parameter
σ, controlling the probability of incorrect location.

For all training instances Xt and their class labels Yt obtained in the time
point t the joint distribution density function is:

Φ(Xt|Yt, at, bt) =

Nt∏
j=1

φyj (xj |at, bt).

As there isn’t any a priori information about values a1, b1 we will suppose that at
the zero time moment a priori distributions of the separating hyperplane param-
eters are uniform. So it means that the distributions are constant on all number
axis and consequently its integral isn’t equal to one. Such density functions are
called improper [11].

The key element of the proposed Bayesian approach to the concept drift [10] is
treating the time-varying parameters of hyperplane as hidden processes assumed
a priori to possess Markov property

Fig. 1. Probability density functions along direction vector a
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at = qat−1 + ξt,M (ξt) = 0,M(ξtξ
T
t ) = dI, (2)

bt = bt−1 + νt,M (νt) = 0,M(ν2
t ) = d′,

q =
√
1− d, 0 ≤ q < 1,

where variances d and d′ determine the assumed hidden dynamics of the con-
cept. The ξt and νt are the white noises with zero mathematical expectations.
Equation (2) determines, actually, the state-space model of the dynamic system,
whereas (1) plays the role of its observation model.

The a priori distribution density of the hidden sequence of hyperplane param-
eters will be:

Ψ(at, bt, t = 2, . . . , T ) =

T∏
t=2

ψt(at, bt|at−1, bt−1)

ψt(at, bt|at−1, bt−1) ∝ N(at|
√
1− dat−1, dI)N(bt|bt−1, d

′) =

=
1

dn/2(2π)n/2
exp

(
− 1

2d
(at −

√
1− dat−1)

T (at −
√
1− dat−1)

)
·

· 1

2πd′
exp

(
− 1

2d′
(bt − bt−1)

2

)
.

So we have defined, first, the conditional a priori distribution of the hidden
sequence of hyperplane parameters Ψ(at, bt, t = 2, T ) and, second, the condi-
tional distribution of the training sample Φ(Xt|Yt, at, bt). It is clear that the a
posteriori distribution density of the hidden sequence of direction vectors and
thresholds will be proportional to product:

P (at, bt|Yt, t = 2, . . . , T ) ∝ Ψ(at, bt, t = 2, T )Φ(Xt|Yt, at, bt, t = 2, T ) (3)

It appears natural to take the maximum point of this a posteriori density as the
sequence of time-varying hyperplane parameters in the model:

(ât, b̂t) = argmax
at,bt

P (at,bt|Y, t = 2, . . . , T ) =

= argmax
at,bt

Ψ(at,bt, t = 2, T )Φ(Xt|Yt, at, bt, t = 2, T )

Theorem 1. The maximum point of the a priori density (3) by at, bt is the
minimum point of the criterion:

JT (at, bt, t = 0, . . . , T ) = min
at,bt,,t=1,...,T

[ T∑
t=1

Nt∑
j=Nt−1+1

Cy

(
1− yj(a

T
t xj + bt)

)2
+

(4)

+
1

d

T∑
t=2

(at −
√
1− dat−1)

T (at −
√
1− dat−1) +

1

2d′

T∑
t=2

(bt − bt−1)
2

]
where N0 = 0.
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The first term
T∑

t=1

Nt∑
j=Nt−1+1

Cy

(
1− yj(a

T
t xj + bt)

)2
of the criterion stands for the

approximation of observation yt. As the second 1
d

T∑
t=2

(at −
√
1− dat−1)

T (at −
√
1− dat−1) and third 1

2d′

T∑
t=2

(bt− bt−1)
2 terms are responsible for overall time-

volatility of direction vector and threshold.
The criterion (4) is pair-wise separable, i.e. representing a sum of private

functions every of which depends on the variables connected with one or two
time points in their increasing order. Let us introduce the following notation for
the criterion (4):

J(z1, . . . , zT ) =

T∑
t=1

(zt − z0t )
TQt(zt − z0t ) + (5)

+

T∑
t=2

(zt −Azt−1)
TU(zt −Azt−1)

where

zt =

[
at
bt

]
; z0t =

(
Qt

TQt

)−1

Qt

Nt∑
j=Nt−1

gj

Qt =

Nt∑
j=Nt−1

Cygjg
T
j ;gj =

[
yjxj

yj

]

U =

⎡⎢⎢⎢⎢⎢⎣
1
d 0 . . . 0 0
0 1

d . . . 0 0
...
...
. . .

...
...

0 0 . . . 1
d 0

0 0 . . . 0 1
d′

⎤⎥⎥⎥⎥⎥⎦ ;A =

⎡⎢⎢⎢⎢⎢⎣

√
1− d 0 . . . 0 0

0
√
1− d . . . 0 0

...
...

. . .
...

...

0 0 . . .
√
1− d 0

0 0 . . . 0
√
1− d′

⎤⎥⎥⎥⎥⎥⎦
3 Dynamic Programming Procedure for the Estimation

of the Decision Rule Parameters under Concept Drift

For the parameters estimation we use the general principle of dynamic pro-
gramming, based on the concept of a sequence of Bellman functions J̃t(zt) =
min

z0,...,zt−1

Jt([zs]
t
s=1), [zs ∈ Zs]

t−1
s=1, connected with partial criteria

J(z1, . . . , zt) =
t∑

s=1

ζs(zs) +
t∑

s=2

γs(zs−1, zs). (6)

Bellman functions are recurrently evaluated for t = 1, . . . , T by the fundamental
property of Bellman function

J̃t(zt) = ζt(zt) + min
zt−1

[
γt(zt−1, zt) + J̃t−1(zt−1)

]
, (7)
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which is called the direct recurrence relation. The function sequence starts from
the first function: J̃1(z1) = ζ1(z1). The optimal value of the last variable is
directly calculated as

ẑT = argmin
zT

J̃T (zT )

Search of other optimal values is carried out in the reverse order by the following
expression:

ẑt−1 = z̃t−1(ẑt) = argmin
zt−1

[
γt(zt−1, ẑt) + J̃t−1(zt−1)

]
(8)

where recurrence relations z̃t−1(ẑt) are determined and stored when the Bellman
functions were calculated in the forward order. The procedure described above
is the classical dynamic programming procedure called the “forward then back”
procedure [12].

In the case of quadratic functions ζt(zt) and γt(zt−1, zt) all Bellman functions
are quadratic too and consequently can be written as

J̃t(zt) = (zt − z̃t)
T Q̃t(zt − z̃t) + c̃t. (9)

Then the “forward” procedure consists in the reccurent recalculation of the
quadratic form parameters Q̃t, z̃t, c̃t. The value z̃t from the last Bellman func-
tion is equal the optimal value of the last variable: ẑT = z̃t.

Apply items mentioned above by the parameters estimation for the problem
with concept drift (6). For this rewrited expression (5) in the form (6) use the
following symbols:

ζt(zt) = (zt − z0t )
TQt(zt − z0t )

γt(zt−1, zt) = (zt −Azt−1)
TU(zt −Azt−1).

It is clear that this functions are quadratic and therefore the Bellman functions
for our problem are determined in the form (9). On the other hand the Bellman
function for the time moment t can be evaluated by the direct recurrence relation
(7). Thus by t = 1 Bellman function parameters have a trivial view: z̃1 =
z01; Q̃1 = Q1; c̃1 = 0. Later they are recurrently recounted for the t = 2, . . . , T :

Q̃t = Q̃t−1

(
AUA + Q̃t−1

)−1

U+Qt (10)

z̃t = Q̃−1
t

[(
AUA + Q̃t−1

)−1

AUQ̃t−1z̃t−1 +Qtz
0
t

]
.

The required hyperplane parameters in the time moment T are determined the
optimal value of the last variable ẑT = z̃T . With regard to the proposed classi-
fication of the learning problems this optimal parameters are the solution of the
filtering problem. Other optimal values ẑ1, ẑ2, . . . , ẑT−1 are easily found in the
reverse order by using backward recurrence relation

ẑt−1 =
(
AUA+ Q̃t−1

)−1 (
AUẑt + Q̃t−1z̃t−1

)
So we find the solutions of the interpolation problem.



Bayesian Approach to the Concept Drift 7

4 Experimental Evaluation

4.1 “Ground-Truth” Experiments

To verify the proposed method we used the synthetic data which can be pre-
sented in the form of two normal distributions. The class labels in these data
were equidistributed and take values from the set {−1, 1}. The two instance fea-
tures generated from the normal distribution for each class. In the zero moment
these distributions had the equal variation 1 and mathematical expectation 3.5
and 6.5 respectively. The distance between the centers of distributions was se-
lected according to the 3-sigma rule. With time the centers of distributions were
changed, namely, rotated around the origin of coordinates in the two-dimensional
feature space. The training set was comprised by the instances generated for 50
consecutive time moments of 100 instances each. For the test we created the
sample with 2000 instances in the next 51st time moment. After learning ac-
cording to the proposed method the resulting decision rule was applied to the
testing instances and the per cent of erroneously classified instances in each class
was calculated. The selection of method parameters was realized by the error
value on the test sample.

In the Table 1 the experimental results are demonstrated by the different
values of variations d and d′ in the criterion (4). As the results given in the table
show, for the method parameters close to 0 the resulting decision rule classified
all instances as belonging to the only class. In this case the very large penalty in
the criterion doesn’t allow the decision rule to adapt to the toward changes in
the data description. Another extreme case was under d = 1; d′ = 1. Then the
reverse situation occurred, when the classifier easily forgot the old information
about instances. Since we used the most favorable structure of data the error is
rather small. The last row of the Table 1 describes the results by the optimal
values of parameters.

To compare, the decision rule being trained on all model sample at once
by the classical SVM method has the classification error 0.099% for the −1-
class and 13.653% for the +1-class. Even in this simple model experiment the
SVM results show that the pattern recognition methods aren’t applicable in the
problems under concept drift. So the proposed method works in the problem
under concept drift and demonstrates the good results on the model data.

Table 1. The experimental results: model dataset

Values of vari-
ations d and
d′

Classification er-
ror of class −1, %

Classification er-
ror of class +1, %

d → 0; d′ → 0 0 → 100

d = 1; d′ = 1 1.0092 3.1257

d = 1 · 10−8;
d′ = 1 · 10−8;

1,0801 2,846
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4.2 Case Study: “Spam” E-Mail Problem

The object of the experimental study in this paper is the problem of filtering
e-mails. The behavior of advertisement distributors is improving and as a result
the spam filter should adapt to the behavior of spammers. Consequently, we
come to problem of construction of the time-dependent decision rule.

We took the SPAM E-mail Database [13] from the repository UCI as the
dataset. These data contain 4601 instances (e-mails) each of which is character-
ized 58 features. The last feature is nominal and describes the instance belonging
to one of two classes: spam or non-spam. The values of other features are con-
tinuous and indicate the frequency of occurrence for particular elements (words
or characters) in letter text or measure the length of sequences of consecutive
capital letters. Junk e-mails are 39.4% (1813 instances) of all dataset.

To carry out the experiments there have been selected 3600 instances (4 groups
of 900 instances each) from this database. The testing set was comprised by other
1001 instances. We standardized features before the experiments. To compare
the obtained results we used some algorithms of concept drift realized in the
software environment Massive Online Analysis (MOA) [14]:

– OzaBagASHT - bagging using the Adaptive-Size Hoeffding Trees [15]. When
the tree size exceeds the maximun size value there restarts building of the
tree from a new root. The main parameter of this algorithm is a number of
models in the bag. For the choice of its optimal value we made some trial
experiments on the SPAM E-mail Database (results are shown in the Table
2) and choose this value by the minimum of the classification error.

Table 2. Classification error depending on the number of models in the bag for
OzaBagASHT

Number of models 6 8 10 12 14 16 18

Error, % 39,461 30,569 30,07 31,768 28,871 30,869 25,774

Number of models 20 22 24 26 28 30

Error, % 30,17 30,17 22,278 31,469 32,468 31,169

– OzaBagAdwin - bagging using ADWIN [15]. ADWIN is a change detector
and estimator that solves the problem of tracking the average of a stream of
bits or real-valued numbers in a well-specified way. The model in the bag is a
decision tree for streaming data with adaptive Naive Bayes classification at
leaves. As well as in the previous case we chose the optimal number of models
after experiment set (results are shown in the Table 3) by the minimum of
the classification error.

– SingleClassifierDrift - single classifier with drift detection method EDDM [16].
Decision tree for streaming data with adaptive Naive Bayes classification at
leaves was selected as a classifier for training.

– AdaHoeffdingOptionTree - adaptive decision option tree for streaming data
with adaptive Naive Bayes classification at leaves. We set the maximum
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Table 3. Classification error depending on the number of models in the bag for
OzaBagAdwin

Number of models 6 8 10 12 14 16

Error, % 22,278 23,278 22,877 23,776 26,773 22,977

Number of models 18 20 22 24 26

Error, % 20,879 22,078 22,677 22,278 24,177

number of options paths per node as 50 (the influence of this parameter on
the error isn’t detected).

– LimAttClassifier - the ensemble combining restricted hoeffding trees using
stacking [17]. It produces a classification model based on the ensemble of
restricted decision trees, where each tree is built from a distinct subset of
the attributes. The overall model is formed by combining the log-odds of the
predicted class probabilities of these trees using sigmoid perceptrons, with
one perceptron per class. The minimum of the classification error was got
under the following options: when one Adwin detects change, replaced the
worst classifier; the number of attributes to use per model was 2.

– NormDistClassifierDrift - the method proposed by us in the previous part.
The parameters C = C−1 = C1, d, d

′ were chosen after the trial tests with
their different values by the minimum of error: C = 1; d = 10−8; d′ = 10−8.

The final results given in the Table 4 show the proposed algorithm turned out
to be a bit better on spam dataset than other algorithms.

Table 4. The experimental results: SPAM E-mail Database

Values of variations d
and d′

Classification
error, %

OzaBagASHT 22,278

OzaBagAdwin 20,879

SingleClassifierDrift 39.361

AdaHoeffdingOptionTree 23.876

LimAttClassifier 29,271

NormDistClassifierDrift 14,785

5 Conclusion

This paper proposed the strictly probabilistic basis for the problem of concept
drift. This basis results from Bayesian approach to the pattern recognition prob-
lem. The method received from this approach used the general principle of the
dynamic programming. On the “ground-truth” data this method demonstrates
the required results. In the experiment on the spam e-mail database our method
showed the acceptable error. It proves that the proposed method is applicable
to the problem of concept drift for the pattern recognition problem.
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Abstract. Consider a multi-relational database, to be used for clas-
sification, that contains a large number of unlabeled data. It follows
that the cost of labeling such data is prohibitive. Transductive learn-
ing, which learns from labeled as well as from unlabeled data already
known at learning time, is highly suited to address this scenario. In this
paper, we construct multi-views from a relational database, by consid-
ering different subsets of the tables as contained in a multi-relational
database. These views are used to boost the classification of examples
in a co-training schema. The automatically generated views allow us to
overcome the independence problem that negatively affect the perfor-
mance of co-training methods. Our experimental evaluation empirically
shows that co-training is beneficial in the transductive learning setting
when mining multi-relational data and that our approach works well with
only a small amount of labeled data.

Keywords: Transductive learning, Co-training, Multi-relational classi-
fication.

1 Introduction

Increasingly, sets of structured data including relational databases, spatial data
and biological data, amongst others, are available for mining. In these settings,
using supervised learning methods often becomes impractical, due to the high
costs associated with labeling the data. To this end, during recent years, there
has been a growing interest in learning algorithms capable of utilizing both
labeled and unlabeled data for prediction tasks. In the literature, two main
settings have been proposed to exploit the information contained in both labeled
and unlabeled data, namely the semi-supervised setting and the transductive
paradigm. The former is based on the principle of inductive learning, where the
learned function is used to make predictions, both on currently known and future
observations. Transductive learning, on the other hand, makes predictions for the
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set of unlabeled data that is already known at learning time, which simplifies
the learning task. Another strength of transductive learning is that it allows the
examples in the training (and working) set to be mutually dependent.

Research further suggests that such structured (or semi-structured) data
repositories often consist of subsets that provide us with different, complemen-
tary viewpoints of the dataset. That is, the data may be analyzed by exploring
multiple complementary views, which each brings additional information regard-
ing the problem domain. For example, during social network analysis, a contact
may be viewed by considering: links to the person, textual content of the web-
page, meta-data, multimedia content, and so on. In a relational database, these
units of analysis may naturally be modeled as a set of tables T1, . . . , Tn, such that
each table Ti describes a specific type of object involved in the units of analysis,
while foreign key constraints explicitly model the relationships between objects.
Multi-view learning, which concerns the selection of multiple independent views
to be used for classification, is based on this observation.

When the number of unlabeled data is high, it follows that multi-view learn-
ing may be successfully combined with a transductive learning approach. To
this end, we introduce the CoTReC (Co-training for Transductive Relational
Classification) method, which is inspired by the above-mentioned principle of
multi-view learning. Our method differs from the standard setting, since these
views are mutually independent and are constructed from separate subsets of
the dataset. In our approach, as a first step, we create a number of uncorrelated
training and working views. Next, during co-training, the transductive learner
proceeds to build a model and to predict the class value of the working set views
as accurately as possible. Our approach requires only a small amount of labeled
data, in order to construct accurate models.

The use of co-training is motivated by the need of improving the accuracy of
weak transductive classifiers. This weakness is due to the low number of labeled
examples that transductive algorithms are required to work with. In fact, with
co-training, we augment the training set of a classifier learned from a database
view by using predictions of unlabeled examples from the classifiers learned on
the other views. This is performed with an iterative learning process [2].

This paper is organized as follows. Section 2 introduces the related work. This
is followed, in Section 3 with a discussion of the CoTReC approach. Section 4
presents experiments, while Section 5 concludes this paper.

2 Related Work

This section introduces related research concerning transductive learning, multi-
view learning and co-training.

2.1 Transductive Learning

Transductive learning has been investigated in classical data mining for SVMs
([8] [11]), for k-NN classifiers ([12]) and even for general classifiers ([16]).
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However, more recently, transductive learning has been also investigated in
multi-relational data mining, which aims to discover useful patterns across mul-
tiple relations (tables) in a relational database [9]. Krogel and Scheffer ([15])
investigated a transformation (known as propositionalization) of a relational de-
scription of gene interaction data into a classical double-entry table, and then
study transduction with the well-known transductive support vector machines.
Taskar et al. ([25]) built a generative probabilistic model that captures interac-
tions between examples, some of which have class labels, while others do not.
However, given sufficient data, a discriminative model generally provides signifi-
cant improvements in classification accuracy over generative models. Malerba et
al. [19] proposed a relational classification algorithm that works in a transduc-
tive setting and employs a probabilistic classification approach. The transductive
learning strategy iterates on a k-NN based re-classification of labeled and unla-
beled examples, in order to identify borderline examples, and uses the relational
probabilistic classifier Mr-SBC to bootstrap the transductive algorithm.

2.2 Multi-view Learning

Multi-view learning concerns the learning from multiple independent sets of fea-
tures, i.e. views, of the data. This framework has been applied to real-world
applications such as information extraction [2], face recognition [18] and locat-
ing users in a WiFi environment [23], amongst others. In essence, multi-view
learning utilizes experiential inputs to explore diverse representations so that an
increasingly variety of problems may be recognized, formulated and solved. In
this way, the strengths of each view are amplified and the weaknesses are allevi-
ated. This allows for cooperation, knowledge sharing and knowledge fusion.

Formally, a multi-view problem with n views may be seen as n uncorrelated or
weakly dependent features sets [9]. Here, the correlation estimates the departure
of two variables (views) from independence. If we consider two views as being
correlated, it implies that knowing the first view helps in predicting the second.
On the other hand, if knowing the first brings no (or little) knowledge about the
second, the correlation coefficient should be near to zero.

Intuitively, multi-view learning is well suited for relational data mining.
Within the relational database context, it follows that such sets of disjoint fea-
tures are typically contained in multiple relations. That is, a relational database
schema, as designed by a domain expert, usually groups attributes into relations
(or entities in an extended entity-relationship (EER) diagram) with very close
semantic meaning. Interested readers are referred to [9] for a detailed discussion
of a multi-view learning methodology within the relational database setting.

2.3 Co-training

The iterative co-training framework was originally introduced in [2]. The idea is
to split the set of predictor attributes X into two disjoint subsets X1 and X2.
Each labeled example (x, y) is viewed as (x1, x2, y) where x1 contains the values
of the attributes in X1 and x2 the values of the attributes in X2. Then, two
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classifiers f1(·) and f2(·) (where f1 : X1 → Y and f2 : X2 → Y ) are learned
by bootstrapping one another with labels for the unlabeled data. Intuitively, the
initial classifiers f1 and f2 are learned over a small sample and the iterative
bootstrap takes unlabeled examples (x1, x2) for which f1 is confident, but f2 is
not (or vice-versa) and using the reliable classification to label such examples
for the learning algorithm on f2 (or f1), while improving the other classifier.

Two assumptions are made in co-training: i) (Compatibility assumption) The
example distribution is compatible with the classifier f : X → Y . That is, ei-
ther attribute set suffices to learn the target f(·) such that for each example
x: f1(x) = f2(x) = f(x). ii) (Conditionally independence assumption) The pre-
dictor attributes in X1 and the predictor attributes in X2 are conditionally
independent given the class label. Formally, P (x1|f(x), x2) = P (x1|f(x)) and
P (x2|f(x), x1) = P (x2|f(x)). While assumption ii) justifies an iterative ap-
proach, assumption i) can be significantly weakened while still permitting the
use of unlabelled data to iteratively boost weak classifiers. Accordingly, several
studies [21] [14] have shown that co-training may improve classifier performance
even when the assumptions are violated to some extent.

The iterative co-training approach has been successfully applied to several
learning problems, including named entity classification [5], text classification
[22] and image classification [17]. Most of these works extract the multiple views
by trying to meet empirically the co-training assumptions (or weakening of them)
on the training domain. However, unlike the work presented in this paper, these
techniques do not address the problem of extracting multiple views from data
spanned in multiple tables of a relational database by trying to meet the com-
patibility and conditionally independence assumptions.

3 The CoTReC Method

Let D be a set of units of analysis (examples) whose description is spread in
multiple tables of a relational database. Examples can be labeled according to
an unknown target function whose range is a finite set Y = {C1, . . . , CL}. The
transductive classification problem is formalized as follows: Given a training set
TS ⊂ D, and a working set WS = D − TS with unknown target values. The
problem is to predict the class value of each example in the working set WS
which is as accurate as possible. The learner receives full information (including
labels) for the examples in TS and partial information (without labels) for the
examples in WS and is required to predict the class only of the examples in WS.

The use of the co-training framework to solve this problem is illustrated in
Algorithm 1. The algorithm takes as input n training and working views1 and
returns the set of labeled working examples. In the while loop, the algorithm
iterates by bootstrapping the data labeling on the different views. In particular,
it classifies examples in each view and identifies the examples for which the clas-
sification is reliable. These examples are added to the other training views (see

1 Training and Working views are defined according to the same schema, but are used
on the training and working database, respectively.
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Algorithm 1, lines 16-18) for subsequent iterations. The associated label is iden-
tified according to the Bayesian Optimal Classifier [20] that permits to combine
the effect of (possibly multiple) reliable classifications of the same example (see
Algorithm 1, lines 13-14). Formally, it is defined as:

BOC(e, Y ′′, h1, . . . , hn, a1, . . . , an) = argmax
c∈Y ′′

∑
j=1,...,n

P (c|hj)× aj (1)

where Y ′′ ⊆ Y is a subset of the set of labels, P (c|hj) is equal to one if the clas-
sifier hj associates the example e with the label c, 0 otherwise and aj estimates
the probability P (hj |Aj) and is computed as the accuracy of the classifier hj on
the training view Aj (see Algorithm 1, line 9). The classifier hj may utilize one
of many available propositional classification algorithms.

It is noteworthy that decisions on the classifications are propagated coher-
ently through the training views (and added to L). Once a stopping criterion is
satisfied, the Bayesian Optimal Classifier is used in order to classify the remain-
ing unlabeled examples according to the classifiers learned on training views
obtained after the last iteration (see Algorithm 1, lines 25-38).

Three stopping criteria are considered in the algorithm, that is, all the exam-
ples have been classified; no example is added to the training views during the
last iteration; a maximum number of iterations (MAX ITERS) is reached.

Two issues remain to be discussed: i) how views are constructed and ii) how
the reliable classifications are identified. These issues are discussed in the next.

3.1 Constructing Multi-views from Relational Data

In a relational setting, there is a database 
, which consists of a target table
Ttarget and a set of background relations {Ti}n1 . The target relation Ttarget has
a target variable Y . That is, each tuple in this table (target tuple) is associated
with a class label which belongs to Y . Typically, the relational classification task
is to find a function F (x) which maps each target tuple x to the category set Y :

Y = F (x, T1···n, Ttarget), x ∈ Ttarget (2)

This relational classification task may be mapped to a multi-view learning
problem, as follows. Join paths link the target relation with the other relations
in the relational database, through following foreign key links. That is, foreign
key attributes link to primary keys of other tables: this link specifies a join
between two tables, and a foreign key attribute of table T2 referencing table
T1 is denoted as T2.T1 key . Each one of these paths provides a complementary,
potentially information-rich view of the target concept to be learned.

The next section discusses the multi-view construction process which corre-
sponds to the first four steps of the MRC multi-view learner reported in [9].

Multi-View Construction. Algorithm 2 highlights the steps we following
when constructing the multiple views. As shown in Algorithm 2, the method
initially propagates and aggregates information to form multiple views from a
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Algorithm 1. CoTReC

Require: A1, . . . , An training views, W1, . . . ,Wn working views.
Ensure: L working examples associated with labels
1: L ← �;
2: while no stopping criterion is satisfied do
3: for all i = 1, . . . , n do
4: Train the classifier hi on the training view Ai;
5: Classify all the examples in Wi according to the classifier hi;
6: Compute the ranked of the class predicted by hi for each example in Wi;
7: Sort the examples in Wi by reliability in decreasing order;
8: Ti ← the reliability threshold for Wi;
9: ai ← accuracy of the classifier hi on the training view Ai;
10: end for
11: for all i = 1, . . . , n do
12: for all e ∈ Wi with reliability greater than Ti do
13: Y ′ ← {c ∈ Y | ∃j ∈ [1, . . . , n], hj(e) = c with reliability greater than Tj};
14: label ← BOC(e, Y ′, h1, . . . , hn, a1, . . . , an)
15: for all j = 1, . . . , n do
16: if i �= j then
17: Aj = Aj ∪ {(e, label)};
18: end if
19: Wj = Wj − {e};
20: end for
21: L = L ∪ {(e, label)};
22: end for
23: end for
24: end while
25: for all i = 1, . . . , n do
26: Train the classifier hi on the training set Ai;
27: Classify all the examples in Wi according to the classifier hi;
28: ai ← accuracy of the classifier hi on the training view Ai;
29: end for
30: for all i = 1, . . . , n do
31: for all e ∈ Wi do
32: label ← BOC(e, Y, h1, . . . , hn, a1, . . . , an)
33: for all j = 1, . . . , n do
34: Wj = Wj − {e};
35: end for
36: L = L ∪ {(e, label)};
37: end for
38: end for
39: RETURN L

relational database. Subsequently, the view validation step identifies a subset of
uncorrelated views. This set of views may subsequently be used in a transductive
learning setting, to co-train classifiers.

1) Information Propagation Stage: The Information Propagation Stage con-
structs training data sets for use by a number of view learners. The original



Transductive Relational Classification in the Co-training Paradigm 17

Algorithm 2. Multi-view Construction Algorithm

Require: A database 	= {Ttarget, T1, T2, · · · , Tn}, a view learner L, a meta learner
M, and a view validation data T v from 	.

1: Propagate and aggregate information in 	, forming candidate view set
{V 1

d , · · · , V n
d };

2: Remove candidate views with view learners’ accuracy less than 50% from
{V 1

d , · · · , V m
d }, forming view set V

′
;

3: Generate a validation data set T ′
v , using T v and V

′
;

4: Select a view feature set A′
from T ′

v ;
5: Let validated view set V = ∅;
6: for each view V i (V i ∈ V

′
) which has at least one attribute in A′

do
7: V .add(V i);
8: end for
9: RETURN V .

relational database is used as input and the process starts from the target table.
Our approach was inspired by the so-called tuple id propagation, as introduced in
CrossMine [26], which is a technique for performing virtual joins between tables.
The target and background relations are linked together through their foreign
keys, which are identified by means of the tuple identifiers. In SQL, this is done
by an equi-join of the tables over the values of the key identifiers.

2) Aggregation Stage: The Aggregation Stage summarizes the information em-
bedded in the tuples associated with one to many relationships (i.e., one target
tuple is associated with multiple entities in a background relation) by converting
them into one row. This procedure is applied to each of the data sets constructed
during the Information Propagation Stage. To achieve this objective, aggregation
functions are applied. By applying the basic aggregation functions in SQL, new
features are created to summarize information stored in the multiple tuples. For
nominal attributes, we employ the count function. For numeric values, the count,
sum, average, maximum, minimum and standard deviation are calculated.

3) Multiple Views Construction Stage: In the third phase of the algorithm, the
Multiple Views Construction Stage constructs various hypotheses on the target
concept, based on the multiple training data sets given by the Aggregation Stage.
To this end, view learners such as decision trees or support vector machines
(SVMs) are used in order to learn the target concept from each view of the
database separately. In this stage, a number of view learners are trained.

4) View Validation Stage: All view learners constructed in the Multiple Views
Construction Stage are then evaluated in the View Validation Stage. This pro-
cessing is needed to ensure that they are, indeed, able to learn the target concept.
In addition, strongly uncorrelated view learners are preferred. The aim of this
stage is to maintain only views that are able to accurately predict the class.

As a first step, we discard all views that perform worse than random guess-
ing. We eliminate all views with an error rate lower than 50%. Research suggests
that disjoint views are preferred by multi-view learning, due to the inherent phi-
losophy of diverse viewpoints [6,5,9]. Following this line of thought, we employ
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a Correlation-based View Validation (CVV) algorithm that uses the heuristic
goodness, from test theory, as utilized by the CFS subset feature selection ap-
proach of Hall [10]. The heuristic ’goodness’ of a subset of features [10] is:

C = KRcf/

√
K + K(K − 1)Rff (3)

where C is the heuristic ’goodness’ of a selected feature subset. K is the number
of features in the selected subset. Rcf calculates the average feature-to-class
correlation, and Rff stands for the average feature-to-feature dependence.

We adopt the Symmetrical Uncertainty (U) [9] to calculate Rcf and Rff . This
measure is a modified version of the information gain measure which compen-
sates for information gain’s bias toward attributes with more values.

The Symmetrical uncertainty is defined as follows:
Given features X and Y ,

U = 2.0×
[

InfoGain

H(Y ) + H(X)

]
where H(Y ) = −

∑
y∈Y

p(y) log(p(y)).

In summary, during view validation, each view is called upon to give a prediction
of the target class, against a validation data set. Different subsets of the views
are then ranked, according to their C values and the subset with the highest
rankings is kept. These views are then used as the input to CoTReC.

3.2 Reliability Measures

In order to identify reliable classifications, it is necessary to use measures that
quantify how reliable the classification is. Indeed, many classification algorithms
return confidence measures (see, for example näıve Bayes, k-NN and SVM clas-
sifiers). However, such measures are algorithm-dependent and cannot be used
in a general framework. Several algorithm-independent reliability measures have
been proposed in the literature. In [4], twelve reliability measures are compared
by concluding that no measure, independently considered, can be robust enough
in measuring the reliability of any class in any domain. On the basis of this
consideration, authors proposed to learn a decision tree which aggregates basic
measures by obtaining a robust piecewise reliability measure. Delany et al. [7], on
the other hand, propose three reliability measures that are domain-independent,
monotonic in terms of the reliability and do not require a training phase.

In this paper, we employ the results of both these studies. In particular, from
[4], we use the idea of combining several reliability measures, while from [7] we
identify the algorithm and domain-independent measures to be combined. Recall
that we aim to evaluate the reliability of the label predicted for an example e,
by considering labels associated to examples in the k-nearest neighborhood.

As basic reliability measures, we select the following three measures:

AvgNUNI(e, k) =

k∑
i=1

IndexOfNUNi(e) (4)
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SR(e, k) =

∑k
i=1 sim(e,NLNi(e))∑k
i=1 sim(e,NUNi(e))

(5)

SRK(e, k) =

∑k
i=1 sim(t, NNi(e)) · 1(t, NNi(e))∑k

i=1 sim(t, NNi(e)) · (1 − 1(t, NNi(e)))
(6)

where:

– NNi(e): the i-th nearest neighbor of e,

– NLNi(e): the i-th nearest like (same label) neighbor of e,

– NUNi(e): the i-th nearest unlike (different label) neighbor of e,

– IndexOfNUNi(e) is the index of NNi(e). The index is the ordinal ranking
of the example in the list of nearest neighbors,

– sim(a, b) is the similarity between examples a and b,

– 1(a, b) = 1 if label(a) = label(b) ; 0 otherwise .

These measures are used as follows. AvgNUNI(e, k) measures how close e is
to the first k nearest unlike neighbors (NUNs); SR(e, k) measures the ratio of
the similarity between e and its first k nearest like neighbors (NLNs) and the
similarity between e and its first k NUNs; SRK(e, k) is similar to SR(·, ·) except
that, it considers only the first k examples, independent from the class label.

The similarity function sim(a, b) has range in [0, 1] and is computed in a
standard way. In particular, we use Manhattan distance for continuous predictor
attributes and the Hamming distance for discrete ones. More formally:

sim(a, b) = 1− m(C)d(C)(a, b) + m(D)d(D)(a, b)

m(C) + m(D)
(7)

where m(C) (m(D)) is the number of continuous (discrete) predictor attributes
in the view and d(C)(a, b) (d(D)(a, b)) is the Euclidean or the Manhattan (Ham-
ming) distance computed on continuous (discrete) attributes. Each continuous
attribute is normalized through a linear scaling into [0, 1]. This guarantees that
sim(a, b) belongs to [0, 1] and attributes uniformly contribute to sim(a, b).

The aggregated reliability measure ARM(e, k) is computed by averaging nor-
malized values of AvgNUNI(e, k), SR(e, k) and SRK(e, k), as suggested in [4].
Again, the normalization is performed on the interval [0, 1]:

ARM(e, k) =
1

3
(AvgNUNI ′(e, k) + SR′(e, k) + SRK ′(e, k)) (8)

where AvgNUNI ′(e, k), SR′(e, k) and SRK ′(e, k) are the normalized versions
of AvgNUNI(e, k), SR(e, k) and SRK(e, k), respectively. With a single relia-
bility value we can rank confidences in decreasing order and then select the top
examples for which ARM(e, k) is greater than the reliability threshold Ti. This
threshold is empirically identified at each iteration, for each view.
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3.3 Computing Reliability Thresholds

In the CoTReC algorithm, we use the ARM(e, k) computed for each training
example to compute reliability thresholds. We identify the reliability threshold
that allows us to maximize the AUC (Area under the ROC curve) of a threshold-
based classifier Gθ that solves the following two classes classification problem:
(+) the label of a training example is correctly predicted according to hi; (−)
the label of a training example is incorrectly predicted according to hi-

Algorithmically, for each candidate threshold θ, the AUC of the classifier Gθ

that classifies as (+) examples in Ai for which ACM(e, k) ≥ θ and classifies as
(−) examples in Ai for which ACM(e, k) < θ is computed. The set of candidate
thresholds Θi is computed by ranking examples in Ai according to ACM(e, k)
and by considering the middle values of reliabilities of two consecutive examples.

Therefore, each threshold Ti is computed as:

Ti = argmax
θ∈Θ

AUC(Gθ , Ai) (9)

The advantages of this solution are: i) thresholds are local to each view for each
iteration and ii) thresholds are computed on the current training set.

3.4 Implementation Considerations

With a näıve implementation, at each iteration, for each view, it is necessary
to compute the similarities between the training examples and all the examples.
These similarities are used both for computing reliability thresholds and decid-
ing which working examples can be considered as reliably classified. The cost of
computing similarities, in the worst case, is O(lA× (lA+ lW )×MAX ITERS),
where lA is the total number of training examples and lW is the total number of
working examples. In our implementation, we do not recompute the same simi-
larities from one iteration to the next. Moreover, we organize examples according
to an r-tree structure in order to compute similarities between close examples in
logarithmic time. In this way, at the first iteration, we compute similarities with
a time complexity O(log(lA)× log(lA+ lW )). From the second iteration, we only
compute similarities between examples kept in the working set and examples
lastly moved in the training set.

4 Experiments

The empirical evaluation of our algorithm was carried out on three real world
datasets: PKDD 99 discovery challenge database, Mutagenesis database (which
have been both used to test several MRDM algorithms), and North West Eng-
land (NWE) Census Database. The CoTReC algorithm is evaluated on the basis
of the average accuracy on the same 10-fold cross-validation (10-CV) against each
database. For each database, the target table is first divided into 10 blocks of
nearly equal size and then a subset of tuples related to the tuples of the target
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table block is extracted by means of foreign key constraints. In this way, 10
database instances are created. For each trial, CoTReC is trained on a single
database instance and tested on the hold-out nine database instances, forming
the working set. It should be noted that the accuracies reported in this work are
thus not directly comparable to those reported in other research, which uses a
standard 10-fold CV method. This is due to our unusual experimental design,
imposed by the transductive co-training paradigm. Indeed, unlike the standard
CV approach, here one fold at a time is set aside to be used as the training
set (and not as the test set). Small training set sizes allow us to validate the
transductive approach, but may result in higher error rates as well.

4.1 Datasets

The first database that we consider is the PKDD 99 discovery challenge database
[1], as introduced earlier. Recall that this database concerns the task of deter-
mining whether a client will default on his loan. The database contains eight
tables. The target Loan table consists of 682 records, including a class attribute
status which indicates the status of the loan, i.e. A (finished and good), B (fin-
ished but bad), C (good but not finished), or D (bad and not finished). The
background information for each loan is stored in the relations Account, Client,
Order, Transaction, Credit Card, Disposition and Demographic. All background
relations relate to the target table through directed or undirected foreign key
chains. The aim of the learning problem is to classify if a loan is at risk or not.

The Mutagenesis database is related to the problem of identifying some mu-
tagenic compounds [24]. We have considered, similarly to most experiments on
relational data mining algorithms, the “regression friendly” dataset consisting of
188 molecules. It consists of data obtained with the molecular modeling package
QUANTA. For each compound, it contains the atoms, bonds, bonds types, atom
types, and partial charges on atoms plus indicators ind1, inda, logp, and lumo.

The NWE Census database is obtained from both census and digital map data
provided by the European project SPIN!. These data concern Greater Manch-
ester, one of the five counties of NWE. Greater Manchester is divided into 214
censual wards. Mortality rate as well as some indexes of the deprivation (Jarman
Underprivileged Area Score, Townsend Index, Carstairs Index and Department
of the Environment Index) are available at ward level. The goal of the classifi-
cation task is to predict the value of the Jarman index (low or high) deprivation
factor by exploiting the other deprivation factors, mortality rate and geograph-
ical factors, represented in some linked topographic maps. Spatial analysis is
possible thanks to the availability of vectorized boundaries of the 1998 census
wards as well as of other Ordnance Survey digital maps of NWE where urban
area (115 spatial objects), green area (9), road net (1687), rail net (805) and wa-
ter net (716) can be found. Topological non-disjoint relationships between wards
and objects in all these layers are materialized as relational tables.
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Table 1. Average number of views extracted and validated from MV.

DB PKDD 99 Mutagensis NWE

No of views 2 2 6

4.2 Experimental Results

In the experiments, we have considered four learning systems as base classifiers.
Specifically, C4.5, the RIPPER rule learner, Näıve Bayes (NB), SMO classifier
[13] and 1-nearest neighbours (1-NN) which are all implemented in the Weka
system. CoTReC is run by varying k (see (8) ) among three values expressed as
a percentage (1%,2% and 3%) of the number of the examples; MAX ITERS
is set to the number of unlabeled examples stored in the working database. In
Table 1, we report the average number of views extracted within CoTreC. Each
view provides a propositionalization of the corresponding database.

In Table 2, we report both the 10-CV average accuracies and the average num-
bers of iterations for PKDD 99 discovery challenge database and Mutagenesis
database. We have chosen these databases, since they have been used to bench-
mark several state-of-the-art muilti-relational data mining methods. Results, as
shown in Table 2, indicate that there is no distance which consistently leads to a
better classification accuracy. The accuracy of classification generally improves
by increasing the k value. Moreover, the classification accuracy remains high
(more than 87.5%) on PKDD 99 discovery challenge database, independently of
the base classifier. However, the best accuracy is obtained by using NB. This
trend is confirmed when analyzing the Mutagenesis database, where we observe
an higher variability of the accuracy by varying the basic classifier. For Mutage-
nesis, we observe that the best accuracies are obtained with the SMO classifier
which, however, is less stable than NB when varying k. By considering the av-
erage number of iterations, we observe that it is generally low, except for the
case of C4.5 . Here, CoTReC tends to move a small number of examples in the
training set at each iteration, since the trees do not significantly change from
one iteration to the next one. On the basis of these considerations, NB can be
reasonably considered as the classifier that better interacts with CoTReC.

To evaluate the predictive performance of the CoTReC algorithm, we com-
pared our method with the only relational transductive classifier currently avail-
able in the literature, namely the TRANSC approach [19]. TRANSC iterates
on a k-NN based re-classification of labeled and unlabeled examples, in order
to identify class borderline examples, and uses the relational probabilistic clas-
sifier Mr-SBC [3] to bootstrap the transductive algorithm. Although similar to
CoTReC, TRANSC does not use co-training and does not exploit multi-views.
The experimental results reported in [19] include the predictive performance of
the TRANSC method as well as the relational näıve Bayesian classifier Mr-SBC
[3] against the Mutagenesis and NWE databases. We ran CoTReC against these
two databases, using the same CV partitioning as reported in [3]. We compared
the accuracy obtained by CoTReC with the best results of the TRANSC and
Mr-SBC methods against these two databases, as presented in [3]. We depict



Transductive Relational Classification in the Co-training Paradigm 23

Table 2. PKDD 99 discovery challenge database and Mutagenesis database: Average
accuracies/iterations obtained with different k values. Column “Distance Measure”
refers to the used distance measure for continuous attributes. The average number of
iterations is approximated to the unity.

Learner Distan. PKDD 99 discovery challenge Mutagenesis
Measu. k=1% k=3% k=5% k=1% k=3% k=5%

C4.5 Euclid. 87.94% /74 87.94% /12487.94% /137 50.88% /677.51% /482.84% /6
Manha. 87.94% /129 87.94% /66 87.94% /111 53.25% /573.96% /580.47% /4

RIPPEREuclid. 87.94% /4 87.94% /4 87.94% /1 37.86% /479.88% /382.24% /2
Manha. 87.94% /1 87.94% /3 87.94% /4 43.78% /578.69% /382.24% /3

NB Euclid. 88.11% /2 88.11% /2 88.11% /2 69.23% /584.02% /374.55% /5
Manha. 88.11% /2 88.11% /2 88.11% /2 68.08% /387.57% /485.79% /6

SMO Euclid. 87.94% /9 87.94% /5 87.94% /6 60.94% /578.69% /388.16% /3
Manha. 87.94% /10 87.94% /15 87.94% /6 39.64% /778.69% /388.75% /2

1-NN Euclid. 87.62% /1 87.62% /1 87.62% /1 78.69% /178.69% /178.69% /1
Manha. 87.62% /1 87.62% /1 87.62% /1 78.69% /178.69% /178.69% /1

Table 3. Mutagenesis and NWE databases: average accuracies obtained with CoTReC,
TRANSC and Mr-SBC. CoTReC is run with NB learner as basic classifier, k=5% and
Manhattan distance.

System/DB Mutagenesis NWE

CoTReC 85.79% 83.33%
TRANSC 82.89% 81.96%
Mr-SBC 75.08% 77.29%

the comparison results in Table 3. Results indicate that the CoTReC method
outperformed both the TRANSC and the Mr-SBC algorithms for the two tested
databases, in terms of the obtained accuracies. For example, when contrast-
ing CoTReC with the Mr-SBC method, our algorithm improved the accuracy
against the Mutagenesis and NWE databases by 10.71% and 6.04%, respectively.
Compared to the TRANSC strategy, the CoTReC algorithm was able to reduce
the predictive error against the Mutagenesis and NWE databases by 2.90% and
1.37%, respectively. This reduction is mainly due to the co-training approach.

In summary, these results show that, with only a small number of labeled
data, CoTReC can successfully construct accurate classification models, through
benefiting from the use of co-training and transductive learning paradigms.

5 Conclusions

Numerous real-world applications contain complex and heterogeneous data,
which are naturally modeled as several tables in a relational database. Often,
such data repositories consist of a small number of labeled data together with
a set of unlabeled data. In this paper, we have investigated the combination
of transductive inference with co-training for the classification task in order to
successfully mine such data. Our method exploits multi-views extracted from a
relational database in a co-training schema. Multi-views are extracted by follow-
ing the foreign key chains from relational databases and these views enable us
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to deal with the relational structure of the data. Co-training allows us to boost
the classification of examples within an iterative learning process.

The proposed classifier (CoTReC) has been compared to the TRANSC trans-
ductive relational classifier and the Mr-SBC inductive relational classifier. Re-
sults show that CoTReC outperforms both systems. As future work, we intend to
extend the empirical investigation to corroborate our intuition that transductive
inference has benefits from co-training when applied to multi-views extracted
from a relational database. Our work will further include a thorough investi-
gation of the robustness and efficiency of CoTReC against further databases.
In addition, experimental evaluation on the influence of the different confident
measures on the CoTReC approach will be conducted. We also plan to compare
our method with other state-of-the-art co-training and multi-relational learning
strategies. It would also be interesting to extend the CoTReC algorithm to other
relational data such as spatial data, deep-web data and social network data.
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Abstract. A generalized nonlinear classification model based on cross-oriented 
Choquet integrals is presented. A couple of Choquet integrals are used in this 
model to achieve the classification boundaries which can classify data in such 
situation as one class surrounding another one in a high dimensional space. The 
values of unknown parameters in the generalized model are optimally deter-
mined by a genetic algorithm based on a given training data set. Both artificial 
experiments and real case studies show that this generalized nonlinear classifier 
based on cross-oriented Choquet integrals improves and extends the functionali-
ty of traditional classifier based on one Choquet integral on solving the classifi-
cation problems of multi-class multi-dimensional situations. 

Keywords: classification, Choquet integral, signed efficiency measure, genetic 
algorithm, optimization. 

1 Introduction 

The Choquet Integral [1, 2] with respect to a fuzzy measure or signed fuzzy measure 
[3, 4], also called efficiency measure or signed efficiency measure respectively in 
literature, has been performed successfully as a nonlinear aggregation tool [5]. The 
nonadditivity of the signed fuzzy measure provides an effective representation to 
describe the interaction among the contributions from the predictive attributes to the 
objective attribute. These properties endow the Choquet integral with the ability of 
solving data classification problems. Typical works can be found in [5-7], where en-
couraging results have been presented. 

However, the applicability of the classification model using only one Choquet 
integral is limited. It cannot solve the classification problem such as one data class sur-
rounding with another data class. In [6], we proposed a new nonlinear classification 
model based on cross-oriented Choquet integrals, where two Choquet integrals are used 
to construct a quadrilateral boundary for 2-dimensional 2-class classification problems. 
In that work, regularization is operated on the original data such that the projection axis 

                                                           
* Corresponding author. 
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passes through the origin, and a rotation transformation is operated to adjust the slope of 
the projection axis. This model can solve the classification problems of 2-dimensional 
data sets successfully. But when the problems are about 3-dimensional or high dimen-
sional data, it is difficult to get the explicit expression of rotation transformation. So, in 
this work, a generalized nonlinear classification model based on cross-oriented Choquet 
integral is proposed. It has the ability of solving the high dimensional classification 
problems of multiple classes. Experiments both on artificial and real data sets have been 
performed and partially satisfactory results are achieved. 

This paper is organized as follows. In Section 2, basic mathematical knowledge for 
constructing the generalized classification model is given. Section 3 and Section 4 
present our generalized nonlinear classification model based on cross-oriented Cho-
quet integrals and its relevant optimization algorithm. In Section 5, artificial data and 
real data from UCI Machine Learning repository [8] are exhibited to illustrate the 
classification performance of our methods. 

2 Signed Efficiency Measure, Choquet Integral, and 
Classification 

2.1 Signed Efficiency Measure 

Let },,,{ 21 nxxxX =  be the set of all considered feature attributes. The collection 

of all subsets of X, called the power set of X, is denoted by P (X). 
 
Definition 1. Set function :μ  P (X) ),( ∞−∞→  is called a signed efficiency  

measure iff μ (∅) = 0. A signed efficiency measure μ  is called subadditive  

iff )()()( FEFE μμμ +≤∪  whenever  =∩ FE ∅; μ  is called superadditive iff 

)()()( FEFE μμμ +≥∪  whenever =∩ FE ∅;  μ  is called additive iff 

)()()( FEFE μμμ +=∪  whenever =∩ FE ∅. 

 
The weights used in the weighted average method can be uniquely extended to an addi-
tive measure on P (X) and the weighted average of observation values for all attributes 

nxxx  and,,, 21   is just the classical Lebesgue integral of the observation values that 

can be regarded as a function defined on X. When a nonadditive signed efficiency 
measure is adopted, as an aggregation tool, the Lebesgue integral fails. It should be 
replaced by a nonlinear integral, such as the Choquet integral defined below. 

2.2 Choquet Integral 

Definition 2. Let  f  be a real-valued function on X and μ be a signed efficiency 

measure on P (X).  The Choquet integral of  f  with respect to μ  is defined by 

        
∞

∞−
+−=

0

0
)()]()([ αμαμμμ αα dFdXFdf                 (1) 
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where })(|{ αα ≥= xfxF  for ),( ∞−∞∈α . 

When  f  and μ  are given, the Choquet integral can be calculated by 


=

+− ⋅−=
n

i
niiii xxxxfxfdf

1

**
1

**
1

* }),,,({)]()([ μμ               (2) 

where 0)( *
0 =xf  and ), ,,( **

2
*
1 nxxx   is a permutation of }, ,,{ 21 nxxx   such that 

)(  )()( **
2

*
1 nxfxfxf ≤≤≤  . 

2.3 Classification by Choquet Integral Projections 

Based on the Choquet integral, an aggregation tool which projected the feature space 
onto a real axis had been established. Under the projection, each point in the feature 
space becomes a value of the virtual variable. 

In the feature space, a point ))(,),(),(( 21 nxfxfxf  , denoted by 

),,,( 21 nfff   simply, can be regarded as a function f  defined on X . It 

represents an observation of all feature attributes. The basic model of 2-classifications 
based on the Choquet integral can be expressed as: 

If cdbfa ≥+ μ)( , then Af ∈ ; otherwise Bf ∈ , 

where A and B are two classes. In above expression, ),,,( 21 naaaa =  and 

),,,( 21 nbbbb = , which balance the scales of the different dimensions, satisfy 

0min =ii a  and 1||max =ii b , μ  is a signed efficiency measure with 1)( =Xμ , 
and c is a real number indicating the classifying boundary. The values of all these pa-
rameters can be optimally determined by a soft computing technique, such as a genetic 
algorithm. 

Taking 2-dimentional data (with feature space },{ 21 xxX = ) belonging to 2 classes 
(class A and class B) as an example. The classifying boundary is just a contour of the 
function with two variables 1f  and 2f  expressed by the Choquet integral being a 
constant c, that is, 

cdbfa =+ μ)( ,                             (3) 

where, )( 11 xff =  and )( 22 xff = . The contour is a broken line showing in Fig.1. 

Its vertex is on line L that has equation. 

)()( 222111 xfbaxfba +=+ . 

The geometric meaning of ),( 21 bbb =  can be considered as the parameters which 

determine the slope of the projection axis L, where ),( 21 aaa =  controls the intercept 

of L from the origin. If 21 aa = , the projection axis will pass through the axis. 
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This contour can be extended into high-dimensional data, where the contour is a 
broken hyper plane with a common vertex.  

 

 

 

 

 

 

 

 
 

Fig. 1. A contour of the Choquet integral used as the classifying boundary 

3 Generalized Classification Model by Cross-Oriented 
Projection 

The applicability of the classification model stated in previous section is limited. It 
cannot solve the classification problem such as one data class surrounding with 
another data class. In this case, two Choquet integrals with respect to signed efficien-
cy measure should be used. Relevant works have been published in [6], where the 
proposed algorithm can solve the classification problems of 2-dimensional data sets 
successfully. Here, a generalized nonlinear classification model by cross-oriented 
projection pursuit is introduced. It can solve the classification problems of high-
dimensional data sets. 

Let },,,{ 21 nxxxX =  be the set of all considered feature attributes. Let μ and ν 

be two signed efficiency measures defined on power set P(X). For convenience, 
}),({ 1xμ     }),({ 2xμ , }),({ nxμ }),,({ 21 xxμ }),,({ 31 xxμ  are abbreviated 

by ,1μ  ,2μ  ,  ,nμ  ,12μ  ,13μ   , and }),({ 1xν  }),({ 2xν , }),({ nxν  

}),,({ 21 xxν  }),,({ 31 xxν    are abbreviated by ,1ν  ,2ν  ,  ,nν  ,12ν  ,13ν   , 

respectively. Assume that, ,1)()( == XX νμ  ,5.15.0 ≤≤− iμ  

and ,5.15.0 ≤≤− iν where,  ,13,12,,,2,1 ni = . Thus, the two Choquet integrals 

with respect to μ and ν form cross-oriented projections from the feature space onto a 
real axis. Then a one-dimensional classification can be made on this axis. In such a 
way, point f satisfying μμ cdbfa ≥+ )(  and νν cdbfa ≤+ )(  will be regarded be-

longing to one class, say A; while point f satisfying μμ cdbfa <+ )(  or 

1f

contour cdbfa =+ μ)(  

L2f

B A 
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νν cdbfa >+ )(  will be regarded belonging to another class, say B. Contour of the 

classifying boundaries derived by the cross-oriented projection in 2-dimensional case 
is a quadrilateral, as illustrated in Fig. 2. 

The unknown parameters of the generalized classification model by cross-oriented 
projection are summarized in Table 1. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Nonlinear classification by cross-oriented projection pursuit 

Table 1. List of unknown parameters 

Parameter name Meaning Number 

μ 
One signed efficiency measure: 
μ1, μ2, ..., μn, μ12, μ13, …  

2n-2 

ν 
One signed efficiency measure: 
ν1, ν2, ..., νn, ν12, ν13, … 

2n-2 

a 
Parameters to balance the scales 
a = (a1, a2, ..., an) 

n 

b 
Parameters to balance the scales 
b = (b1, b2, ..., bn) 

n 

Cμ 
One dimensional vertex on 
projection axis L by the Choquet 
integral with respect to μ 

1 

Cν 
One dimensional vertex on 
projection axis L by the Choquet 
integral with respect to ν 

1 

Total number 2n+1+2n-2 

 
We called the above-mentioned model as the generalized nonlinear classification 

model based on cross-oriented Choquet integral. To reduce the number of unknown 
parameters, a translation transformation and regularization are implemented on origi-
nal data sets, so that the center of class A coincides with the origin and the projection 
axis L passes through the origin, as shown in Fig. 3. In this case, the vector a in the 
model (Eq. (3)) can be released. Then the number of unknown parameters is reduced 

to 22 1 −++ nn . 

2f
       contour 

νν cdfba =+ )(  

L

1f

A B 

contour 

μμ cdfba =+ )(  
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Fig. 3. Contour of classification boundary by μcdbf =  and νν cdbf =  

4 Algorithms 

Since any multi-class classification problem can be decomposed as several consecu-
tive 2-class classification problems, for convenience, we discuss the algorithms of two 
classes, class A and class B, in the following statements. 

Assume that a rearranged (according to the class) data set 
},,2,1,,,2,1|{ 21111 llllljf j +++=   is available, where 1f , 2f , 

1
, lf  belong 

to class A while 11+lf , 21+lf , 
21

, llf +  belong  to  class  B. Positive  integers 1l  

and 2l  are large enough (not smaller than 20). Each datum jf  is an ordered pair of 

real numbers ))(,),(),(( 21 njjj xfxfxf  , 21,,2,1 llj +=  ,  and can be regarded as 

a function defined on },,,{ 21 nxxxX = . 

The algorithm consists of the following steps. 

1. Finding the data centers. 

Calculate the geometric center of the data for class A. 
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2. Regularization of the data set. 

Let 
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for 21,,2,1 llj +=  , where 


=≤≤

−=
n

i

A
iij

lj
fxfk

1

2

1
))((max

1

 

That is, finding a linear transformation to the data such that class A centers at the ori-
gin and spreads in a hyper cube ]1,1[]1,1[]1,1[ −××−×−  . 

3. Determining the values of unknown parameters. 

A genetic algorithm is designed to optimize the unknown parameters, where each 
unknown parameter is taken as a gene in chromosome. The ranges of unknown para-
meters are summaries in Table 2.  

Table 2. Ranges of unknown parameters 

Parameter name Ranges 
μ [-0.5, 1.5] 
ν [-0.5, 1.5] 
b [-1, 1] 

Cμ [-1, 1) 
Cν (-1, 1] 

 
Each chromosome represents a set of the values of these parameters. Using these val-

ues, a hyper quadrangular frame expressed by the contours of two Choquet integrals can 
be obtained as the classifying boundary. Any datum jf , 1,,2,1 lj = , is correctly 

classified if  ≥ μμ cbgd  and  ≤ νν cbgd ; otherwise, it is misclassified. Similarly, any 

datum jf , 2111 ,,2,1 llllj +++=  , is misclassified if  ≥ μμ cbgd  and  ≤ νν cbgd ; 

otherwise, it is correctly classified. Then, based on the given data, the optimal values of 
the parameters can be determined by minimizing the misclassification rate. 

When there is no learning datum jf , for some 2111 ,,2,1 llllj +++=  , satisfy-

ing  < μμ cbgd , the part of boundary corresponding to  = μμ cbgd  can be omitted; 

similarly, if there is no learning datum jf , for some 2111 ,,2,1 llllj +++=  , satis-

fying  > νν cbgd , the part of boundary corresponding to  = νν cbgd  can be omitted. 

4. Exchanging class A and B  

To obtain a better result, exchange the definition of classes A and B, then redo steps 1 
to 3. Compare the result with the previous one. Take the better (with smaller misclas-
sification rate) as the output. 

5 Experiments 

We have implemented the algorithm shown in Section 4 using Microsoft Visual C++. 
To verify the classification performance of the algorithms, simulations on artificial 
data and real data have been conducted. 
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5.1 Simulation on Artificial Data 

The 2-dimensional training data sets are generated by a random number generator in 
range ]1,0[]1,0[ × . After regularization, the data set are separated into two classes by 

two broken lines 

μμ cdbg =  and νν cdbg = , 

where ,,,,,,, 212121 μννμμ cbb and νc  are pre-assigned parameters. Each datum 

))(),(( 21 xgxgg jjj =  is labeled with class A if μμ cdbg j >  and νν cdbg j < ; other-

wise, jg  is labeled with B. Here, 21,,2,1 llj +=   and 10021 == ll . The original 

data set after regularization is plotted in Fig. 4. 
The data set has 100 points of class A and 100 points of class B. After regulariza-

tion, the genetic program runs for searching the classifying boundaries. The popula-
tion size of this simulation is set as 200. The number of unknown parameters is 8. At 
732th generation, zero misclassification rate is achieved. Fig. 5 shows the optimized 
procedure of the misclassification rate with respect to the genetic generation. 

The original data and the classifying boundaries after regularization are drawn in 
Fig. 6. Here, circles and stars indicate the points in class A and B, respectively. The 
solid line is the projection axis to which the 2-dimensional data are projected.  It 
passes through the origin and with slope defined by 12 /bb . The dotted broken line is 

the classifying boundary derived by  = μμ cbgd , and the dash dot broken line is the 

classifying boundary derived by  = νν cbgd . 

The preset parameters and the optimized parameters derived by the genetic algo-
rithm are compared in Table 3. Here, the optimized parameters almost retrieve their 
preset ones. 

 
Fig. 4. Original data set after regularization 
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Fig. 5. Misclassification rate with respect to genetic generation 

 

Fig. 6. Classifying boundary derived in simulation on artificial data 

Table 3. Comparison between the preset and optimized parameters 

Parameter name Preset value Optimized value 
μ1 -0.8 -0.796 
μ2 0.2 0.161 
ν1 0.5 0.479 
ν2 0.8 0.776 
b1 0.6 0.596 
b2 0.8 0.828 
Cμ -0.3 -0.309 
Cν 0.3 0.263 
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5.2 Simulation on Real Data 

In case study, considering real multi-class situations, we utilized the IRIS data from 
UCI [8]. These data include three classes (three IRIS species: Setosa, Versicolor and 
Virginica) with 50 samples each and 4-dimensional features (the length and the width 
of the sepal and petal). For convenience, we denote the three classes as class 0, class 1 
and class 2. This 3-class classification problem can be decomposed as 3 consecutive 2-
class classification problems: class 0 and class 1, class 0 and class 2, class 1 and class2. 
From Table 1, we know that there are totally 3422 1 =−++ nn , where 4=n  for 4-
dimensional features. They are 1421 ,,, μμμ  , 1421 ,,, ννν  , 4321 ,,, bbbb , μc  and νc . 

1. Classification of class 0 and class 1.  

The genetic program for searching the classifying boundary between class 0 and class 
1 runs based on the data set has 50 points of class 0 and 50 points of class 1. The 
whole data set is used as training data set to retrieve the classifying boundaries.  

Consider class 0 as the class A in the algorithm stated in Section 4. After regulariza-
tion, the genetic program runs for searching the classifying boundary. The population 
size of this simulation is set as 200. In 0th generation, 200 individuals are randomly 
generated as initial population. In these 200 randomly generated individuals, there exist 
2 ones whose corresponding classification boundaries can classify the class 0 and class 
1 completely. That means, we get zero misclassification rate at generation 0th. The 
retrieved unknown parameters of 3 individuals are listed in Table 4. 

2. Classification of class 0 and class 2.  

The genetic program for searching the classifying boundary between class 0 and class 
2 runs based on the data set has 50 points of class 0 and 50 points of class 2. The 
whole data set is used as training data set to retrieve the classifying boundaries.  

Consider class 0 as the class A in the algorithm stated in Section 4. After regulari-
zation, the genetic program runs for searching the classifying boundary. The popula-
tion size of this simulation is still set as 200. In 0th generation, there exist 5 ones 
whose corresponding classification boundaries can classify the class 0 and class 2 
completely. That means, we get zero misclassification rate at generation 0th . The 
retrieved unknown parameters of 7 individuals are listed in Table 5. 

3. Classification of class 1 and class 2.  

The genetic program for searching the classifying boundary between class 1 and class 
2 runs based on the data set has 50 points of class 1 and 50 points of class 2. The 
whole data set is used as training data set to retrieve the classifying boundaries.  

Consider class 1 as the class A in the algorithm stated in Section 4. After regulari-
zation, the genetic program runs for searching the classifying boundary. The popula-
tion size of this simulation is set by as 200 as well. The genetic algorithm stops at 
generation 4000th, which is the preset maximum generation number. At the 4000th 
generation, the misclassification rate is 1. That means, there is one data which cannot 
be classified correctly in the training data sets.  
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Then we consider class 2 as the class A in algorithm stated in Section 4. The genet-
ic algorithm stops at generation 16th, where zero misclassification rate is reached.  

There is one individual in generation 16th whose corresponding classification 
boundaries can classify the class 1 and class 2 completely. The retrieved unknown 
parameters of this individual are listed in Table 6. Fig. 7 shows the optimized proce-
dure of the misclassification rate with respect to the genetic generation. 

Obviously, the performance of the generalized nonlinear classification model based 
on cross-oriented Choquet integrals and its relevant genetic algorithm is satisfactory 
by the verification experiments on both artificial and real data set. 

Table 4. Retrieved unknown parameters in classifiers of class 0 and class 1 

Parameter Individual 1 Individual 2 
μ1 0.0048232 -0.449075 
μ2 1.19058 1.47242 
μ3 0.398048 0.0688685 
μ4 0.692307 0.164629 
μ5 -0.158026 0.324399 
μ6 -0.184292 -0.271003 
μ7 -0.450792 0.937226 
μ8 0.503475 1.14374 
μ9 0.165395 1.49275 
μ10 1.31317 1.49296 
μ11 -0.478385 -0.339041 
μ12 -0.143717 1.16854 
μ13 -0.42883 0.658134 
μ14 0.0608117 1.44526 
ν1 -0.222677 1.1743 
ν2 0.253379 0.337968 
ν3 0.652973 -0.493873 
ν4 0.282479 -0.372947 
ν5 -0.349608 1.10865 
ν6 1.23432 -0.45856 
ν7 0.25334 1.24356 
ν8 0.0439466 1.15741 
ν9 0.983515 1.28242 
ν10 -0.258399 0.0530433 
ν11 0.291705 1.06404 
ν12 -0.0326033 -0.287872 
ν13 1.45221 -0.288123 
ν14 -0.0254469 -0.0602971 
b1 0.711253 -0.0340049 
b2 -0.374262 0.0179182 
b3 -0.724922 -0.935174 
b4 0.138267 -0.113526 
Cμ -0.995321 -0.589644 
Cν 0.431257 0.922721 
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Table 5. Retrieved unknown parameters in classifiers of class 0 and class 2 

Parameter Individual 1 Individual 2 Individual 3 Individual 4 Individual 5 
μ1 0.0048232 0.679669 1.46229 -0.449075 -0.305349 
μ2 1.19058 1.46651 1.18286 1.47242 1.35059 
μ3 0.398048 -0.445465 0.127911 0.0688685 0.887157 
μ4 0.692307 0.606251 0.773051 0.164629 1.01912 
μ5 -0.158026 -0.196814 0.462173 0.324399 -0.300904 
μ6 -0.184292 0.73977 1.11407 -0.271003 0.327651 
μ7 -0.450792 -0.0619089 0.265001 0.937226 0.0408298 
μ8 0.503475 -0.335183 0.846153 1.14374 -0.202304 
μ9 0.165395 1.45156 0.57368 1.49275 0.219136 
μ10 1.31317 0.43558 0.0481065 1.49296 -0.316584 
μ11 -0.478385 0.671609 0.44541 -0.339041 0.88649 
μ12 -0.143717 0.909113 1.47536 1.16854 0.658876 
μ13 -0.42883 1.07041 0.398209 0.658134 0.712251 
μ14 0.0608117 0.853584 0.0447845 1.44526 0.64552 
ν1 -0.222677 0.889886 1.35938 1.1743 -0.196435 
ν2 0.253379 -0.474606 1.4578 0.337968 0.771025 
ν3 0.652973 0.564477 0.833294 -0.493873 1.22056 
ν4 0.282479 0.617486 -0.429183 -0.372947 1.16579 
ν5 -0.349608 0.0837916 0.642148 1.10865 1.429 
ν6 1.23432 0.617603 -0.314279 -0.45856 -0.167072 
ν7 0.25334 0.432854 0.845429 1.24356 1.1304 
ν8 0.0439466 0.0456995 0.0412946 1.15741 0.705507 
ν9 0.983515 0.696691 0.788805 1.28242 -0.317401 
ν10 -0.258399 0.548281 0.412069 0.0530433 1.16213 
ν11 0.291705 -0.0123057 0.511328 1.06404 1.29819 
ν12 -0.0326033 0.882966 0.784715 -0.287872 0.0131133 
ν13 1.45221 -0.294089 0.62227 -0.288123 -0.215865 
ν14 -0.0254469 -0.239225 0.294133 -0.0602971 1.18375 
b1 0.711253 0.867482 -0.673768 -0.0340049 0.417769 
b2 -0.374262 0.445345 0.330747 0.0179182 0.491805 
b3 -0.724922 -0.639646 -0.530299 -0.935174 -0.640386 
b4 0.138267 -0.952714 -0.532176 -0.113526 0.835031 
Cμ -0.995321 -0.31443 -0.355089 -0.589644 -0.151552 
Cν 0.431257 0.977191 0.393777 0.922721 0.665952 

Table 6. Retrieved unknown parameters in classifier of class 1 and class 2 

Parameter Value Parameter Value Parameter Value 
μ1 -0.155727 μ13 1.37527 ν11 1.12347 
μ2 0.698759 μ14 0.858355 ν12 -0.267951 
μ3 0.410291 ν1 0.939024 ν13 -0.184767 
μ4 0.69709 ν2 0.867304 ν14 0.662568 
μ5 0.848792 ν3 0.123789 b1 -0.108787 
μ6 1.11531 ν4 -0.14382 b2 -0.17422 
μ7 1.33937 ν5 0.989996 b3 0.478004 
μ8 1.04216 ν6 0.715143 b4 0.591394 
μ9 0.187169 ν7 1.40483 Cμ -0.0474166 
μ10 0.568226 ν8 0.33452 Cν 0.813631 
μ11 0.994638 ν9 0.558908   
μ12 0.793781 ν10 -0.0523634   
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Fig. 7. Misclassification rate with respect to genetic generation in experiments of class 1 and 
class 2 of IRIS data set 

6 Conclusions 

Based on our previous work of nonlinear classification model based on cross-oriented 
Choquet integrals, we present a more generalized model which can classify high-
dimensional data set in this paper. We stated this model and its relevant algorithm 
based on 2-class classification problem for convenience. It can be extended to multi-
class multi-dimensional situations since any multi-class classification problem can be 
decomposed as several consecutive 2-class classification problems. Stage of experi-
ments on both artificial and real data verify the performance of the nonlinear classifi-
cation model based on cross-oriented Choquet integrals. The classification accuracy 
of IRIS data (whole data set perform both training and testing data set) is 100%. This 
result is superior to those of existed classification models. Of course, more rigorous 
tests, such as ten-fold validation, on other real data sets are expected to be imple-
mented in future works. 
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Abstract. Identifying a good feature subset that contributes most to
the performance of Lp-norm Support Vector Machines (Lp-SVMs with
p = 1 or p = 2) is an important task. We realize that the Lp-SVMs do
not comprehensively consider irrelevant and redundant features, because
the Lp-SVMs consider all n full-set features be important for training
while skipping other 2n − 1 possible feature subsets at the same time. In
previous work, we have studied the L1-norm SVM and applied it to the
feature selection problem. In this paper, we extend our research to the
L2-norm SVM and propose to generalize the Lp-SVMs into one general
Lp-norm Support Vector Machine (GLp-SVM) that takes into account
all 2n possible feature subsets. We represent the GLp-SVM as a mixed
0-1 nonlinear programming problem (M01NLP). We prove that solving
the new proposed M01NLP optimization problem results in a smaller er-
ror penalty and enlarges the margin between two support vector hyper-
planes, thus possibly giving a better generalization capability of SVMs
than solving the traditional Lp-SVMs. Moreover, by following the new
formulation we can easily control the sparsity of the GLp-SVM by adding
a linear constraint to the proposed M01NLP optimization problem. In
order to reduce the computational complexity of directly solving the
M01NLP problem, we propose to equivalently transform it into a mixed
0-1 linear programming (M01LP) problem if p = 1 or into a mixed 0-1
quadratic programming (M01QP) problem if p = 2. The M01LP and
M01QP problems are then solved by using the branch and bound al-
gorithm. Experimental results obtained over the UCI, LIBSVM, UNM
and MIT Lincoln Lab datasets show that our new proposed GLp-SVM
outperforms the traditional Lp-SVMs by improving the classification ac-
curacy by more than 13.49%.

Keywords: support vector machine, feature selection, mixed 0-1
quadratic programming, branch and bound.

1 Introduction

The Lp-norm Support Vector Machines (Lp-SVMs, with p = 1 or p = 2) were
studied in many previous works and were demonstrated to be efficient in solving
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a broad range of different practical problems (see, for example, [1–7, 10, 11, 20–
22]). As other machine learning classifiers, the performance of Lp-SVMs strongly
depends on the quality of features from a dataset. The existence of irrelevant
and redundant features in the dataset can reduce the accuracy of Lp-SVMs. We
realize that the traditional Lp-SVMs do not comprehensively consider irrelevant
and redundant features. In fact, the Lp-SVMs consider all n full-set features
be important for training. However, there probably exist irrelevant and redun-
dant features among n full-set features. Furthermore, in many cases L2-SVM
was shown not to select any features [1]. The L1-SVM provides some relevant
features, but it cannot remove redundant features [1]. In order to improve the
performance of the Lp-SVMs by looking at important features, it is necessary to
test all 2n possible combinations of features for training. In previous work [24],
we have studied the L1-norm SVM and applied it to the feature selection prob-
lem. In this paper, we extend our research to the L2-norm SVM and propose
to generalize the Lp-SVMs into one general Lp-norm Support Vector Machine
(GLp-SVM) that takes into account all 2n possible feature subsets.

In the formulation of the GLp-SVM, we encode the data matrix by using the
binary variables xk (k = 1, n) for indicating the appearance of the kth feature
(xk = 1) or the absence of the kth feature (xk = 0). Following this proposed
encoding scheme, our GLp-SVM can be represented as a mixed 0-1 nonlinear
programming problem (M01NLP). The objective function of this M01NLP is a
sum of the inverse value of margin by means of Lp-norm and the error penalty.
We prove that the minimal value of the objective function from the GLp-SVM
is not greater than the one from the traditional Lp-SVMs. As a consequence,
solving our new proposed M01NLP optimization problem results in a smaller
error penalty and enlarges the margin between two support vector hyper-planes,
thus possibly giving better generalization capability of SVM than those obtained
by solving the traditional Lp-SVMs. Moreover, by following the new general
formulation we can easily control the sparsity of the GLp-SVMs by adding the
constraint x1 + x2 + .. + xn = T , where T is the number of important features,
to the proposed M01NLP optimization problem.

In order to reduce the computational complexity of directly solving the
M01NLP problem, we apply Chang’s method [8, 9] to equivalently transform
it into a mixed 0-1 linear programming (M01LP) problem if p = 1 or a mixed 0-
1 quadratic programming (M01QP) problem if p = 2. The obtained M01LP and
M01QP problems can then be efficiently solved by using the branch and bound
algorithm. In order to validate our theoretical findings, in this paper we have
compared our new GLp-SVM with the standard L2-norm SVM [10, 11] and the
traditional L1-norm SVM proposed by Bradley and Mangasarian [1] regarding
the classification accuracy and the number of selected important features. Ex-
perimental results obtained over the UCI [12], LIBSVM [17], UNM [19] and MIT
Lincoln Lab [18] data sets show that the new GLp-SVM gives better classifica-
tion accuracy, while in many cases selecting fewer features than the traditional
Lp-SVMs do.
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The paper is organized as follows. Section 2 formally defines a new general
formulation of Lp-SVMs (GLp-SVM). We show how to represent GLp-SVM as a
mixed 0-1 nonlinear programming problem (M01NLP) by the encoding scheme.
In this section, we also prove that the minimal value of the objective function
from the GLp-SVM is not greater than the one from the traditional Lp-SVMs.
Section 3 describes our new search approach for globally solutions of the GLp-
SVM. We present experimental results in Section 4. The last section summarizes
our findings.

2 A General Lp-norm Support Vector Machine

Our goal is to develop a new SVM-based method capable of identifying the best
feature subset for classification. To achieve this goal, our first contribution is a
novel general formulation of the Lp-norm Support Vector Machines (Lp-SVMs).
In the standard Lp-SVMs, we are given a training data set D with m instances:
D = {(ai, ci)|ai ∈ R

n, ci ∈ {−1, 1}}mi=1, where ai is the ith instance that has n
features and ci is a class label. ai can be represented as a data vector as follows:
ai = (ai1, ai2, ..., ain), where aij is the value of the jth feature in the instance ai.

For the two-class classification problem, a Support Vector Machine (SVM)
learns a separating hyper-plane w · ai = b that maximizes the margin distance

2
||w||pp , where w = (w1, w2, ..., wn) is the weight vector and b is the bias value.

The standard form of the SVM is given below [10, 11]:

min
w,b,ξ

1

p

∥∥w∥∥p

p
+ C

m∑
i=1

ξi,

such that

{
ci(

∑n
j=1 aijwj − b) ≥ 1− ξi,

ξi ≥ 0, i = 1,m.
(1)

Above, ξi is slack variable, which measures the degree of misclassification of the
instance ai, and C > 0 is the error penalty parameter; p = 1 or p = 2. If p = 1,
then we have the L1-norm support vector machine that was first proposed by
Bradley and Mangasarian [1]. If p = 2, then we have the traditional L2-norm
support vector machine [10].

From (1), we observe that the traditional Lp-norm SVMs consider all n fea-
tures be important for training. However, there probably exist irrelevant and
redundant features among n features of the dataset [14, 15]. The performance of
Lp-SVMs might be reduced because of these features. Therefore, it is necessary
to test all 2n possible feature subsets for training the Lp-SVMs.

When the number of features n is small, we can apply the brute force method
to scan all 2n subsets. However if this number of features becomes large, a
more computational efficient method that also ensures the best feature subset is
required. In the following, we first show how to generalize the problem (1) into
a general Lp-norm SVM (GLp-SVM), which is in fact a mixed 0-1 nonlinear
programming (M01NLP) problem. We then describe how to solve this M01NLP
optimization problem in order to get globally optimal solutions.
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Firstly, we use the binary variables xk (k = 1, n) for indicating the appearance
of the kth feature (xk = 1) or the absence of the kth feature (xk = 0) to encode
the data vector ai (i = 1,m) as follows:{

ai = (ai1x1, ai2x2, ..., ainxn).
x = (x1, x2, ..., xn) ∈ {0, 1}n. (2)

With the encoding scheme (2), the problem (1) can be generalized into the
following mixed 0-1 nonlinear programming (M01NLP) problem:

min
w,ξ,b,x

1

p

∥∥w∥∥p

p
+ C

m∑
i=1

ξi,

⎧⎨⎩
ci
(∑n

j=1 aijwjxj − b
) ≥ 1− ξi,

ξi ≥ 0, i = 1,m;C > 0,
xj ∈ {0, 1}, j = 1, n.

(3)

Proposition 1: Suppose that S1 and S2 are the minimal values of the objective
functions from (1) and (3), respectively. The following inequality is true:

S2 ≤ S1 (4)

Proof. It is obvious, since the problem (1) is a case of the problem (3) when
x = (x1, x2, .., xn) = (1, 1, .., 1). �

Remark

1. As a consequence of the Proposition 1, solving the problem (3) results in a
smaller error penalty and enlarges the margin between two support vector
hyper-planes, thus possibly giving a better generalization capability of SVM
than solving the traditional Lp-norm SVMs in (1).

2. We can even control the sparsity of the general Lp-norm SVMs by adding
the following linear constraint x1 + x2 + .. + xn = T , where T ≤ n is the
number of important features, to the optimization problem (3).

3. Normally, we can apply popular optimization techniques, such as the branch
and bound algorithm, to directly solve a mixed 0-1 non-linear programming
problem. However, with non-linear constraints, the problem (3) becomes
even harder to solve. In the next section, we propose a new approach to
linearize the constraints in (3), thus reducing the computational complexity
of solving (3).

3 Optimizing General Lp-norm Support Vector Machine

The main idea of our new proposed method is to linearize mixed 0 − 1 terms
wjxj in (3) applying Chang’s method. By this way, we equivalently transform
the optimization problem (3) into a mixed 0-1 linear programming (M01LP)
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problem if p = 1 or into a mixed 0-1 quadratic programming (M01QP) problem
if p = 2. The obtained M01LP and M01QP problems can then be efficiently
solved by using the branch and bound algorithm.

Proposition 2: A mixed 0 − 1 term wjxj from (3) can be represented by a
continuous variable zj, subject to the following linear inequalities [8, 9], where
M is a large positive value:⎧⎨⎩zj ≥M(xj − 1) + wj ,

zj ≤M(1− xj) + wj ,
0 ≤ zj ≤Mxj .

(5)

Proof
(a) If xj = 0, then (5) becomes⎧⎨⎩

zi ≥M(0− 1) + wj ,
zi ≤M(1− 0) + wj ,
0 ≤ zi ≤ 0,

zi is forced to be zero, because M is a large positive value.
(b) If xj = 1, then (5) becomes⎧⎨⎩

zi ≥M(1− 1) + wj ,
zi ≤M(1− 1) + wj ,
0 ≤ zi ≤M,

zi is forced to be wj , because M is a large positive value.
Therefore, the constraints on zi reduce to:

zi =

{
0, if xj = 0,
wj , if xj = 1.

which is the same as wjxj = zi.

Remark

1. All the constraints in (3) are now linear. We consider the first case when
p = 1. We define w = p−q with p = (p1, p2, ..., pn) ≥ 0, q = (q1, q2, ..., qn) ≥ 0
and eTn = (1, 1, ..., 1). The problem (3) is then equivalent to the following
problem [20]:

min
p,q,ξ,b,x

eTn
(
p + q

)
+ C

m∑
i=1

ξi,

⎧⎪⎪⎨⎪⎪⎩
ci
(∑n

j=1 aij(pj − qj)xj − b
) ≥ 1− ξi,

ξi ≥ 0, i = 1,m;C > 0,
xj ∈ {0, 1},
pj, qj ≥ 0, j = 1, n.

(6)
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By applying the Proposition 2, we substitute terms pjxj and qjxj in (6)
by new variables tj and vj , respectively, satisfying linear constraints. By
doing this substitution, we in fact transform the problem (6) into a mixed
0-1 linear programming (M01LP) problem. The total number of variables for
the M01LP problem will be 6n+m+1, as they are b, ξi, xj , pj , qj , tj , zj and
vj(i = 1, ...,m; j = 1, ..., n). Therefore, the number of constraints on these
variables will also be a linear function of n. We propose to use the branch
and bound algorithm to solve this M01LP problem.

2. If p = 2, then it is obvious that the optimization problem (3) is equivalent
to the following mixed 0-1 quadratic programming problem, which can be
solved by using the branch and bound algorithm:

min
w,ξ,b,x,z

1

2

∥∥w∥∥2

2
+ C

m∑
i=1

ξi,

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ci
(∑n

j=1 aijzj − b
) ≥ 1− ξi,

zj ≥M(xj − 1) + wj ,
zj ≤M(1− xj) + wj ,
0 ≤ zj ≤Mxj ,
ξi ≥ 0, i = 1,m;C > 0,
xj ∈ {0, 1}, j = 1, n.

(7)

4 Experiment

This section validates the capability of our new proposed general Lp-norm SVM
(GLp-SVM) in dealing with irrelevant and redundant features. In order to do
that, in this paper we only consider the linear SVMs for binary classification
problem. The goal is to compare our new GLp-SVM method with the L2-norm
SVM [11] and the traditional L1-norm SVM proposed by Bradley and Man-
gasarian [1] regarding the number of selected features and the generalization
capability. Note that the number of selected features in context of linear SVM
for the binary classification problem is the number of nonzero elements of the
weight vector.

4.1 Experimental Settings

We conducted our experiments on various benchmark datasets from the UCI [12]
and the LIBSVM repositories [17]. The datasets we tested are “a1a”, “a2a”,
“w1a”, “w2a”, “Spectf” and “Haberman”. Not only we are interested in datasets
with large numbers of features, such as “w1a” that has 300 features, for the ex-
periments, but also we tested our algorithms on small datasets, such as “Haber-
man” that has only 3 features. The reason is to test the ability of our algorithms
in finding the most important features in diverse datasets.
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We also used several benchmark datasets from different fields to validate our
new algorithms. In particular, we selected datasets from (1) UNM [19] and (2)
the MIT Lincoln Lab databases [18].

Ad. 1. The University of New Mexico (UNM) provides a number of system call
datasets [19] for testing host-based intrusion detection systems (HIDSs). A HIDS
is an agent on a host that identifies intrusions or attacks to computer systems
by analyzing system calls, application logs and file system modifications [23]. In
the UNM datasets, a feature is defined as the number of occurrence of a system
call in an input sequence. Each instance in the UNM datasets, which is labeled
as as “normal” or “intrusion”, has a large number of feature values, such as
Xlock has 200 features. We used five different datasets from the UNM database:
“L-inetd”,“Login”, “PS”,“S-lpr” and “Xlock”. More detail on the numbers of
features of the datasets is given in Table 1.

Ad. 2. The datasets generated by MIT Lincoln Lab in 1998 [18] were used for
benchmarking of different intrusion detection systems. However, in this paper we
only considers two datasets for testing host-based intrusion detection systems:
“RawFriday” and “RawMonday” datasets. The numbers of features in the MIT
Lincoln Lab datasets are less than the ones from the UNM datasets. For example,
the “RawFriday” and the “RawMonday” have 53 and 54 features, respectively.

We needed to run four different algorithms on the chosen datasets: L1-norm
SVM, L2-normSVM,GL1-normSVMandGL2-normSVM. In order to implement
the L2-norm SVM and the traditional L1-norm SVM, we used the Mangasarian’s
code from [16]. For implementing the new general Lp-norm SVM (GLp-SVM, p=1
and p=2), the TOMLAB tool [13] was used for solving the mixed 0-1 linear pro-
gramming problem if p = 1 and the mixed 0-1 quadratic programming problem if
p = 2. The values of the error penalty parameter C used for the experiment were:
2−7, 2−6, 2−5, ..., 2, ..., 25, 26, 27. We applied 10-fold cross validation for estimating
the average classification accuracies as well as the average number of selected fea-
tures. All the best results obtained over those penalty parameters were chosen and
are given in the Table 1 and the Table 2.

4.2 Experimental Results

Table 1 shows the number of features selected by our GLp-norm SVMs and those
selected by the traditional Lp-norm SVMs. Table 2 summaries the classification
accuracies of 10 folds cross-validation of the SVMs performed on 13 datasets.

It can be observed from Table 1 that our new method GL1-norm SVM removes
dramatically irrelevant and redundant features from the full-set of features. Sur-
prisingly, in some cases the GL1-norm SVM selected only one important feature,
such as in the Xlock and RawMonday datasets. Moreover, in comparison with
other methods the GL1-SVM provided a smallest number of important features.
The GL2-norm SVM selects smaller numbers of features than the L2-norm SVM,
but larger than the L1-norm SVM.

FromtheTable 2, it canbe seen that theGL1-normSVMprovidedhigher perfor-
mance than the one given by the traditional L1-normSVM. In fact, the GL1-norm
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Table 1. Number of selected features (on average)

Data Sets Full-set L2-norm SVM GL2-SVM L1-norm SVM GL1-SVM

a1a [17] 123 105.3 105.3 64 3.5
a2a [17] 123 107.6 96 74.9 3.8
w1a [17] 300 266.2 266.2 76.7 11.1
w2a [17] 300 270.5 270.5 99.9 10.2
Spectf [12] 44 44 33 31 6
Haberman [12] 3 3 3 2.8 1.6
RawFriday [18] 53 33.9 33.9 8.4 1.9
RawMonday [18] 54 26 26 1 1
L-inetd [19] 164 33.5 23 13.5 2.4
Login [19] 164 46 30 9.6 2
PS [19] 164 22 22 5 2
S-lpr [19] 182 36.9 36.9 3.2 2
Xlock [19] 200 46.8 46.8 13.4 1

Average 144.1 80.1 76.35 31 3.7

SVM improved the classification accuracybymore than 13.49%.This phenomenon
canbe explainedby the fact thatL1-normSVMis just a case of theGL1-normSVM,
thus solving the GL1-norm SVM results a better classification accuracy than solv-
ing the traditional L1-norm SVM. Moreover, the datasets contain many irrelevant
and redundant features that negatively affect the performance of SVMs. These ex-
planations canalso be applied to the case of theGL2-normSVMandL2-normSVM.
As shown in Table 2, GL2-norm SVM gave the best classification accuracy on av-
erage. In some cases, such as in the Xlock and RawMonday datasets, one feature is
enough to identify attacks and normal traffic.

Table 2. Classification Accuracies (on average)

Data Sets L2-norm SVM GL2-SVM L1-norm SVM GL1-SVM

a1a [17] 83.99 83.99 65.40 75.37
a2a [17] 82.25 90.34 68.34 74.75
w1a [17] 96.76 96.76 88.49 97.09
w2a [17] 96.69 96.69 85.76 96.92
Spectf [12] 72.20 83.00 79.55 79.55
Haberman [12] 73.48 73.48 73.16 73.48
RawFriday [18] 98.40 100 54.02 98.80
RawMonday [18] 100 100 95.65 100
L-inetd [19] 88.33 90.05 85.00 85.83
Login [19] 80.00 85.00 65.00 81.67
PS [19] 100 100 100 100
S-lpr [19] 100 100 70 99.11
Xlock [19] 100 100 56.79 100

Average 90.16 92.25 75.93 89.42
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5 Conclusions

We have proposed a new general Lp-norm SVM (GLp-SVM) that considers com-
prehensively irrelevant and redundant features of a dataset. The central idea was
to use binary variables for encoding the data matrix. The new GLp-SVM can
then be represented as a mixed 0-1 nonlinear programming problem (M01NLP).
We proved that the traditional Lp-norm SVMs are a special case of our new
GLp-SVM. Therefore, solving the new proposed M01NLP optimization problem
results in a smaller error penalty and enlarges the margin between two support
vector hyper-planes, thus possibly giving better generalization capability of SVM
than solving the traditional Lp-norm SVMs problem. We also proposed to equiv-
alently transform the M01NLP problem into a mixed 0-1 linear programming
(M01LP) problem if p = 1 or a mixed 0-1 quadratic programming (M01QP)
problem if p = 2. The M01LP and M01QP problems can then be solved by
using the branch and bound algorithm. Experimental results obtained over the
UCI, the LIBSVM, the UNM and the MIT Lincoln Lab data sets show that the
new general Lp-norm SVMs gives better generalization capability, while in many
cases selecting fewer features than the traditional Lp-norm SVMs do.
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Abstract. In general metric spaces, one of the most widely used indexing tech-
niques is the partitioning of the objects using pivot elements. The efficiency of 
partitioning depends on the selection of the appropriate set of pivot elements. In 
the paper, some methods are presented to improve the quality of the partitioning 
in GHT structure from the viewpoint of balancing factor. The main goal of the 
investigation is to determine the conditions when costs of distance computa-
tions can be reduced. We show with different tests that the proposed methods 
work better than the usual random and incremental pivot search methods.     

Keywords: pivot based indexing, general metric space, interval based  
computation. 

1 Introduction 

In many application areas the objects can't be represented with appropriate feature 
vectors, only the distances between the objects are known. If the distance function d() 
is a metric it fulfills the following conditions: ݀(ݔ, (ݕ ൒ ,ݔ)0݀ (ݕ = 0 ՞ ݔ = ,ݔ)݀ ݕ (ݕ = ,ݕ)݀ ,ݔ)݀ (ݔ (ݖ ൅ ,ݖ)݀ (ݕ ൒ ,ݔ)݀  (ݕ

 (1) 

The different application areas may have very different and complex distance  
functions. For example the detection and comparison of components for sound data 
objects, are relatively expensive operations. In the case of applications with huge 
collection of these objects, the objects are clustered and indexed to reduce the compu-
tational costs on the collection. The most widely used indexing methods in general 
metric spaces use pivot elements. The pivot element p is a distinguished object from 
the object-set. The distance from an object x to p is used as the indexing key value of 
x to locate the bucket containing x. Usually more than one single pivot element are 
used in the algorithms. 

It is known that the efficiency of indexing methods depends significantly on the 
position of the pivot elements [4], thus the appropriate selection of the pivot elements 
is a crucial optimization component of object management. The usual measure to 
calculate the fitness of a pivot-set is the mean of distance distribution [1]: 
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௣భ,..,௣ಾߤ = 1ܰଶ ෍ ෍ ,௜ݔ)ଵ..ெ൛ห݀א௞ݔܽ݉ (௞݌ െ ,௝ݔ)݀ ௞)หൟே௝ୀଵே௜ୀଵ݌           (2) 

where N denotes the number of objects in the set, This measure is tailored to reduc-
tion of the pruning operation in the search tree. Having a nearest neighbor query 
Q(q,r) where q is the query object and r is the threshold distance, a branch of the 
search tree assigned to pivot element set {pi} can be excluded if for all elements x of 
the subtree |݀(ݔ, (௜݌ െ ,ݍ)݀ |(௜݌ ൐  (3)         ݎ

is met for some index i. As the exact calculation of the measure µ  is an O(N) opera-
tion, only a sampling with O(1) is used to estimate the fitness parameter value.  

There are many variants of indexing trees in general metric spaces. The Genera-
lized Hyperplane Tree (GHT) [5] and Bisector Tree [6] are widely used alternatives. 
These structures are binary trees where each node of the tree is assigned to a pair of 
pivot elements (p1,p2). If the distance of the object to p1 is smaller than the distance to 
p2, then the object is assigned to the left subtree, otherwise it is sent to the right subt-
ree. According to authors, the GHT provides a better indexing structure than the usual 
vantage point trees [5].  

Based on the survey of [1], the following methods are usually used for pivot selec-
tion. The most simple solution is the random selection of the pivot elements. In this 
approach, more tests are run and the pivot set with best parameter is selected. The 
second method is the incremental selection method. In the first step of this algorithm, 
a p1 with optimal fitness is selected. In the next step, the pivot set is extended with p2, 
yielded by a new optimization process where p1 is fixed already. On this way, the 
pivot set is extended incrementally to the required size. The third way is the local 
optimization method. In this case, an initial pivot set is generated on some arbitrary 
way. In the next step, the pivot element with worst contribution is removed from the 
set and a new pivot element is selected into the set.  

The work [1] analyzed the pivot selection methods from the viewpoint of subtree 
pruning operation. Usually a heuristic approach is used in the applications. The core 
elements of the heuristics are the following rules: the pivot elements should be far 
from the other not pivot elements and they should be far from each others too. The 
paper concluded that the incremental selection method provides the optimal solution 
of this heuristics.  

An improved pivot selection method called Sparse Spatial Selection (SSS) is pre-
sented in [2]. The SSS method generates the pivot elements dynamically when a new 
outlier elements is inserted into the object pool. A new incoming element is selected 
as a new pivot if it is far enough from the other pivot elements. A loss minimization 
method was proposed by [8] where the loss is measured as the real distance between 
the object and its nearest neighbor in the index tree.  

A conceptually different approach for object indexing is the family of computation 
methods based only on the distance matrix. In the AESA [4] algorithm, the distances 
between every pairs of objects are known and thus every objects can be considered as 
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a pivot element The method provides the best query results for small object sets but it 
can't be applied to larger sets because of the O(N2) number of distance computations.   

The main goal of this paper is to analyze the pivot selection methods from a differ-
ent viewpoint, namely from the viewpoint of balancing factor of the generated index 
tree. The balancing factor is an important parameter of the traditional search trees too. 
In the case of well-balanced tree, the cost of search operation is low and stable [9]. 
The another aspect of the investigation is the cost reduction of distance computations 
during the selection of pivot set. The proposed method optimizes the process of pivot 
selection to achieve a balanced GHT tree using a minimum number of distance calcu-
lations. The investigation addresses the split operation of a GHT node when the buck-
et gets full. In this process, two new pivot elements should be selected. As the bucket 
contains only the objects of a single node, it can be assumed that the size of the object 
set is limited. Based on these consideration, the presented method is a combination of 
algorithms on distance matrices and direct pivot selection.   

2 Distance Matrices  

Let  ࣢ ؿ Ըேൈே denotes the set of distance matrices meeting the axioms of the dis-
tance functions. Let መ݀ denote the upper triangle part of ෠݄  and ࣢௨  the set of these 
matrices. With corresponding mapping of indexes the formula (1) can be converted 
into the following form: ׊ ݀௜௝, ௝݀௞, ݀௞௜ א መ݀ א ࣢௨: ݀௜௞ ൅ ݀௞௝ െ ݀௜௝ ൒ ௜௝݀ ׊ 0 א መ݀ א ࣢௨: ݀௜௝ ൒ 0 ࣢௨ ؿ Ըቀேଶቁ. 

   (4) 

As it can be seen the set of valid distance matrices is equal to the solution set of the 
linear homogenous inequality system (2). In this formula we allow to have a zero 
distance value between any objects. This difference enables the investigation of dege-
nerate cases where two objects may be overlapped, i.e. they are the same object.  It 
follows from this fact that if ݔො, ොݕ א ࣢௨, ,ߙ ߚ א ࣬ା 

then  ݔߙො ൅ ොݕߚ א ࣢௨ 
 

is also met.  Thus ࣢௨ is a convex cone in Ըቀேଶ ቁ containing the zero element of  Ըቀேଶቁ 
too. 

A ray of ࣢௨ for direction  መ݀ א ࣢௨  is defined as  ߙ መ݀ א ࣢௨, ߙ א ࣬ା 
 

The direction መ݀  is an extreme direction of a convex cone if it cannot be expressed as a 
conic combination of directions of any rays in the cone distinct from it: 
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׊ ොܽ, ෠ܾ א ࣢௨, ,ߙ ,ߚ ߛ א ࣬ା, ොܽ ് ߛ መ݀, ෠ܾ ് ߛ መ݀: ߙ ොܽ ൅ ߚ ෠ܾ ് መ݀         (5) 

According to the theory of Klee [10], any closed convex set containing no lines can 
be expressed as the convex hull of its extreme points and extreme rays. 

Unfortunately, the extreme rays of the metric cone can't be generated directly for 
larger N values as the number of extreme rays is a  ܱ(2ேమ)[11]. Thus, in the investi-
gation, only a subset of the cone is considered, namely the subset of distance matrices 
corresponding to the points in Euclidean space. Thus the values in the generated ma-
trices correspond to the Euclidean distances between the points.   

In the test generations, three main types of distribution were selected: uni-polar, bi-
polar and multi-polar distributions with uniform distribution within the clusters. As 
the experiences show the efficiency of the algorithms are significantly influenced by 
the characteristics of the distribution.  

 

Fig. 1. Distance distributions of uni-polar and bi-polar cases 

3 Selection of Pivot Elements 

As the main goal of the investigation is to provide a well-balanced distribution of the 
objects, the efficiency criterion is measured with ߤ = 2 · ݉݅݊ሼ|ܤ௅|, |௅ܤ|ோ|ሽܤ| ൅ |ோܤ|          (6) 

where BL and BR denote the left and right side subtrees. The value domain of µ  is 
[0..1]. In the optimal case, the value of µ  is equal to 1. If µ  = 0 then all objects are 
assigned to one of the child branches.  

Based on the suggestions of [3],  a multi-phase pivot selection method was imple-
mented. In the first phase the usual heuristic step is applied: the object pair with larg-
est intra-distance will be selected. In order to minimize the computation cost, only an 
approximation is performed in the followings steps: 

 - random selection of an object p0 
 - selection of p1 with d(p1,p0) → maximum 
 - selection of p2 with d(p1,p2) → maximum 
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The object pair (p1,p2) is selected as initial pivots. Based on the experiences, the fit-
ness of the random selection largely depends on the object distribution. In the case of 
uniform distribution it provides a relatively good result but if the distribution is bi-
polar a poor results is yielded. To improve the efficiency a local optimization process 
is performed in the second phase. The main steps of this phase are the followings: 

 1: mumax = mu (p1,p2); 
    selection of p3 where mu(p1,p3) is maximum; 
    selection of p4 where mu(p4,p2) is maximum; 
    mu = max (mu(p1,p3),mu(p4,p2)); 
    if mu > mumax then  
       mumax = mu; 
       replace the old pivot pair with the new one; 
       go back to step 1  
     else  
       terminate the procedure; 
     end; 

In the tests, three algorithms were compared. The first algorithm is the brute force 
search where for every object pair (p1,p2) the µ(p1,p2) value is evaluated and the best 
pair is selected. This method provides a global optimum but it requires O(N3) opera-
tion as the computation of µ() belongs to the O(N) complexity class. The second me-
thod is the random pivot selection method with maximum intra-distance criteria. The 
third method is the proposed local optimization algorithm. In the tests, two parameters 
were measured: the efficiency factor µ   and the execution costs t.  

The test results are summarized in Table 1. The first table (Table 1a) is for the uni-
polar case, the second table (Table 1b) shows the bi-polar case with parameter value: 
0.2/0.8. For the multi-polar cases, the results always lay between these values. The 
Fig. 1 shows the comparison of the quality µ  values for the random and local search 
methods for bi-polar distribution. 

It can be seen from the results that the random search method work weak in the 
case of bi-polar distribution and can work well in uni-polar case. The local optimum 
search method provides always a good result and it requires significant less time than 
the brute force algorithm.  

Table 1. a 

sample 
size 

brute force random local optimization 
µ t(s)  µ t(s) µ t(s) 

300 1 0.910 0.89 0.001 1 0.018 
400 1 2.312 0.93 0.001 0.99 0.026 
500 1 4.321 0.93 0.001 1 0.054 
600 1 7.916 0.95 0.001 1 0.081 
700 1 12.532 0.94 0.001 1 0.120 
800 1 19.166 0.91 0.001 0.98 0.167 
900 1 27.331 0.93 0.001 0.99 0.188 

1000 1 38.182 0.94 0.001 1 0.221 
1200 1 63.529 0.93 0.001 1 0.340 
1400 1 105.117 0.94 0.001 0.98 0.442 
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Table 2. b 

sample 
size  

brute force random local optimization 
µ t(s)  µ t(s) µ t(s) 

300 1 0.932 0.40 0.001 1 0.017 
400 1 2.212 0.36 0.001 1 0.024 
500 1 4.413 0.39 0.001 0.99 0.054 
600 1 7.806 0.39 0.001 1 0.077 
700 1 12.731 0.38 0.001 1 0.112 
800 1 18.463 0.44 0.001 1 0.163 
900 1 27.625 0.44 0.001 0.99 0.181 

1000 1 37.458 0.42 0.001 1 0.218 
1200 1 62.715 0.41 0.001 0.99 0.351 
1400 1 103.563 0.41 0.001 1 0.438 

   

 

Fig. 2. , Time cost of the brute force and local optimum search methods 

4 Improvements of the Local Optimization Method 

It can be seen that the execution cost of the local optimization method shows a O(N2) 
characteristic. Thus some additional modules were included into the algorithm to reduce 
the cost value. The implemented reduction methods relates to the calculation of the µ 
value as this module has the largest cost portion within the pivot search algorithm. 

The first optimization step relates to the reduction of candidate set in selection of 
p3 and p4. In the initial version, all objects belong to the candidate set. On the other 
hand, it follows from the triangle inequality that if  ݉݅݊௞൛ห݀(ݔ௜, (௞ݔ െ ,௝ݔ)݀ ௞)หൟݔ ൐ ,௜ݔ)݀  ௝)        (7)ݔ

is satisfied then the partitioning sets of xi and xj are the same, i.e. the left (right) sub-
trees are the same for both elements. Thus if xi is already tested and xj meets the con-
dition (7) then the testing of xj can be omitted.  

In the next table, the cost reduction factor of this elimination step is shown for dif-
ferent object distributions. As it can be seen this step is effective only if the  
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distribution is bi-polar. The reason of this experience is the fact: the smaller is the 
relative distance dij the higher is the chance that inequality (7) can be used for test 
elimination. In the case of bi-polar distribution the chance to have large distance dif-
ferences is greater than in the case of uni-polar distribution.  

Table 3.  

distribution reduction factor (in percent) 
average deviation 

uni-polar 0.2% 0.04% 
bi-polar 36.4% 5.4% 

The second method for candidate set reduction is the application of sampling tech-
nique instead of full scan of the objects. In this method the µ is calculated with ߤ = 2 · ݉݅݊ሼ|ܤԢ௅|, |Ԣ௅ܤ|Ԣோ|ሽܤ| ൅ |Ԣோܤ|          (8) 

where B' denotes subset generated by random sampling. The next table (Table 4) 
summarizes the achieved accuracy at different sample sizes (reduction levels). The 
table contains the accuracy error values in percentage. 

The test data shows that sampling of the object distribution has some similarity 
with the standard theories of determining the optimal sample size for normal distribu-
tions. For example, the Cochran's formula [12]  gives the sample size as  ߛ = ଶݐ · ଶ݀ݏ          (9) 

where 

 t : value for selected alpha level for each tail 
 s: estimation for variance 
 d: acceptable margin of error 

The formula of Krejcie [13] provides a different approach: 

22

2

)1(4 χ
χ

+−⋅⋅
⋅=

Nd

N
n        (10) 

where χ2 denotes the Chi-square of the given confidence level. As both formulas 
show, the optimal sample size depends on many factors and its value changes only 
very slow for increase of N. For example the optimal sample size for N = 1000  
lies between 210 and 270.  In our experiment, the optimal sample size is about 140 for 
N = 1000. 

In the computation of the µ  fitness value, the distances from a given object x to 
both pivot objects p1, p2 are considered to check which pivot is closer to x. On the 
other hand, the distance value calculation can be omitted in some situations. 
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Table 4.  

 
sample 
size 

error for set A (N=200) error for set B (N=1000) 
average deviation average deviation 

sqrt(N) 42% 27% 19% 16% 
2 sqrt(N) 30% 21% 17% 13% 
4 sqrt(N) 15% 7% 7% 6% 
8 sqrt(N) 13% 8% 7% 5% 

16 sqrt(N) - - 7% 5% 
24 sqrt(N) - - 6% 5% 

 
Let p1, p2 denote the current pivot candidate objects. Let q denote the current object 

to be tested. The test returns 1 if q is close to p1, otherwise it returns 2. It is assumed 
that exists a r object for which the distances d(q,r) and d(p2,r) are already known. The 
distance d(p1,q) is known also. It follows from the triangle inequalities that |݀(݌ଶ, (ݎ െ ,ݍ)݀ |(ݎ ൑ ,ଶ݌)݀ (ݍ ൑ ,ଶ݌)݀| (ݎ ൅ ,ݍ)݀  (11)      |(ݎ

Thus if ݀(݌ଵ, (ݍ ൏ ,ଶ݌)݀| (ݎ െ ,ݍ)݀   |(ݎ

then ݀(݌ଵ, (ݍ ൏ ,ଶ݌)݀  (ݍ
 

If  ݀(݌ଵ, (ݍ ൐ ,ଶ݌)݀| (ݎ ൅ ,ݍ)݀   |(ݎ

then ݀(݌ଵ, (ݍ ൐ ,ଶ݌)݀  (ݍ
 

Thus in this cases, the object q can be assigned to the corresponding subset without 
calculating the actual d(p2,q) distance value. 

5 Interval Model of Distance Calculations 

The distance matrix contains ቀ2ܰቁ distance values, thus the generation of the matrix is 

an O(N2) cost operation. As the calculation of the distance value for complex object is 
a high cost operation, the reduction of the redundant distance values is also an impor-
tant optimizations step. 

The first question of this research phase was to investigate how can the single  
distance values restricted by the other distance values of the same object set. As the 
distance value between two objects is constrained by the triangle inequalities of the 
metric function, the values already in the matrix will constrain the values not already 
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filled in. Every new value entered into the matrix will reduce the uncertainty on the 
still empty positions.  

To measure the uncertainty of the unknown distance values, an interval model is 
introduced. Every distance value is given here with an interval, where the interval 
determines the interval of possible values. Thus initially, when no distance is known 
yet, every value is given with [0,max_dist] where max_dist denotes the largest possi-
ble value. If a distance value is set to value v, the corresponding interval contains only 
one element: [v,v].  To indicate the level of value uncertainty, an φ measure is intro-
duced on the following way:  ߶௔௩௚ = ∑ ߶௜௜ܰ ଶ  ߶௜ = ௠௔௫ݒ െ  ௠௜௡ݒ

      (12) 

If a new distance value vij is set for object pair (xi,xj) , then the interval values of the 
matrix elements are updated using the following algorithm: 
 

    d1 = min(tavok_max(i,j),tavok_max(j,k)); 
    d2 = max(tavok_min(i,j),tavok_min(j,k)); 
    if d1 < d2 then 
      tavok_min(i,k) = max(d2 - d1,tavok_min(i,k)); 
      tavok_min(k,i) = tavok_min(i,k); 
    end 
    d1 = tavok_max(i,j)+tavok_max(j,k); 
    tavok_max(i,k) = min(tavok_max(i,k),d1); 
    tavok_max(k,i) = tavok_max(i,k); 

 
In the algorithm, tavok_min denotes the array of low boundary values and tavok_max 
stores the upper boundary values. These rules are based on the following inequality 
derived from the triangle inequality: |݀(ݔ, (ݎ െ ,ݕ)݀ |(ݎ ൑ ,ݔ)݀ (ݕ ൑ ,ݔ)݀| (ݎ ൅ ,ݕ)݀  (12)       |(ݎ

In the tests, the average φ and the minimum φ values were investigated during the 
generation of the distance matrix. It is clear the more values are set the less is the 
uncertainty. The figures Fig. 4 - 5 show the average φ value for increasing number of 
set values (x-axis) for both the uni-polar and the bi-polar object distributions. As the 
figure demonstrates in the case of bi-polar distribution the average uncertainty is less 
than in the case of uni-polar distribution. 

The Fig 3 shows the minimum, not zero φ values of the matrix. Based on these re-
sults, it can be seen that the smallest value interval are equal to some percents of the 
average distance value. Thus, if a given level of uncertainty is allowed, some of the 
distance calculations can be eliminated.  
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Fig. 3. Minimum uncertainty values for uni-polar and bi-polar distributions 

For the case when the distance values are stored with interval values a new defini-
tion of the µ  fitness measure is introduced. In this approach, an object may belong to 
both sides with given certainty. Let p1, p2 denote the pivot objects and q denotes the 
current object to be tested. Let E1 denote the event that q is closer to p1 than to p2 and 
E2 is the event that q is closer to p2 than to p1. If the d(q,p1) distance has the value 
[va1, vb1] and d(q,p2) is equal to [va2,vb2], then the probability of E1 and of E2 can be 
calculated with the method of geometric probability. The area of valid value pairs is a 
rectangle with sides corresponding to the intervals. The set of value pairs belonging to 
E2 is a half-plane upper the line  y = x. 

 

 

Fig. 4. Average uncertainty values for uni-polar distribution without interval adjustment and 
with adjustment 

Let pi(E1) denote the probability that the i-th object belongs to the area of p1. The 
pi(E2) is defined on similar way. It can be easily verified that (1ܧ)݌ ൅ (2ܧ)݌ = 1 

 

for every object.  
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Fig. 5. Average uncertainty values for bi-polar distribution without interval adjustment and 
with adjustment 

Based on the previous definitions, the µ  value is calculated with ߤ = 2 · ݉݅݊ሼ ଵܲ, ଶܲሽଵܲ ൅ ଶܲ  

ଵܲ = ෍ ே௜ୀଵ(ଵܧ)௜݌  

ଶܲ = ෍ ே௜ୀଵ(ଶܧ)௜݌  

      (12) 

The redefined fitness function is a generalization of the base fitness function as it 
yields the same value for the strict cases when pi(E1) or pi(E2) is equal to 1. Using the 
redefined fitness function, the presented pivot selection algorithm can be executed on 
the interval-based distance matrix too.  
 

 

Fig. 6. Geometric probability of subtree assignment 

The next table summarizes the test results for the interval-based matrix and  
it shows the comparison between the strict-valued and the interval-valued matrix  
approaches.  
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Table 5.  

proportion of 
known distances 

fitness of 
random selec-
tion 

fitness of IV 
selection 

0.01% .65 0.65 
3% .66 0.81 
16% .62 0.96 

 
As the result table shows, the efficiency of the interval-valued (IV) method de-

pends on the proportion of the known distances that means on the uncertainty of the 
distance matrix. It yields in good fitness value if the uncertainty of the matrix is low. 
The exact and formal analysis of this relationship is the goal of further investigations. 
In the tests, a 16% covering rate resulted in a well balanced tree with a 0.96 balancing 
factor.  

6 Conclusions 

The paper presented a detailed analysis of optimal pivot selection in general metric 
space from the viewpoint of index tree balancing. The analysis focused on the GHT 
index tree assuming that an index tree node contains a moderate number of objects. In 
the investigation, two main object distributions were tested: the uni-polar and the bi-
polar distributions. The paper proposes a combined heuristic and local search optimi-
zation method for selection of pivot objects. For reduction of the search algorithm, 
some novel optimization methods were introduced. One of the cost reduction methods 
refers to eliminating of object tests within the calculation of balancing factor. Another 
important goal is to reduce the number of distance calculations in the object set. The 
dependencies between the distance values are analyzed in order to eliminate the re-
dundant distance values. Another important reduction method is the application of 
interval values instead of strict values in order to manage the uncertainty of the dis-
tance values. The performed analysis and tests show that a the proposed modification 
improve the efficiency of the standard methods significantly. 
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Abstract. Missing data methods, within the data mining context, are limited in 
computational complexity due to large data amounts. Amongst the computa-
tionally simple yet effective imputation methods are the hot deck procedures. 
Hot deck methods impute missing values within a data matrix by using availa-
ble values from the same matrix. The object, from which these available values 
are taken for imputation within another, is called the donor. The replication of 
values leads to the problem, that a single donor might be selected to accommo-
date multiple recipients. The inherent risk posed by this is that too many, or 
even all, missing values may be imputed with the values from a single donor. 
To mitigate this risk, some hot deck variants limit the amount of times any one 
donor may be selected for donating its values. This inevitably leads to the ques-
tion under which conditions such a limitation is sensible. This study aims to an-
swer this question though an extensive simulation. The results show rather clear 
differences between imputations by hot deck methods in which the donor limit 
was varied. In addition to these differences, influencing factors are identified 
that determine whether or not a donor limit is sensible. 

Keywords: Hot Deck Imputation, Missing Data, Nonresponse, Imputation,  
Simulation. 

1 Introduction 

Missing data is a prevalent problem in many real empirical investigations. Missing 
data’s sources include failures in either manual or automated data collection, where 
some values are recorded while others are not. Missing data, however, may also be 
induced through manual or automatic data editing, such as outlier removal [1]. Miss-
ing data that cannot be resolved though manual or automatic logic inference, for ex-
ample when data can be inferred from existing data (e.g. a missing passport number 
when the respondent has no passport), must be resolved in light of the missingness 
mechanism. 

Rubin [2] first treated missing data indicators as random variables. Based on the 
indicators’ distribution, he defined three basic mechanisms MCAR, MAR, and 
NMAR. With MCAR (missing completely at random), missingness is independent of 
any data values, missing or observed. Thus under MCAR, observed data represents a 
subsample of the intended sample. Under MAR (missing at random), whether or not 
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data is missing depends on some observed data’s values. Finally under NMAR (not 
missing at random), the missing data is dependent on the missing data’s values. 

With missingness present, conventional methods cannot be simply applied to the 
data without proxy. Explicit provisions must be made before or within the analysis. 
The provisions, to deal with the missing data, must be chosen based on the identified 
missingness mechanism. Principally, two strategies to deal with missing data in the 
data mining context are appropriate: elimination and imputation. Elimination proce-
dures will eliminate objects or attributes with missing data from the analysis. These 
only lead to a data set, from which accurate inferences may be made, if the missing-
ness mechanism is correctly identified as MCAR. But even if the mechanism is 
MCAR, eliminating records with missing values denotes an inferior strategy, espe-
cially when many records need to be eliminated due to unfavorable missingness pat-
terns or data collection schemes (e.g. asynchronous sampling). Imputation methods 
replace missing values with estimates [3-4], and can be suited under the less stringent 
assumptions of MAR. Some techniques can even lead to correct inferences under the 
nonignorable NMAR mechanism [5-6]. Replacing missing values with reasonable 
ones not only assures all information gathered can be used, but also broadens the 
spectrum of available analyses. Imputation methods differ in how they define these 
reasonable values. The simplest imputation techniques replace missing values with 
eligible location parameters. Beyond that, multivariate methods, such as regression or 
classification methods, may be used to identify imputation values. The interested 
reader may find more complete descriptions of missingness mechanisms and methods 
of dealing with missing data in [5-7]. 

An imputation technique category appropriate for imputation in the context of min-
ing large amounts of data and large surveys, due to its computational simplicity [1], 
[7-8], is hot deck imputation. Ford [12] defines a hot deck procedure as one where 
missing items are replaced by using values from one or more similar records within 
the same classification group. Partitioning records into disjoint, homogeneous groups 
is done so selected “good” records supplying imputation values (the donors) follow 
the same distribution as the “bad” records (the recipients). Due to this, and the repli-
cation property, all hot deck imputed data sets contain only plausible values, which 
cannot be guaranteed by most other methods. Traditionally, a donor is chosen at ran-
dom, but other methods such as ordering by covariate when sequentially imputing 
records or nearest neighbor techniques utilizing distance metrics are possible to im-
prove estimates at computational simplicities’ expense [6],[ 9].  

The replication of values leads to central problem in question here. Any donor 
may, fundamentally, be chosen to accommodate multiple recipients. This poses the 
inherent risk that “too many” or even all missing values are imputed with the same 
value or values from a single donor. Due to this, some variants of hot deck procedures 
limit the amount of times any one donor may be selected for donating its values. This 
inevitably leads to question under which conditions a limitation is sensible and 
whether or not some appropriate limit value exists. This study aims to answer these 
questions. Chapter 2 discusses current empirical and theoretical research on this topic. 
Chapter 3 highlights the simulation study design while results are reported and dis-
cussed in chapter 4. A conclusion is presented and possibilities for further research 
are presented in chapter 5. 
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2 Review of Literature 

Limiting the times a donor may be used was first investigated by Kalton and Kish 
[10]. Based combinatorics, they come to the conclusion that choosing a donor from 
the pool of available donors without replacement leads to a reduction in the imputa-
tion variance, the precision with which any parameter is estimated from the post im-
putation data matrix. Two possible situations arising from a hot deck imputation also 
favor the donor limit implementation. First, the risk of exclusively using one donor 
for all imputations is removed [11]. Second, the probability of using one donor with 
an extreme value, or extreme values too often, is reduced [5], [12]. Andridge und 
Little [13] argue against a donor limit implementation. They contend that imposing a 
donor limit inherently reduces the ability to choose the most similar, and therefore 
most appropriate, donor for imputation. Not limiting the times a donor can be chosen 
may increase data quality. Thus, from a theoretical point of view, it is not clear 
whether or not a donor limit has a positive or negative impact on the post-
imputation’s data quality. 

Literature on this subject provides only studies that compare hot deck imputation 
methods with other imputation methods. These studies include either only drawing 
the donor from the donor pool with replacement [14-16] or without replacement [17]. 
Whether the donor is drawn with or without replacement is also relevant in the con-
text of post imputation variance estimation [9], [18]. These two cases are important or 
at least considered for deriving the estimation formulas [19]. Literature reviewing the 
mechanics of hot deck and other imputation methods includes [6-7], [20-21]. 

Based on this review of literature it becomes apparent, that the consequences of limit-
ing the usage of an object as donor have not been sufficiently examined. Missing are 
especially recommendations as to under which circumstances a donor limit is sensible. 

3 Simulation Design 

This work aims to investigate what impact imposing a donor limit, in various forms of 
hot deck methods, has on the imputed data matrix. To guide this, research questions 
are formulated in the next section. In succession, factors that are believed to have an 
impact on the results, and therefore are varied in a factorial design, are described in 
section 3.2. The chosen quality criterion is outlined in section 3.3 while section 3.4 
discusses further details of the simulation. 

3.1 Research Questions 

Considering possible, theoretical effects, that repeated donor usage might have, the 
following four research questions will be answered with the simulation study: 

1. Is a limitation on donor usage reasonable, or even essential, for successful hot deck 
imputation? 

2. What criteria dictate the necessity to limit donor usage? 
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3. Is a necessity to limit donor usage independent of the hot deck variant used? 
4. Can recommendations be made regarding a maximum possible donor usage based 

on information available before imputation? 

As the research questions show, an initial analysis of whether or not a donor limita-
tion has any influence on the post imputation analysis of the data. Provided that there 
is an influence, this should be analyzed differentiated by the factors varied, especially 
the chosen hot deck method. Beyond this, recommendations must be extracted. 

3.2 Factorial Design 

By considering papers where authors chose similar approaches [15], [12], [22-23] and 
further deliberations, a series of factors are identified that might have an influence on 
whether or not a donor limit influences imputation results. These factors are systemat-
ically varied in a complete factorial design and their effects are analyzed. The follow-
ing factors are considered: 

• Data matrix dimension: (100x9), (350x9), (500x9), and (1750x9) as (nxm) data 
matrices with n objects and m attributes are considered and the amount of objects 
as a function of the amount of imputation classes. 

• Variable scale: Data matrices are of mixed scale variables with each 3 binary, 
ordinal and quantitative attributes. Binary variables are chosen, as any nominal va-
riable can be represented in a number of binary variables. Ordinal variables are 
considered separately, either all on a five or seven point scale. The quantitative va-
riables are chosen to be normally distributed with only nonnegative numbers oc-
curring. 

• Imputation class count: Imputation classes are assumed to be given prior to impu-
tation and data is generated accordingly. Factor levels are two and seven imputa-
tion classes.  

• Object count per imputation class: The amount of objects characterizing each 
imputation class is varied. Factor levels 50 and 250 objects per class are consi-
dered. 

• Class structure: To differentiate between well- and ill-chosen imputation classes, 
data is generated with a relatively strong and relatively weak class structure. Strong 
class structure is achieved by having classes overlap by 5% and inner-class correla-
tion of 0.5. Weak class structure is achieved by an intra-class overlap of 30% and 
no inner-class correlation. 

• Portion of missing data: Factor levels include 5, 10, and 20% missing data points. 
Every object is assured to have at least one data point available (no subject non-
response). 

• Missingness mechanism: Two unsystematic mechanisms, MCAR and MAR, are 
considered as well as NMAR. 

• Hot deck methods: Three sequential and three simultaneous methods of imputa-
tion are considered. Sequential or simultaneous refers to whether or not the va-
riables are imputed simultaneously or sequentially. With simultaneous imputation, 
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all values missing come from one donor complete in all variables. With sequential 
imputation, a missing value is imputed from a donor that has a value available for 
that variable but is not necessarily complete in all other variables. 
These two groups can each be differentiated into three methods. First is the case 
that a donor is chosen at random (SeqR and SimR) the other two are distance based 
methods. The distance based methods differ in the way missing values are treated. 
The first method weights the pairwise available distances (SeqDW and SimDW), 
the second computes distances after performing a mean imputation on the data ma-
trix (SeqDM and SimDM). To account for variability and importance, prior to ag-
gregating the Manhattan distances, variables are weighted with the inverse of their 
range. 

Next to the previously mentioned factors, different donor limits are considered. 
Alongside the two extreme cases, a donor limit of one and no donor usage limitation, 
two further levels of donor limitation are considered. The four considered factor le-
vels are as follows: 

• A donor is only allowed as such once 
• A donor is only allowed to be chosen, at most, for 25% of all recipients 
• A donor is only allowed to be chosen, at most, for 50% of all recipients 
• A donor is allowed to be chosen for all recipients 

3.3 Quality Criteria 

To evaluate imputation quality, location and/or variability measures for each variable 
scale type are considered [23]. Following parameters are calculated dependent on the 
variable’s scale: 

• Binary variable: relative frequency 
• Ordinal variable: median, quartile distance 
• Quantitative variable: mean, variance 

In order to rank the differences in performance, the mean absolute relative deviation 
Δp  between the true value of each parameter, pw, and each post imputation estimate, 

pi, are calculated for each donor limit factor level: 

 
−

Δ = i w

w

p p
p

p
 (1) 

Differences in the 'sΔp  are compared, but due to the large amounts of data that is 

generated in this simulation, statistical significance tests are not appropriate. As an 
alternative to this, Cohen’s d measure of effect [24-25] is chosen. It corresponds to 
the t-statistic without the sample size influence. The calculation of Cohen’s d for this 
case is as follows: 
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1pΔ  and 2pΔ  are calculated via (1) for two different donor limits. 2
1s  and 2

2s  are the 

corresponding variances in the relative deviations. The usage of absolute values for 

1pΔ
 
and 2pΔ

 
allows the interpretation of the sign of d. A positive sign means that the 

second case of donor limitation performed better than the first, while a negative sign 
indicates the first case is superior in estimating the relevant parameter. Cohen [24] 
does not offer a single critical value above which an effect is nontrivial. However, he 
denotes effects around 0.2 as being small and presents tables for effect values starting 
at 0.1, which Fröhlich und Pieter [26] also deem as critical. 

3.4 Simulation Details 

100 data matrices are simulated for every factor level combination of “imputation 
class count”, “object count per imputation class”, “class structure”, and “ordinal vari-
able’s scale”. For every complete data matrix, the true parameters are computed. Each 
of these 1600 data matrices is then subjugated to each missingness mechanism gene-
rating three different amounts of missing data. All of the matrices with missing data 
are then imputed by all of the six hot deck methods. This creates 3.456 million im-
puted data matrices for which each parameter is once again is calculated, for which 
the deviations from the true values are evaluated as stated above. 

The missing data is generated as follows: under MCAR a set amount of values are 
chosen without replacement to be missing. Under MAR, missing data is generated 
MCAR using two different rates based on one binary variable’s value, which is not 
subject to missingness. The different rates of missingness are either 10% higher or 
lower than the rates under MCAR. NMAR modifies the MAR mechanism to also 
allow missingness in the binary variable. 

Further, some limits in generating missingness were instituted. To forgo possible 
problems with the simultaneous imputation methods and the donor limitation to one, 
it was guaranteed that at least 50% of all objects within one class were complete in all 
attributes. Further all objects had at minimum one available value. 

4 Results 

Based on the simulation’s results, the formulated research questions are now ans-
wered. The first section answers the question on whether a limit on donor usage is 
reasonable. The following section 4.2 analyzes the factors and how they influence 
whether or not a donor limit is advantageous. The final section 4.3 reviews the rec-
ommendations that can be made pertaining to the levels of donor limitation. 
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4.1 Donor Limitation Impact 

To evaluate whether differences between donor limitation levels are, in principle, 
possible, effect sizes between the cases of no and most stringent donor limitation are 
considered. For each parameter, as described in section 3.3, the median effects as well 
as different variability measures for all effects are available in table 1. 

Table 1. Effects’ median and variability 

 
Quantitative 

variables 
Ordinal  

variables 
Binary  

variables 

 Mean Variance Median
Quartile 

difference
Relative 

frequency 
Median -0,001 -0,009 -0,002 -0,008 -0,007 

Range 0,104 2,468 0,171 2,231 3,333 

Distance 90%/10%-quantiles 0,031 0,336 0,037 0,262 0,251 

Quartile difference 0,013 0,068 0,016 0,050 0,045 

Standard deviation 0,013 0,280 0,017 0,249 0,325 

 
The first conclusion that is reached, in light of these values, is that the effect sizes are 

neither all negative nor all positive. This means that neither a donor usage limitation of 
one or no donor usage limitation always leads to best results. Second conclusion is that 
there are no nontrivial effects for the mean and median of the quantitative and the ordin-
al variables, respectively. Both parameters exhibit small measures of variability and 
medians near zero. In contrast, some nontrivial effects are expected in all other parame-
ters as the variability is comparatively large. Large effects are expected to be rare as the 
quartile difference is rather small in comparison to the range and 90%/10% quantile 
distance. Thus one can conclude that a donor limitation has influence on the quality of 
imputation, and that cases where the influence is large can be extracted. 

The theoretical reduction in imputation variance through donor selection without re-
placement, as put forth by Kalton and Kish [5], is also investigated empirically at this 
point. The following table 2 shows the relative frequency (in percent) in how many 
cases a certain donor limit leads to the smallest variance in the parameter estimate. 

Table 2. Frequency distribution of minimum imputation variance 

  Donor usage limitation 

Evaluated parameter Once 25% 50% Unlimited 

Quantitative 
variable 

Mean 68,52% 15,47% 7,95% 8,06% 

Variance 67,25% 15,74% 8,56% 8,45% 

Ordinal  
variable 

Median 74,54% 11,38% 7,62% 6,46% 
Quartile  
distance 

85,88% 5,71% 4,96% 3,45% 

Binary  
variable 

Relative 
frequency 

78,36% 8,41% 6,96% 6,27% 
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Clearly, limiting donor usage to once leads to mimimal imputation variance for 
most cases and thus can be expected to lead to highest precision in parameter estima-
tion. This holds even more so for the binary and ordinal variables. Nonetheless, in 
certain situations other donor limitations, or no limitation of donor usage, lead to min-
imum imputation variance. 

4.2 Analysis of Donor Limit Influencing Factors 

To analyze which factors varied in this study have an influence on whether or not a 
donor limitation is advantageous, Cohen’s d is used. Again the effect sizes contrasting 
the two extreme cases are investigated. Thus negative values mean a maximum donor 
usage of one is superior to no donor usage limitation, while positive values signify the 
converse. The following section first highlights possible main effects followed by 
possible between factor effects on a donor limit advantage. 

Analysis of Main Effects  

Table 3 (below) shows a cross classification between all factors and factor levels with 
all parameters that show meaningful effect sizes. Effect sizes larger than the chosen 
critical effect of 0.1 are in bold. 

Upon investigating the results, the first conclusion that is reached, is that, indepen-
dent of any chosen factors, there are no meaningful differences between using a donor 
limit and using no donor limit in mean and median estimation. This result is congru-
ent with the previous section’s results. In contrast to this, parameters measuring va-
riability are more heavily influenced through the variation of the chosen factors. Es-
pecially data matrices with a high proportion missing data, as well as those imputed 
with SimDM profit significantly from a donor limitation. Also a high amount of im-
putation classes speaks for a limit on donor usage. 

The effects the data matrix’s dimensions and the object amount per imputation 
class have are ambiguous. Class structure and usage any of the random hot deck pro-
cedures or SeqDW have no influence on whether a donor limit is advantageous. Fairly 
conspicuous is the fact that SimDW leads to partially positive effect sizes meaning 
that leaving donor usage unlimited is advantageous. This might lead to interesting 
higher order effects. 

Analysis of Interactions  

Based on the findings in the previous section, all effects for the parameters variance, 
quartile distance and relative frequency of the quantitative, ordinal and binary va-
riables respectively, stratified by the hot deck methods SimDW, SimDM and  
SeqDM, are investigated for all other factors’ levels. These values are shown in  
table 4 (below), with again values above 0.1 marked in bold. 

As in the analysis of main effects, the table clearly shows that using SimDW in 
combination with no donor limit is advantageous. All combinations with other factors, 
with one exception, show positive values, even though only variance and relative 
frequency exhibit nontrivial effects. Furthermore, the other two methods, SimDM and 
SeqDM, show only negative values. Thus, the advantage of limiting donor usage is 
strongly dependent upon the imputation method used. 
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Table 3. Effect sizes for each factor 

  
Quantitative 

variables 
Ordinal  

variables 
Binary  

variables 

  Mean Variance Median 
Quartile 

difference 
Relative 

frequency 

Data matrix  
dimension 

(100x9) 0,000 -0,082 -0,001 -0,030 -0,034 

(350x9) 0,000 -0,177 -0,005 -0,152 -0,022 

(500x9) 0,000 -0,064 -0,004 -0,030 -0,130 

(1750x9) 0,001 -0,146 -0,006 -0,065 -0,162 

Imputation  
class count 

2 0,000 -0,068 -0,001 -0,029 -0,072 

7 0,000 -0,147 -0,003 -0,115 -0,090 

Object count per 
imputation class 

50 0,000 -0,112 -0,001 -0,073 -0,028 

250 0,000 -0,090 -0,005 -0,041 -0,141 

Class structure 
Strong 0,000 -0,092 -0,001 -0,072 -0,072 

Weak 0,000 -0,094 -0,001 -0,045 -0,080 

Portion of  
missing data 

5% 0,000 -0,025 0,000 -0,013 -0,011 

10% 0,000 -0,071 0,000 -0,037 -0,051 

20% 0,000 -0,148 0,000 -0,100 -0,129 

Missingness  
mechanism 

MCAR 0,001 -0,088 -0,001 -0,053 -0,065 

MAR 0,000 -0,100 0,000 -0,066 -0,086 

NMAR 0,001 -0,091 0,000 -0,058 -0,077 

Hot deck  
method 

SimDW -0,001 0,153 -0,002 0,025 0,075 

SimDM -0,004 -0,339 0,005 -0,214 -0,338 

SeqDW 0,001 -0,007 -0,003 0,000 -0,005 

SeqDM 0,000 -0,088 0,010 -0,133 -0,041 

SimR 0,000 -0,001 -0,001 -0,004 0,000 

SeqR 0,000 -0,001 0,000 -0,001 -0,003 

 
For all three portrayed methods, a high amount of imputation classes and a  

high percentage of missing data show meaningful effects, indicating an advantage of 
either selecting the donor with or without replacement. The amount of objects per 
imputation class show no homogeneous effect on the parameters, rather it seems to 
strengthen the advantage the donor limitation or non-limitation has, with the parame-
ter evaluated for the binary variable reacting inversely to variance and quartile  
distance. The other factors seemingly don’t influence the effects as their variation 
does not lead to great differences in the effects sizes, making their absolute level only 
dependent on the variable’s scale or imputation method. 
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Table 4. Interactions between imputation method and other factors  
(Legend: V = variance, Q = quartile distance, R = relative frequency) 

  SimDW SimDM SeqDM 

  V R V Q R V Q 

Data matrix 
dimension 

(100x9) 0,140 0,058 -0,337 -0,192 -0,216 -0,089 -0,139 

(350x9) 0,235 0,055 -0,473 -0,333 -0,278 -0,120 -0,207 

(500x9) 0,120 0,111 -0,283 -0,116 -0,492 -0,077 -0,064 

(1750x9) 0,215 0,108 -0,420 -0,257 -0,554 -0,109 -0,132 

Imputation 
class count 

2 0,097 0,081 -0,247 -0,101 -0,300 -0,066 -0,082 

7 0,287 0,075 -0,521 -0,382 -0,424 -0,130 -0,217 

Object count 
per class 

50 0,182 0,034 -0,426 -0,284 -0,132 -0,111 -0,196 

250 0,143 0,140 -0,319 -0,131 -0,684 -0,088 -0,047 

Class  
structure 

Strong 0,153 0,078 -0,339 -0,156 -0,362 -0,091 -0,135 

Weak 0,144 0,071 -0,338 -0,269 -0,313 -0,085 -0,132 

Portion of 
missing data

5% 0,065 0,031 -0,084 -0,057 -0,045 -0,013 -0,028 

10% 0,148 0,077 -0,262 -0,162 -0,213 -0,039 -0,073 

20% 0,203 0,101 -0,558 -0,345 -0,600 -0,168 -0,233 

Missingness 
mechanism 

MAR 0,151 0,079 -0,355 -0,226 -0,372 -0,107 -0,152 

MCAR 0,153 0,067 -0,326 -0,204 -0,296 -0,075 -0,119 

NMAR 0,154 0,077 -0,334 -0,213 -0,344 -0,081 -0,125 
 
Besides these meaningful effects differentiated by hot deck method, there are also 

some interactions higher order, that lead to some strikingly large effects. For example, 
the factor level combination: 20% missing data, high amounts of imputation classes, 
and a low amount of objects per imputation class lead to effects up to -1.7 in variance 
and up to -1.9 in the quartile distance for SimDM. While effect sizes up to -3 are cal-
culated for the relative frequency in the binary variable when the amount of imputa-
tion classes is large, has many objects in each class and many values are missing. This 
signifies some large advantage for donor selection without replacement when using 
SimDM. On the other hand, when using SimDW the largest effects are calculated 
when the amount of classes is high, but the amount of objects is low while having a 
high rate of missingness. Even though this only leads to effects of up to 0.6 and 0.34 
for variance and quartile difference respectively, the effect is noticeable and relevant 
for donor selection with replacement. Conspicuous none the less is the fact that espe-
cially the combination of hot deck variant, amount of imputation classes, objects per 
imputation class, and portion of missing data lead to strong effects indicating strong 
advantages for and against donor limitation. Finally, the analysis of higher order inte-
ractions confirm either advantage for donor selection with or without replacement 
found in the lower order interactions. 
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4.3 Analysis of Donor Limitation Advantages 

So far the investigation was limited to under which circumstances, choosing a donor 
with or without replacement, was advantageous for parameter estimation. The inves-
tigation is now expanded to include the two dynamic donor limitation cases. For this, 
the frequency with which a certain donor limitation yields the best parameter estima-
tion is calculated and shown in table 5. 

Table 5. Frequency distribution: smallest deviation between estimated and true parameter 

  Donor usage limitation 

Evaluated parameter Once 25% 50% Unlimited 

Quantitative 
variable 

Mean 42,71% 20,22% 18,48% 18,60% 

Variance 54,05% 17,79% 13,04% 15,12% 

Ordinal  
variable 

Median 46,41% 21,53% 14,47% 17,59% 
Quartile  
distance 

56,83% 16,24% 12,94% 13,99% 

Binary  
variable 

Relative 
frequency 

49,42% 18,94% 15,07% 16,57% 

 
The table shows that in most cases donor selection without replacement leads to the 

best parameter estimation. Again variability measures are more strongly affected. The 
table shows, for all parameters, that the frequency first decreases with a more lenient 
donor limit and then increases again with unlimited donor usage. This once again re-
veals the situation dependent nature of advantages offered by donor limitation. 

These findings show, in summary, that there remains the possibility for optimizing 
the precise donor limit instituted. A further analysis of relationships between factors 
and to make precise recommendations is not reasonable at this point owed to the fact, 
that only 4 levels of donor limitation are available. Findings clearly indicate that fur-
ther research along this path is worthwhile. 

5 Conclusions 

The simulation conducted show distinct differences between hot deck imputation 
procedures that make use of donor usage limitations. Limiting donor usage is not 
advantages under all circumstances, as, under some situations, allowing for unlimited 
donor usage leads to the best parameter estimates. 

Under some situations, donor limitation leads to better parameter estimations. 
Splitting the data into a low amount of imputation classes leads to better estimation of 
variance and quartile distance for quantitative and ordinal variables, respectively. For 
low amounts of objects per imputation class the variance of quantitative variables is 
estimated better with a donor limitation, while binary variables with many objects per 
imputation class also profit from a donor limit. This is also the case for data matrices 
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with high amounts of missingness. Estimation of location, such as mean and median 
are not influenced by limiting donor usage. 

Next to the data’s properties, the hot deck variant used to impute missing data 
plays an important role as to whether or not limiting donor usage is an advantage. 
Dependent on the imputation method chosen, the limitation of donor usage is either 
advantageous, disadvantageous or without significant effect on parameter estimation. 
Both random hot decks and SeqDW are unaffected by any donor limit. Contrary to 
this, both SimDM and SeqDM perform better with donor limitation, while SimDW 
performs better without a limit on donor usage. 

Even though, in most cases, allowing a donor to be used only once leads to the best 
parameter estimates, there are situations under which less restrictive donor limits or 
no donor limit is advantageous to parameter estimation. Thus developing recommen-
dations for specific situation dependent donor limits is reasonable and a detailed in-
vestigation of the underlying interactions between the factors is an interesting point 
for future research. 
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Abstract. Regression is the study of functional dependency of one nu-
meric variable with respect to another. In this paper, we present a novel,
efficient, binary search based regression algorithm having the advantage
of low computational complexity. These desirable features make BINER
a very attractive alternative to existing approaches. The algorithm is
interesting because instead of directly predicting the value of response
variable, it recursively narrows down the range in which the response
variable lies. Our empirical experiments with several real world datasets
show that our algorithm, outperforms current state of art approaches
and is faster by an order of magnitude.

Keywords: regression, logarithmic performance, binary search,
efficient, accurate.

1 Introduction

The problem of regression is to estimate the value of a dependent variable based
on the values of one or more independent variables, e.g., predicting price increase
based on demand or money supply based on inflation rate etc. Regression analysis
is used to understand which among the independent variables are related to the
dependent variable and to explore the forms of these relationships. Regression
algorithms can be used for prediction (including forecasting of time-series data),
inference, hypothesis-testing and modeling of causal relationships.

Statistical approaches try to learn a probability function P (y | x) and use
it to predict the value of y for a given value of x. Users study the application
domain to understand the form of this probability function. The function may
have multiple parameters and coefficients in its expansion. Statistical approaches
although popular, are not generic in that they require the user to make an
intelligent guess, about the form of regression equation, so as to get the best fit
for the data.

Regression analysis has been studied extensively in statistics [1], there have
been only a few studies from the data mining perspective. The algorithms stud-
ied from a data mining perspective fall under the following broad categories

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 76–85, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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- Decision Trees [2], Support Vector Machines [3], Neural Networks [4], Near-
est Neighbor Algorithms [5], Ensemble Algorithms [6] among others. It may be
noted that most of these studies were originally for classification, but have been
later modified for regression [7].

1.1 Motivation and Contribution

The current existing standard algorithms [2,3,4,5] suffer from one or more of high
computational complexity, poor results, fine tuning of parameters and extensive
memory requirements. KNN [5] provides excellent accuracy, but has linear com-
putational complexity. Finding an optimal decision tree [2] is a NP-Complete
problem [8]. Neural networks [4] are highly dependent on the initialization of
weight vectors and generally, have large training time. Also, the best fit struc-
ture of the neural network has to be intelligently guessed or determined by trial
and error method.

The accuracy of KNN highly depends upon the distance metric used. Eu-
clidean distance is a simple and efficient method for computing distance between
two reference data points. More complex distance functions may provide better
results depending on the dataset and domain. But user may refrain from using
a better, generally computationally more complex, distance metric due to high
run time of the algorithm. This motivated us to strive for an algorithm which
has a significantly low run time and hence can incorporate expensive distance
metrics with ease.

In this work, we contribute a new efficient technique for regression. Our algo-
rithm is highly efficient and typically performs with logarithmic computational
complexity on standard datasets. This is in contrast to the linear computational
complexity of existing standard algorithms. It takes a single parameter K, the
same as in KNN. The algorithm instead of directly predicting the response vari-
able, narrows down the range in which the response variable has the maximum
likelihood of occurrence and then interpolates to give the output. It more than
often outperforms the conventional state of art methods on a wide variety of
datasets as illustrated in the Experimental Section.

1.2 Organization of Paper

The organization of rest of the paper is as follows. Section 2 provides a math-
ematical model for the problem of regression. We throw light on related, and
recent, work done in the field of regression in Section 3. In Section 4, intuition
and methodology behind the algorithm is described. We explain the BINER algo-
rithm in Section 5. In Section 6, experimental results are presented together with
a thorough comparison with existing methods. Finally, in Section 7, conclusions
are drawn.

2 Problem Formulation

In this section, we present the problem of regression and notation used to model
the dataset.
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The problem of regression is to estimate the value of a dependent variable
(known as response variable) based on the values of one or more independent
variables (known as feature variables). We model the tuple as {X , y} where X
is an ordered set of attribute values like {x1, x2, . . . , xd} and y is the numeric
variable to be predicted. Here xi is the value of the ith attribute and there are
d attributes overall corresponding to a d-dimensional space.

Formally, the problem has the following inputs:

– An ordered set of feature variables Q i.e. {q1, q2, . . . , qd}
– A set of n tuples called the training dataset, D, = {(X1, y1), (X2, y2), . . . ,

(Xn, yn)}.
The output is an estimated value of y for the given query Q. Mathematically, it
can be represented as

y = f(X,D, parameters), (1)

where parameters are the arguments which the function f() takes. These are
generally set by user and are learned by trial and error method.

3 Related Work

Before presenting our algorithms, we would like to throw light on related work
done in the recent past.

Traditional Statistical Approaches. Most existing approaches [1] follow a curve
fitting methodology that requires the form of the curve to be specified in advance.
This requires regression problems in each special application domain be studied
and solved optimally for that domain. Another problem with these approaches
is outlier (extreme cases) sensitivity.

Neural Networks and Support Vector Machines. Neural Networks [4] is a class of
data mining approaches that has been used for regression and dimensionality re-
duction.However,NeuralNetworks are complex and an in-depth analysis of results
obtained is not possible. SupportVectorMachine [3] is a newdatamining paradigm
applied for regression.However, these techniques involve complex abstractmathe-
matics thus resulting in techniques that are more difficult to implement, maintain,
embed and modify as situation demands. Ensemble [6] based learning is a new ap-
proach to regression. A major problem associated with ensemble based learning is
to determine the relative importance of each individual learner.

Indexing based approaches. Roussopoulus et. al. presented a branch and bound
R-tree traversal algorithm [13] to find nearest neighbors of a query point. The
algorithm required creating and sorting an Active Branch List of Nodes [13] at
each of the node and then pruning the list. Another drawback of the approach
is the depth first traversal of the index that incurs unnecessary disk IOs. Berch-
told et. al. [12] suggest precalculating, approximating and indexing the solution
space for the nearest neighbor problem in d dimensional spaces. Precalculating
the solution space means determining the Voronoi diagram of the data points.
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The exact Voronoi cells in d space are usually very complex, hence, the authors
propose indexing approximation of the Voronoi cells. This approach is only ap-
propriate for first nearest neighbor problem in high dimensional spaces.

Decision Tree. One of the first data mining approaches to regression were re-
gression trees [2], a variation of decision trees where the predicted output values
are stored at leaf node. These nodes are finite and hence the predicted output
is limited to finite set of values in contrast with the problem of predicting a
continuous variable as required in regression.

NearestNeighbor.One of the oldest, accurate and simplestmethod for pattern clas-
sification and regression is K-Nearest-Neighbor (KNN)[5]. It has been studied at
length over the past few decades and is widely applied inmany fields. TheKNNrule
classifies each unlabeled example by the majority label of its k nearest neighbors in
the training dataset. Despite its simplicity, the KNN rule often yields competitive
results. A strong point of KNN is that, for all distributions, its probability of error
is bounded above by twice the Bayes probability of error [11].

A recent work on prototype reduction, called Weighted Distance Nearest
Neighbor (WDNN) [14] is based on retaining the informative instances and learn-
ing their weights for classification. The algorithm assigns a non negative weight
to each training instance tuple at the training phase. Only the training instances
with positive weight are retained (as the prototypes) in the test phase. Although
the WDNN algorithm is well formulated and shows encouraging performance in
practice, it can only work with K = 1. A more recent approach WDKNN [15]
tries to reduce the time complexity of WDNN and extend it to work for K > 1.

Our work shares resemblance with segmented or piecewise regression [9].
However upon analysis, the techniques are entirely different. In segmented re-
gression the independent variables are partitioned into segments. In our method,
the response variable is partitioned into three groups to facilitate a binary search
based methodology. Also, our work seems to share a resemblance with Binary
Logistic Regression [10]. However the technique is again entirely different. In
Binary logistic regression the response variable is assumed to follow a binomial
logit model and the parameters of this model are learned from training data.

4 Intuition and Methodology of BINER

BINER follows a similar methodology to KNN [20]. In a nutshell, KNN follows
this approach:

1. It finds the K nearest neighbors to the given query.
2. Weighted mean of response variables in K nearest neighbors is given as

output. The weights are kept inversely proportional to distance from the
query.

The intuition of BINER is that the query Q is expected to be similar to tuples
whose response variable values are close to that of Q. Thus it is more beneficial
to find nearest neighbors in a locality where tuples have nearby response variable
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values rather than the whole dataset. This guarantees that even if the tuples in
the considered locality are not the global nearest neighbors (nearest neighbors
of the query in the complete dataset), the value of predicted response variable
will be more appropriate.

Thus, the approach boils down to determining the locality (of nearby response
variable value) in which to conduct the nearest neighbor search. Once the lo-
cality is determined, response variable can be estimated as a weighted mean
of responses of K nearest neighbors in this locality where weight is inversely
proportional to the distance from the query.

Like other KNN based approaches, BINER has the following core assump-
tion - tuples with similar X-values have similar response variable values. This
assumption is almost always borne out in practice and is justified also by our
experiments.

5 The BINER Algorithm

The algorithm proceeds in two steps.

1. It first finds the range of tuples where the query Q has the maximum likeli-
hood of occurrence. The term range (or locality), here, refers to consecutively
indexed tuples in the dataset D and thus is characterized by two integers
namely, start index and end index.

2. KNN is applied to these few (compared to D) tuples, and weighted mean of
the K nearest neighbors in these ranges is quoted as output.

To find the range in which the query has the maximum likelihood of occurrence,
the dataset is sorted in, say, non-decreasing manner of response variable values
and then the function biner described below is invoked with Q as query, and
range (0, n) where n is the number of tuples in D.

The function, biner, iteratively bisects the current range until a range with
size less than or equal to 2 ∗ K is obtained (line 1) or a confident decision of
bisecting a range cannot be taken (line 9-10), explained below. For each range,
it makes three choices (lines 2-5) of half sized subranges namely, the lower half
subrange (s1, e1), the center floating half (s2, e2) and the upper half (s3, e3),
and computes distance of the query from these ranges (lines 6-9). The second
subrange i.e. (s2, e2) is made to overlap with the other two ranges so as to
ensure that tuples at end of first range and at start of third range get their due
importance.

The distance of query Q from a range is calculated as√∑ (μi − qi)
2

σ2
i

(2)

where qi is the ith attribute of the query, μi is the mean of ith attribute values
in all tuples in the range and σi is the standard deviation of values of the ith

attribute in the whole dataset, D. Standard deviation shows how much variation
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there is from the mean, μ. A low standard deviation indicates that the data points
tend to be very close to the mean whereas high standard deviation indicates
that the data points are spread out over a large range of values. Thus standard
deviation helps in understanding how good a representational point the mean is
for the range. Hence, the term σ2 occurs in the distance metric.

Algorithm 1. BINER Algorithm

Input: Query Q, Range (start, end)
Output: Range (s, e)
while end− start > 2 ∗K do

r = e− s
s2, e2 = start+ r/4, start+ 3r/4
s3, e3 = start+ r/2, end
d1 = getDistance(RangeMean(s1, e1), Q)
d2 = getDistance(RangeMean(s2, e2), Q)
d3 = getDistance(RangeMean(s3, e3), Q)
if similar(d1, d2, d3) then

return (start, end)
else if min(d1, d2, d3) == di then

start, end = si, ei
end if

end while
return (start, end)

In order to find the subrange in which the query has the maximum likelihood
of occurrence, the distance of subranges from the query are compared. Among
the three subranges, the query has the maximum likelihood of occurrence in
the subrange which has minimum distance from the query. Thus the subrange
with minimum distance from the query is considered and the complete process
is repeated again.

When the size of range becomes small, the distances of subranges from the
query tend to have same or close by values. In such situations, subranges have
similar tuples and thus their distances become similar. Hence, a confident deci-
sion to select a subrange cannot be made and the current range is returned (lines
9-10). It may be noted that only the two minimum distances are checked for sim-
ilarity. If the two larger distances are similar, a confident decision of selecting
the subrange with minimum distance can be made.

We say that two distances, di and dj are similar if min(di/dj, dj/di) is greater
than 0.95. The value of 0.95 was selected by experimentations and it works well
on most of the datasets as shown in the experimental section. The limiting size of
2 ∗K was chosen in order to keep a margin for selection of K nearest neighbors.

The above process obtains a range (or locality) where the query point has
maximum likelihood of occurrence. Then KNN is applied on the range (local-
ity) returned by biner and weighted mean of response variables in K nearest
neighbors is quoted as output. The weights are taken as 1/dist, where dist is
the distance of the query and tuple.
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5.1 Complexity Analysis

Before presenting the complexity analysis, we would like to first mention the
preprocessing done here.

1. The first step is to sort the dataset D in, say, non-decreasing manner of the
response variable.

2. Standard deviation, σi, of each attribute xi is calculated and stored.

3. We store the mean, of all data points in all the feasible ranges (or localities)
that may be encountered in our algorithm, in a Hash Table. Hence, calcu-
lation of mean becomes a constant order step. The key for the Hash Table,
thus, will be two integers denoting the start and end index of tuples of in
the range.

All feasible subranges are formed by recursively dividing a range into 3 ranges
and stopping the recursion, when the size of range becomes less than or equal to
2 ∗K. The value of K, is a parameter and is the same the one that would had
been set for KNN. The range with start and end indices s and e respectively, is
divided into 3 ranges namely [ s, s+ (e− s)/2 ], [ s+ (e− s)/4, s+3 ∗ (e− s)/4
] and [s + (e − s)/2, e ].

The algorithm at each stage divides the current range into 3 subranges each
of half size of current range and considers one of them for subsequent processing.
It can be observed that the function iterates O(log n) time. The function returns
a range of size, say, R which is significantly smaller than n as confirmed by
our experimentations. Thus computational complexity of the algorithm becomes
O(log n + R) and when R << n it becomes logarithmic. We illustrate our run
time analysis on 7 datasets in Fig. 1

Fig. 1. Comparison of run times of KNN and BINER
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6 Experimental Study

6.1 Performance Model

In this section, we demonstrate our experimental results. The experiments were
done on a wide variety of datasets obtained from UCI data repository [17],
Weka Datasets [18] and ML data repository [19]. We have evaluated our results
against the standard existing state of art approaches. The algorithms used were
available in Weka toolkit [16]. All the results have been obtained using 10-fold
cross validation technique.

We have used two metrics for quantifying our results, namely, Mean Absolute
Error (MAE) and Root Mean Square Error (RMSE). MAE is mean of the ab-
solute errors (actual output - predicted output). RMSE is square root of mean
of squared errors.

We compared our performance against the following approaches: K Nearest
Neighbor, Isotonic, Linear Regression, Least Mean Square (LMS) algorithm,
Radial Basis Function Network (RBF Network), Regression Tree (RepTree) and
Decision Stump.

6.2 Results

Table 1. and Table 2. compare the result of our algorithm with other existing
state of art approaches.

Table 1. Comparison of results of BINER and other standard approaches

Dataset
Autompg Bodyfat Flow Housing Space Synfriedman2
MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

BINER 1.67 2.28 0.41 0.50 10.54 14.43 2.33 2.92 0.10 0.17 52.55 64.35

KNN 2.40 3.59 0.49 0.62 11.89 16.42 4.14 5.52 0.10 0.17 48.64 60.65

Isotonic 3.16 4.30 0.52 0.67 11.55 14.18 3.80 5.32 0.12 0.16 219.09 284.46

Linear Reg 2.56 3.40 0.43 0.56 10.99 13.26 3.39 4.91 0.11 0.16 108.44 145.69

LMS 2.50 2.59 0.45 0.58 13.28 18.56 3.42 5.55 0.11 0.15 109.62 153.43

RBF Network 3.90 5.07 0.61 0.77 14.76 17.42 6.13 8.42 0.14 0.19 246.71 317.76

Rep Tree 2.30 3.31 0.52 0.67 12.11 15.57 3.18 4.84 0.10 0.14 45.34 61.10

Decision Stump 4.20 5.18 0.63 0.80 12.48 15.41 5.61 7.50 0.13 0.18 256.93 320.71

6.3 Discussion

We discuss our results in this section. It can be seen that our algorithm out-
performs other algorithms in almost all the datasets. Also, BINER provides
competitive results in typically logarithmic computational complexity which is
very efficient.
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Table 2. Comparison of results of BINER and other standard approaches

Dataset
Bank Concrete Forestfire Slump Synfriedman1 Synfriedman

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

BINER 0.02 0.03 5.41 8.10 13.67 25.74 6.01 9.79 1.77 2.23 1.58 2.05

KNN 0.02 0.03 4.15 6.10 14.69 24.37 5.89 9.83 1.75 2.16 1.53 2.03

Isotonic 0.03 0.46 10.81 13.45 19.18 63.50 5.86 7.52 3.59 4.32 3.69 4.44

Linear Reg 0.02 0.03 8.30 10.45 19.92 64.28 6.67 7.82 2.76 4.65 2.25 2.83

LMS 0.03 0.05 9.52 17.53 12.88 64.91 6.68 10.56 2.45 4.71 2.24 2.82

RBF Network 0.04 0.06 13.38 16.56 18.86 63.86 6.98 8.73 3.92 4.91 3.86 4.81

Rep Tree 0.02 0.03 5.43 7.38 19.24 64.56 6.14 8.19 2.57 3.24 2.69 3.45

Decision Stump 0.04 0.05 11.54 14.46 18.93 64.68 7.05 8.86 3.69 4.40 3.73 4.63

7 Conclusions

In this paper we have presented a new regression algorithm and evaluated it
against existing standard algorithms. Our work is focused on finding a small
locality in which the K nearest neighbors have the maximum probability of
occurrence. In addition to this, it allows users to use a (computationally) complex
distance metric without significant increase in run time. The algorithm finds this
locality in nearly logarithmic computational time. We showed that the algorithm,
more than often, outperforms existing standard state of art approaches on a wide
variety of datasets and is faster by an order of magnitude.

We are planning for better methods of splitting ranges. Instead of simply,
bisecting at some fixed points, if we divide at points where there is some abrupt
change in y values, probably our algorithm will work better. We plan to incor-
porate this feature so as to enhance our algorithm.
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Abstract. Association rule mining and bi-clustering are data mining
tasks that have become very popular in many application domains, par-
ticularly in bioinformatics. However, to our knowledge, no algorithm was
introduced for performing these two tasks in one process. We propose a
new approach called FIST for extracting bases of extended association
rules and conceptual bi-clusters conjointly. This approach is based on
the frequent closed itemsets framework and requires a unique scan of the
database. It uses a new suffix tree based data structure to reduce memory
usage and improve the extraction efficiency, allowing parallel processing
of the tree branches. Experiments conducted to assess its applicability
to very large datasets show that FIST memory requirements and execu-
tion times are in most cases equivalent to frequent closed itemsets based
algorithms and lower than frequent itemsets based algorithms.

Keywords: Association Rules, Bi-clustering, Closure Lattice, Frequent
Closed Itemsets, Suffix Tree Data Structures.

1 Introduction

Data mining, also known as knowledge discovery from database (KDD), is the
task of finding unknown and potentially important information from large data-
bases. The most prominent data mining tasks, gaining actually much importance
in many application domains, are association rule mining, classification, cluster-
ing and regression [7]. Bi-clustering, that is a special case of clustering, is also
gaining much popularity, specially in bioinformatics [9].

Association rule mining (ARM) aims at finding significant relationships be-
tween data values, called items, in a database. ARM is a very popular and
important, but expensive, task in data mining. Since the ARM problem defini-
tion, several approaches have been proposed in the literature to improve ARM
efficiency. See [2] for a complete survey on ARM principles and algorithms.
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Let the database D be a set of data rows, called transactions, D = {t1, t2, · · · ,
tn} where each transaction ti is a set of items from the item list L = {i1, i2, · · · ,
im}, i.e. ti ⊆ L. Literally, an association rule for a frequent itemset I, i.e. a
set of items that is contained in at least minsup number of transactions where
minsup is an user defined minimum support threshold, is denoted as I1 ⇒ I2,
where I1, I2 ⊂ L, I1 ∪ I2 = I and I1 ∩ I2 = ∅. The problem of ARM is generally
divided into two sub-problems:

1. Find all frequent itemsets with their support from the database D.
2. Generate all association rules with confidence greater than or equal to the

minimum confidence threshold.

The second sub-problem is straightforward and the problem of ARM is usually
reduced to the problem of finding frequent itemsets. Almost all algorithms based
on the frequent itemsets approach use the subset lattice (or itemset lattice)
framework and the two following properties:

i. All subsets of a frequent itemset are frequent.
ii. All supersets of an infrequent itemset are infrequent.

For big databases, the list of all frequent itemsets is very large and even larger
in the case of dense data where transactions are long. Later, this FIs mining
approach was extended to the mining of maximal frequent itemsets (MFIs) from
which all frequent itemsets can be derived, but not their support.

In 1998, a condensed representation of frequent itemsets called frequent closed
itemsets [11,18] was introduced. The frequent closed itemsets, defined using the
Galois connection closure used in Formal Concept Analysis [5], form the closed
itemset lattice [11] that is a sub-order of the subset lattice. Informally, an itemset
is closed if none of its supersets is contained in the same number of transactions as
it. Frequent closed itemsets (FCIs) constitute a lossless condensed representation
of all FIs: All FIs and their support can be obtained in a straightforward manner
from the FCIs and their support. Since the number of FCIs is in most cases much
lower than the number of FIs, their computation improves ARM execution times
and memory usage. ARM extraction using the FCIs framework is based on the
three following properties:

i. All subsets of a frequent closed itemset are frequent itemsets.
ii. All supersets of an infrequent closed itemset are infrequent itemsets.
iii. The support of a frequent itemset is equal to the support of the smallest

closed itemset containing it.

Many algorithms have been proposed in the literature in recent years for finding
FCIs [16,17]. Almost all of them use either the prefix tree [1] or the FP-Tree
[8] as an internal data structure for compressed representation of the dataset in
main memory. Their efficiency depends mainly on the properties of the database
(number of items, density, size of transactions, etc.). In several cases, such as
biological data, FIs and MFIs mining pose efficiency problems since the number
of FIs is very large and the set of MFIs does not contain all information required
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to directly generate the association rules. In such cases, the FCIs framework is
a good alternative for the ARM problem as the set of all FCIs is sufficient for
finding the association rules and is much smaller than the set of all FIs.

Bi-clustering aims at finding sub-matrices that associate a set of rows and a
set of columns such that all these rows have the same value for each of these
columns in the matrix. The bi-clusters extracted with FIST are maximal sets of
related rows and columns defined as above. These bi-clusters, called conceptual
clusters, constitute a hierarchical lattice structure defined according to inclusion
relation. They are overlapping: each row and each column can be member of
several bi-clusters. Contrarily to recent works on gene expression time series [10],
where columns represent the evolution of gene expressions during time for one
biological experiment, FIST do not restrict bi-clusters to contiguous columns.
Extracting such bi-clusters is known to be an NP-Complete problem [14].

Here, we propose a new algorithm for mining conjointly conceptual clusters,
or bi-clusters, and bases, or minimal covers, of extended association rules. This
algorithm, called FIST (Frequent Itemsets Suffix Tree), is based on the FCIs
framework and uses a new suffix tree based data structure for computations in
main memory. This data structure does not require complex operations such
as maintaining transverse chained lists of items and can be implemented us-
ing standard data structures like Java collections. It was designed to balance
memory usage and computation efficiency and can easily be adapted to specific
requirements of particular application cases. It also allows parallel processing of
the suffix tree branches in multi-threated environments. FIST finds the frequent
closed patterns, each associating a FCI and its corresponding object identifier
list, i.e., the identifiers of database objects containing the FCI. Its size, that
corresponds to the number of occurrences in the database, gives the support of
the FCI. The CHARM algorithm [19] also uses object id space to find frequent
closed itemsets. However, it discards object ids when they are no more needed
whereas FIST keeps them in main memory for generating bi-clusters. Moreover,
the list of supporting objects of each association rule is also generated by FIST,
instead of only its support value as in classical ARM approaches. The user can
then examine the list of objects concerned by each rule. This can be particu-
larly useful in a certain number of applications such as genomics or proteomics
where identifying specific genes or proteins concerned by a rule is important,
particularly if rules contain semantic information such as biological annotations.

FIST proceeds in three steps: In the first step, the Frequent Generalized Item-
set Suffix Tree (fGIST) is created from the database and is stored in main
memory for the second step. In the second step, frequent closed patterns are
extracted from the fGIST by performing inclusion and intersection operations.
Then, during the third step, bases of association rules and conceptual clusters
are generated in a straightforward manner.

The rest of the paper is organized as follows. A brief terminology is given in
section 2. In section 3, we present the FIST algorithm. Section 4 shows experi-
mental results and concluding remarks are given in section 5.
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2 Terminology

In this section, we define the most relevant data mining terms used to help
the understanding of the problems of finding association rules and conceptual
clusters in a data mining context.

Definition 1 (Database). A database D is a triplet (O, L, R) where O is a
finite set of objects (rows), L is a finite set of items (values of attributes or vari-
ables) represented as columns and R is a binary relation showing relationships
between rows and columns: R ⊆ O × L. Every couple (o, i) ∈ R, where o ∈ O
and i ∈ L, means that the item i belongs to the object o: i ∈ o.

Definition 2 (Itemsets). A non-empty finite set of items I ⊆ L in D is called
an itemset. An itemset containing k items is called a k-itemset.

Definition 3 (Support). The support of an itemset I, denoted supp(I), is the
frequency of occurrence of I in D:

supp(I) =
|{o ∈ O | I ⊆ o}|

|{o ∈ O}| (1)

Definition 4 (Frequent itemsets). An itemset I with support at least equals
to the user-defined threshold minsupp is called a frequent itemset: I ⊆ L is
frequent iff supp(I) ≥ minsupp.

Definition 5 (Maximal frequent itemsets). Let F be the set of all frequent
itemsets. A frequent itemset in the set F is called a maximal frequent itemset if
none of its proper supersets is frequent, i.e. present in the set F .

Definition 6 (Galois closure operator [5]). The Galois closure operator γ
holds the following properties for I, I1, I2 ⊆ L in the power set of L of size 2L:

– Extension: I ⊆ γ(I)
– Idempotency: γ(γ(I)) = γ(I)

– Monotonicity: I1 ⊆ I2 ⇒ γ(I1) ⊆ γ(I2)

Definition 7 (Closed itemsets). An itemset C is said to be closed in the
database D if the application of the Galois closure operator γ to C gives C. If C
is a closed itemset, none of its proper supersets present in D has support equal
to the support of C.

Definition 8 (Frequent closed itemsets). A closed itemset which support is
greater than or equal to the user defined minimum threshold support is called a
frequent closed itemset.

Definition 9 (Generators [6]). The generators of a frequent closed itemset C
are the minimal itemsets, according to inclusion, which closure is C.
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Definition 10 (Association rules). The implication relationship between two
itemsets I1 and I2 with the form r : I1 −→ I2 where I1, I2 ⊂ L and I1 ∩ I2 = ∅
is called an association rule. I1 and I2 are respectively called the antecedent and
the consequent of the rule.

Definition 11 (Confidence). The confidence of an association rule r : I1 −→
I2 is the ratio of the support of the itemset I1 ∪ I2 to the support of the antecedent
in the rule:

conf(r) =
supp(I1 ∪ I2)

supp(I1)
(2)

Definition 12 (Valid association rules). An association rule r : I1 −→
I2 where I1 ∪ I2 is a frequent itemset and which confidence conf(r) is greater
than or equal to the user defined minimum confidence threshold is called a valid
association rule.

Definition 13 (Exact and approximate association rules). Association
rules with confidence equals to 1 are called exact association rules and association
rules with confidence less than 1 are called approximate association rules.

Definition 14 (Clusters). A cluster is a subset of rows that are similar ac-
cording to a distance metric defined on variable values. For the above database
D, clusters are defined as Ck = {o ⊂ O | ∀ oi, oj ∈ o, d(oi, oj) < σ} where σ
is a user-defined threshold.

Definition 15 (Bi-clusters). A bi-cluster is a sub-matrix associating a subset
of rows and a subset of columns such that all these rows have a similar value for
each of these columns. For the above database D, the bi-clusters have the form
Bk = (o, i) where o ⊂ O and i ⊂ L.

3 FIST Algorithm

In this section, we present the FIST algorithm for extracting bases of associ-
ation rules and conceptual clusters without extra processing time or database
scan. The algorithm is divided into three main phases: Database preprocessing,
extracting frequent closed patterns and generating knowledge patterns.

3.1 Database Preprocessing

This preprocessing aims at minimizing execution times and memory usage of
subsequent phases. It is divided into two steps: Generating the Item Table (IT)
and generating the Sorted Frequent Database (SFD). This preprocessing phase is
required for each different minsupp value used for experiments; it is not required
if only the minconf value is modified.

During the first step, the support (number of occurrences) of each item in the
database is counted and all infrequent items, according to the minimum support
threshold value supplied by the user, are deleted. Then, the remaining frequent
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items are sorted in ascending order of their support. In the second step, data
values are mapped to discrete numbers. Each item is then a unique discrete
number representing a data, that is a pair attribute = value, in the database.
This representation optimizes the memory space required for storing itemsets
and improves the efficiency of comparison operations. Then, for each row of the
database containing frequent items, one line is created in the SFD. If a row
contains only infrequent items, it is thus not represented in the SFD.

An exemple database D, in binary format, is given in figure 1 with the cor-
responding Item Table and SFD for minsupp=40%. Oi rows and Pj columns
represent proteins and Ak columns represent biological annotations. A “1” in a
cell (Oi, Pj) means that proteins Oi and Pj interact and in a cell (Oi, Ak) means
that protein Oi is annotated with Ak. Values “?” mean that there is no relation
between the Oi protein and the corresponding protein or annotation in column.
We can see that data values P4 and A1 that are infrequent do not generate items
in the Item Table and that row O4 that contains only infrequent data values is
not represented in the SFD.

(A) Data Matrix

OID P1 P2 P3 P4 P5 A1 A2 A3 A4

O1 1 ? 1 ? ? ? 1 ? 1

O2 ? 1 ? ? 1 ? ? 1 ?

O3 1 ? 1 ? ? 1 1 ? ?

O4 ? ? ? 1 ? 1 ? ? ?

O5 ? 1 ? 1 1 1 ? 1 ?

O6 1 ? 1 ? ? ? 1 ? 1

O7 ? 1 ? ? 1 ? ? 1 ?

O8 1 ? 1 1 ? ? 1 ? 1

O9 ? 1 ? ? 1 ? ? 1 ?

O10 1 1 1 ? 1 ? 1 ? 1

(B) Item Table

Data Support Item

P4 3 -

A1 3 -

A4 4 1

A3 4 2

P1 5 3

P3 5 4

A2 5 5

P2 5 6

P5 5 7

(C) SFD

1 3 4 5

2 6 7

3 4 5

2 6 7

1 3 4 5

2 6 7

1 3 4 5

2 6 7

1 3 4 5 6 7

Fig. 1. Example Database D

3.2 Mining Frequent Closed Patterns

The mining of frequent closed patterns is the core of the algorithm. This phase
is divided into two steps: generating the frequent Generalised Itemset Suffix Tree
(fGIST) and finding frequent closed itemsets with their object identifier (OID)
list, each constituting a frequent closed pattern (FCP), from the fGIST using
inclusion and intersection operations on the itemset and OIDs spaces.

The fGIST data structure is a compressed representation of the database
that is stored in main memory for further processing. Each node of the fGIST
represents an item and a branch from the root to a leaf represents a frequent
itemset of the SFD. Each leaf of the fGIST contains the list of object identifiers
containing the itemset in the SFD. The combination of the suffix decomposition
of frequent itemsets of the SFD and of the item ordering in increasing support
values optimizes the size of the fGIST as the smallest suffixes are the most
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frequent itemsets in SFD and are thus most likely closed itemsets. The fGIST
for the SFD in figure 1 is given in figure 2 and the corresponding FCPs are
shown in figure 3 with their hierarchical relations defined according to inclusion:
A sup-cluster contains a subset of the rows of its sub-clusters and a superset of
the columns of its sub-clusters. These bi-clusters show that proteins O2, O5, O7,
O9, O10 all interact with proteins P2 and P5 but only O10 is not annotated with
A3 suggesting new possible tracks of studies for example.

Fig. 2. frequent Generalised Itemset Suffix Tree

Building frequent Generalised Itemset Suffix Tree: The pseudo-code for
building the fGIST from the SFD is given in algorithm 1. During this process,
rows of the SFD are accessed one by one (lines 3 to 20). Each row read is repre-
sented as a vector Vi of numbers (line 4) and a suffix terminator Ti containing
the OID of the row in the SFD is created (line 5). Then, the list R of suffixes
of the string Vi is generated (lines 6 to 14). These suffixes are the subsets of the
itemset Vi obtained by deleting successively one item to Vi from the first to the
penultimate. For instance, suffixes of itemset {1, 2, 3} are itemsets {1, 2, 3}, {2,
3} and {3}. The kth item of Vi is denoted V k

i in the algorithms. Suffixes are then
inserted in the fGIST (lines 16 to 18). During this process, the SFD is accessed
only once; this minimizes disk accesses that are time expensive operations.

Function InsertSuffix(node(I), Sj): The pseudo-code of this function is given
in algorithm 2. It takes a node node(I) and a suffix Sj as arguments. It recursively
creates (line 4), or updates, sub-nodes starting from the ROOT node to represent
Sj as a branch in the fGIST. If the Sj suffix was already inserted in the fGIST,
then only the leaf node of the branch representing Sj is updated by adding its
suffix terminator (last element of Sj) to the list of OIDs of the leaf (line 11).

Extracting Frequent Closed Patterns: The second step of this phase con-
sists in retrieving the FCP, i.e. FCIs with the list of identifiers of objects con-
taining each in the SFD, from the fGIST. Algorithm 3 gives the pseudo-code of
this step. The output of this step is the FCP set containing the list of frequent
closed itemsets with their associated OID list. During this step, each itemset
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Fig. 3. Frequent Closed Patterns

corresponding to a branch of the fGIST from root to leaf is traversed and the al-
gorithm tests if this itemset is closed or not as follows (lines 2 to 9). At first, each
branch of the fGIST is traversed from root to leaf and a new entry is created in
the FCP set for the collected items Li and the corresponding OID list Li.OIDs
in the leaf node (line 3). The non-closed itemsets are then identified and deleted
from the FCP set: If an itemset is included in another itemset and both have
identical OID lists, then the included itemset is not closed and is deleted from
FCP (line 5). The second operation consists to identify the remaining few fre-
quent closed itemsets not already identified (lines 10 to 23). These FCIs are those
that can be obtained only by intersecting two FCIs and that do not correspond
to suffixes of itemsets in the SFD. For this, intersection operations are performed
between two FCIs and if the resulting set is frequent and not present in the FCP
set, a new FCP is generated (lines 16 to 18). The OID list of this new FCP is
the union of the OID lists of the two intersected FCIs (line 14). This procedure
for identifying new FCPs continues till no new FCP is found this way (line 11 to
23). However, all pairs of FCIs don’t have to be tested and only newly created
FCIs Lk are intersected with other FCIs in the FCP set. For this, new FCPs are
stored in the NFCP reference set (lines 12 and 19). For the first iteration, the
NFCP reference set is initialized with FCP members (line 10). At the end, the
final FCP set contains all frequent closed itemsets with associated OID list.

3.3 Generating Conceptual Clusters and Bases of Association Rules

During the third phase of the algorithm, conceptual clusters, generators and
bases of association rules are generated using the FCP set. Compared with
traditional ARM approaches, FIST association rules provide more information
to the end-user as the list of objects supporting each rule is genererated instead
of only the support of the rule.

ExtractingBi-clusters andGenerators: Algorithm4gives the pseudo-code of
the conceptual cluster creation and generator identification. First, frequent closed
itemsets in theFCP set are sorted in ascending order of their size (line 2). Then, for



94 K.C. Mondal et al.

Algorithm 1. Building fGIST

1: begin
2: l ← |SFD|
3: for i = 1 to l do
4: map the ith row to a vector Vi

5: create suffix terminator Ti for Vi

6: k ← length(Vi)
7: for m = 1 to k do
8: Sm ← ∅
9: for n = m to k do
10: Sm ← Sm ∪ V n

i

11: end for
12: Sm ← Sm ∪ Ti

13: end for
14: R =

⋃
{Sm}

15: destroy(Vi)
16: for all Sm ∈ R do
17: InsertSuffix(ROOT , Sm)
18: end for
19: destroy(R)
20: end for
21: end

Algorithm 2. InsertSuffix(node(I),Sj)

1: begin
2: if length(Sj) �= 1 then
3: if node(I).children = ∅ or

S1
j /∈ node(I).children then

4: create node(I).child ← S1
j

5: else
6: identify node(I).child = S1

j

7: end if
8: delete S1

j from Sj

9: InsertSuffix(node(I).child, Sj)
10: else
11: add S1

j to node(I).OIDs
12: end if
13: end

each frequent closedpattern in theFCP set (lines 4 to 27), the generators of theFCI
are identified in a levelwisemanner (lines 5 to 25). First, the subsets of the frequent
closed itemset are created in increasing order of their size (line 7). Then, we test for
each subset if it is present among generators already found (lines 9 to 12) or among
the FCIs (lines 13 to 17). If these tests were false, a new entry for generators of
the FCI is created in theGEN set containing generators and their closure (lines 18
to 21). If no generator was identified, this process is repeated for subsets of a size
increasedby one (line 23) until the first iteration that founds at least one generator.
If all subsets were proceeded and no generator was found, then the frequent closed
itemset is itself its only generator (line 25). Finally, a bi-cluster is created in theBIC
set representingmaximal sets of related rows and columns respectively (line 26). As
a final operation (line 28), items in generators and bi-clusters are mapped to their
original names in the source database to simplify interpretation by the end-user.
To limit the number of extracted patterns, objective or subjective measures for
selecting patterns according to the application objectives can easily be integrated
in the process.

Generating Bases of Association Rules: Algorithm 5 shows the pseudo-
code for finding bases of association rules using the FCP and GEN sets. These
bases are extracted into three sets, one for exact association rules and two differ-
ent bases for approximate association rules. The base of min-max exact associa-
tion rules contains valid association rules between a generator (minimal set) and
the frequent closed itemsets that is its closure (maximal set) [13]. The base of
min-max approximate association rules contains valid association rules between
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Algorithm 3. Extracting Frequent Closed Patterns

1: begin
2: for each itemset Li in fGIST
3: insert pattern {Li, Li.OIDs} into FCP
4: for each itemset Lj successor of Li in fGIST with length(Lj) > length(Li)
5: if Li ⊂ Lj and Li.OIDs = Lj .OIDs then
6: delete pattern {Li, Li.OIDs} from FCP
7: end if
8: end for
9: end for
10: NFCP ← FCP
11: while NFCP �= ∅ do
12: NFCP ← ∅
13: for each itemset Lk in NFCP
14: for each itemset Li in FCP
15: Lm ← Li ∩ Lk

16: if Lm �= ∅ and Lm /∈ FCP then
17: Lm.OIDs ← Li.OIDs ∪ Lk.OIDs
18: insert pattern {Lm, Lm.OIDs} into FCP
19: NFCP ← NFCP ∪ {Lm, Lm.OIDs}
20: end if
21: end for
22: end for
23: end while
24: end

a generator and frequent closed itemsets that are supersets of its closure [13].
The proper base of approximate association rules contains rules between two
frequent closed itemsets related by inclusion [12]. First, the bases of min-max
association rules are created by considering each generator successively (lines 3
to 17). For each generator, a min-max exact association rule is created in the
AR E set if the generator is different from its closure (lines 5 to 9). This rule as
a support equals to the size of the object id list F.OIDs of the closure F.Itemset
and a confidence equal to 1, and its associated supporting OID list is F.OIDs
(line 7). Then a min-max approximate association rule is created in the AR SB
set for each FCI in the FCP set that is a superset of the generator closure
(lines 10 to 15). This rule as a support equals to the size of the closure OID
list F.OIDs and a confidence equal to the division of the size of the generator
OID list G.OIDs by the size of F.OIDs, and its supporting OID list is F.OIDs
(line 12). Then, the proper base of approximate association rules, stored in the
AR PB set, is created in a straightforward manner (lines 18 to 23). This base
contains rules between a FCI and FCIs that are its supersets (line 20). The last
step of the algorithm consists to map the items in the association rules to their
original names in the source database (line 24).
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Algorithm 4. Finding Bi-clusters and Generators

1: begin
2: sort FCP in increasing size of itemsets
3: GEN , BIC ← ∅
4: for all F in FCP do
5: found gen ← false and gen size ← 1
6: while found gen = false and gen size < |F.Itemset| do
7: SUB ← subsets of F.Itemset of size gen size
8: for all subset S in SUB do
9: not gen ← false
10: for all G.Generator in GEN do
11: if S = G.Generator then not gen ← true
12: end for
13: if not gen = false then
14: for all C ∈ FCP preceding F ∈ FCP do
15: if S ⊆ C.Itemset then not gen ← true
16: end for
17: end if
18: if not gen = false then
19: insert{S, F} into GEN
20: found gen ← true
21: end if
22: end for
23: gen size = gen size + 1
24: end while
25: if found gen = false then insert{F.Itemset, F.Itemset} into GEN
26: insert{F.Itemset, F.OIDs} into BIC
27: end for
28: map items in BIC, GEN to database values
29: return(BIC, GEN)
30: end

4 Performance Analysis

For portability, the FIST algorithm was implemented in Java. A PC with an In-
tel Core 2 Duo (T5670 Series) processor at 1.80 GHz and 4 GB DDR2 of RAM
running under the 32 bits Windows 7 Professional Edition operating system was
used for experiments. For comparison of performances, three state-of-art algo-
rithms were used: Apriori, Zart and DCI-Closed. Apriori and ZART are two
frequent itemsets based algorithms for mining association rules and DCI-Closed
is actually, to the best of our knowledge, the most efficient frequent closed item-
sets based algorithm for mining association rules. It should however be noted
that FIST generates more information than these three algorithms. We could
not find a Java implementation of bi-clustering or formal concept mining able to
process the datasets used for these experiments. The optimized Java implemen-
tations of the Apriori, Zart and DCI-Closed algorithms used for these experi-
ments are available at http://www.philippe-fournier-viger.com/spmf/. We

http://www.philippe-fournier-viger.com/spmf/
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Algorithm 5. Generating Bases of Association Rules

1: begin
2: AR E, AR SB, AR PB ← ∅
3: for all G.Generator in GEN do
4: for all F.Itemset in FCP do
5: if G.Closure = F.Itemset then
6: if G.Generator �= F.Itemset then
7: create rule r: {G.Generator ⇒ F.Itemset\G.Generator, sup(r) =

|F.OIDs|, conf(r) = 1, F.OIDs}
8: insert r into AR E
9: end if
10: else
11: if G.Closure ⊂ F.Itemset then
12: create rule r: {G.Generator ⇒ F.Itemset\G.Generator, sup(r) =

|F.OIDs|, conf(r) = |F.OIDs|/|G.OIDs|, F.OIDs}
13: insert r into AR SB
14: end if
15: end if
16: end for
17: end for
18: for all Fi.Itemset in FCP do
19: for all Fj .Itemset in FCP where Fj .Itemset ⊃ Fi.Itemset do
20: create rule r: {Fi.Itemset ⇒ Fj .Itemset\Fi.Itemset, sup(r) = |Fj .OIDs|,

conf(r) = |Fj .OIDs|/|Fi.OIDs|, Fj .OIDs}
21: insert r into AR PB
22: end for
23: end for
24: map items in AR E, AR SB, AR PB to database values
25: return(AR E, AR SB, AR PB)
26: end

present experimental results in terms of execution times and memory usage for
four bioinformatics datasets. These datasets and their descriptions are available
at http://keia.i3s.unice.fr/?Datasets. The reason for using these datasets
is that knowledge patterns generated by FIST are particularly relevant in the
field of bioinformatics and biological analysis.

The first dataset was constructed from the HIV-1–Human Protein Protein In-
teraction Database of the NIAID [4,15] available at http://www.ncbi.nlm.nih.
gov/RefSeq/HIVInteractions/. It contains 1433 rows corresponding to human
proteins and 19 columns corresponding to the HIV-1 proteins. Each cell of this
matrix contains a 1 if a positive interaction between the corresponding pair of
proteins was reported and a question mark if no interaction was reported. The
second dataset was constructed by integrating biological knowledge and bibli-
ographical annotations of human proteins from the UniProtKB-GOA database
(http://www.geneontology.org/GO.downloads.annotations.shtml) with in-
teraction data. 1149 distinct Gene Ontology (GO) annotations, describing func-
tion and characteristics of human proteins, and 2670 distinct bibliographic

http://keia.i3s.unice.fr/?Datasets
http://www.ncbi.nlm.nih.gov/RefSeq/HIVInteractions/
http://www.ncbi.nlm.nih.gov/RefSeq/HIVInteractions/
http://www.geneontology.org/GO.downloads.annotations.shtml
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annotations from Pubmed and Reactome related publications were integrated
in this dataset. This dataset contains up to 40 GO annotations and 88 pub-
lication annotations for each gene. The third dataset is the well known Eisen
Yeast Dataset [3] with gene expression values in terms of over expressed, under
expressed, and not expressed. This dataset contains 2464 rows corresponding
to yeast gene and 79 columns corresponding to different experimental biologi-
cal conditions. The fourth dataset results from the integration with the Eisen
Yeast gene expressions of the following gene annotations as columns: 76 GO,
97 different pathways, 109 transcriptional regulators, 1776 phenotypes and 7623
Pubmed IDs. It contains up to 25 GO, 14 pathways, 25 transcriptional regula-
tors, 14 phenotypes and 581 Pubmed ID annotations for each gene.

Fig. 4. Comparison of execution times

Execution times of the algorithms for the four datasets are presented in Fig-
ure 4. We can see that for the Eisen Yeast Datasets, execution times of FIST are
higher for very low minsupport threshold values. This is because of the expo-
nential number of bi-clusters generated when minsupport is lowered. However,
execution times remain acceptable in all cases, ranging from seconds to minutes.
Except for these challenging cases, execution times of FIST are equivalent to
those of the three other algorithms, even if it generates much more patterns.
For the two PPI datasets, we can see that Apriori is the the worst performer
and that execution times of ZART are lower than those of FIST only for the
integrated dataset and for the two smallest minsupport values. Except for these
two cases, execution times of FIST are equivalent to those of DCI-Closed for the
two PPI datasets.

Memory usage of the four algorithms are shown in Figure 5. We can see that,
even if FIST generates more information as OID lists are generated instead of
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Fig. 5. Comparison of memory consumption

only support values for the other three algorithms, the reduction of memory re-
quirement remains important compared to the frequent itemsets based approach
used by Apriori and ZART. FIST memory usage is identical, and sometimes even
lower, than those of DCI-Closed as both are based on the frequent closed item-
sets framework. This is due to the suffix tree based data structure that, together
with the re-ordering of items according to their support, optimizes the number
of itemsets stored in main memory for computations of FCIs and OID lists.

5 Conclusions

We present the FIST approach for mining bases of extended association rules
and bi-clusters conjointly, without extra database access. It uses a suffix tree
based data structure and items re-ordering according to supports to optimize the
extraction of frequent closed itemsets with lists of object identifiers containing
each. These frequent closed patterns are used to generate bases, or minimal
covers, of association rules and conceptual clusters, or bi-clusters. This suffix
tree based data structure does not require complex procedures, like maintaining
a transverse chained list of items, and permits parallel processing of the tree
branches in multi-threated environments. Another important feature of FIST is
that the lists of objects supporting each association rule are generated, instead
of only their support value as in classical association rule mining approaches.

Experiments were conducted on four bioinformatics datasets, two with Yeast
gene expressions and HIV-1–Human protein interactions and two integrating
with these data both biological and publication annotations. These experiments
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show that FIST efficiently extracts bases association rules and bi-clusters even
for a very large number of items such as for datasets integrating annotations that
contain several thousands of variables (data matrix columns). They also show
that FIST execution times are always lower than those of the state-of-the-art
Apriori association rule mining algorithm, even for the optimized implementa-
tion of Apriori used for these experiments. Regarding memory usage, these ex-
periments show that FIST requirements are always lower than frequent itemsets
based approaches and are equivalent to those of the most efficient frequent closed
itemsets based approaches, even if FIST generates not only association rules but
also bi-clusters. In the future, we plan to apply FIST to different domains of
application and integrate subjective and objective measures of interestingness
to filter mined patterns according to the end-user’s interests.
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Abstract. Given a family of transaction databases, various data min-
ing methods for extracting patterns distinguishing one database from
another have been extensively studied. This paper particularly focuses
on a problem of finding patterns that are more uncorrelated in one
database, called a base, and begin to be correlated to some extent in
another database, called a target. The detected patterns are not highly
correlated at the target. In spite of less correlatedness at the target, the
detected patterns are regarded as indicative based on a fact that they
are uncorrelated in the base.

We design our search procedure for those patterns by applying opti-
mization strategy under some constraints. More precisely, the objective
is to minimize the correlation of patterns at the base under the constraint
using upper bound of correlations at the target and the lower bound for
the correlation changes over two databases. As there exist many potential
solutions, we apply top N control that attains the bottom N correlation
values at the base for all the patterns satisfying the constraint.

As we measure the degree of correlation by k-way mutual information,
that is monotonically increasing with respect to item addition, we can
design a dynamic pruning method for disregarding useless items under
the top N control. This contributes for much reducing the computational
cost, in whole search process, needed to calculate correlation values over
several items as random variables. As a result, we can present a complete
search procedure producing only top N solution patterns from a set
of all patterns satisfying the constraint, and show its effectiveness and
efficiency through experiments.

Keywords: Information-theoretic correlation, Correlation change min-
ing, Top-N minimization for correlation change

1 Introduction

“Compare and Contrast” is a general heuristic for finding interesting things that
are hard to be realized when observing only single domain or context. The con-
texts designated by time stamps, topics, categories, and so on, are here assumed
given in the form of transaction databases as in association rule mining [1]. In
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case of transaction databases, the standard approaches for contrasting several
databases are known as emerging pattern [6,18] and contrast set [7,12], where
the actual contrast observed by changing databases is measured by difference
or ratio of supports of itemsets before and after the change. These studies are
successful namely for finding itemsets that are frequent after the change and
less frequent before the change. On the other hand, in this paper, we still show
respect for even non-frequent itemsets, provided they become to have some ne-
cessity of composition as sets of items. Those itemsets with increasing necessity
may not appear as emerging patterns in the standard sense.

As an itemset is made of elemental items, an itemset of correlated elements
can be said to have some necessity of composition as a set. Some studies as [2,5]
have discussed changes of positive correlations among items, where each item
is considered to represent positive event. However, statistical correlation among
items as random variables, deriving a notion known as minimally correlated
itemset in [3], is much more interesting and realistic. This is simply because
it can handle partial correlation which may be positive or negative given some
conditioning.

From this viewpoint, the authors have discussed in [19] the problem of finding
itemsets as variable set whose correlations increase to some extent after change
of databases, where we used k-way mutual information [8] instead of χ2 statistics
in [3] to measure the degree of correlations, taking the difference of database sizes
into account. In that study, given a pair of databases DB and DT , called a base
before some change and a target after the change, respectively, an itemset X is
required to satisfy the following constraints under the three parameters δB, δT
and d :

(C1) corDB (X) < δB, (C2) corDB (X) + d < corDT (X) < δT ,

where corDΣ (X) denotes the k-way mutual information of X at a database des-
ignated by Σ. The constraints intuitively mean that X is not highly correlated
at both of the two databases and that the degree of correlation at DB must in-
crease at least d at DT after the change. The actual meaning of solution itemsets
depends on parameter setting. For instance, it is a natural idea to pay particular
attention to

itemsets which are uncorrelated before the change and whose correlations
just begin to increase after the change. In other words, the information
brought by them may not be high at the target, but may indicate some
beginning of change as they are uncorrelated at the base.

In order to restrict solution itemsets to those in the above sense, δB must be small
and d must not be high. According to our experiments, even when we assign these
values to those parameters, there still remain many possible solutions whose
correlation degrees at DB are just near to the upper bound δB, as is shown in
Section 6. As long as we prefer more uncorrelated pattern at DB, any itemset
X whose corDB value is near to the upper bound δB can be disregarded.

From this observation, we propose in this paper not to use δB and to apply
minimization of corDB (X) instead of the constraint corDB (X) < δB, while we
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still hold the constraint corDB (X) + d < corDT (X) < δT . Needless to say, this
new specification more suits the problem of finding changes from uncorrelated-
ness to correlatedness to some extent.

The strategy for applying optimization under some constraints is often used
to find plausible and potential solution sets (e.g. [16]). In the studies of emerg-
ing pattern mining, a procedure to find top K jumping emerging patterns has
been presented in [21]. A jumping emerging pattern (JEP for short) is a pattern
X satisfying supDB (X) = 0 and supDT (X) �= 0, where supDΣ (X) denotes the
support of itemset X at a database DΣ . Then, a top-K JEP is defined as a JEP
whose support supDT (X) is in the top-K largest among possible JEPs. From
a strategic point of view, ours and the top-K JEP are dual by corresponding
minimization of monotonically increasing information measure at DB to maxi-
mization of anti-monotonic support measure at DT .

Applying this strategy under the above correspondence, we present in this
paper a complete procedure to output only top N itemsets in the sense that
whose correlations are in bottom N corDB -values among all the itemsets satisfy-
ing corDB (X)+ d < corDT (X) < δT . Particularly, “dynamic pruning technique”
for cutting off useless combinations of items is a key to improve computational
performance. The uselessness of items is judged based on a tentative itemset Z
in a search tree. More precisely, an item i is useless given Z iff some combination
of z ∈ Z and i exceeds any of bottom N corDB values v found before the ten-
tative Z. In fact, we have corDB (Z ∪ {i}) ≥ corDB ({z, i}) > v by monotonicity
of corDB . Therefore, any combination including Z ∪ {i} never achieves smaller
value than the present bottom N values. As the computation of corDB (Z ∪ {i})
needs 2|Z|+1 frequencies, the dynamic pruning for our case plays an essential
role for reducing computational resources.

In addition to the above, the search process can be performed without com-
puting itemsets satisfying the constraints beforehand. Both the dynamic pruning
and the constraint satisfaction checking are carried out dynamically in the pro-
cess of building search tree. More precise technical description of these processes
will be given in Section 5 using a graph representation.

For two kinds of datasets, collections of Japanese news articles and web doc-
uments, effectiveness of our algorithm is verified from the viewpoints of quality
of extracted patterns and computational performance. We present several in-
teresting patterns actually extracted by our algorithm but never obtained by
contrasting supports or bond-based correlations. Moreover, we show consider-
able reductions of examined patterns in our search achieved by our top-N min-
imization approach. Particularly, many of patterns undesirably obtained by the
previous method can be excluded with the help of dynamic pruning.

The remainder of this paper is organized as follows. In the next section, we in-
troduce some terminologies used throughout this paper. The correlation based on
k-way mutual information and its property are presented in Section 3. In Section
4, we define our problem of mining patterns with top-N minimized correlations.
Section 5 describes our depth-first algorithm for extracting top-N patterns based
on double-clique search with dynamic update of graph. Our experimental results
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are reported in Section 6. In Section 7, we conclude this paper with a summary
and future work.

2 Preliminaries

Let I = {i1, . . . , in} be a set of items. An itemset X is a subset of I. If |X | = k,
then X is called a k-itemset. A transaction T is a set of items T ⊆ I. A database
D is a collection of transactions.

In order to calculate the correlation of an itemset (defined later), we take
“presence” and “absence” of an item into account by regarding the set of items
I = {i1, . . . , in} as a set of n boolean random variables. Thus, a transaction T is
an n-tuple in {0, 1}n.

Similar to that in [3], for a k-itemset, we can obtain a contingency table
with 2k cell values. These cell values are considered as supports of the itemset,
i.e., a k-itemset has 2k supports. More precisely, given a database D, for an
item (1-itemset) a, the number of transactions with a in D is denoted as T (a)
and the number of those without a by T (a). The probability of a, denoted as
p(a) = p(a = 1), is estimated as p(a) = T (a)/|D|. Similarly, we define p(a) as
p(a) = p(a = 0) = T (a)/|D| = 1 − p(a). Thus, the database D is partitioned
into 2 cells by a with the cell values (supports) p(a) and p(a) in its contingency
table.

Similarly, for a 2-itemset {a, b}, we have 4 supports in probabilities, p(ab),
p(ab), p(ab) and p(ab). The probability p(ab) is estimated as T (ab)/|D|, where
T (ab) is the number of transactions with both a and b in D. The probabilities
p(ab), p(ab) and p(ab) are estimated in the same way. The definitions can be
extended for a k-itemset such that k ≥ 3. For a k-itemset, thus, D is partitioned
into 2k cells corresponding to 2k cell values in its contingency table. Based on
the contingency table of an itemset, we can calculate the information-theoretic
correlation of an itemset defined in the next section.

3 Correlation Based on k-way Mutual Information

Correlation mining has been developed to reveal the relationships between item-
sets. To identify linear functional dependence between numerical random vari-
ables, Pearson’s correlation coefficient [14] is usually used in statistics. However,
to handle a dependence between categorical variables, (particularly, the depen-
dence between Boolean variables corresponding to items in this paper), it is
poor as stated in [3]. NMI [13] has also been proposed to measure a correla-
tion between a pair of quantitative variables. On the other hand, in this paper,
we consider a correlation among items - Boolean variables. In order to measure
a positive correlation(i.e., co-occurrence) between a pair of itemsets, a notion
of lift has been proposed [4]. Furthermore, a Jaccard coefficient, bond [9,10] is
popularly used to measure a correlation based on co-occurrence of items. When
the items in patterns are regarded as random Boolean variables, their negative
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correlation (i.e., anti-co-occurrence) can also be considered as well as positive
one. It is possible to use the bond as a measure.

However, we often observe that some items are conditionally correlated actu-
ally. The degree of correlation among items is heavily affected by other items
or conditions. For example, for three items a, b and c, in some case, we might
observe cor(a; b|c)� cor(a; b). We consider that there exists a partial correlation
between a, b under c. It should be noted that the meaning of this partial corre-
lation is different from that in statistics. In this paper, it means a correlation
caused by conditional factors. This kind of correlation is hard to be detected by
correlation in the sense of co-occurrence as bond.

In order to calculate our extended correlation, we regard an item as a Boolean
random variable with presence and absence values. Based on information theory,
for a pair of items, their correlation is measured by standardmutual information.
That is, for two items a and b, the correlation between them is calculated as
I(a; b). For three or more items, the correlation among them is calculated by an
extended mutual information, called k-way mutual information.

Definition 1. (Itemset Correlation)
Let D be a database, X = {x1, . . . , xk} a k-itemset. The correlation of X in
D, denoted as corD(X), is measured by k-way mutual information I(x1; · · · ;xk)
which is defined as

corD(X) = I(x1; · · · ;xk)

=
∑

x1∈{0,1}
· · ·

∑
xk∈{0,1}

p(x1x2 . . . xk) log2
p(x1x2 · · ·xk)

p(x1)p(x2) · · · p(xk)
,

where xi is an item regarded as a Boolean random variable.

Since the extended correlation of an itemset X measured by k-way mutual infor-
mation is calculated on probabilities, it is not affected by the size of databases
and smaller cell values in the contingency table(affecting factors of χ2 values).
Therefore, we can compare the correlations of an itemset across two contrasted
databases.

It is easily proved that for a pair of itemsets X and X ′ such that X ⊆ X ′,
corD(X) ≤ corD(X ′) holds. This monotonicity of the extended correlation based
on k-way mutual information is applied as one of the pruning mechanisms in
our algorithm for mining patterns with top-N minimized correlations, as will be
discussed in the following sections.

4 Problem of Mining Top-N Correlation Contrast Sets

In this section, we define our optimization problem of mining top-N correlation
contrast sets given two contrasted databases. It is noted that although the origi-
nal notion of “contrast sets” in [7] has been discussed for two or more databases,
our “contrast sets” in this paper particularly assumes we are given just two
databases.
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As is similar to [19], our goal is to detect a potential correlation increase from
one database DB (called the base) to the other DT (called the target) by con-
trasting the correlations of itemsets. In general, since visibly correlated itemsets
are not so interesting, in [19], we have imposed correlation constraints in the base
and the target by providing correlation upper bounds δB and δT , respectively.
However, from our experimentation, it has been found that many outputted pat-
terns X with correlations close to δB tend to be uninteresting in the sense that
they seem to show accidental or coincidental changes. In order to exclude those
patterns, we prefer to detect patterns that satisfy the correlation constraint in
the target but have less correlations in the base. This computation task is for-
malized as an optimization problem whose solutions are patterns with top-N
minimized correlations in the base still satisfying the correlation constraint and
showing sufficient correlation increase in the target. Moreover, to detect more
implicit information, we prefer the patterns with not too much lower entropy in
the target. In the framework of subspace clustering [11], a pattern (correspond-
ing to a subspace) with higher correlation and lower entropy is preferred as a
distinguished cluster. However, it would be difficult to obtain some potential
information from such an explicit pattern. Therefore, we impose an entropy-
based constraint on our target patterns. In order to exclude the patterns that
involve more rare or common items, we also impose a support-based constraint
as in [19], because considering the correlations between these items would not
be interesting.

Our problem is now formalized as follows:

Definition 2. (Top-N Correlation Contrast Sets)
Let DB and DT be a pair of databases to be contrasted1, δ a threshold for
maximum correlation in DT , d a threshold for minimum correlation increase, ε
a threshold for minimum entropy and s a minimum support at p% level.

A problem of mining top-N correlation contrast sets is to find every pattern
X such that
Constraints on

Correlation: corDT (X) ≤ δ,
Correlation Increase: corDT (X)− corDB (X) ≥ d,
Entropy: HDT (X) ≥ ε,
Support Constraint: X has support s at p% level in both DB and DT ,

Objective Function: corDB (X) is in top-N minimum values among those
patterns satisfying the constraints.

5 Extracting Top-N Correlation Contrast Sets
with Extended Double-Clique Search

Given the base DB and the target DT to be contrasted, a threshold δ for max-
imum correlation in DT , a threshold d for minimum correlation increase and ε

1 We assume ∪T∈DBT = ∪T∈DT T , that is, the set of items appeared in DB is the
same as that in DT .
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a threshold for minimum entropy, in order to find out top-N contrast sets (pat-
terns), we can simply use our previous double-clique search method proposed
in [19]. More concretely, we can first enumerate all double-cliques satisfying all
the constraints by setting correlation upper bounds for the base δ − d and the
target δ, respectively, and then select those actually ranked in top-N in increas-
ing order of correlations in the base. However, such a method would not be so
efficient because the computation of correlations based on k-way mutual infor-
mation is a bit costly and the number of satisfying double-cliques is large. If we
can reduce the number of candidate double-cliques for which we need to actually
compute their correlations in the base, we can detect top-N contrast sets more
efficiently. Fortunately, our top-N minimization of correlations brings us some
effective pruning mechanism.

5.1 Double-Clique Search with Dynamic Update on Base Graph

From Definition 2, a target pattern X must satisfy corDT (X) ≤ δ in the tar-
get and have a top-N minimum correlation, say α, in the base. Note that the
correlation based on k-way mutual information is monotonically increasing as
an itemset is expanded to its supersets. This monotonicity property implies
that if corDT (X) ≤ δ, then any pair of items in X , a and b, always satisfy
corDT ({a, b}) ≤ δ. It is also implied that in the base for any a and b in X ,
corDB ({a, b}) ≤ α holds. Regarding these observations as a necessary condi-
tion, we can obtain a target pattern X as a clique in both of the two graphs
GDT = (I, EDT ) (the target graph) and GDB = (I, EDB ) (the base graph), called
a double-clique, where

EDT = {(a, b) | a, b ∈ I ∧ corDT ({a, b}) ≤ δ} and

EDB = {(a, b) | a, b ∈ I ∧ corDB ({a, b}) ≤ α}.
It should be noted that while the former graph can be statically constructed
based on the predefined parameter δ, the latter not, because we have no idea to
get an adequate value of α beforehand. Instead of α, however, we can make use
of the correlation value of patterns actually found so far as tentative top-N .

More precisely speaking, we initially construct the graph GDB = (I, EDB )
such that EDB = {(a, b) | a, b ∈ I ∧ corDB ({a, b}) ≤ δ− d}, where δ− d gives at
most value of correlations in the base which our target patterns can have. Then,
we try to extract double-cliques in both GDT and GDB . If a double-clique X as
a pattern is found to satisfy all of the the constraints, then X is stored in a list
L which keeps patterns with top-N minimum correlations in the base extracted
so far. Once the list L is filled with patterns having tentative top-N minimum
correlations, our task is now to detect patterns (cliques) with the correlations
no more than maxcol(L), where maxcol(L) is the maximum corDB value of the
patterns in L. In other words, we can update the initial graph GDB for the base
into G′

DB
= (I, E′

DB
) such that E′

DB
= {(a, b) | a, b ∈ I ∧ corDB ({a, b}) ≤

maxcol(L)}. Since maxcol(L) ≤ δ − d, it is easy to see that G′
DB

is sparser
than GDB . Moreover, it should be emphasized that as we find more tentative
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target patterns, the value of maxcol(L) decreases monotonically and the graph
for the base can be accordingly updated into a sparser one more and more. Such
a dynamic update on the base graph makes the task of finding double-cliques
more efficient, as our computation proceeds.

In the previous method [19], the primary task is to extract double-cliques in
GDT and GDB , where the latter graph is just static and never updated. Although
the double-cliques in the previous method completely covers all of our target
patterns with top-N minimum correlations in the base, they also include many
hopeless patterns which can never be our targets. With the help of dynamic
update on the base graph, we can exclude a lot of those useless double-cliques.
It is the main advantage of our new method to be emphasized.

Technically speaking, for the base and target graphs, GDB = (I, EDB ) and
GDT = (I, EDT ), a double-clique in both GDB and GDT is a clique in the graph
simply defined as G = (I, EDB ∩ EDT ). Every clique in G can be enumerated
systematically, e.g., based on the basic procedure in [17].

For a graph G = (V,E), let us assume a total ordering on V = {x1, . . . , xn},
where xi ≺ xi+1. For a clique Q ⊆ V in G, Q can be expanded into a larger
clique by adding a certain vertex, called an extensible candidate, to Q. A vertex
x ∈ V is called an extensible candidate of Q if x is adjacent to any vertex in
Q. The set of extensible candidates is denoted as cand(Q), that is, cand(Q) =
{x ∈ V | ∀y ∈ Q, (x, y) ∈ E} = ⋂

y∈Q NG(y), where NG(y) is the set of vertices
adjacent to y in G.

Since for any extensible candidate x ∈ cand(Q), Q ∪ {x} always becomes a
clique, we can easily generate a larger clique of Q by adding x ∈ cand(Q) such
that tail(Q) ≺ x, where tail(Q) is the last (maximum) element in Q under the
ordering ≺. Starting with the initial Q = φ and the initial set of extensible
candidates cand(Q) = cand(φ) = V , we can enumerate all cliques in G by
expanding Q with cand(Q) step by step. Although such an expansion process
can be done in depth-first or breadth-first manner, we prefer to take the former
so that we can apply our method to large-scale datasets with a lot of items.

5.2 Pruning Mechanism

Based on the monotonicity of correlations, if a pattern (clique) X cannot satisfy
corDT (X) ≤ δ, then we can safely discard X and its expansion (supersets) as
useless ones. Whenever such a pattern X is found in our depth-first search of
cliques, we can immediately backtrack to another candidate.

In addition to that, a similar pruning based on a tentative value of maxcol(L)
is also available in our search. For a tentative maxcol(L), any of our target pat-
tern must show the correlation value no more than maxcol(L) in the base. For
a pattern X , therefore, if we find corDB (X) ≤ maxcol(L) does not hold, then
X and its supersets can never be our target and hence we can prune any ex-
pansions of X . Since maxcol(L) is monotonically decreasing, the effect of the
pruning based on maxcol(L) becomes powerful more and more as the computa-
tion proceeds.
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Since considering the correlation of an itemset X that involves rare (or com-
mon) items is never interesting, and expanding X cannot cause any significant
gain of information (correlation), such itemsets should be excluded. Therefore,
we set support constraints on searched itemsets as has been described in [19].
More concretely, given p% and a minimum support s, an itemset X must have
support s at p%-level. If X does not satisfy the condition, then we do not need
to expand X .

5.3 Algorithm for Extracting Top-N Correlation Contrast Sets

Based on the above discussion, we can design a complete depth-first double-
clique search algorithm for finding top-N correlation contrast sets.

Given a pair of databases, DB and DT , to be contrasted, a correlation upper
bound in the target δ, a minimum correlation increase d and an entropy lower
bound ε in target, we first construct the base and the target graphs GDB and
GDT . Then, we enumerate double-cliques in GDB and GDT in depth-first manner
with the pruning rules.

During the process, we manage a tentative list L of patterns with top-N
minimum correlations in the base found so far. For a double-clique X , if all of
the imposed constraints are satisfied, then the list L is adequately updated with
X so that it can correctly keep patterns with top-N minimum correlations at
that point. Thus, the tentative top-N list is iteratively updated, monotonically
decreasing the maximum correlationmaxcol(L) in the list. Furthermore, the base
graph GDB is also updated into a more sparse one based on maxcol(L). This
procedure is recursively iterated until no double-clique remains to be examined.

Our algorithm for detecting top-N correlation contrast sets is now summarized
in Figure 1. In the pseudo-code, we assume tail(∅) = ⊥, where the symbol ⊥ is
a (virtual) minimum element in any ordering. Moreover, for a list of patterns L,
the function maxcor(L) returns ∞ if the list does not yet contain patterns with
tentative top-N minimum correlations.

One might claim that updating the base graph seems to be costly especially
in case we have to update it frequently. In actual computation, however, we do
not have to update the base graph explicitly. It is enough to have an n × n-
table, MDB = (bij), where n is the number of items we are concerned with, that
is, n = |I|. For I = {x1, . . . , xn}, bij is just defined as bij = corDB ({xi, xj}).
For a clique X and its extensible candidates cand(X), if we expand X with
xp ∈ cand(X), cand(X ∪ {xp}) can be identified by just checking whether for
each xq ∈ cand(X) such that p �= q, bpq ≤ maxcol(L) or not. If it is true, xq

is included in cand(X ∪ {xp}). Thus, we can enjoy pruning based on dynamic
update on the graph without any additional cost.

6 Experimental Results

Our algorithm has been implemented in JAVA and evaluated on two types of
databases, Mainichi News Articles and BankSearch.
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procedure Main():
[Output]: the set of top-N correlation contrast sets.
[Global Variables] L: a list of tentative top-N patterns and G: a graph.
G ← (I, EDB

∩ EDT
), where

EDB
= {(a, b) | a, b ∈ I ∧ corDB

({a, b}) ≤ δ − d} and
EDT

= {(a, b) | a, b ∈ I ∧ corDT
({a, b}) ≤ δ};

L ← ∅;
FindTopNCCS(∅, I);
return L;

procedure FindTopNCCS(Q, Cand):
for each x ∈ Cand such that tail(Q) ≺ x do

NewQ ← Q ∪ {x};
if corDT

(NewQ) ≤ δ ∧ corDB
(NewQ) ≤ maxcor(L) ∧

NewQ has support s at level of p% in both DB and DT then
if corDT

(NewQ) − corDB
(NewQ) ≥ d ∧ HDT

(NewQ) ≥ ε then // NewQ might be a target

prev ← maxcor(L);
UpdateTopNList(NewQ);
if prev 
= maxcor(L) then // maxcor(L) has been updated

EDB
← {(a, b) | a, b ∈ I ∧ corDB

({a, b}) ≤ maxcor(L)}; // Updating the base graph

end if
else

NewCand ← Cand ∩ NG(x);
FindTopNCCS(NewQ, NewCand):

end if
end if

end for

procedure UpdateTopNList(Q):
L ← L ∪ {Q};
if | { |corDB

(P ) | | P ∈ L} | ≥ N then // L contains patterns with tentatively top-N min. cor.
remove all patterns with M-th minimum correlations from L such that N < M ;

end if

Fig. 1. An extended double-clique search algorithm for detecting Top-N correlation
contrast sets

Mainichi News Articles is a collection of articles appeared in a Japanese
newspaper “Mainichi” in 1994 and 1995. Since at the beginning of 1995, there
happened “Hanshin earthquake” (The South Hyogo Prefecture Earthquake) in
Japan, we try to discover potential change before and after the earthquake. After
a morphological analysis and removing too rare and too frequent words, we have
extracted 406 words as items. Then, we divide the articles into ones in 1994 and
those in 1995 as contrasted databases. The former, referred to as D1994, consists
of 2343 articles and the latter, referred to as D1995, 9331 articles.

BankSearch is a collection of web documents [15]. From the dataset, we se-
lected two themes “Banking and Finance” and “Sports” to obtain a pair of
databases to be contrasted. The former is referred to as DBank and the lat-
ter DSports. Each of them consists of 3000 web documents. After a standard
preprocessing (stemming, removing stop-words, too frequent and too infrequent
words), we have extracted 585 words.

For these databases, we report the computational performance compared with
our previous method on a PC with Core2 Duo E8500 and 4GB main memory.
Then, we show some interesting contrast sets actually extracted.
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6.1 Computational Performance

For the contrasted databases D1994 and D1995, we compared the efficiency of our
method with that of the previous method [19] at 8-pairs of correlation upper
bounds [(δB ; )δT ] in increasing order. These concrete values were determined
based on the investigation of correlations between every pair of items. It is noted
that in our extended double-clique method, only δT is needed.

At the parameter setting s = 0.005, p = 0.25, d = 0.001 and ε = 0.8, compu-
tation times for extracting top-100 contrast sets and the numbers of examined
itemsets during the search are shown in Figure 2.

(a) Computation times (b) Numbers of examined itemsets

Fig. 2. Computational Performance for Mainichi News Articles

In addition, Table 1 shows the numbers of outputted itemsets by our method
and the previous method.

Table 1. Numbers of outputted correlation contrast sets on news data

(δB ; )δT [E-4] (5;)20 (6;)22 (7;)24 (8;)26 (9;)28 (10;)30 (11;)32 (12;)34
our method 101 102 103 103 102 102 102 101

previous double-clique method 2085 3284 4826 6851 9067 11616 14445 17710

In Figure 2, at higher upper bounds (that is, the double-clique constraint
becomes weaker), the performance curves by the previous method tends to in-
crease significantly. On the other hand, the curves by our extended double-clique
method keeps at a lower level stably. That is, a considerable number of patterns
out of our targets can be excluded in our top-N method. Particularly, from Ta-
ble 1, it would be expected that such excluded patterns also include many of
those with correlations close to δB undesirably obtained by the previous method.
As has been mentioned before, although top-N patterns can be found by the pre-
vious method with an adequate setting of δB, our top-N approach can efficiently
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detect them without such a difficult parameter adjustment, excluding a signifi-
cant number of useless patterns.

In our correlation contrast set mining, to avoid the itemsets involving many
rare (or common) items, we give a support constraint on itemsets with minimum
support s at p% level. Therefore, one might claim that our top-N correlation
contrast sets can be found by some fast frequent itemset miner like LCM [20].
That is, we can enumerate frequent itemsets by the miner and then calculate
their correlations in both contrasted databases to extract top-N patterns. How-
ever, it would be an unpromising approach. For the dataset Mainichi News
Articles, we have applied LCM under the minimum support equal to the small-
est co-occurrence support of our top-N itemsets so that the frequent patterns
extracted by LCM can minimally cover all of our top-N correlation contrast
sets. As the result, we obtain over 10 billion frequent itemsets even though the
computation time is less than 5 minutes. Computing their correlations based on
k-way mutual information is clearly expensive.

Although we cannot go into the details due to space limitation, a similar
computational performance of our algorithm can also be observed for the dataset
of BankSearch.

6.2 Extracted Correlation Contrast Sets

For the dataset Mainichi News Articles, at the parameter setting δ = 0.003,
s = 0.005, p = 0.25, d = 0.001 and ε = 0.8, some of extracted top-100 correlation
contrast sets are shown in Table 2.

Table 2. Examples of extracted Top-100 correlation contrast sets for D1994 and D1995

contrast sets corD1994 corD1995 increase
{recovery, consultation, Itami} 1.88943e-5 2.94553e-3 2.92663e-3
{devotion, doctor, Takarazuka} 2.14402e-5 1.18469e-3 1.16325e-3
{subway, contact, experience } 2.29102e-5 1.59180e-3 1.56889e-3

{restart, unhappy} 5.62339e-7 1.32056e-3 1.31999e-3
{photo, consultation} 2.08342e-6 1.02178e-3 1.01970e-3

It should be noted that most of the top-100 contrast sets are concerned with
the disaster and reveal the changes from 1994 to 1995 in Japan. In the table,
Itami and Takarazuka are the damaged cities in the earthquake. Most of the
news articles related to those itemsets in the table in D1995 report the rescu-
ing activities and re-construction after the earthquake. Thus, the quality of the
output is improved much.

From the first three 3-itemsets, we can observe that there is mainly a partial
correlation increase in 1995 between the first two component items given the
third item. That is, in 1995, the conditional correlation between the first two
items x1 and x2 given the third item x3, cor(x1;x2|x3), becomes more greater
than cor(x1;x2) without the conditioning by x3. For example, for the itemset
{subway, contact, experience}, cor(subway;contact) is 0.00005 bit actually in
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1995. On the other hand, cor(subway;contact|experience) increases to 0.0002 bit
in 1995, four times of cor(subway;contact). This means that items subway and
contact are almost not correlated, but get correlated under the conditioning by
experience after the earthquake. The increase of the partial correlation mainly
results in the increase of the correlation of the itemsets {subway, contact, expe-
rience} in 1995 since cor(x1;x2;x3) = cor(x1;x3) + cor(x2;x3) + cor(x1;x2|x3).
The news articles related to those terms revealed the fact that the subway admin-
istration departments learned much experience from the disaster, and then they
determined to improve their contact system in urgent situation during subway
re-construction after the earthquake.

In addition to partially correlated itemsets, we also extracted negatively corre-
lated contrast sets. For example, {restart, unhappy}, we checked the interest [3],
p(restart, unhappy)/p(restart)p(unhappy) = 0.62 in 1995. It shows that the two
items become more negatively correlated in 1995 with an increase of negative
correlation. Similarly, {photo, consultation} shows the same change.

By contrasting DBank and DSports, at the parameter setting, δ = 0.004, s =
0.001, p = 0.25, d = 0.002 and ε = 1.2, some examples of top-100 correlation
contrast sets are shown in Table 3.

Table 3. Examples of Top-100 correlation contrast sets for DBank and DSports

contrast sets corDBank
corDSports

increase

{employ, commercial, goal} 7.13674e-5 3.24924e-3 3.17787e-3
{income, motor, host} 4.90993e-5 3.10324e-3 3.05414e-3

{account, race} 1.06733e-7 2.85277e-3 2.85266e-3
{stock, league} 4.35987e-6 2.30343e-3 2.29907e-3
{winner, power} 4.65251e-6 3.74283e-3 3.73818e-3

From the first two itemsets, we can observe the partial correlation between
the first two component items given the third item, and just the potential in-
crease of their partial correlations brings the increase of the correlation of the
itemsets in DSports. Those documents related to the first itemset mainly discuss
the employments of staff and players in soccer clubs and their commercial values.
Those related to the second are mainly about the hosted motor games and the
incomes of players. The next three itemsets are negatively correlated patterns
in DBank, but become positively correlated ones in DSports.

Additionally, it should be emphasized that there are about 30% of our ex-
tracted contrast sets whose supports (in usual concept) or bonds [9] change
little or decrease on the contrary. This means that many of our contrast sets can
not be extracted by the emerging pattern mining based on contrasting-supports
or contrasting-bonds. This is also a remarkable advantage of our method.

7 Concluding Remark

In this paper, we have discussed an optimization problem of detecting top-N
correlation contrast sets. In the problem, we only extracted top-N patterns with
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minimized correlations in the base and a minimum correlation increase in the
target under the double-clique conditions. We consider that such correlation
changes possibly caused by some event and therefore are worth to be detected.
From our experimental results, we can find that the qualities of the outputted
patterns are improved clearly than that by the previous proposal.

To extract the top-N contrast sets, we developed an extended double-clique
algorithm based on the previous static double-clique search with dynamically
updating the graph of the base. Our experimental results show that the extended
double-clique algorithm works more efficiently than the previous static double-
clique method. Especially at higher correlation constraints, the computation
times by the previous method increase significantly or even out of memory on
the current machine. In comparison, the computation times by our extended
double-clique algorithm for extracting top-N patterns keeps at a lower and stable
level.

It should be noted that even though we have extracted top-N correlation
contrast sets efficiently from the tested databases, the computation of correlation
measure, extended mutual information, is still expensive, especially, when the
number of items becomes larger. As important future work, it would be worth
further investigating correlation measures with monotone properties. Improving
efficiency of the algorithm would also be required for a larger scale dataset with
many items. Since our method is a general framework, we need to apply it to
several actual domains in order to make the method more useful.
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Abstract. Given the large amount of data mining algorithms, their
combinations (e.g. ensembles) and possible parameter settings, finding
the most adequate method to analyze a new dataset becomes an ever
more challenging task. This is because in many cases testing all possi-
bly useful alternatives quickly becomes prohibitively expensive. In this
paper we propose a novel technique, called active testing, that intel-
ligently selects the most useful cross-validation tests. It proceeds in a
tournament-style fashion, in each round selecting and testing the algo-
rithm that is most likely to outperform the best algorithm of the previous
round on the new dataset. This ‘most promising’ competitor is chosen
based on a history of prior duels between both algorithms on similar
datasets. Each new cross-validation test will contribute information to
a better estimate of dataset similarity, and thus better predict which
algorithms are most promising on the new dataset. We have evaluated
this approach using a set of 292 algorithm-parameter combinations on
76 UCI datasets for classification. The results show that active testing
will quickly yield an algorithm whose performance is very close to the
optimum, after relatively few tests. It also provides a better solution than
previously proposed methods.

1 Background and Motivation

In many data mining applications, an important problem is selecting the best
algorithm for a specific problem. Especially in classification, there are hundreds
of algorithms to choose from. Moreover, these algorithms can be combined into
composite learning systems (e.g. ensembles) and often have many parameters
that greatly influence their performance. This yields a whole spectrum of meth-
ods and their variations, so that testing all possible candidates on the given
problem, e.g., using cross-validation, quickly becomes prohibitively expensive.

The issue of selecting the right algorithm has been the subject of many studies
over the past 20 years [17,3,23,20,19]. Most approaches rely on the concept of
metalearning. This approach exploits characterizations of datasets and past per-
formance results of algorithms to recommend the best algorithm on the current
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dataset. The termmetalearning stems from the fact that we try to learn the func-
tion that maps dataset characterizations (meta-data) to algorithm performance
estimates (the target variable).

The earliest techniques considered only the dataset itself and calculated an
array of various simple, statistical or information-theoretic properties of the
data (e.g., dataset size, class skewness and signal-noise ratio) [17,3]. Another
approach, called landmarking [2,12], ran simple and fast versions of algorithms
(e.g. decision stumps instead of decision trees) on the new dataset and used their
performance results to characterize the new dataset. Alternatively, in sampling
landmarks [21,8,14], the complete (non-simplified) algorithms are run on small
samples of the data. A series of sampling landmarks on increasingly large samples
represents a partial learning curve which characterizes datasets and which can be
used to predict the performance of algorithms significantly more accurately than
with classical dataset characteristics [13,14]. Finally, an ‘active testing strategy’
for sampling landmarks [14] was proposed that actively selects the most infor-
mative sample sizes while building these partial learning curves, thus reducing
the time needed to compute them.

Motivation. All these approaches have focused on dozens of algorithms at most
and usually considered only default parameter settings. Dealing with hundreds,
perhaps thousands of algorithm-parameter combinations1, provides a new chal-
lenge that requires a new approach. First, distinguishing between hundreds of
subtly different algorithms is significantly harder than distinguishing between a
handful of very different ones. We would need many more data characterizations
that relate the effects of certain parameters on performance. On the other hand,
the latter method [14] has a scalability issue: it requires that pairwise compar-
isons be conducted between algorithms. This would be rather impractical when
faced with hundreds of algorithm-parameter combinations.

To address these issues, we propose a quite different way to characterize
datasets, namely through the effect that the dataset has on the relative per-
formance of algorithms run on them. As in landmarking, we use the fact that
each algorithm has its own learning bias, making certain assumptions about the
data distribution. If the learning bias ‘matches’ the underlying data distribution
of a particular dataset, it is likely to perform well (e.g., achieve high predictive
accuracy). If it does not, it will likely under- or overfit the data, resulting in a
lower performance.

As such, we characterize a dataset based on the pairwise performance differ-
ences between algorithms run on them: if the same algorithms win, tie or lose
against each other on two datasets, then the data distributions of these datasets
are likely to be similar as well, at least in terms of their effect on learning per-
formance. It is clear that the more algorithms are used, the more accurate the
characterization will be. While we cannot run all algorithms on each new dataset

1 In the remainder of this text, when we speak of algorithms, we mean fully-defined
algorithm instances with fixed components (e.g., base-learners, kernel functions) and
parameter settings.
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because of the computational cost, we can run a fair amount of CV tests to get
a reasonably good idea of which prior datasets are most similar to the new one.

Moreover, we can use these same performance results to establish which (yet
untested) algorithms are likely to perform well on the new dataset, i.e., those
algorithms that outperformed or rivaled the currently best algorithm on similar
datasets in the past. As such, we can intelligently select the most promising
algorithms for the new dataset, run them, and then use their performance results
to gain increasingly better estimates of the most similar datasets and the most
promising algorithms.

Key concepts. There are two key concepts used in this work. The first one is
that of the current best candidate algorithm which may be challenged by other
algorithms in the process of finding an even better candidate.

The second is the pairwise performance difference between two algorithm run
on the same dataset, which we call relative landmark. A collection of such rela-
tive landmarks represents a history of previous ‘duels’ between two algorithms
on prior datasets. The term itself originates from the study of landmarking al-
gorithms: since absolute values for the performance of landmarkers vary a lot
depending on the dataset, several types of relative landmarks have been pro-
posed, which basically capture the relative performance difference between two
algorithms [12]. In this paper, we extend the notion of relative landmarks to all
(including non-simplified) classification algorithms.

The history of previous algorithm duels is used to select the most promis-
ing challenger for the current best candidate algorithm, namely the method
that most convincingly outperformed or rivaled the current champion on prior
datasets similar to the new dataset.

Approach. Given the current best algorithm and a history of relative landmarks
(duels), we can start a tournament game in which, in each round, the current
best algorithm is compared to the next, most promising contender. We select
the most promising challenger as discussed above, and run a CV test with this
algorithm. The winner becomes the new current best candidate, the loser is
removed from consideration. We will discuss the exact procedure in Section 3.

We call this approach active testing (AT)2, as it actively selects the most
interesting CV tests instead of passively performing them one by one: in each
iteration the best competitor is identified, which determines a new CV test to
be carried out. Moreover, the same result will be used to further characterize
the new dataset and more accurately estimate the similarity between the new
dataset and all prior datasets.

Evaluation. By intelligently selecting the most promising algorithms the test
on the new dataset, we can more quickly discover an algorithm that performs
very well. Note that running a selection of algorithms is typically done anyway

2 Note that while the term ‘active testing’ is also used in the context of actively
selected sampling landmarks [14], there is little or no relationship to the approach
described here.
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to find a suitable algorithm. Here, we optimize and automate this process using
historical performance results of the candidate algorithms on prior datasets.

While we cannot possibly guarantee to return the absolute best algorithmwith-
out performing all possible CV tests, we can return an algorithm whose perfor-
mance is either identical or very close to the truly best one. The difference between
the two can be expressed in terms of a loss. Our aim is thus to minimize this loss
using a minimal number of tests, and we will evaluate our technique as such.

In all, the research hypothesis that we intend to prove in this paper is: Relative
landmarks provide useful information on the similarity of datasets and can be
used to efficiently predict the most promising algorithms to test on new datasets.
We will test this hypothesis by running our active testing approach in a leave-
one-out fashion on a large set of CV evaluations testing 292 algorithms on 76
datasets. The results show that our AT approach is indeed effective in finding
very accurate algorithms in a very limited number of tests.

Roadmap. The remainder of this paper is organized as follows. First, we formu-
late the concepts of relative landmarks in Section 2 and active testing in Section
3. Next, Section 4 presents the empirical evaluation and Section 5 presents an
overview of some work in other related areas. The final section presents conclu-
sions and future work.

2 Relative Landmarks

In this section we formalize our definition of relative landmarks, and explain
how are used to identify the most promising competitor for a currently best
algorithm.

Given a set of classification algorithms and some new classification dataset
dnew, the aim is to identify the potentially best algorithm for this task with
respect to some given performance measure M (e.g., accuracy, AUC or rank).
Let us represent the performance of algorithm ai on dataset dnew as M(ai, dnew).
As such, we need to identify an algorithm a∗, for which the performance measure
is maximal, or ∀aiM(a∗, dnew) ≥ M(ai, dnew). The decision concerning ≥ (i.e.
whether a∗ is at least as good as ai) may be established using either a statistical
significance test or a simple comparison.

However, instead of searching exhaustively for a∗, we aim to find a near-optimal
algorithm, â∗, which has a high probability P (M(â∗, dnew) ≥M(ai, dnew)) to be
optimal, ideally close to 1.

As in other work that exploits metalearning, we assume that â∗ is likely better
than ai on dataset dnew if it was found to be better on a similar dataset dj (for
which we have performance estimates):

P (M(â∗, dnew) ≥M(ai, dnew)) ∼ P (M(â∗, dj) ≥M(ai, dj)) (1)

The latter estimate can be maximized by going through all algorithms and iden-
tifying the algorithm â∗ that satisfies the ≥ constraint in a maximum number of
cases. However, this requires that we know which datasets dj are most similar to
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dnew. Since our definition of similarity requires CV tests to be run on dnew, but we
cannot run all possible CV tests, we use an iterative approach in which we repeat
this scan for â∗ in every round, using only the datasets dj that seem most similar
at that point, as dataset similarities are recalculated after every CV test.

Initially, having no information, we deem all datasets to be similar to dnew, so
that â∗ will be the globally best algorithm over all prior datasets. We then call
this algorithm the current best algorithm abest and run a CV test to calculate its
performance on dnew. Based on this, the dataset similarities are recalculated (see
Section 3), yielding a possibly different set of datasets dj . The best algorithm on
this new set becomes the best competitor ak (different from abest), calculated by
counting the number of times that M(ak, dj) > M(abest, dj), over all datasets dj .

We can further refine this method by taking into account how large the perfor-
mance differences are: the larger a difference was in the past, the higher chances
are to obtain a large gain on the new dataset. This leads to the notion of relative
landmarks RL, defined as:

RL(ak, abest, dj) = i(M(ak, dj) > M(abest, dj))∗ (M(ak, dj)−M(abest, dj)) (2)

The function i(test) returns 1 if the test is true and 0 otherwise. As stated before,
this can be a simple comparison or a statistical significance test that only returns
1 if ak performs significantly better than abest on dj . The term RL thus expresses
how much better ak is, relative to abest, on a dataset dj . Experimental tests have
shown that this approach yields much better results than simply counting the
number of wins.

Up to now, we are assuming a dataset dj to be either similar to dnew or
not. A second refinement is to use a gradual (non-binary) measure of similarity
Sim(dnew, dj) between datasets dnew and dj . As such, we can weigh the perfor-
mance difference between ak and abest on dj by how similar dj is to dnew. Indeed,
the more similar the datasets, the more informative the performance difference
is. As such, we aim to optimize the following criterion:

ak = argmax
ai

∑
dj∈D

RL(ai, abest, dj) ∗ Sim(dnew, dj)) (3)

in which D is the set of all prior datasets dj .
To calculate the similarity Sim(), we use the outcome of each CV test on

dnew and compare it to the outcomes on dj .
In each iteration, with each CV test, we obtain a new evaluation M(ai, dnew),

which is used to recalculate all similarities Sim(dnew, dj). In fact, we will com-
pare four variants of Sim(), which are discussed in the next section. With this,
we can recalculate equation 3 to find the next best competitor ak.

3 Active Testing

In this section we describe the active testing (AT) approach, which proceeds
according to the following steps:
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1. Construct a global ranking of a given set of algorithms using performance
information from past experiments (metadata).

2. Initiate the iterative process by assigning the top-ranked algorithm as abest

and obtain the performance of this algorithm on dnew using a CV test.

3. Find the most promising competitor ak for abest using relative landmarks
and all previous CV tests on dnew .

4. Obtain the performance of ak on dnew using a CV test and compare with
abest. Use the winner as the current best algorithm, and eliminate the losing
algorithm.

5. Repeat the whole process starting with step 3 until a stopping criterium has
been reached. Finally, output the current abest as the overall winner.

Step 1 - Establish a Global Ranking of Algorithms. Before having run any
CV tests, we have no information on the new dataset dnew to define which prior
datasets are similar to it. As such, we naively assume that all prior datasets are
similar. As such, we generate a global ranking of all algorithms using the perfor-
mance results of all algorithms on all previous datasets, and choose the top-ranked
algorithm as our initial candidate abest. To illustrate this, we use a toy example
involving 6 classification algorithms, with default parameter settings, from Weka
[10] evaluated on 40 UCI datasets [1], a portion of which is shown in Table 1.

As said before, our approach is entirely independent from the exact evaluation
measure used: the most appropriate measure can be chosen by the user in func-
tion of the specific data domain. In this example, we use success rate (accuracy),
but any other suitable measure of classifier performance, e.g. AUC (area under
the ROC curve), precision, recall or F1 can be used as well.

Each accuracy figure shown in Table 1 represents the mean of 10 values ob-
tained in 10-fold cross-validation. The ranks of the algorithms on each dataset
are shown in parentheses next to the accuracy value. For instance, if we consider
dataset abalone, algorithm MLP is attributed rank 1 as its accuracy is highest
on this problem. The second rank is occupied by LogD, etc.

The last row in the table shows the mean rank of each algorithm, obtained
by averaging over the ranks of each dataset: Rai =

1
n

∑n
dj=1 Rai,dj , where Rai,dj

represents the rank of algorithm ai on dataset dj and n the number of datasets.
This is a quite common procedure, often used in machine learning to assess how
a particular algorithm compares to others [5].

The mean ranks permit us to obtain a global ranking of candidate algorithms,
CA. In our case,CA = 〈MLP, J48, JRip, LogD, IB1, NB〉. It must be noted that
such a ranking is not very informative in itself. For instance, statistical significance
tests are needed to obtain a truthful ranking. Here, we only use this global ranking
CA are a starting point for the iterative procedure, as explained next.

Step 2 - Identify the Current Best Algorithm. Indeed, global ranking CA
permits us to identify the top-ranked algorithm as our initial best candidate
algorithm abest. In Table 1, abest = MLP . This algorithm is then evaluated
using a CV test to establish its performance on the new dataset dnew .
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Table 1. Accuracies and ranks (in parentheses) of the algorithms 1-nearest neighbor
(IB1), C4.5 (J48), RIPPER (JRip), LogisticDiscriminant (LogD), MultiLayerPercep-
tron (MLP) and naive Bayes (NB) on different datasets and their mean rank

Datasets IB1 J48 JRip LogD MLP NB

abalone .197 (5) .218 (4) .185 (6) .259 (2) .266 (1) .237 (3)
acetylation .844 (1) .831 (2) .829 (3) .745 (5) .609 (6) .822 (4)

adult .794 (6) .861 (1) .843 (3) .850 (2) .830 (5) .834 (4)
... ... ... ... ... ... ...

Mean rank 4.05 2.73 3.17 3.74 2.54 4.78

Step 3 - Identify the Most Promising Competitor. In the next step we
identify ak, the best competitor of abest. To do this, all algorithms are considered
one by one, except for abest and the eliminated algorithms (see step 4).

For each algorithm we analyze the information of past experiments (meta-
data) to calculate the relative landmarks, as outlined in the previous section. As
equation 3 shows, for each ak, we sum up all relative landmarks involving abest,
weighted by a measure of similarity between dataset dj and the new dataset
dnew. The algorithm ak that achieves the highest value is the most promising
competitor in this iteration. In case of a tie, the competitor that appears first in
ranking CA is chosen.

To calculate Sim(dnew, dj), the similarity between dj and dnew , we have ex-
plored four different variants, AT0,AT1,ATWs,ATx, described below.

AT0 is a base-line method which ignores dataset similarity. It always returns
a similarity value of 1 and so all datasets are considered similar. This means
that the best competitor is determined by summing up the values of the relative
landmarks.

AT1 method works as AT0 at the beginning, when no test have been carried
out on dnew . In all subsequent iterations, this method estimates dataset similar-
ity using only the most recent CV test. Consider the algorithms listed in Table
1 and the ranking CA. Suppose we started with algorithm MLP as the current
best candidate. Suppose also that in the next iteration LogD was identified as
the best competitor, and won from MLP in the CV test: (M(LogD, dnew) >
M(MLP, dnew)). Then, in the subsequent iteration, all prior datasets dj satisfying
the conditionM(LogD, dj) > M(MLP, dj) are considered similar to dnew . In gen-
eral terms, suppose that the last test revealed thatM(ak, dnew) > M(abest, dnew),
then Sim(dnew, dj) is 1 if alsoM(ak, dj) > M(abest, dj), and 0 otherwise. The sim-
ilarity measure determines which RL’s are taken into account when summing up
their contributions to identify the next best competitor.

Another variant of AT1 could use the difference between RL(ak, abest, dnew)
and RL(ak, abest, dj), normalized between 0 and 1, to obtain a real-valued (non-
binary) similarity estimate Sim(dnew, dj). In other words, dj is more similar to
dnew if the relative performance difference between ak and abest is about as large
on both dj and dnew . We plan to investigate this in our future work.
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ATWs is similar to AT1, but instead of only using the last test, it uses all
CV tests carried out on the new dataset, and calculates the Laplace-corrected
ratio of corresponding results. For instance, suppose we have conducted 3 tests
on dnew, thus yielding 3 pairwise algorithm comparisons on dnew . Suppose that
2 tests had the same result on dataset dj (i.e. M(ax, dnew) > M(ay, dnew) and
M(ax, dj) > M(ay, dj)), then the frequency of occurrence is 2/3, which is ad-
justed by Laplace correction to obtain an estimate of probability (2+1)/(3+2).
As such, Sim(dnew, dj) =

3
5 .

ATx is similar to ATWs, but requires that all pairwise comparisons yield the
same outcome. In the example used above, it will return Sim(dnew, dj) = 1 only
if all three comparisons lead to same result on both datasets and 0 otherwise.

Step 4 - Determine which of the Two Algorithms is Better. Having
found ak, we can now run a CV test and compare it with abest. The winner
(which may be either the current best algorithm or the competitor) is used
as the new current best algorithm in the new round. The losing algorithm is
eliminated from further consideration.

Step 5 - Repeat the Process and Check the Stopping Criteria. The
whole process of identifying the best competitor (step 3) of abest and determining
which one of the two is better (step 4) is repeated until a stopping criterium has
been reached. For instance, the process could be constrained to a fixed number
of CV tests: considering the results presented further on in Section 4, it would
be sufficient to run at most 20% of all possible CV tests. Alternatively, one could
impose a fixed CPU time, thus returning the best algorithm in h hours, as in
budgeted learning. In any case, until aborted, the method will keep choosing a
new competitor in each round: there will always be a next best competitor. In
this respect our system differs from, for instance, hill climbing approaches which
can get stuck in a local minimum.

Discussion - Comparison with Active Learning: The term active testing
was chosen because the approach shares some similarities with active learning [7].
The concern of both is to speed up the process of improving a given performance
measure. In active learning, the goal is to select the most informative data point
to be labeled next, so as to improve the predictive performance of a supervised
learning algorithm with a minimum of (expensive) labelings. In active testing,
the goal is to select the most informative CV test, so as to improve the prediction
of the best algorithm on the new dataset with a minimum of (expensive) CV
tests.

4 Empirical Evaluation

4.1 Evaluation Methodology and Experimental Set-up

The proposed method AT was evaluated using a leave-one-out method [18]. The
experiments reported here involve D datasets and so the whole procedure was
repeated D times. In each cycle, all performance results on one dataset were left
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Fig. 1. Median loss as a function of the number of CV tests

out for testing and the results on the remaining D − 1 datasets were used as
metadata to determine the best candidate algorithm.

This study involved 292 algorithms (algorithm-parameter combinations),
which were extracted from the experiment database for machine learning
(ExpDB) [11,22]. This set includes many different algorithms from the Weka
platform [10], which were varied by assigning different values to their most im-
portant parameters. It includes SMO (a support vector machine, SVM), MLP
(Multilayer Perceptron), J48 (C4.5), and different types of ensembles, includ-
ing RandomForest, Bagging and Boosting. Moreover, different SVM kernels were
used with their own parameter ranges and all non-ensemble learners were used
as base-learners for the ensemble learners mentioned above. The 76 datasets
used in this study were all from UCI [1]. A complete overview of the data used
in this study, including links to all algorithms and datasets can be found on
http://expdb.cs.kuleuven.be/ref/blv11.

The main aim of the test was to prove the research hypothesis formulated
earlier: relative landmarks provide useful information for predicting the most
promising algorithms on new datasets. Therefore, we also include two baseline
methods:

TopN has been described before (e.g. [3]). It also builds a ranking of candidate
algorithms as described in step 1 (although other measures different from
mean rank could be used), and only runs CV tests on the first N algorithms.
The overall winner is returned.

Rand simply selects N algorithms at random from the given set, evaluates them
using CV and returns the one with the best performance. It is repeated 10
times with different random seeds and the results are averaged.
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Since our AT methods are iterative, we will restart TopN and Rand N times,
with N equal to the number of iterations (or CV tests).

To evaluate the performance of all approaches, we calculate the loss of the
currently best algorithm, defined as M(abest, dnew) −M(a∗, dnew), where abest

represents the currently best algorithm, a∗ the best possible algorithm and M(.)
represents the performance measure (success rate).

4.2 Results

By aggregating the results over D datasets, we can track the median loss of the
recommended algorithm as a function of the number of CV tests carried out.
The results are shown in Figure 1. Note that the number of CV tests is plotted
on a logarithmic scale.

First, we see that ATWs and AT 1 perform much better than AT 0, which
indicates that it is indeed useful to include dataset similarity. If we consider a
particular level of loss (say 0.5%) we note that these variants require much fewer
CV tests than AT 0. The results also indicate that the information associated
with relative landmarks obtained on the new dataset is indeed valuable. The
median loss curves decline quite rapidly and are always below the AT 0 curve.
We also see that after only 10 CV tests (representing about 3% of all possible
tests), the median loss is less than 0.5%. If we continue to 60 tests (about 20%
of all possible tests) the median loss is near 0.

Also note that ATWs, which uses all relative landmarks involving abest and
dnew, does not perform much better than AT 1, which only uses the most re-
cent CV test. This results suggests that, when looking for the most promising
competitor, the latest test is more informative than the previous ones.

Method ATx, the most restrictive approach, only considers prior datasets on
which all relative landmarks including abest obtained similar results. As shown in
Figure 1, this approach manages to reduce the loss quite rapidly, and competes
well with the other variants in the initial region. However, after achieving a
minimum loss in the order of 0.5%, there are no more datasets that fulfill this
restriction, and consequently no new competitor can be chosen, causing it to stop.
The other two methods, ATWs and AT 1, do not suffer from this shortcoming.

AT 0 was also our best baseline method. To avoid overloading Figure 1, we
show this separately in Figure 2. Indeed, AT 0 is clearly better than the random
choice method Rand. Comparing AT 0 to TopN , we cannot say that one is clearly
better than the other overall, as the curves cross. However, it is clear that TopN
looses out if we allow more CV tests, and that it is not competitive with the
more advanced methods such as AT 1 and ATWs.

The curves for mean loss (instead of median loss) follow similar trends, but
the values are 1-2% worse due to outliers (see Fig. 3 relative to method AT 1).
Besides, this figure shows also the curves associated with quartiles of 25% and
75% for AT 1. As the number of CV tests increases, the distance between the two
curves decreases and approaches the median curve. Similar behavior has been
observed for ATWs, but we skip the curves in this text.
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Fig. 2. Median loss of AT0 and the two baseline methods

Algorithm Trace. It is interesting to trace the iterations carried out for one
particular dataset. Table 2 shows the details for method AT 1, where abalone
represents the new dataset. Column 1 shows the number of the iteration (thus
the number of CV tests). Column 2 shows the most promising competitor ak

chosen in each step. Column 3 shows the index of ak in our initial ranking
CA, and column 4 the index of abest, the new best algorithm after the CV test
has been performed. As such, if the values in column 3 and 4 are the same,
then the most promising competitor has won the duel. For instance, in step
2, SMO.C.1.0.Polynomial.E.3, i.e. SVM with complexity constant set to 1.0
and a 3rd degree polynomial kernel, (index 96) has been identified as the best
competitor to be used (column 2), and after the CV test, it has won against
Bagging.I.75..100.PART , i.e. Bagging with a high number of iterations (be-
tween 75 and 100) and PART as a base-learner. As such, it wins this round and
becomes the new abest. Columns 5 and 6 show the actual rank of the competitor
and the winner on the abalone dataset. Column 7 shows the loss compared to
the optimal algorithm and the final column shows the number of datasets whose
similarity measure is 1.

We observe that after only 12 CV tests, the method has identified an algo-
rithm with a very small loss of 0.2%: Bagging.I.25..50.MultilayerPerceptron,
i.e. Bagging with relatively few iterations but with a MultiLayerPerceptron base-
learner.

Incidentally, this dataset appears to represent a quite atypical problem: the
truly best algorithm, SMO.C.1.0.RBF.G.20, i.e. SVM with an RBF kernel with
kernel width (gamma) set to 20, is ranked globally as algorithm 246 (of all 292).
AT1 identifies it after 177 CV tests.
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Fig. 3. Loss of AT1 as a function of the number of CV tests

5 Related Work in Other Scientific Areas

In this section we briefly cover some work in other scientific areas which is
related to the problem tackled here and could provide further insight into how
to improve the method.

One particular area is experiment design [6] and in particular active learning.
As discussed before, the method described here follows the main trends that have
been outlined in this literature. However, there is relatively little work on active
learning for ranking tasks. One notable exception is [15], who use the notion
of Expected Loss Optimization (ELO). Another work in this area is [4], whose
aim was to identify the most interesting substances for drug screening using
a minimum number of tests. In the experiments described, the authors have
focused on the top-10 substances. Several different strategies were considered
and evaluated. Our problem here is not ranking, but rather simply finding the
best item (algorithm), so this work is only partially relevant.

Another relevant area is the so called multi-armed bandit problem (MAB)
studied in statistics and machine learning [9,16]. This problem is often formulated
in a setting that involves a set of traditional slot machines. When a particular
lever is pulled, a reward is provided from a distribution associated with that
specific lever. The bandit problem is formally equivalent to a one-state Markov
decision process. The aim is to minimize regret after T rounds, which is defined
as a difference between the reward sum associated with an optimal strategy and
the sum of collected rewards. Indeed, pulling a lever can be compared to carrying
out a CV test on a given algorithm. However, there is one fundamental difference
between MAB and our setting: whereas in MAB the aim is to maximize the sum
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Table 2. Trace of the steps taken by AT1 in the search for the supposedly best
algorithm for the abalone dataset

CV Algorithm used CA CA abalone abalone Loss D
test (current best competitor, ak) ak new abest ak new abest (%) size

1 Bagging.I.75..100.PART 1 1 75 75 1.9 75
2 SMO.C.1.0.Polynomial.E.3 96 96 56 56 1.6 29
3 AdaBoostM1.I.10.MultilayerPerceptron 92 92 47 47 1.5 34
4 Bagging.I.50..75.RandomForest 15 92 66 47 1.5 27
· · · · · · · · · · · · · · · · · · · · · · · ·
10 LMT 6 6 32 32 1.1 45
11 LogitBoost.I.10.DecisionStump 81 6 70 32 1.1 51
12 Bagging.I.25..50.MultilayerPerceptron 12 12 2 2 0.2 37
13 LogitBoost.I.160.DecisionStump 54 12 91 2 0.2 42
· · · · · · · · · · · · · · · · · · · · · · · ·
177 SMO.C.1.0.RBF.G.20 246 246 1 1 0 9

of collected rewards, our aim it to maximize one reward, i.e. the reward asso-
ciated with identifying the best algorithm. So again, this work is only partially
relevant.

To the best of our knowledge, no other work in this area has addressed the
issue of how to select a suitable algorithm from a large set of candidates.

6 Significance and Impact

In this paper we have addressed the problem of selecting the best classification
algorithm for a specific task. We have introduced a new method, called active
testing, that exploits information concerning past evaluation results (metadata),
to recommend the best algorithm using a limited number of tests on the new
dataset.

Starting from an initial ranking of algorithms on previous datasets, the
method runs additional CV evaluations to test several competing algorithms
on the new dataset. However, the aim is to reduce the number of tests to a mini-
mum. This is done by carefully selecting which tests should be carried out, using
the information of both past and present algorithm evaluations represented in
the form of relative landmarks.

In our view this method incorporates several innovative features. First, it
is an iterative process that uses the information in each CV test to find the
most promising next test based on a history of prior ‘algorithm duels’. In a
tournament-style fashion, it starts with a current best (parameterized) algo-
rithm, selects the most promising rival algorithm in each round, evaluates it on
the given problem, and eliminates the algorithm that performs worse. Second, it
continually focuses on the most similar prior datasets: those where the algorithm
duels had a similar outcome to those on the new dataset.
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Four variants of this basic approach, differing in their definition of algo-
rithm similarity, were investigated in a very extensive experiment setup involving
292 algorithm-parameter combinations on 76 datasets. Our experimental results
show that particularly versions ATWs and AT 1 provide good recommendations
using a small number of CV tests. When plotting the median loss as a function
of the number of CV tests (Fig. 1), it shows that both outperform all other vari-
ants and baseline methods. They also outperform AT 0, indicating that algorithm
similarity is an important aspect.

We also see that after only 10 CV tests (representing about 3% of all possible
tests), the median loss is less than 0.5%. If we continue to 60 tests (about 20%
of all possible tests) the median loss is near 0. Similar trends can be observed
when considering mean loss.

The results support the hypothesis that we have formulated at the outset of
our work, that relative landmarks are indeed informative and can be used to
suggest the best contender. If this is procedure is used iteratively, it can be used
to accurately recommend a classification algorithm after a very limited number
of CV tests.

Still, we believe that the results could be improved further. Classical
information-theoretic measures and/or sampling landmarks could be incorpo-
rated into the process of identifying the most similar datasets. This could lead
to further improvements and forms part of our future plans.
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Abstract. The aim of the paper is to compare the prediction accuracies obtained 
using logistic regression, neural networks (NN), C5.0 and M5′ classification 
techniques on 4 freely available data sets. For this a feedforward neural network 
with a single hidden layer and using back propagation is built using a new  
algorithm. The results show that the training accuracies obtained using the new 
algorithm are better than that obtained using N2C2S algorithm. The cross-
validation accuracies and the test prediction accuracies obtained by using both 
the algorithms are not statistically significantly different. Due to this and also 
since it is easy to understand and implement than N2C2S algorithm, the pro-
posed algorithm should be preferred than the N2C2S algorithm. Along with this 
3 different methods of obtaining weights for neural networks are also com-
pared. The classification results show that NN is better than logistic regression 
over 2 data sets, equivalent in performance over 2 data sets and has low perfor-
mance than logistic regression in case of 1 data set. It is observed that M5′ is a 
better classification technique than other techniques over 1 dataset. 

Keywords: classification, logistic regression, feedforward neural network, 
backpropagation, N2C2S algorithm, C5.0, M5′. 

1 Introduction 

Classification is a data mining (machine learning) technique which divides up data 
instances such that each is assigned to one of a number of classes. The data instances 
are assigned to precisely one class and never to more than one class or never to no 
class at all. Classification problems can be found in business, science, industry, and 
medicine. Some of the examples include bankruptcy prediction, customer churn pre-
diction, credit scoring, medical diagnosis (like predicting cancer), quality control, 
handwritten character recognition, speech recognition etc. Some of the widely used 
classification techniques are decision trees, rule based classification, neural networks 
(NN), Bayesian networks, logistic regression, k-nearest neighbor classifier, support 
vector machines etc. In this study, classification is carried out using four fundamental-
ly different approaches, viz., the traditional statistical method based on logistic  
regression, the computationally powerful technique based on Artificial Neural Net-
works (ANN), the model tree technique based on M5’ and the classical decision tree 
based technique based on C5.0.     
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Logistic regression (sometimes called the logistic model or logit model) is used for 
prediction of the probability of occurrence of an event by fitting data to a logit func-
tion. The logistic function which is as given below takes z as the input and f (z) is the 
output which is always between 0 and 1. 

f (z)= ez /(ez +1) =1/(1+e – z)…………        ……………(1) 

The variable z comprises of other independent variables and is given as  
 

z=β0+β1x1+β2x2+β3x3+β4x4+β5x5+…..+βkxk …             ... (2) 
 

where β0 is the intercept and β1, β2, β3 are the regression coefficients of independent 
variables x1, x2, x3 respectively. Each of the regression coefficients describes the size 
of the contributing independent variable. Logistic regression is widely used in medi-
cal field [1], [2]. 

NN have gained popularity over a few years and are being successfully applied 
across wide problem domains such as finance, medicine, engineering, geology etc. 
NN can adapt to the data without any explicit specification of functional or distribu-
tional form for the underlying model [3]. NN can approximate any function thus mak-
ing them flexible in modeling real world complex relationships. Neural networks have 
successfully been applied for classification problems in bankruptcy prediction [4], [5], 
medical diagnosis [6], [7], handwriting recognition [8] and speech recognition [9]. 
Artificial neural networks are computing systems made up of large number of simple, 
highly interconnected processing elements called nodes or artificial neurons. The 
focus of this work is on the feedforward multilayer networks or multilayer percep-
trons (MLPs) with 1 input layer, 1 output layer and 1 hidden layer as one hidden layer 
is sufficient to map an arbitrary function to any degree of accuracy. The number of 
neurons in the hidden layer needs to be fixed to arrive at the correct architecture of the 
network. There are many algorithms which construct the networks with single hidden 
layer. In the Dynamic node creation (DNC) algorithm [10] the nodes are added to the 
hidden layer one at a time till a desired accuracy is obtained. In Feedforward Neural 
network Creation Algorithm (FNNCA) [11] and Constructive Algorithm for Real-
Value Examples (CARVE)[12] the hidden units are added to the hidden layer one at a 
time until a network that completely recognizes all its input patterns is constructed. 
Using these algorithms can lead to overfitting of the training data and do not general-
ize well with unknown data. In Neural network Construction with Cross-Validation 
Samples algorithm (N2C2S) [13] the nodes are added to the hidden layer only if they 
improve the accuracy of the network on the training and the cross-validation data. 
This algorithm uses freezing of weights which can lead to increase in number of hid-
den units [14]. In the proposed algorithm, the weights are not frozen and the nodes are 
added to the hidden layer only if they improve the accuracy of the network on the 
cross-validation data only. The cross-validation data accuracy is selected because it is 
true measure of the performance of the model. 

C5.0 is an algorithm to build decision trees using the concept of information entro-
py. The decision tree is used as a predictive model which maps observations about an 
item to conclusions about the item’s target value. In these tree structures the leaves 
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represent the class labels and branches represent the rules of features that lead to those 
class labels. 

M5′ builds tree based models in which the trees constructed have multivariate li-
near models. Thus these trees are analogous to piecewise linear functions. They are 
applied to classification problems by applying a standard method of transforming a 
classification problem into a problem of function approximation [15]. M5′ is based on 
M5 developed by Quinlan [16] but includes techniques to handle enumerated data and 
missing values effectively [17]. 

The organization of the paper is as follows. After the introduction in section 1, sec-
tion 2 presents the algorithm used for building the NN. Section 3 describes the expe-
rimental setup. Section 4 presents the results from the experiments and section V 
gives the discussion and conclusion from the work carried out. The paper concludes 
with future work in Section 6.  

2 The Proposed Algorithm 

The steps of the algorithm used to build the neural network are as follows:- 

1. Let N1 denote the network with I input units and O output units and H hidden 
units. 

2. The initialization of the weights and bias is done using Nguyen-Widrow method 
[18]. The reason for selecting this algorithm is because it chooses values in order 
to distribute the active region of each neuron in the layer approximately evenly 
across the layer’s input space. Thus the wastage of neurons by this method is less 
as compared to random initialization [19].  

3. The accuracy of this network on the training and validation data set is AT1 and AV1.  
4. The number of hidden units is then increased by 1 unit and the weights are initialized 

with the Nguyen-Widrow method. In case of N2C2S the weights of the first H hidden 
units of N2 is obtained from the optimal weights of N1 and the remaining connection 
weights are set randomly. Thus in the proposed algorithm the weights are not frozen 
and the whole network is retrained as freezing requires large number of hidden units 
to achieve the same performance as that obtained without freezing [14]. 

5. Let the accuracy of this network N2 be AT2 and AV2 on the training and the vali-
dation set respectively. If AV2 > AV1 then N2 network is better than N1 else the 
network is run with increasing the hidden units by 1. Thus the steps 4 and 5 are 
repeated till we get the network with highest accuracy over validation data set. 

3 Experimental Setup 

3.1 Neural Networks 

a. The neural network was constructed using Matlab.  
b. As mentioned above in section 1 the network consists of input layer, output layer 

and hidden layer. The number of neurons in the input layer corresponds to the 
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number of independent variables. The number of neurons in the hidden layer is 
obtained by using the algorithm mentioned in section 2. And the number of neu-
rons in the output layer is corresponding to the category of classes in the depen-
dent data minus one for programming purpose. 

c. The back propagation training function is scaled conjugate gradient 
algorithm. 

d. Each run of the network was carried out for 200 epochs with the goal for error set 
as 0.  

e. The Nguyen-Widrow algorithm chooses the weight values in order to dis-
tribute the active region of each neuron in the layer approximately 
evenly across the layerÊs input space. These values contain a degree of 
randomness, so they are not the same each time this function is called. 
ThatÊs why 30 runs were carried out for each fold of cross-validation and for 
each configuration of the network to consider as many as random weight values 
and the average of 30 runs is taken. The 10 fold cross-validation was run 10 times 
and then the prediction accuracy was averaged over these 10 runs. 

3.2 Logistic Regression 

The programming for logistic regression is done using R [20], a free statistical soft-
ware. 10 times, 10 fold cross-validation was used to carry out the runs. 

3.3 C5.0 and M5′ 

The results using these algorithms are obtained from [15]. The experiments using 
these algorithms were carried out using 10 runs of ten fold cross-validation.  

3.4 Data  

The Chapman data set was obtained from [21] and the rest of the data sets were ob-
tained from the UCI Machine Learning Laboratory [22].  The data sets were chosen in 
such a way that they are publicly available and the results of classification using neur-
al nets, C5.0 and M5′, on these data sets (except one data set) is already available for 
comparison purpose. Also the data sets are small in size and contained only conti-
nuous data and binary data. The missing continuous attribute value was replaced by 
the average of the non-missing values. The data was normalized before carrying out 
the experiments on them. 

Table 1. Details of the data sets 

Data sets Size  Missing 
values 

Attributes 
Continuous Binary Nominal 

Glass(G2) 163 0 9 0 0 
Chapman 200 0 6 0 0 
Ionosphere 351 0 33 1 0 
Voting 435 5.6 0 16 0 
Breast Cancer 699 0.3 9 0 0 
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3.5 Experiments  

All the data sets used were split up into 3 sets, viz training, validation and test data 
sets. Let them be referred as TR, V and TE data sets respectively. Initially the neural 
network is built using the algorithm mentioned in Section 2. The number of neurons 
in the hidden layer varied from 1 to 20 maximum. These steps are common to all the 
experiments mentioned below. 

1. Experiment A 
a. The weights in the common step mentioned above were obtained corresponding 

to lowest generalization error over validation data set. 
b. Then the network with weights fixed as obtained from step a was run on the 

training set comprising of the training set TR and validation set V and its accu-
racy was tested on the testing data set TE. This prediction accuracy is reported 
in the results. 

2. Experiment B 
In this experiment, the steps a and b remain the same as experiment A except that the 
criteria for obtaining weights in step a is corresponding to the highest prediction accu-
racy over the validation data set. 

3. Experiment C 
In this experiment there was no external criteria laid down as done in experiments A 
and B for getting the weights. Thus the weights were not fixed. The weights which 
were obtained by each run were used as it is for getting the prediction accuracy over 
the training set. 

4 Experimental Results 

The prediction accuracies obtained by 2 different methods were compared by using 
the Welch's t test [23]. Welch’s test is an adaptation of Student’s t-test with the 2 
samples having unequal variances. The null hypothesis that the two means are equal 
was rejected at the significance value of 0.01. Following are the results from various 
experiments tried out:- 

1. The number of hidden units and the accuracy rates of the neural networks con-
structed by N2C2S and the proposed algorithm are given in the tables 2 and 3. 

Table 2. Results using N2C2S algorithm 

 Using N2C2S Algorithm  

Data set Hidden units Training Accuracy Cross-validation Accuracy 

Glass 2 7.06+-0.84 89.98+-1.10 81.90+-3.43 

Chapman *1 * * 

Ionosphere 4.20+-0.87 99.20+-0.15 92.65+-1.16 

Voting 4.42+-0.61 98.55+-0.13 96.64+-0.48 

Breast Cancer 3.4+-0.51 97.47+-0.06 96.94+-0.27 

                                                           
1  * Indicates that the data is not available. 
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Table 3. Results using proposed algorithm 

 Using Mentioned Algorithm 

Data set Hidden units Training Accuracy Cross-validation Accuracy 

Glass 2 17 95.15+-0.96 79.9+-2.31 

Chapman 1 93.01+-0.67 84.44+-7.28 

Ionosphere 2 99.13 +-0.2 91.35+-4.65 

Voting 11 99.36+-0.63 96.03+-2.95 

Breast Cancer 1 99.01+-0.55 95.40+-1.69 

 
2. The prediction accuracy over test data set obtained using experiments A, B and C is 

given in the table 4. This prediction accuracy is also compared with that obtained 
from logistic regression. 

Table 4. Prediction accuracies using logistic regression and by neural networks using experiments 
A, B and C  

Data sets Logistic Regres-
sion 

Exp A Exp B Exp C 

Glass 2 69.88+1.09 
◄2 

77.97+-2.16 78.10+-1.97 76.6+-0.6 

Chapman 86.45+-1.01 ►3 80+-1.89  80.611+-1.75 81.33+-0.77 

Ionosphere 87.74+-0.93 ◄ 90.64+-1.1 90+-0.9 90.38+-0.75 

Voting 95.53+-0.41 96.28+-1.58 95.8+-2.41 95.73+-2.65 

Breast Cancer 96.55+-0.16 95.83+-0.81 95.79+-0.9 95.7+-1.87 
 

3. From table 4, the summary of results showing the comparison of neural networks 
with logistic regression is given in the table 5. The wins and losses are decided as 
per the Welch’s test described at the start of this section. 

Table 5. Summary of results 

NN versus Win Ties Losses 
Logistic 
Regression 

2 2 1 

 
4. The test prediction accuracies using the N2C2S algorithm and the proposed algo-

rithm are given in the table 6. 

Table 6. Prediction accuracies using N2C2S algorithm and prosed algorithm 

Data sets Using N2C2S Exp A Exp B Exp C 

Glass 2 77.91+-2.5 77.97+-2.16 78.10+-1.97 76.6+-0.6 

Chapman * 80+-1.89  80.611+-1.75 81.33+-0.77 

Ionosphere 89.52+-2.26 90.64+-1.1 90+-0.9 90.38+-0.75 

Voting 96.09+-0.48 96.28+-1.58 95.8+-2.41 95.73+-2.65 

Breast Cancer 96.58+-0.24 95.83+-0.81 95.79+-0.9 95.7+-1.87 

                                                           
2  ◄   indicates that the prediction accuracy is less compared with other methods. 
3  ► indicates that the prediction accuracy is high compared with other methods. 
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5. Reference [15] gives the prediction accuracies using C5.0 and M5′ on the same 
data sets used in this study. The prediction accuracies of logistic regression and NN 
are compared with that obtained by using C5.0 and M5 algorithms in table 7. The 
results of C5.0 and M5′ are the averages and standard deviations from 10 runs of 
ten fold cross-validation experiments. The prediction accuracies using NN from 
experiment A are used here. 

Table 7. Prediction accuracies using NN, Logistic Regression, C5.0 and M5′ 

Data sets Prediction Accuracy using 

Neural Networks Logistic Regression C5.0 M5′ 
Glass 2 77.97+-2.16 69.88+1.09 78.27+-2.1  81.8+-2.2  

Chapman 80+-1.89  86.45+-1.01  * * 

Ionosphere 90.64+-1.1 87.74+-0.93  88.9+-1.6 89.7+-.12 

Voting 96.28+-1.58 95.53+-0.41 96.3+-0.6 96.2+-0.3 

Breast Cancer 95.83+-0.81 96.55+-0.16 94.5+-0.3 95.3+-0.3 

5 Discussion and Conclusions 

1. Table 6 shows that the prediction accuracies using N2C2S is same as that ob-
tained using the proposed algorithm. The proposed method of building the net-
work used 30 iterations for each run, thus taking more combinations of weights 
using Nguyen-Widrow initialization method into consideration to arrive at the re-
sults as compared to running the N2C2S algorithm [11] which uses random 
weight initialization only once. Also the results using N2C2S algorithm are based 
on a smaller training set than the one used for the experiments carried out. Thus 
the results using N2C2S algorithm are likely to change if more iterations and a 
larger training set is considered. 

2. The results in table 2 and 3 show that the hidden units obtained using proposed 
algorithm was less than that obtained using N2C2S over 2 data sets and greater in 
case of 2 other data sets. Thus it cannot be concluded if the non-freezing of 
weights has any advantage over freezing of weights on the number of hidden 
units and some more experiments need to be performed over different data sets to 
arrive at some conclusion. 

3. The prediction accuracy over training data sets using proposed algorithm was 
statistically better than that obtained using N2C2S algorithm over 3 data sets. 
From tables 2, 3 and 6, it is observed that the cross-validation accuracies and test 
accuracies obtained using both the algorithms are not significantly different. Thus 
the proposed algorithm should be preferred as the changes are easy to understand 
and implement as compared to the N2C2S algorithm.  

4. From table 4 it is observed there is no single experiment which has performance 
better than other 2 experiments. 

5. From tables 5 it is observed that NN gives better performance than logistic re-
gression 2 data sets; gives the same results on 2 data sets and lower than that of 
logistic regression on 1 data set. But it is observed that NN consumes more  
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execution time than logistic regression. Also logistic regression technique is a 
white-box technique which allows the interpretation of the model parameters 
whereas NN is a black box technique which does not allow the interpretation of 
the model. 

6. NN is better than C5.0 over 1 data set and equivalent in performance on the re-
maining data sets. 

7. Table 7 shows that M5′ is better than NN, logistic regression and C5.0 over 1 
dataset. M5′ is better than logistic regression over 2 data sets and equivalent in 
performance for the remaining datasets. M5′ and NN do not have significantly 
different accuracies except for 1 data set as mentioned at the starting of this point. 
M5′ and C5.0 do not have significantly different accuracies on the data sets ex-
cept for 1as mentioned at the starting of this point.  

8. C5.0 is better than logistic regression over 1 data set and equivalent in perfor-
mance on the remaining data sets. 

6 Future Work 

From tables 2, 3 and 6, the proposed algorithm for building the neural networks has 
given cross-validation prediction accuracies and test accuracies which are not signifi-
cantly different with that obtained by using the N2C2S algorithm. The further work 
will be to improve this algorithm so that the cross-validation accuracies are better than 
that obtained using N2C2S algorithm and the prediction accuracies over test data are 
better than that obtained by using N2C2S algorithm and logistic regression. Also 
some more experiments need to be performed using N2C2S algorithm and the 
changes suggested in point 1 of section 5. 

Acknowledgement. I am grateful to Tech Mahindra Centre of Excellence group for 
giving me the support to write this paper. 
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Abstract. Context Free Grammars (CFGs) are widely used in program-
ming language descriptions, natural language processing, compilers, and
other areas of software engineering where there is a need for describing
the syntactic structures of programs. Grammar inference (GI) is the in-
duction of CFGs from sample programs and is a challenging problem. We
describe an unsupervised GI approach which uses simplicity as the crite-
rion for directing the inference process and beam search for moving from
a complex to a simpler grammar. We use several operators to modify a
grammar and use the Minimum Description Length (MDL) Principle to
favor simple and compact grammars. The effectiveness of this approach
is shown by a case study of a domain specific language. The experimental
results show that an accurate grammar can be inferred in a reasonable
amount of time.

Keywords: grammar inference, context free grammar, domain specific
language, minimum description length, unsupervised learning.

1 Introduction

It is difficult to retrieve information from unsupervised data about which little
information is known. For unsupervised data generated by a grammar, induc-
tion of the underlying grammar is a challenge. However, machine learning of
grammars finds many applications in software engineering, syntactic pattern
recognition, computational biology, computational linguistics, speech recogni-
tion, natural language acquisition, etc. Recovery of grammars from legacy sys-
tems in software engineering is used to automatically generate different software
analysis and modification tools. Grammars for this case can be generated semi-
automatically from compilers and language references and other artifacts rather
than generating from scratch [5]. But in the application of generating grammars
for Domain Specific Languages (DSLs) [9] being designed by domain experts
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who may not be well versed in language design or implementation, no compilers
or language references exist and the idea suggested in [5] does not apply. The
syntactic structure of the underlying grammar needs to be generated entirely
based on the sample sentences of the language, which the domain experts are
able to provide.

Grammar inference [3] is a subfield of machine learning. Although it is believed
that learning the structure of Natural Languages solely from positive instances
is possible, Gold’s theorem [2] states that based on positive evidence only, it is
impossible to learn any class of languages other than those of finite cardinality.
Gold’s theorem provides one of the most important theoretical results in the
grammar induction field and proves that a learner, if using an “identification in
the limit” guessing rule, will be wrong only a finite number on times. Identifica-
tion in the limit of any of the four classes of languages in the Chomsky hierarchy
using only positive samples is impossible, but Chomsky hierarchy languages can
be generated with the use of both positive and negative samples which becomes
the complete representation of the corresponding language. Final generalization
in Gold’s theorem would be the automaton that accepts all the positive strings
but rejects all the negative strings. But using only the positive samples, it is
uncertain and difficult to determine when to stop the automaton process be-
cause of lack of negative samples. This suggests the need of some restriction
during the inference process. Several grammar induction techniques have been
developed for generating a grammar from positive samples only but it is still a
challenging research field. Though identification of general purpose programming
languages using grammar inference techniques is not feasible due to the large
search space required, we have found that small Domain Specific Languages can
still be inferred. The use of the Minimum Description Length (MDL) Principle
for grammar inference [6,13] has been tested under simple artificial grammars
but we show in this paper, along with experimental results, how well the MDL
principle works on a simple but real and complete DSL. The paper describes
how underlying grammars of a small DSL can be learned from positive samples.
In Section 2, we present related work in this area. Section 3 explains the Min-
imum Description Length Approach. The experimental results and evaluation
are given in Section 4. Finally we conclude in Section 5.

2 Related Work

Grammar inference has beenmainly successful in inferring regular languages.RPNI,
the Regular Positive and Negative Inference algorithm [11], was developed for
learning regular languages from the complete representation (positive and neg-
ative samples). The genetic approach [1] gives results which are comparable to
other approaches for regular languages. Context Free Grammar inference is more
difficult than regular grammar inference. Even the use of both negative and pos-
itive (characteristics) samples has not resulted in good success. The best results
have come from providing extra information to the inference process, for exam-
ple, the structure of the generated parse trees. Our goal is to find a new algorithm
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which entirely learns grammar from given positive samples when neither complete
structured sentences nor partially structured sentences are available.

Various works have used clustering as an approach to grammar inference.
An iterative biclustering approach [15] has been used for finding the clusters
and then grammar. Based upon the given corpus, a table T of the number
of appearances of each symbol pair in the corpus is created. This approach
generates a basic grammar based on biclusters in the corpus C, and replaces the
appearances of the symbol pairs (biclusters) by nonterminal symbols. The table
T is updated according to the reduction. The process is repeated until no further
rules can be generated.

GenInc [4] is an unsupervised CFG learning algorithm for assisting DSL devel-
opers who lack deep knowledge of computer science and programming language.
GenInc uses ordered characteristic positive samples and it is based on the PACS
(Probably Approximately Correct learning under Simple distributions)[7] learn-
ing paradigm and infers a grammar incrementally. GenInc analyzes one training
sample at a time, maintains only one CFG in the memory and does not reprocess
previously processed samples. It compares the current sample with the current
CFG and infers the next grammar. The requirement of ordered characteristic
samples limits the use of GenInc for real problems which may not be character-
istic. A different ordering of samples might result in a wrong grammar and the
difference between two successive samples should be small; only one new feature
is allowed, which again restricts the entire grammar inference process.

A memetic algorithm is a population-based evolutionary algorithm enhanced
with local search. MAGIc (Memetic Algorithm for Grammatical Inference) [8]
infers context free grammars from positive samples. An initial population of the
grammars is generated at the beginning using the Sequitur algorithm [10], that
detects repetition in a sample and factors it out by forming grammar rules. The
grammar generated by Sequitur is not generalized and parses only the samples
from which the grammar was generated. After initialization, an evolutionary
cycle is performed, where the population of grammars undergoes transformations
through local search, mutation, generalization and selection operators, which
selects grammars for the next generation based on individual fitness values. After
a certain number of generations, only those generated grammars that parse all
positive samples are returned as the result. In the local search step it uses the
Linux diff command to find the difference between two random samples and this
difference is used to change the selected grammar

3 Minimum Description Length Approach

We explore a method for grammar inference using Minimum Description Length
(MDL) [14], which incorporates a heuristic that tries to compress the grammar
as well as the encoding of the positive sentences by the grammar. Both GRIDS
(“GRammar Induction Driven by Simplicity”) [6] and e-GRIDS [13] direct the
search towards a simple grammar. Most of the prior works that use MDL for
grammar inference are either for some artificial grammars [13] or for sub-parts
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of natural language grammar like adjective phrase grammar [6]. Application of
the MDL approach to infer a grammar for domain specific languages like the
DESK language [12] is explored in this paper. Entirely based on positive sam-
ples, the initial step is to generate one grammar rule per sample. The initial
grammar is only able to recognize the input samples. We need to generalize this
grammar. The main problem in generalization is that the inferred grammar can
be overgeneralized and may recognize many sentences that are not in the target
language leading to a grammar that we are not interested in. Our main goal is to
infer a grammar that will be able to recognize all the positive samples but reject
negative samples. Because of the great chance of a grammar being overgeneral-
ized, most algorithms require negative samples as a part of the input, to prevent
overgeneralization of grammars. But for most programming languages, we only
have positive samples and hence, our approach should generate a grammar using
positive samples only. The heuristic that is used to prevent overgeneralization is
simplicity. This heuristic not only tries to compress the grammar but also the
encoding of all the positive samples by the grammar. Initially, a FLAT gram-
mar, which has one production rule per sentence, is generated. Once the FLAT
grammar is generated, the grammar rules are generalized using some operators.
Generalization can take a variable number of iterations but convergence is en-
sured as each iteration chooses the grammar that needs a minimum number
of bits to encode both the grammar and all the samples with respect to the
grammar. The evaluation function for choosing the best grammar is the sum of
Grammar Description Length (GDL) and Derivation Description Length (DDL)
and given by:

Number of bits = GDL+DDL

= |G|+ |code(D/G)|

where |G| is the number of bits required to represent the grammar and |code(D/G)|
is the number of bits required to represent the data (D) given the grammar |G|.
This heuristic directs the inference process towards a simple grammar but pre-
vents overly general grammars. Because of the consideration of both the Grammar
Description Length (GDL) and Derivation Description Length (DDL), the gram-
mar is neither overly general nor trivial. GDL prevents trivial grammar because
it tries to choose a grammar that can be encoded with few bits. At the same time,
DDL prevents unnecessarily overgeneralized grammar because it requires a larger
number of bits to encode the samples when the grammar is over-general. Hence, in
each iteration we improve our grammar and finally the process terminates giving
the best grammar such that the minimum number of bits are required to encode
both the grammar and samples given the grammar. Actually, DDL measures the
derivation power of the grammar and the best way to measure that is to count all
the derivations, which is not always possible. So, instead of counting all possible
derivations, we encode the samples with respect to the grammar and the number
of bits required is considered as the DDL. Three operators are used to modify the
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grammar. Before explaining how each operator is used to generalize the grammar,
calculation of GDL and DDL is explained with an example.

3.1 Grammar Description Length (GDL)

The encoding of grammar and data should be done in such a way that a hy-
pothetical recipient should be able to decode the bits to the original grammar
and data. The grammar is viewed as a piece of code and encoding is done on
the code. We separate all the grammar rules into three subsets and these three
subsets are encoded and sent to receiver sequentially. The first subset contains
all the rules having the start symbol as the head, the second subset contains all
the terminal (unary) rules and the third subset contains all the remaining rules.

1. First subset, which we call Start Rules (Srules), contains all the rules having
start symbol as head (i.e., left hand side of the rule is the start symbol).

2. Second subset, which we call Terminal Rules (Trules), contains all the rules
of the form X → α where X is any nonterminal symbol excluding start
symbol and α is any terminal symbol.

3. Third subset, which we call NonTerminal Rules (NTrules), contains all other
rules. Each rule in this subset will have only nonterminal symbols on the right
side. The head of each rule is one of the nonterminal symbols excluding start
symbol.

The bits required to encode all rules in the mentioned three subsets gives us the
GDL. The separation of the rules into three subsets makes encoding of each sub-
set independent of each other and hence, overall encoding is easier. First, all the
rules in Srules are encoded and transmitted. Similarly, encoding and transmission
of Trules is done and finally NTrules. But before encoding, rules are considered
as strings of symbols and each rule is separated from others by a special symbol
called the STOP symbol. The STOP symbol helps to determine when each rule
ends. Except the terminal rules whose right hand side (body of the rule) is a
single terminal symbol, all other rules have nonterminal symbol on both body
and head. The following three rules A → BC, C → CD and D → DE, which
belong to the last subset NTrules, are converted to ABC#CCD#DDE so that
each rule is separated by a special STOP symbol (#) and the first nonterminal
symbol after each # is known to be head of the rule and the remaining nontermi-
nal symbols are the body of the rule. Since, all the rules in the subset Srules have
the start symbol as the head and there is only one start symbol for the entire
grammar, the head of these rules can be ignored as it is obvious. Three rules
S → AB, S → BC and S → SB, belonging to the Srules subset, are encoded
as string of symbols as AB#BC#SB. Similarly, each rule in the Trules subset
has a single terminal symbol on the right side but can have any nonterminal
symbol except the start symbol on the left side. Therefore, there is no need of #
to separate these terminal rules as it is obvious that after each terminal symbol,
a new rule starts. Three rules A → a, B → b and C → c from the Trules subset
are encoded as AaBbCc.
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Now, we explain how the exact number of bits to encode the entire grammar
is calculated. As explained above, grammar rules are encoded as a string of sym-
bols and these symbols can be either terminal or nonterminal. So, we need to
find the number of unique nonterminal symbols and number of unique terminal
symbols in the grammar. As all the rules having head as the start symbol are
encoded separately, we exclude the start symbol while counting unique nonter-
minal symbols. Let countUNTs be the number of unique nonterminal symbols in
our grammar and the introduction of special STOP symbol (#) makes the total
count countUNTs +1. Therefore, the number of bits that are required to encode
each nonterminal symbol is1:

BitsNT = log(countUNTs + 1)

Let countUTs be the number of unique terminal symbols in our grammar; the
number of bits that are required to encode each terminal symbol is:

BitsT = log(countUTs)

After calculating the bits required for encoding each terminal and nonterminal
symbol, the total bits for encoding three subsets are calculated. Separation of
one subset from another by the STOP symbol # should be considered to find the
overall GDL after calculating the bits required for each subset. For encoding the
first subset (Srules), the total number of nonterminal symbols in each rule should
be found. Let the body of a rule in this subset have countbodyNTs nonterminal
symbols and when the STOP symbol (#) is added at the end of each rule, this
count becomes countruleNTs + 1. Therefore, the total bits required for encoding
all the rules in subset Srules is:

BitsSrules
=

∑
∀ rule in Srules

((countbodyNTs + 1)× log(countUNTs + 1)) (1)

Each rule in terminal subset Trules has exactly one nonterminal as the head and
one terminal as the body. As separation of rules does not require the STOP
symbol, each rule can be encoded just by encoding a nonterminal and a terminal
symbol. The total bits required for encoding all the rules in this subset is:

BitsTrules
=

∑
∀ rule in Trules

(log(countUNTs + 1) + log(countUTs)) (2)

For the third subset, let the body of each rule have a total of countbodyNTs

nonterminal symbols and adding the STOP symbol (#) and head symbol incre-
ments this count by two and makes it countbodyNTs + 2. The total bits required
for encoding all the rules in subset NTrules is:

BitsNTrules
=

∑
∀ rule inNTrules

((countbodyNTs + 2)× log(countUNTs + 1)) (3)

1 Log represents the logarithm for base 2.
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One subset is separated from other using a STOP symbol and the encoding of
this STOP symbol requires log(countUNTs+1). Now the total GDL is given by:

GDL = BitsSrules
+ log(countUNTs + 1) + BitsTrules

(4)

+log(countUNTs + 1) + BitsNTrules
(5)

Lets consider the grammar in Fig. 1. The start symbol of the grammar is N0.
There are only two nonterminal symbols (N1 and N3) and three terminal symbols
in the grammar. The first subset Srules contains the first rule, the second subset
Trules contains the remaining three rules and the third subset NTrules does not
have any rules. According to equation 1, we get

BitsSrules
= (2 + 1)× log(2 + 1)︸ ︷︷ ︸

N0→N1 N3

= 3 log(3) = 4.75 bits

Using the equation 2,

BitsTrules
= log(2 + 1) + log(3)︸ ︷︷ ︸

N1→print

+ log(2 + 1) + log(3)︸ ︷︷ ︸
N3→id

+ log(2 + 1) + log(3)︸ ︷︷ ︸
N3→number

= 9.5 bits

And, BitsNTrules
= 0

Therefore, using equation 4,

GDL = BitsSrules
+ log(countUNTs + 1) + BitsTrules

+log(countUNTs + 1) + BitsNTrules

= 4.75 + log(2 + 1) + 9.5 + log(2 + 1) + 0

= 17.42 bits

3.2 Derivation Description Length (DDL)

The number of bits required to encode all the samples based on the grammar G
is the derivation description length. It should consider the complete derivation
of each sample from the grammar G. As shown in Fig. 2, the complete derivation
of the sample should be considered. To encode a sample “print id”, the reader
should be told which one of the start rules is used for parsing the current sample.
According to the grammar in Fig.1, as there is only one start rule N0 → N1 N3,
log(1) bits are required to specify the start rule. Again, other rules that are
used for parsing the given sentence should also be specified uniquely. There is
only one rule having N1 as head, so log(1) bits required for specifying the rule
N1 → print. Similarly, there are two rules having N3 as the head and one of
the two rules used in deriving the sample should be specified uniquely, so this
requires log(2) bits. The total DDL for this single sample is log(1) + log(1) +
log(2) = 1.

In this way, by adding the contribution to the DDL from each sample, the
overall DDL is found. So, search will be performed and the grammar that requires
the minimum bits for encoding both the grammar and data is chosen.
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N0 → N1 N3

N1 → print

N3 → id

N3 → number

Fig. 1. Sample grammar to show calculation of GDL

Fig. 2. Effect of sample ′′print id′′ on DDL

3.3 Operators

Different operators that are used to modify and generalize a grammar are ex-
plained in this section.

Merge Operator. The merge operator merges two nonterminal symbols into a
new nonterminal symbol. Every occurrence of the merged nonterminals is re-
placed by the new nonterminal symbol. If nonterminals X and Y are merged
into a new common nonterminal Z, then every occurrence of X is replaced by Z,
and likewise for Y. For example, merging of X and Y into Z for a rewrite rule
S → X P Y produces a rule S → Z P Z. The resulting grammar after using this
operator always has greater coverage than before. But at the same time, the to-
tal number of nonterminal decreases and some of the production rules might be
eliminated because merging of two nonterminals might produce identical pro-
duction rules and hence GDL always decreases. The DDL either decreases or
increases depending upon the number of eliminated rules. If no rules are elimi-
nated, DDL always increases because of the increase in grammar coverage. Table
1 shows the effect of the Merge Operator on a sample grammar.

Create Operator. The create operator creates a new nonterminal symbol from
two consecutive nonterminals, that is, a sequence of nonterminals of length 2 is



Grammar Inference 149

Table 1. The effect of Merge Operator, when N2 and N3 are merged

Before “Merge Operator” After “Merge Operator”

N0 → N5 N2

N0 → N5 N3

N5 → print

N2 → id

N3 → number

N0 → N5 N4

N5 → print

N4 → id

N4 → number

renamed as a new nonterminal. A new production rule is created and all the
occurrences of those two consecutive nonterminals are replaced by the new non-
terminal. If the sequence XY is renamed to Z, a rewrite rule Z → X Y is added
and all the occurrences of XY are substituted by Z. The coverage of the grammar
remains the same and hence the DDL is unchanged. Because of the introduction
of the new rule, the GDL slightly increases, but the substitution of XY by Z
slightly decreases the GDL. So, depending upon the substituted sequences of
nonterminals, the GDL sometimes increases and sometimes decreases. Table 2
shows the effect of the Create Operator on a sample grammar.

Table 2. The effect of Create Operator, when N2 and N4 are combined

Before “Create Operator” After “Create Operator”

N0 → N1 N3 N2 N4

N0 → N1 N4 N2 N4

N1 → print

N3 → id

N4 → number

N2 → +

N0 → N1 N3 N5

N0 → N1 N4 N5

N5 → N2 N4

N1 → print

N3 → id

N4 → number

N2 → +

Create Optional Operator. Only using merge and create operators resulted in
grammars that were less general than we expected. Therefore, we defined an
additional operator to create a new production rule by (optionally) attaching a
nonterminal at the end of the rule produced by the create operator. If the create
operator produces a rule Z → X Y , then the create optional operator appends
a new rule Z → X Y N where N is any existing nonterminal. This operator
doesn’t change the original rule but adds one more production rule and makes
the appended nonterminal optional with respect to the original rule. GDL and
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DDL both get affected because of the addition of the new rule and the chance
of eliminating some duplicate rules. Table 3 shows the effect of Create Optional
Operator on a sample grammar.

Table 3. The effect of Create Optional Operator, making N5 optional on rule N5 →
N2 N4

Before “Create Optional After “Create Optional
Operator” Operator”

N0 → N1 N3 N5

N0 → N1 N4 N5

N5 → N2 N4

N1 → print

N3 → id

N4 → number

N2 → +

N0 → N1 N3 N5

N0 → N1 N4 N5

N5 → N2 N4

N5 → N2 N4 N5

N1 → print

N3 → id

N4 → number

N2 → +

Learning Process. A beam search is used for selecting the best n grammars.
The initial grammar has a single production rule for a single sentence (the beam
contains only the single grammar initially). During the learning process, each of
the operators is repeatedly applied unless the beam search can’t find any better
grammars than the original. Initially, the merge operator is applied to the initial
grammar and all ways of merging nonterminal symbols are explored. For each
of the grammars in the beam, corresponding successor grammars are created
by repeatedly applying the merge operator and those grammars that require
the minimum number of bits to encode are chosen for the next iteration. When
the merge operator can’t produce any better grammars, the process switches
mode and starts applying the create operator. As with the merge operator,
for each grammar in the beam, the create operator is applied repeatedly and
corresponding successor grammars are generated. These grammars are evaluated
and the beam search selects the best n grammars. If this operator can’t produce
any successor grammars better than the parent grammar, it tries to use the
next operator. At last the create optional operator is applied, and selection and
termination are same as other operators. This entire process repeats until none of
the operators can produce successor grammars better than the parent grammar.
The best grammar from the beam is chosen and it is the inferred grammar.

4 Experimental Result and Evaluation

Since the main goal of this work is the inference of grammars for DSLs, we per-
formed an experiment on samples of the DESK calculator language [12]. As the
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Table 4. The original and inferred grammar of DESK language

Original DESK Grammar Inferred DESK Grammar

N0 → printE C

E → E + F

E → F

F → id

F → number

C → whereDs

C → ε

Ds → D

Ds → Ds ; D

D → id = number

N0 → N5 N4

N0 → N5 N8

N5 → N5 N2

N5 → N5 N3

N2 → N3 N3

N3 → N4 +

N8 → N4 N7

N8 → N8 N9

N7 → whereN6

N6 → N10 N4

N10 → N4 =

N9 → ; N6

N5 → print

N4 → id

N4 → number

MDL approach requires a very large number of sample sentences, a large num-
ber of samples were generated from the original grammar. All the samples were
randomly generated because expansion of ambiguous nonterminals was selected
randomly. We tried the MDL approach by changing beam size, total number of
positive samples and maximum length of each sample. The left column of Table 4
displays the original grammar and right column displays the inferred grammar
when beam size = 2, maximum length of sample = 30 and total number of
positive samples = 400.

The inferred grammar has recursive power that can generate samples of any
length and can generate every string that the original grammar can. The inferred
grammar is almost in Chomsky Normal Form (CNF), which makes it easier to
visualize the grammar. Although the inferred grammar is not exactly same as
the original grammar, we can conclude that the Minimum Description Length
approach gives us a very good grammar that contains both recursive and optional
production rules. In our inferred grammar, some unwanted production rules exist
because the operators that were used in the learning process were not able to
make the grammar completely unambiguous.

After inferring the final grammar from the MDL approach, each nonterminal
symbol which only has a single terminal rule and is used only once in the entire
grammar is replaced by the corresponding terminal symbol and that terminal
rule is deleted from the grammar. This last step does not change the coverage
of the grammar but makes it look user friendly and more understandable.
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However, the inferred grammar has slightly higher coverage than the origi-
nal grammar. In the original grammar, the condition after the terminal symbol
where has a sequence of id = number separated by semicolons, whereas the
inferred grammar has a sequence of N4 = N4 separated by semicolons (and
N4 → id | number). This is caused by the merge operator, which merges
two nonterminals into a new nonterminal. As illustrated in Table 1 on a sam-
ple grammar, the merge operator merges nonterminals N2 (N2 → id) and N3

(N3 → number) into a new common nonterminal N4 thereby resulting in pro-
duction rules N4 → id and N4 → number. Replacing every occurrence of both
N2 and N3 by N4 changes the sequence id = number into N4 = N4. Although
this operator is a part of the algorithm previously used in [6,13], the correction
step to prevent such generalization has not been explored yet. We believe that
the entire learning process should be adjusted to address this problem and we
plan to explore this direction in future.

5 Conclusion and Future Work

We explained an approach of grammar induction that uses the minimum de-
scription length principle. The MDL approach, which tries to bias the learning
process towards simple grammars, considers both the encoding length of a gram-
mar as well as the encoding length of samples with respect to the grammar and
is able to prevent the grammar both from being trivial and overly general. The
entire grammar induction is based on MDL, beam search and three learning
operators, and is able to infer a correct grammar for DESK language without
the need of negative samples. Most of the previous work [6,13] that studies the
use of the MDL principle for grammar inference draws a conclusion from the
grammar inference of simple artificial languages, which might be different than
the real existing languages in various aspects. We experimentally illustrate how
well grammar inference based on the MDL principle works on a simple but real
and complete DSL. This study evaluates the application of the MDL principle
on grammar inference of a language that was never exploited using the learning
algorithm and heuristic which we have used. We reach a conclusion that MDL
based grammar inference approach is effective in learning the grammar not only
of simple artificial languages but of a real existing DSL.

Exploring more operators for improving the inferred grammar will be our fu-
ture goal. Comparing to the original grammar, the inferred grammar, although
bigger, has almost the same coverage. Introduction of extra nonterminals and ab-
sence of rules with three symbols in the body in our inferred grammar increased
its size. In the future, we want to explore more about the reduction of size of
the inferred grammar. To automatically learn a grammar having exactly the
same rules as in the original grammar is extremely difficult. So, rather than just
comparing the size and the coverage of our inferred grammar with the original
grammar, our future plan will be to compare it against the one inferred by other
state-of-art grammar inference approaches. At this point, the MDL approach is
tested only for the DESK language. We are interested to look at more real DSL
languages and analyze the behavior of this learning algorithm.
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Abstract. Random Forest is a computationally efficient technique that
can operate quickly over large datasets. It has been used in many re-
cent research projects and real-world applications in diverse domains.
However, the associated literature provides almost no directions about
how many trees should be used to compose a Random Forest. The re-
search reported here analyzes whether there is an optimal number of
trees within a Random Forest, i.e., a threshold from which increasing
the number of trees would bring no significant performance gain, and
would only increase the computational cost. Our main conclusions are:
as the number of trees grows, it does not always mean the performance
of the forest is significantly better than previous forests (fewer trees),
and doubling the number of trees is worthless. It is also possible to state
there is a threshold beyond which there is no significant gain, unless a
huge computational environment is available. In addition, it was found
an experimental relationship for the AUC gain when doubling the num-
ber of trees in any forest. Furthermore, as the number of trees grows,
the full set of attributes tend to be used within a Random Forest, which
may not be interesting in the biomedical domain. Additionally, datasets’
density-based metrics proposed here probably capture some aspects of
the VC dimension on decision trees and low-density datasets may require
large capacity machines whilst the opposite also seems to be true.

Keywords: Random Forest, VC Dimension, Number of Trees.

1 Introduction

A great interest in the machine learning research concerns ensemble learning —
methods that generate many classifiers and combine their results. It is largely
accepted that the performance of a set of many weak classifiers is usually better
than a single classifier given the same quantity of train information [28]. En-
semble methods widely known are boosting [12], bagging [8], and more recently
Random Forests [7,24].

The boosting method creates different base learners by sequentially reweight-
ing the instances in the training set. At the beginning, all instances are initialized
with equal weights. Each instance misclassified by the previous base learner will
get a larger weight in the next round, in order to try to classify it correctly. The
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error is computed, the weight of the correctly classified instances is lowered, and
the weight of the incorrectly classified instances is increased. The vote of each
individual learner is weighted proportionally to its performance [31].

In the bagging method (bootstrap aggregation), different training subsets are
randomly drawn with replacement from the entire training set. Each training
subset is fed as input to base learners. All extracted learners are combined us-
ing a majority vote. While bagging can generate classifiers in parallel, boosting
generates them sequentially.

Random Forest is another ensemble method, which constructs many decision
trees that will be used to classify a new instance by the majority vote. Each
decision tree node uses a subset of attributes randomly selected from the whole
original set of attributes. Additionally, each tree uses a different bootstrap sample
data in the same manner as bagging.

Normally, bagging is almost always more accurate than a single classifier, but
it is sometimes much less accurate than boosting. On the other hand, boosting
can create ensembles that are less accurate than a single classifier. In some
situations, boosting can overfit noisy datasets, thus decreasing its performance.
Random Forests, on the other hand, are more robust than boosting with respect
to noise; faster than bagging and boosting; their performance is as good as
boosting and sometimes better, and they do not overfit [7].

Nowadays, Random Forest is a method of ensemble learning widely used in
the literature and applied fields. But the associate literature provides few or no
directions about how many trees should be used to compose a Random Forest.
In general, the user sets the number of trees in a trial and error basis. Sometimes
when s/he increases the number of trees, in fact, only more computational power
is spent, for almost no performance gain. In this study, we have analyzed the
performance of Random Forests as the number of trees grows (from 2 to 4096
trees, and doubling the number of trees at every iteration), aiming to seek out
for a number (or a range of numbers) of trees from which there is no more
significant performance gain, unless huge computational resources are available
for large datasets. As a complementary contribution, we have also analyzed the
number (percentage) of attributes appearing within Random Forests of growing
sizes.

The remaining of this paper is organized as follows. Section 2 describes some
related work. Section 3 describes what Random Tree and Random Forest are
and how they work. Section 4 provides some density-based metrics used to group
datasets described in Section 5. Section 6 describes the methodology used, and
results of the experiments are shown in Section 7. Section 8 presents some con-
clusions from this work.

2 Related Work

Since Random Forests are efficient, multi-class, and able to handle large at-
tribute space, they have been widely used in several domains such as real-time
face recognition [29], bioinformatics [16], and there are also some recent research
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in medical domain, for instance [18,6,21,19] as well as medical image segmenta-
tion [33,22,34,15,32].

A tracking algorithm using adaptive random forests for real-time face track-
ing is proposed by [29], and the approach was equally applicable to tracking any
moving object. One of the first illustrations of successfully analyzing genome-
wide association (GWA) data with Random Forests is presented in [16]. Random
Forests, support vector machines, and artificial neural network models are de-
veloped in [18] to diagnose acute appendicitis. Random Forests are used in [6]
to detect curvilinear structure in mammograms, and to decide whether it is
normal or abnormal. In [21] it is introduced an efficient keyword based medi-
cal image retrieval method using image classification with Random Forests. A
novel algorithm for the efficient classification of X-ray images to enhance the
accuracy and performance using Random Forests with Local Binary Patterns is
presented in [19]. An enhancement of the Random Forests to segment 3D ob-
jects in different 3D medical imaging modalities is proposed in [33]. Random
Forests are evaluated on the problem of automatic myocardial tissue delineation
in real-time 3D echocardiography in [22]. In [34] a new algorithm is presented
for the automatic segmentation and classification of brain tissue from 3D MR
scans. In [15] a new algorithm is presented for the automatic segmentation of
Multiple Sclerosis (MS) lesions in 3D MR images. An automatic 3D Random
Forests method which is applied to segment the fetal femur in 3D ultrasound
and a weighted voting mechanism is proposed to generate the probabilistic class
label is developed in [32].

There is one similar work to the one presented here. In [20] is proposed a simple
procedure that a priori determine the minimum number of classifiers. They
applied the procedure to four multiple classifiers systems, among them Random
Forests. They used 5 large datasets, and produced forests with a maximum of
200 trees. They concluded that it was possible to limit the number of trees,
and this minimum number could vary from one classifier combination method
to another. In this study we have evaluated 29 datasets in forests with up to
4096 trees. In addition, we have also evaluated the percentage of attributes used
in each forest.

3 Random Trees and Random Forests

Assume a training set T with a attributes, n instances, and define Tk a boot-
strap training set sampled from T with replacement, and containing m random
attributes (m ≤ a) with n instances.

A Random Tree is a tree drawn at random from a set of possible trees, with m
random attributes at each node. The term “at random” means that each tree has
an equal chance of being sampled. Random Trees can be efficiently generated,
and the combination of large sets of Random Trees generally lead to accurate
models [35,10].
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A Random Forest is defined formally as follows [7]: it is a classifier consisting
of a collection of tree structured classifiers {hk(x, Tk)}, k = 1, 2, . . . , L, where
Tk are independent identically distributed random samples, and each tree casts
a unit vote for the most popular class at input x.

As already mentioned, Random Forests employ the same method bagging
does to produce random samples of training sets (bootstrap samples) for each
Random Tree. Each new training set is built, with replacement, from the original
training set. Thus, the tree is built using the new subset, and a random attribute
selection. The best split on the random attributes selected is used to split the
node. The trees grown are not pruned.

The use of bagging method is justified by two reasons [7]: the use of bagging
seems to enhance performance when random attributes are used; and bagging
can be used to give ongoing estimates of the generalization error of the combined
ensemble of trees, as well as estimates for the strength and correlation. Theses
estimates are performed out-of-bag. In a Random Forest, the out-of-bag method
works as follows: given a specific training set T , generate bootstrap training
sets Tk, construct classifiers {hk(x, Tk)} and let them vote to create the bagged
classifier. For each (x, y) in the training set, aggregate the votes only over those
classifiers for which Tk does not contain (x, y). This is the out-of-bag classifier.
Then the out-of-bag estimate for the generalization error is the error rate of the
out-of-bag classifier on the training set.

The error of a forest depends on the strength of the individual trees in the
forest, and the correlation between any two trees in the forest. The strength
can be interpreted as a measure of performance for each tree. Increasing the
correlation increases the forest error rate, and increasing the strength of the
individual trees decreases the forest error rate inasmuch as a tree with a low error
rate is a strong classifier. Reducing the number of random attributes selected
reduces both the correlation and the strength [23].

4 Density-Based Metrics for Datasets

It is well known from the computational learning theory that, given a hypotheses
space (in this case, defined by the Random Forest classifier), it is possible to
determine the training set complexity (size) for a learner to converge (with high
probability) to a successful hypothesis [25, Chap. 7]. This requires knowing the
hypotheses space size (i.e., its cardinality) or its capacity provided by the VC
dimension [30]. In practice, finding the hypotheses space size or capacity is hard,
and only recently an approach has defined the VC dimension for binary decision
trees, at least partially, since it was defined in terms of left and right subtrees [4],
whereas the gold standard should be defined in terms of the instances space.

On the other hand, datasets (instances space) metrics are much less discussed
in the literature. Our concern is, once the hypotheses space is fixed (but its size
or its VC dimension are both unknown or infinite), which training sets seem to
have enough content so that learning could be successful. In a related work we
have proposed some class balance metrics [27]. Since in this study we have used
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datasets with very different numbers of classes, instances and attributes, they
cannot be grouped in some (intuitive) sense using these three dimensions. For
this purpose, we suggest here three different metrics, shown in (1), (2), and (3),
where each dataset has c classes, a attributes, and n instances.

These metrics have been designed using the following ideas. For a physical
object, the density D is its mass divided by its volume. For a dataset, we have
considered its mass as the number of instances; its volume given by its attributes.
Here we have used the concept the volume of an object (dataset) is understood
as its capacity, i.e., the amount of fluid (attributes) that the object could hold,
rather than the amount of space the object itself displaces. Under these consid-
erations, we have D � n

a . Since, in general, these numbers vary considerably, a
better way to looking at them was using both numbers in the natural logarithmic
scale, D � lnn

lna which lead us to (1). In the next metric we have considered the
number of instances (mass) is rarefied by the number of classes, therefore pro-
viding (2), and the last one embraces empty datasets (no instances) and datasets
without the class label (unsupervised learning).

D1 � loga n (1)

D2 � loga
n

c
(2)

D3 � loga
n + 1

c + 1
(3)

Considering the common assumption in machine learning that c ≤ n (in general,
c� n ), it is obvious that, for every metric Di, Di ≥ 0, i = 1, 2, 3. We considered
that if Di < 1, the density is low, and perhaps learning from this dataset should
be difficult, under the computational point of view. Otherwise, Di ≥ 1, the
density is high, and learning may be easier.

According to [4] the VC dimension of a binary tree is VC = 0.7(1 + VCl +
VCr − log a) + 1.2 logM , where VCl and VCr represent the VC dimension of its
left and right subtrees and M is the number of nodes in the tree. Considering
this, our density-based metrics may capture important information about the VC
dimension: (i) the number a of attributes is directly expressed in this equation;
(ii) since having more classes implies the tree must have more leaves, the number
c of classes is related to the number of leaves, and more leaves implies larger M ,
therefore c is related to M , and probably VCl and VCr; (iii) the number n of
instances does not appear directly in this expression but it is surely related to
VCl, VCr, a and/or M , once the VC dimension of a hypotheses space is defined
over the instances space [25, Section 7.4.2].

Intuitively, decision trees are able to represent the family of boolean functions
and, in this case, the number n of required training instances for a boolean at-
tributes is n = 2a, and therefore a = log2 n; in other words, n is related to a as
well as M , since more nodes are necessary for larger a values. For these prob-
lems expressed by boolean functions with a ≥ 2 attributes and n = 2a instances,
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Table 1. Density-based metrics for binary class problems (c = 2) expressed by boolean
functions with a attributes and n = 2a instances

a n D1 D2 D3

2 4 2.00 1.00 0.74
3 8 1.89 1.26 1.00
4 16 2.00 1.50 1.25
5 32 2.15 1.72 1.49

Di ≥ 1 (except D3 = 0.74 for a = 2), according to Table 1. Nevertheless, the
proposed metrics are able to capture the fact binary class problems have high-
density, indicating there is, probably, enough content so learning can take place.

5 Datasets

The experiments reported here used 29 datasets, all representing real medical
data, and none of which had missing values for the class attribute. The biomedi-
cal domain is of particular interest since it allows one to evaluate Random Forests
under real and difficult situations often faced by human experts.

Table 2 shows a summary of the datasets, and the corresponding density
metrics defined in the previous section. Datasets are ordered according to metric
D2, obtaining 8 low-density and 21 high-density datasets. In the remaining of
this section, a brief description of each dataset is provided.

Breast Cancer, Lung Cancer, CNS (Central Nervous System Tumour Out-
come), Lymphoma, GCM (Global Cancer Map), Ovarian 61902, Leukemia,
Leukemia nom., WBC (Wisconsin Breast Cancer),WDBC (Wisconsin Diagnos-
tic Breast Cancer), Lymphography and H. Survival (H. stands for Haberman’s
are all related to cancer and their attributes consist of clinical, laboratory and
gene expression data. Leukemia and Leukemia nom. represent the same data,
but the second one had its attributes discretized [26]. C. Arrhythmia (C. stands
for Cardiac), Heart Statlog, HD Cleveland, HD Hungarian and HD Switz. (Switz.
stands for Switzerland) are related to heart diseases and their attributes repre-
sent clinical and laboratory data. Allhyper, Allhypo, ANN Thyroid, Hypothyroid,
Sick and Thyroid 0387 are a series of datasets related to thyroid conditions. Hep-
atitis and Liver Disorders are related to liver diseases, whereas C. Method (C.
stands for Contraceptive), Dermatology, Pima Diabetes (Pima Indians Diabetes)
and P. Patient (P. stands for Postoperative) are other datasets related to hu-
man conditions. Splice Junction is related to the task of predicting boundaries
between exons and introns. Datasets were obtained from the UCI Repository
[11], except CNS, Lymphoma, GCM and ECML were obtained from [2]; Ovar-
ian 61902 was obtained from [3]; Leukemia and Leukemia nom. were obtained
from [1].
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Table 2. Summary of the datasets used in the experiments, where n indicates the
number of instances; c represents the number of classes; a, a# and aa indicates the total
number of attributes, the number of numerical and the number of nominal attributes,
respectively; MISS represents the percentage of attributes with missing values, not
considering the class attribute; the last 3 columns are the density metrics D1, D2, D3

of each dataset, respectively. Datasets are in ascending order by D2.

Dataset n c a(a#,aa) MISS D1 D2 D3

GCM 190 14 16063 (16063, 0) 0.00% 0.54 0.27 0.26
Lymphoma 96 9 4026 (4026, 0) 5.09% 0.55 0.28 0.27
CNS 60 2 7129 (7129, 0) 0.00% 0.46 0.38 0.34
Leukemia 72 2 7129 (7129, 0) 0.00% 0.48 0.40 0.36
Leukemia nom. 72 2 7129 (7129, 0) 0.00% 0.48 0.40 0.36
Ovarian 61902 253 2 15154 (15154, 0) 0.00% 0.57 0.50 0.46
Lung Cancer 32 3 56 (0, 56) 0.28% 0.86 0.59 0.52
C. Arrhythmia 452 16 279 (206, 73) 0.32% 1.08 0.59 0.58

Dermatology 366 6 34 (1, 33) 0.06% 1.67 1.17 1.12
HD Switz. 123 5 13 (6, 7) 17.07% 1.88 1.25 1.18
Lymphography 148 4 18 (3, 15) 0.00% 1.73 1.25 1.17
Hepatitis 155 2 19 (6, 13) 5.67% 1.71 1.48 1.34
HD Hungarian 294 5 13 (6, 7) 20.46% 2.21 1.59 1.52
HD Cleveland 303 5 13 (6, 7) 0.18% 2.22 1.60 1.53
P. Patient 90 3 8 (0, 8) 0.42% 2.16 1.63 1.50
WDBC 569 2 30 (30, 0) 0.00% 1.86 1.66 1.54
Splice Junction 3190 3 60 (0, 60) 0.00% 1.97 1.70 1.63
Heart Statlog 270 2 13 (13, 0) 0.00% 2.18 1.91 1.75
Allhyper 3772 5 29 (7, 22) 5.54% 2.44 1.97 1.91
Allhypo 3772 4 29 (7, 22) 5.54% 2.44 2.03 1.97
Sick 3772 2 29 (7, 22) 5.54% 2.44 2.24 2.12
Breast Cancer 286 2 9 (0, 9) 0.35% 2.57 2.26 2.07
Hypothyroid 3163 2 25 (7, 18) 6.74% 2.50 2.29 2.16
ANN Thyroid 7200 3 21 (6, 15) 0.00% 2.92 2.56 2.46
WBC 699 2 9 (9, 0) 0.25% 2.98 2.66 2.48
C. Method 1473 3 9 (2, 7) 0.00% 3.32 2.82 2.69
Pima Diabetes 768 2 8 (8, 0) 0.00% 3.19 2.86 2.67
Liver Disorders 345 2 6 (6, 0) 0.00% 3.26 2.87 2.65
H. Survival 306 2 3 (2, 1) 0.00% 5.21 4.58 4.21

6 Experimental Methodology

Using the open source machine learning Weka [17], experiments were conducted
building Random Forests with varying number of trees in exponential rates using
base two, i.e., L = 2j , j = 1, 2, . . . , 12. Two measures to analyze the results
were chosen: the weighted average area under the ROC curve (AUC), and the
percentage of attributes used in each Random Forest. To assess performance,
the experiments used ten repetitions of 10-fold cross-validation. The average of
all repetitions for a given forest on a certain dataset was taken as the value of
performance (AUC and percentage) for the pair.

In order to analyze if the results were significantly different, we applied the
Friedman test [13], considering a significance level of 5%. If the Friedman test
rejects the null hypothesis, a post-hoc test is necessary to check in which classifier
pairs the differences actually are significant [9]. The post-hoc test used was the
Benjamini-Hochberg [5], and we performed an all versus all comparison, making
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all possible comparisons among the twelve forests. The tests were performed
using the R software for statistical computing (http://www.r-project.org/).

7 Results and Discussion

The AUC values obtained for each dataset, and each number of trees within a
Random Forest are presented in Table 3. We also provide in this table mean and
median figures as well as the average rank obtained in the Friedman test. Mean,
median and average rank are presented for the following groups: all datasets;
only the 8 low-density datasets; and only the 21 high-density ones.

As can be seen, in all groups (all/8 low-density/21 high-density) the forest
with 4096 trees has the smallest (best) rank of all. Besides, in the 21 high-density
group, we can observe the forests with 2048 and 4096 trees have the same rank.
Analyzing the group using all datasets and the 8 low-density datasets, we can
notice that the forest with 512 trees has a better rank than the forest with 1024
trees, contrary to what would be expected. Another interesting result concerns
mean and median values of high-density datasets for each one of the first three
iterations, L = 2, 4, 8, are larger than low-density ones; the contrary is true for
L = 16, . . . , 4096. This may suggest low-density datasets, in fact, require more
expressiveness power (larger forests) than high-density ones. This expressiveness
power, of course, can be expressed as the Random Forests (hypotheses) space
size or its VC dimension, as explained in Section 4.

In order to get a better understanding, AUC values are also presented in
boxplots in Figures 1, 2 and 3 considering all datasets, only the 8 low-density
datasets and only the 21 high-density datasets, respectively. As can be seen, in
Figures 1 and 2, both mean and median increase as the number of trees grows,
but from 64 trees and beyond these figures do not present major changes. In
Figure 3, mean and median do not present major changes from 32 trees and 16
trees, respectively.

With these results we can notice an asymptotical behavior, where increases in
the AUC values are harder to obtain, even doubling the number of trees within
a forest. One way to comprehend this asymptotical behavior is computing the
AUC difference from one iteration to the next (for instance, from 2 to 4, 4 to
8, etc.). These results are presented in Figures 4, 5 and 6 for all, 8 low-density
and 21 high-density datasets, respectively. For this analysis, we have excluded
AUC differences from datasets reaching AUC value equal to 99.99% before 4096
trees (boldface figures in Table 3). Analyzing them, we can notice that using
all datasets and the 8 low-density datasets AUC differences (mean and median)
between 32 and 64 trees in the forest are below 1%. Considering the 21 high-
density datasets, these differences are below 1% between 16 and 32 trees in the
forest, and below 0.3% between 32 and 64 trees.

Analyzing Figures 4, 5 and 6, we have adjusted mean and median values by
least squares fit to the curve g = aLb, where g represents the percentage AUC
difference (gain), and L is the number of trees within the forest. We have obtained

http://www.r-project.org/
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Table 3. AUC values, mean, median and average rank obtained in the experiments.
Boldface figures represent values excluded from the AUC difference analysis.

Datasets
Number of Trees

2 4 8 16 32 64 128 256 512 1024 2048 4096

GCM 0.72 0.77 0.83 0.87 0.89 0.91 0.91 0.92 0.92 0.92 0.93 0.93
Lymphoma 0.85 0.92 0.96 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99
CNS 0.50 0.52 0.56 0.58 0.59 0.59 0.59 0.58 0.60 0.60 0.60 0.60
Leukemia 0.76 0.85 0.93 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 1.00
Leukemia nom. 0.72 0.81 0.91 0.96 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Ovarian 61902 0.90 0.96 0.98 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00
Lung Cancer 0.58 0.64 0.66 0.65 0.65 0.66 0.66 0.68 0.69 0.68 0.68 0.69
C. Arrhythmia 0.71 0.77 0.82 0.85 0.87 0.88 0.89 0.89 0.89 0.89 0.89 0.89

Dermatology 0.97 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
HD Switz. 0.55 0.55 0.58 0.58 0.60 0.61 0.60 0.60 0.60 0.61 0.61 0.61
Lymphography 0.82 0.87 0.90 0.92 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93
Hepatitis 0.76 0.80 0.83 0.84 0.85 0.85 0.85 0.85 0.86 0.85 0.86 0.86
HD Hungarian 0.80 0.84 0.86 0.87 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88
HD Cleveland 0.80 0.84 0.87 0.88 0.89 0.89 0.90 0.89 0.89 0.89 0.90 0.90
P. Patient 0.45 0.45 0.46 0.46 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
WDBC 0.96 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
Splice Junction 0.87 0.93 0.97 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00
Heart Statlog 0.80 0.84 0.87 0.89 0.89 0.89 0.90 0.90 0.90 0.90 0.90 0.90
Allhyper 0.89 0.95 0.98 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Allhypo 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Sick 0.92 0.97 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Breast Cancer 0.60 0.63 0.64 0.65 0.65 0.66 0.66 0.67 0.66 0.66 0.66 0.66
Hypothyroid 0.95 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
ANN Thyroid 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
WBC 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
C. Method 0.62 0.64 0.66 0.66 0.67 0.67 0.67 0.68 0.68 0.68 0.68 0.68
Pima Diabetes 0.72 0.76 0.79 0.81 0.81 0.82 0.82 0.82 0.82 0.82 0.83 0.83
Liver Disorders 0.66 0.70 0.72 0.74 0.75 0.76 0.76 0.77 0.77 0.77 0.77 0.77
H. Survival 0.58 0.60 0.61 0.62 0.63 0.63 0.64 0.64 0.64 0.64 0.64 0.64

All

Mean 0.77 0.81 0.84 0.85 0.86 0.86 0.86 0.87 0.87 0.87 0.87 0.87
Median 0.80 0.84 0.87 0.89 0.89 0.91 0.91 0.92 0.92 0.92 0.93 0.93
Average rank 11.83 10.55 8.79 8.05 6.88 5.81 5.12 4.62 4.31 4.39 3.91 3.72

8 low-density

Mean 0.72 0.78 0.83 0.85 0.87 0.88 0.88 0.88 0.88 0.88 0.89 0.89
Median 0.72 0.79 0.87 0.91 0.93 0.94 0.95 0.96 0.96 0.96 0.96 0.96
Average rank 12.00 11.00 9.62 8.81 7.94 6.25 4.81 4.44 3.37 3.69 3.37 2.69

21 high-density

Mean 0.79 0.82 0.84 0.85 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86
Median 0.80 0.84 0.87 0.89 0.89 0.89 0.90 0.90 0.90 0.90 0.90 0.90
Average rank 11.76 10.38 8.47 7.76 6.47 5.64 5.24 4.69 4.66 4.66 4.12 4.12
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(for all datasets) using the median AUC difference a = 6.42 and b = −0.83 with
correlation coefficient R2 = 0.99, and using the mean AUC difference a = 6.06
and b = −0.65 with correlation coefficient R2 = 0.98. For practical purposes, it is
possible to approximate to g � 7

L% with correlation coefficient R2 = 0.99, which
indicates that this is a good fit as well. For instance, having L = 8 trees with AUC
equals 0.90 its possible to estimate the AUC for 16 trees (doubling L), therefore

g � 7
8% and the expected AUC value for 16 trees is 0.90× (1 + 7/8

100 ) � 0.91. Of
course, this formula may be used with any positive number of trees, for example,
having an forest of 100 trees, the expected gain in AUC for a forest with 200
trees is 0.07%.

In Table 4 are presented the results of the post-hoc test after the Friedman’s
test, and the rejection of the null hypothesis. It shows the results using all
datasets, the 8 low-density datasets, and the 21 high-density datasets. In this
table � (�) indicates the Random Forest at the specified row is better (signif-
icantly) than the Random Forest at the specified column; � (�) the Random
Forest at the specified row is worse (significantly) than the Random Forest at
the specified column; ◦ indicates no difference whatsoever.

Some important observations can be made from Table 4. First, we can observe
that there is no significant difference between a given number of trees (2j) and
its double (2j+1), in all cases. When there is a significant difference, it only
appears when we compare the number of trees (2j) with at least four times this
number (2j+2). Second, from 64 = 26 a significant difference was found only at
4096 = 212, only when the Random Forest grew sixty four times. Third, it can
be seen that from 128 = 27 trees, there is no more significant difference between
the forests until 4096 trees.

In order to analyze the percentage of attributes used, boxplots of these ex-
periments are presented in Figures 7, 8 and 9 for all datasets, the 8 low-density
datasets, and the 21 high-density datasets, respectively. Considering Figure 7,
the mean and median values from 128 trees corresponds to 80.91% and 99.64%
of the attributes, respectively. When we analyze the 8 low-density datasets in
Figure 8, it is possible to notice that even with 4096 trees in the forest, not all
attributes were used. However, as can be seen, this curve has a different shape
(sigmoidal) than those in Figures 7 and 9 (exponential). Also, the sigmoidal
seems to grow up to its maximum at 100%.

Even Random Forests do not overtrain, this appear to be a unwanted side
effect of them, for instance, datasets of gene expression have thousands genes,
and in that case a large forest will use all the genes, even if not all are impor-
tant to learn the biological/biomedical concept. In [26], trees have only 2 genes
among 7129 genes expression values; and in [14] the aim of their work was to
build classifiers composed by rules with few conditions, and when they use the
same dataset with 7129 genes they only use 2 genes in their subgroup discov-
ery strategy. Considering the 21 high-density datasets in Figure 9, from 8 trees
the mean and median already corresponds to 96.18% and 100% of attributes,
respectively.
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Fig. 1. AUC in all datasets

2 4 8 16 32 64 128 256 512 1024 2048 4096

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

Number of Trees

A
ve

ra
ge

 A
U

C

Fig. 2. AUC in the 8 low-density datasets
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Fig. 3. AUC in the 21 high-density
datasets
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Fig. 5. AUC differences in the 8 low-
density datasets
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density datasets
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Fig. 9. Percentage of attributes used in the 21 high-density datasets

8 Conclusion

The results obtained show that, sometimes, a larger number of trees in a forest only
increases its computational cost, andhasno significantperformancegain.Theyalso
indicate thatmean andmedianAUC tend to converge asymptotically. Another ob-
servation is that there is no significant difference between using a number of trees
within a Random Forest or its double. The analysis of 29 datasets shows that from
128 trees there is no more significant difference between the forests using 256, 512,
1024, 2048 and 4096 trees. The mean and the median AUC values do not present
major changes from 64 trees. Therefore, it is possible to suggest, based on the ex-
periments, a range between 64 and 128 trees in a forest.With these numbers of trees
it is possible to obtain a good balance between AUC, processing time, andmemory
usage. We have also found an experimental relationship (inversely proportional)
for AUC gain when doubling the number of trees in any forest.

Analyzing the percentage of attributes used, we can notice that using all
datasets, the median reaches the full attribute set with 128 trees in the forest.
If the total number of attributes is small, the median reaches the 100% with
fewer trees (from 8 trees or more). If this number is larger, it reaches 100%
with more trees, in some cases with more than 4096 trees. Thus, asymptotically
the tendency indicates the Random Forest will use all attributes, and it is not
interesting in some cases, for example in datasets with many attributes (i.e., gene
expression datasets), since not all are important for learning the concept [26,14].

We have also proposed density-based metrics for datasets that probably cap-
ture some aspects of the VC dimension of decision trees. Under this assumption,
low-density datasets may require large capacity learning machines composed by
large Random Forests. The opposite also seems to be true.
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Entropy
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Abstract. Multiple instance learning, when instances are grouped into
bags, concerns learning of a target concept from the bags without ref-
erence to their instances. In this paper, we advance the problem with
a novel method based on computing the partial entropy involving only
the positive bags using a partial probability scheme in the attribute sub-
space. The evaluation highlights what could be obtained if information
only from the positive bags is used, while the contributions from the
negative bags are identified. The proposed method attempts to relax
the dependency on the distribution of the whole probability of training
data, but focus only on the selected subspace. Experimental evaluation
explores the effectiveness of using maximum partial entropy in evaluating
the merits between the positive and negative bags in the learning.

Keywords: Maching learning, pattern recognition, multiple instance
learning, total entropy, partial entropy.

1 Introduction

A multiple instance learning (MIL) problem can be defined as follows. Given
a set of instances divided into bags, each of the bags is labelled positive if at
least one instance in a bag coincides with a target concept, or negative if none
of the instances has the target concept. If there is only one instance in each
bag, then the MIL problem degrades to a standard supervised classification
problem. From this perspective, MIL can be thought of as a generalization of
the standard supervised learning. The difficulty of learning from training samples
in this problem is that we are given only the class labels of the bags but not
those of the instances.

MIL was initially formulated for characterizing drug behaviour [6]. Later, ap-
plication domain extends to a wide variety of problems, including image analysis
[4], drug discovery [14], content-based image retrieval [8], supervised image seg-
mentation [7], stock selection [12], etc.

The first MIL scheme was proposed in 1997 by Dietterich et al. [6]. Their
work was motivated by the drug activity prediction problem where a bag is a

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 169–182, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. The idea of MDD is to find areas that are close to at least one instance from
every positive bag and far from instances in negative bags. In a two-dimensional feature
space, each positive instance is denoted by the + sign with its bag number. Negative
instances are similarly represented except that the - sign is used. The true concept
point t ∈ 	2 where the diverse density is maximized is not necessarily the point with
the maximum density.

molecule (i.e., a drug) of interest and instances in the bag correspond to possible
configurations (i.e., shapes) that the molecule is likely to take. The efficacy of a
molecule (i.e., how well it binds to a “binding site”) can be tested experimentally,
but there is no way to control for individual configurations. Thus, the objective
is to determine those shapes which will bind with a receptor molecule. In their
approach, a set of shape features was extracted to represent the molecule in
a high-dimensional feature space. Subsequently, in order to narrow down the
possible conformations that cause the special property, the smallest axis-parallel
hyper-rectangle (APR) that bounds at least one instance from each positive bag
but excludes any negative ones is found. The execution order of the program
could be either “outside-in”: starting from a bound that includes all instances in
positive bags and keeps shrinking it until all false positive instances are excluded;
or “inside-out”: starting from an instance in a positive bag and grows it until
the smallest APR is obtained. Subsequently, a PAC-learning based scheme was
proposed in [11] and a few publications [3,2] followed up along this direction.

Maximum diverse density (MDD) [12] is popular for its conceptual intuition.
Based on the fact that a prototype should be close to at least one instance in each
positive bag while far from all negative ones, a maximum likelihood estimate can
be formulated to find the most likely estimate(s) of the prototype(s). Assuming
a unique prototype t ∈ 
d accounting for the labels for all bags, t is located in
a region that is not only dense in positive instances but also diverse in that it
includes at least one instance from each positive bag (See Fig. 1).

Because the instance labels in a positive bag are assumed unknown, Zhang and
Goldman [18] extended MDD by adopting hidden variables to model unknown
instance labels. They proposed an expectation-maximization version of MDD
(or EM-DD) in the likelihood estimation. In each E-step, the most likely positive
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instance in each bag is selected and used in estimating the new true concept in
M-step. EM-DD largely simplifies the computational complexity of MDD and
achieves a remarkable performance improvement on the ’MUSK’ data set.

The method Citation k nearest neighbor (kNN) has been proposed for MIL
[15]. It is a generalization of the standard kNN by introducing a bag-level dis-
tance metric. The label of a query bag is predicted not only by the majority
voting of its k nearest bags but also the number of times that the bag is cited
by them. The introduction of citers evidently enhances the robustness of the
method over the standard kNN. On the other hand, suppose every positive bag
is fairly loaded in positive instances, then by associating each instance with the
label of the bag it belongs to, support vector machine (SVM) may achieve a
competitive performance [13]. For example, Andrews et al. [1] treated the un-
observable instance labels as hidden variables and formulated the MIL problem
as a SVM problem in which the optimization of the margin between different
classes is subject to the joint constraints of a kernelized discriminant function
and unknown labels. Other approaches include the multi-decision tree [5] which
is an extension of C4.5 decision tree for MIL, and artificial neural network (ANN)
variants for MIL [17,10].

Despite the availability of several methods for solving the MIL problem, a
more practical approach is still desirable. APR is simple yet effective but has
the risk of not finding such a rectangle that contains no negative instances. As a
method based on maximum likelihood estimation, MDD requires prior knowledge
about the number of true concepts that is usually unknown in practice. In the
absence of this knowledge, MDD ends up with false estimates. As indicated
in [12], applying the single-prototype formulation to the problem with two (or
more) distinct prototypes results in an estimate close to neither one of them
but somewhere in between. This was also verified in the experiments conducted
in [7,8]. Citation kNN presents robustness by taking into account the impact
of citers but is still sensitive to local variations. For SVM-based approaches, a
proper kernel function (as well as the corresponding parameter values) has to be
decided empirically.

In our previous work [16], we have made an attempt with adaptive kernel
diverse density estimate to address the issue of the coexistence of multiple true
concepts, which is common in textual analysis and image understanding prob-
lems. In this paper, we consider another theoretical criterion for solving the
problem by investigating the properties of partial entropy. Briefly, using the
instance-bag distance as a measure of the degree of an instance belonging to
a bag, the partial entropy taking into account all training samples is defined
as the amount contributed by the positive bags to the total entropy. As shown
in this paper, to maximize the partial entropy is therefore to reduce the inter-
class uncertainty, and increase the intra-class certainty. When related to MIL,
it is equivalent to locate in the instance space a point that is far from negative
bags while close to all the positive bags simultaneously. Thus, the instances that
maximize the partial entropy summarize that to the target concept(s).
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The rest of the paper is organized as follows. Section II gives the definition
of partial entropy, and investigates some useful properties for later analysis.
Section III explains the rationale for using the maximum partial entropy to the
MIL problem. Preliminary experimental results are given in section IV.

2 Partial Entropy

In information theory, entropy is a measure that quantizes the information con-
tained in a message, usually in the unit of bits. This measure gives the absolute
bound on lossless compression if a message is assumed to be a sequence of in-
dependently and identically distributed random variables. Mathematically, the
entropy for a random variable x with N possible outcomes X = {x1, . . . , xN} is
defined as

H(p1, . . . , pN) = −
N∑
i=1

pi log2 pi, (1)

where pi = Pr(x = xi) denotes the probability of taking the ith outcome and
− log2 pi is known as the corresponding self-information. In this sense, entropy
is the expected amount of information provided by X . Hereafter, we use log to
denote log2 to simplify the notations.

Entropy is also frequently used as a measure of uncertainty for that it is
maximized only if all outcomes are equally likely, i.e.,

H(p1, . . . , pN ) ≤ H(
1

N
, . . . ,

1

N
) = logN (2)

Denoted by XM a subset of X with M (1 ≤M ≤ N) outcomes, the quantity

H ′(p1, . . . , pM ) = −
M∑
i=1

pi log2 pi, (3)

is defined as partial entropy [9] on the subset XM . From now on, we use H ′ to
denote partial entropy.

We reveal that equal probabilities over XM result in the maximum partial
entropy H ′ by justifying the following Lemma.

Lemma 1. Let x be a random variable with outcomes X = {x1, . . . , xN}, then
a uniform distribution over a subset XM ⊆ X has the maximum partial entropy.

Proof : Let 0 ≤ α ≤ 1 be the sum of probabilities {pi}i=1,...,M≤N for the outcomes
in subset XM , then

M∑
i=1

pi = α ⇒
M∑
i=1

pi
α

= 1,
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which defines a partial probability scheme {p1/α, . . . , pM/α} with total entropy
expressed as

H = −
M∑
i=1

pi
α

log
pi
α

= − 1

α

M∑
i=1

(pi log pi − pi logα)

= − 1

α

M∑
i=1

pi log pi +
logα

α

M∑
i=1

pi

= − 1

α

M∑
i=1

pi log pi +
logα

α
α

= − 1

α

M∑
i=1

pi log pi + logα.

By Ineq.2, we have H ≤ logM . Therefore,

− 1

α

M∑
i=1

pi log pi + logα ≤ logM,

and thus

H ′ = −
M∑
i=1

pi log pi ≤ α(logM − logα). (4)

It is easy to verify that partial entropy H ′ is a concave function of variables {pi}
and the unique upper bound α(logM − logα) is achieved only if all pi are the
same, i.e., pi = α/M .

Q.E.D

Ineq.4 generalizes Ineq.2 to any non-empty subset of X , and when XM = X
partial entropy becomes total entropy. Lemma 1 justifies the intuition that a
non-empty subset XM with equally probable outcomes has the maximum par-
tial entropy. This property is true independent of M . Fig. 2(a) demonstrates this
point graphically by indicating the locations of maximum of the curves for dif-
ferent α values. Nevertheless, another noticeable phenomena in the figure is that
the greater the α value is, the higher the maximum partial entropy will be. To
avoid confusion, hereafter we use the term α-level local maximum partial entropy
(LMPE) to express the maximum partial entropy associated with a specific α
value. The tight relation between the maximum partial entropy and α has been
implied in Ineq.4, and we state it formally as the following Lemma.

Lemma 2. For any subset XM ⊆ X with M ≥ 3 equally probable outcomes, the
maximum partial entropy H ′ is non-decreasing for 0 ≤ α ≤ 1.
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(a) Partial entropy contributed by a binary
subset (M = 2) with different α

(b) Maximum partial entropy as a function
of α (plotted with M = 10)

Fig. 2. (a) A uniform distribution over outcomes in a subset XM results in the maxi-
mum partial entropy. (b) Maximum partial entropy increases as α increases in [0, 1] for
M ≥ 3. This is because the maximum partial entropy function f(α) has the maximum
at α = M/e, for M ≥ 3 the interval [0, 1] always falls into the increasing part of f(α).

Proof : If XM has equal probabilities for all M outcomes, equality always holds
in Ineq.4 and the right side of it gives the LMPE for a certain α. We can thus
express the LMPE with respect to different α as a function of α:

f(α) = sup{−
M∑
i=1

pi log pi |
M∑
i=1

pi = α}

= α(logM − logα), (5)

which is termed as the local maximum partial entropy function. We prove this
Lemma by showing that f(α) is concave, and [0, 1] is contained in the increasing
part of f(α).

Let b (b = 2 in our case) denote the base for the logarithm we are using, take
the first-order derivative of Eq.5 and make it to zero

f ′(α) = logM − logα− 1

ln b
= 0,

we get
logα = logM − log b(1/ ln b) = logM − log e,

so

α =
M

e

which is beyond [0, 1] on the right for M ≥ 3. Taking the second-order derivative
results in

f ′′(α) = − 1

ln b
α−1.
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Because f ′′(α) is negative for α ∈ 
+, f(α) is concave in 
+. Combined with the
previous conclusion that f(α) is monotone in [0,M/e], it is proved that f(α) is
increasing in [0, 1] given M ≥ 3. The maximum attainable value of f(α) is thus
f(α = 1) = logM , which is different from the maximum of f(α) at α = M/e.

Q.E.D

Lemma 2 simply states that the local maximum partial entropy function (Eq. 5)
is increasing in partial sum probabilities α, given that the the cardinality of the
subset is at least three. Fig. 2(b) explains Lemma 2 with a graph for M = 10.
Although α, as the partial sum of probabilities, could never be greater than one,
the curve shown here relaxes the domain so its trend can be easily observed.
More importantly, f(α) is never strictly increasing in [0, 1] unless M ≥ 3.

An immediate conclusion we can draw is that α determines the upper-bound
that the maximum partial entropy can reach, i.e., the maximum partial entropy
is the LMPE with the maximum α. Hence, if one is pursuing the maximum
partial entropy to the most possible extent, α should be as large as possible while
maintaining equal probabilities over outcomes in the subset. We also notice that
M ≥ 3 is critical because for M < 3, the monotonicity does not hold in [0, 1].
Hence, M = 3 is the lower bound of the cardinality of a subset to support the
statement.

Up to this point, we have established the theoretical properties that are useful
in formulating the MIL problem. To summarize the discussions, let us assume,
without loss of generality, that X can be divided into two subsets XM (positive
class) and Xc

M = X − XM (negative class). In order to maximize the partial
entropy H ′(XM ) on XM , one must:

– Following Lemma 2 to increase α by decreasing the inter-class information
(between Xc

M and XM ) so as to increase the upper bound of H ′(XM ).
– Following Lemma 1, increase the intra-class information (within XM ) by

balancing probabilities among all the outcomes in XM .

The next section explains how we make use of these two properties to analyze
MIL so as to construct a generic concept based on the positive bag information
while taking the contributions of the negative bags into consideration.

3 Approaching MIL by Maximizing Partial Entropy

Let B denote the entire MIL training set composed of positive samples and
negative samples, i.e, B = {B+,B−} = {{B+

i }, {B−
i }}. Assuming a continuous

instance space, we estimate the probability of a point x in this space belonging
to a bag Bi (regardless of the label) as

Pr(x ∈ Bi) =
g(dist(x, Bi))∑

Bj∈B g(dist(x, Bj))
, (6)
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where g(·) is a decreasing function to indicate a higher estimate for a shorter
distance, and dist(x, Bi) is the instance-bag distance defined as the Euclidean
distance from the nearest instance in Bi to x:

dist(x, Bi) = inf
Bi,j∈Bi

{‖x−Bi,j‖2}, (7)

where Bi,j is the j-th instance in Bi. This probability estimate agrees with
the intuition that the closer x to a bag Bi, the greater the probability x to be
assigned to Bi. In this approach, we take a more general probability estimate that
distinguishes the importance of the positive and negative bags with a weighting
parameter γ ∈ 
+:

Pr(x ∈ B+
i ) =

g(dist(x, B+
i ))∑

B+
j ∈B+ g(dist(x, B+

j )) + γ
∑

B−
j ∈B− g(dist(x, B−

j ))
. (8)

Clearly, Eq.6 and Eq.8 produce the same probability estimate for γ = 1. Here,
we only need to consider the probability measure of positive bags Pr(x ∈ B+

i )
because it is what is necessary to compute the partial entropy on the positive
subset. Note that the formulation of probabilities with respect to the entire
training set B is important for the reason to be interpreted later in this section.
The total entropy based on this probability estimate is thus

H(x ∈ B) = H ′(x ∈ B+) + H ′(x ∈ B−)

= −
∑

B+
i ∈B+

Pr(x ∈ B+
i ) logPr(x ∈ B+

i )

−
∑

B−
i ∈B−

Pr(x ∈ B−
i ) logPr(x ∈ B−

i ). (9)

Taking away the amount from the negative bags, we are left with the partial
entropy contributed by the positive ones:

H ′(x ∈ B+) = −
∑

Bi∈B+

Pr(x ∈ Bi) logPr(x ∈ Bi). (10)

Note that the impact of negative bags is implicitly included in Eq.10 due to the
formulation of probabilities given in Eq.8 (as part of the the denominator).

For γ > 1, it implies that the impact of negative bags is considered more
important, and as γ grows this impact becomes more important. To the other
extreme end where γ = 0, it is thus ignoring all negative bags, and the partial
entropy is then nothing but the total entropy on positive bags. The consequence
is that an estimate is somewhere close to all the positive bags but not subject
to the restriction of the negative ones. We will compare the difference between
partial entropy and total entropy at the end of this section.

We then show that partial entropy as given by Eq.10 provides a reasonably
good measure for estimating the target concepts of MIL.



MIL via Maximum Partial Entropy 177

(a) Maximum total entropy defined on
positive bags

(b) Maximum partial entropy con-
tributed by positive bags

Fig. 3. (a) Maximum total entropy H(x ∈ B+) defined on B+
1 and B+

2 corresponds to
points at the same distance to the nearest instance in each bag. Hence, every point on
the line through h1 and h2 results in the maximum total entropy. E.g., the obviously
false hypothesis h2 has the same maximum entropy measure as h1: H

′(h1 ∈ B+) =
H ′(h2 ∈ B+). (b) Maximum partial entropy H ′(x ∈ B+) in contrast, does not suffer
from the same problem because the estimate h will be pushed away from B−

1 and
dragged towards the center of B+

1 and B+
2 . Also notice that the estimate will be a

little off the line connecting B+
1 and B+

2 due to the impact from B−
1 . The weighting

parameter γ can be used to control the degree of the deviation.

As an optimization criterion for the MIL problem, we expect the estimates to
be close to all the positive bags while far from the negative ones. Furthermore,
we demand the estimates to be close to all the positive bags at roughly the same
distance. These preferences are naturally satisfied by maximizing the partial
entropy given in Eq.10. The rationale is supported by :

– According to Lemma 2, maximizing H ′(x ∈ B+) by Eq.10 will force an es-
timate away from negative bags towards the positives so as to maximize α
(the proportion of probabilities over the positive bags).

– According to Lemma 1, maximizing H ′(x ∈ B+) given α being maximized
in previous step will equalize the distances from x to all the positive bags
and thus the maximum H ′(x ∈ B+).

Hence, maximizing H ′(x ∈ B+) results in an estimate x close to all positive
bags at roughly the same distance while far from negative ones. In terms of
entropy, the estimate presents the maximum inter-class (between the positive and
negative bags) certainty as well as the maximum intra-class (within the positive
bags) uncertainty (equal probabilities). All of these summarize the characteristics
of the true concepts of MIL. Therefore, any x that maximizes the partial entropy
given by Eq.(10) can be thought of as a good estimate of the true concept of
MIL, i.e.,

t̂ = argmax
x

H ′(x ∈ B+) (11)
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Again, in order to have an unbiased estimate, one should be cautious when
selecting γ. A small γ (e.g., γ = 0) leads to a result that equalizes the distances
to all positive bags with less consideration of the impact from negative ones.
In the absence of knowledge that one class of bags is more important than the
other, it is normal to choose γ = 1.

Now, one might be curious about if the same goal can be achieved by the total
entropy defined on positive bags only, i.e.,

H(x ∈ B+) = −
∑

B+
i ∈B+

Pr(x ∈ B+
i ) logPr(x ∈ B+

i ) (12)

given probabilities defined as

Pr(x ∈ B+
i ) =

g(dist(x, B+
i ))∑

B+
j ∈B+ g(dist(x, B+

j ))
, (13)

The difference between Eq.10 and Eq.12 appears unobvious but significant in
consequence, hidden behind the formulation of probabilities. Eq.8 takes the im-
pact of negative samples into account (as part of denominator) while Eq.13 does
not. This little difference accounts for the change in effect. Ignoring negative
samples could leads to uncertainty in the estimate. This is illustrated as a sim-
ple example in Fig. 3.

4 Implementation and Experiments

Only for simple cases with a unique global maximum, it is possible to maximize α
independent of pursuing an equal probability distribution over the subset. How-
ever, for general problems with a complicated function landscape, it is prohibitive
to separate the optimization process into isolated steps. Without a closed-form
solution, a gradient-based method can be used to search all local maxima of
H ′(B+), in which g(·) in Eq.8 is simply chosen as

g(z) =
1

z
. (14)

Because the target positive concept is located somewhere among the positive
bags, the algorithm starts with every instance in all the positive bags so as to
get the global maximum.

4.1 Artificial Datasets

In order to verify the correctness of the proposed scheme, we first applied the
algorithm to an artificial data set of 100 bags in a 10-dimensional space. In this
experiment, every bag contained 20 randomly generated instances restricted in
the hyper-rectangle [0.0, 1.0]10. A bag was labeled positive if any of its instances
fell into the hyper-rectangle [0.29, 0.31]10, or negative otherwise. The generating
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Fig. 4. There are 5 bags in this example (3 positive, 2 negative). Instances from each
bag are shown together with their corresponding bag numbers. The rectangle represents
the predefined true concept centered at t. The dashed hypersphere centered at the
estimate t̂ with threshold T as the radius is used for classifying future unlabeled bags
(i.e., positive if it falls within the hypersphere or negative otherwise).

algorithm was designed to ensure that at least 30% of the bags in the training
set were positive.

For performance evaluation, we adopted the leave-one-out cross validation
strategy. For each round of the experiment, all bags except one take part into
the training and the left-out is used for verification. The label of the left-out is
predicted as positive if any of its instances falls into the hyper-sphere centered
at the acquired prototype t̂ with a threshold (radius) T . A reasonable threshold
T can be defined as the distance from the estimate to the furthest positive bag
(Fig. 4 illustrates this):

T = max
B+

i ∈B+

{dist(̂t, B+
i )}.

γ = 1 was used for all experiments on the artificial data set. The program
first normalizes all the instances into [0, 1]d, dimension by dimension, and then
performs the hill-climbing algorithm from every instance in positive bags. All
obtained intermediate maxima are ranked for the final decision of the best esti-
mate.

The performance measure was obtained as the consistent ratio between the
number of the correct predictions and the total number of experiments. The ex-
periment on such 20 artificial data sets resulted in an average correctness ratio of
98.6% with all obtained target concepts within 0.30± 0.0023 in each dimension.
Those missed predictions were due to our particular choice of threshold strategy
used (see Fig. 4). By increasing T with a factor 1.05, we can get perfect correctness
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ratio occasionally. However, when t̂ does not coincide very well with the center of
the predefined target concepts, the false positive error might happen.

4.2 MUSK Datasets

We also experimented with two ’MUSK’ data sets (from UCI machine learning
repository) from the drug-discovery domain, using the same parameter settings
that were used for the artificial data sets. The data set MUSK#1 consists of
92 molecules represented in a 166-dimensional features space with 47 samples
labeled positive by human experts. MUSK#2 consists of 102 samples of which
39 are positive. The number of instances in MUSK#2 is roughly 10 times that
of MUSK#1.

The performance measures on MUSK#1 and MUSK#2 were 80.1% and 84.2%
respectively for γ = 1. We intentionally do not include a comparison with other
algorithms on the MUSK data sets for two reasons. Firstly, because we do not
have the exact knowledge of the target concepts in the MUSK data sets, a high
accuracy on the MUSK data sets does not necessarily mean a good understanding
of the underlying patterns. Secondly, reports on the MUSK data set were all
based on the results obtained with the optimal parameter settings. This can be
misleading because exhaustive parameter tuning is nearly impractical for real
problems. Therefore, we also encourage researchers to post experimental results
on data sets that have explicit knowledge of the target concepts for an objective
evaluation.

The performance was very sensitive to the threshold strategy adopted. By
manually adjusting T by a factor within [0.5, 1.5], the measure could vary from
58% to 86% (γ = 1) on MUSK#2. In contrast, adjusting γ did not have signifi-
cant influence on the results for γ ≥ 1. The best performance measure obtained
was 87% for γ = 10 and T = 1.2. When γ < 0.2, there was a persisting low
correctness ratio below 55% regardless of the selection of threshold factor.

The experimental result fromMUSK#2wasbetter than the one fromMUSK#1.
An explanation for this is that because there are more instances per bag in
MUSK#2, more accurate (or compact) T was estimated and thus less false posi-
tive predictionsweremade. It is thus concluded that the proposed algorithm is very
suitable for large training set. Through the intermediate outputs, there was also a
strong evidence of the presence of multiple true concepts in both MUSK#1 and
MUSK#2. The differences in measure between the first few candidate estimates
are very small for both MUSK#1 andMUSK#2. Experiments using multiple true
concepts will be carried out in the future for verification.

5 Conclusion

In this paper, we make a preliminary study on partial entropy and use the result
to approach MIL. We first show that partial entropy generalizes the entropy
in the sense that a subset with equally probable outcomes has the maximum
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partial entropy, thus equalizing the information from the subset. We next show
that the maximum partial entropy function is non-decreasing in the sum of self
information of a subset. Applying these two properties, we solve the MIL problem
by maximizing the partial entropy contributed by the positive bags. It in turn
gives us estimates close to all the positive bags at roughly equal distance but
far from all the negative ones, as an effective classifier. Notice that no explicit
assumptions are required for the formulation.
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Abstract. Nowadays, Bayesian Networks (BNs) have constituted one of the 
most complete, self-sustained and coherent formalisms useful for knowledge 
acquisition, representation and application through computer systems. Yet, the 
learning of these BNs structures from data represents a problem classified at an 
NP-hard range of difficulty. As such, it has turned out to be the most exciting 
challenge in the learning machine area. In this context, the present work’s major 
objective lies in setting up a further solution conceived to be a remedy for the 
intricate algorithmic complexity problems imposed during the learning of BN-
structure through a massively-huge data backlog. Our present work has been 
constructed according to the following framework; on a first place, we are 
going to proceed by defining BNs and their related problems of structure-
learning from data. We, then, go on to propose a novel heuristic designed to re-
duce the algorithmic complexity without engendering any loss of information. 
Ultimately, our conceived approach will be tested on a car diagnosis as well as 
on a Lymphography diagnosis data-bases, while our achieved results would be 
discussed, along with an exposition of our conducted work’s interests as a clos-
ing step to this work.   

Keywords: Bayesian Network, structure learning, modeling, algorithmic com-
plexity. 

1 Introduction 

The huge amounts of data, made recently available, pertaining to the various research 
fields, have made it crucially critical for the learning techniques to be efficient, in so 
far as the processing of complex data dependences is concerned. Owing to their flex-
ibility and easily-recognizable mathematical formulations, BNs are most often the 
basic selected model opted for in a wide-array of application-fields whether astronom-
ic, textual, bioinformatics and web-mining applications. Yet, with an incredibly huge 
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number of variables, the learning BNs structure from data remains a big challenge to 
be retained and considered in terms of calculation power, algorithmic complexity and 
execution time [1]. Most recently, however, various algorithms have been developed 
with respect to the BNs learning structures from data-bases [2, 3, 4]. A considerable 
class of these algorithms rests on the metric-scoring methods, excessively compared 
and exhaustively applied as approaches [5, 6]. Nevertheless, these algorithms and 
scoring methods remain still insufficient with regards to those cases in which the 
number of variables exceeds hundreds of thousands [7]. In so far as our work is con-
cerned, these algorithms and metric scores are not going to be dealt with or ques-
tioned. Rather, we seek to further enrich them through a new heuristic based on  
clustering pertaining to structure learning, in a bid to further reduce the algorithmic 
complexity as well as the execution time, with the purpose of modeling some pre-
viously non-modelizeable information systems, by using, exclusively, the underway 
available algorithms.  

Our work, we reckon, is critically important for a number of various reasons. First, 
we have managed to demonstrate, throughout its scope, that by wholly subdividing an 
information system into sub-sets, we tend to dramatically reduce the number of possi-
ble structures necessary for learning the BNs structures. Second, a special heuristic 
has been devised and proposed whereby this reduction could be exploited without 
engendering any significant loss of data. Ultimately, by combining our proper heuris-
tic with the existing prevailing structure-learning algorithms, one can considerably 
reduce the extent of algorithmic complexity as well as the learning of BNs structure 
from data execution time, in such a way that even a large number of non-
modelizeable variables could be treated or processed. 

The remainder of this article has been arranged as follows. The next upcoming sec-
tion deals with the BNs and their structure learning problems. In the following sec-
tion, we are going to put forward a new heuristic which we shall test upon a car-
diagnosis and Lymphography diagnosis data bases. Finally, we will close up our work 
by concluding and paving the way for certain potential perspectives relevant to future 
researches. 

2 BNs and Structure Learning from Data Problems 

It is worth highlighting that knowledge representation and the related reasoning, 
thereof, have given birth to numerous models. The graphic probability models, 
namely, BN, introduced by Judea Pearl in the 1980s, have been manifested in the 
practical tools useful for the representation of uncertain knowledge and reasoning 
process from incomplete information. 

Hence, the BN graphic representation indicates the dependences (or independ-
ences) between variables and provides a visual knowledge representation tool, that 
turns out to be more easily understood by its users. Furthermore, the use of probabil-
ity allows to take into account the uncertainty, by quantifying the dependences  
between variables. These two properties have been at the origin of the first terms al-
lotted, initially, of BN, "probabilistic expert systems", where the graph used to be 
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compared with some set rules pertaining to a classic expert system, and conditional 
probability presented as a quantification measurement of the uncertainty related to 
these rules. 

The number of all BN possible structures has been shown to ascend sharply as a 
super-exponential on the number of variables.   Indeed, Reference [12] derived the 
following recursive formula for the number of Directed Acyclic Graph (DAG) with n 
variables: 

                                                                                                                                             
                                                                         (1) 

                
which gives: r(1)=1, r(2)=3, r(3)=25, r(5)=29281, r(10)=4,2×1018   

This means that, it is impossible to perform an exhaustive search of all structures in 
a reasonable time in cases the number of nodes exceeds seven. In fact, most structure-
learning methods use heuristics to search the DAGs space. 

3 A New Clustering-Based Heuristic: Theoretical Framework 
and Methodology 

The idea lying behind our conceived proceeding lies in the rapid super-exponential 
surge of algorithmic complexity of learning BN structure from data with respect to the 
rise in the number of variables. To remediate this problem, our preconceived idea 
consists in subdividing the variables into subsets (or clusters), by treating each clus-
ter’s learning structure separately, while looking for a convenient procedure whereby 
the different structures could be assembled into a final structure version. In this re-
gard, it has been noticed that in numerous information systems, so as not to say in 
most of them, there exists, at least, one single central variable of a global interest 
constituting the basis of the system’s modelization. In this respect, we reckon to exe-
cute the processing of each cluster learning structure with the central interest variable, 
then, proceed by assembling the different various structures around this central vari-
able as a next step. 

In the upcoming part (3.1), we shall demonstrate, mathematically, that by subdivid-
ing the variables and by separately processing each cluster’s learning structure with 
the interest variable, we dramatically reduce the number of possible DAG in respect 
of the simultaneous learning structure of the entire variables. After that, in part (3.2), 
we are going to explain our proposed framework procedure as well as the methodolo-
gies to be pursued. 

3.1 Theoretical Background 

The below represented Robinson formula depicts the number of possible DAG in 
respect of the variables’ number: 

The Robinson formula is ݎ(݊) = ∑ (െ1)௜ାଵ2௜(௡ି௜)൫௡௜ ൯ݎ(݊ െ ݅)௡௜ୀଵ ; (1)ݎ   =  1, where n 
stands for the number of variables. 

In this section, we will prove that  ݎ(݊) ൐ ∑ ௟ܬ)ݎ ൅ 1)௞௟ୀଵ , where n-1= J1+J2+…+Jk;  
Jl+1<n  and  ݈ = 1, … , ݇. 
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Proposition 1 
For all n ≥ 2, we have: 

i) r(n) ≥ 2௡ିଶ݊ ݎ(݊ െ 1) 

ii) r(n)≥ 2(೙షభష಻)(೙శ಻షమ)మ ݊(݊ െ 1) … ܬ) ൅ 2) ൈ ܬ)ݎ ൅ 1) ׊ (1 ൅ (ܬ ൑ ݊ 

View Proof in Appendix A  
We denote by: n-1= J1+J2+…+Jk;  Jl+1<n   ܬ௟షୀ ୫୧୬భರ೗ರೖ(௃೗) ܬ௟శୀ ୫ୟ୶భರ೗ರೖ(௃೗) 

 

Proposition 2 ௥(௡)∑ ௥(௃೗ାଵ)ೖ೗సభ  ൒ ,൫݊ߩ   ,௟శܬ,௟షܬ ݇൯ ب 1; Where 

,൫݊ߩ ,௟శܬ,௟షܬ ݇൯ = ଶቀ೙షభష(಻೗శ)ቁ൫೙శ(಻೗ష)షమ൯మ   ௡(௡ିଵ)…ቀ(௃೗శ)ାଶቁ௞  
 
Proof 
According to ii) of Proposition 1, we have 
 

r(n) ≥ 2൫೙షభష಻೗൯(೙శ಻೗షమ)మ ݊(݊ െ 1) … ௟ܬ) ൅ ௟ܬ)ݎ(2 ൅ 1); ݈ = 1, … , ݇. 
 

Hence, 
 ∑ r(n)௞௟ୀଵ ≥ ∑ 2൫೙షభష಻೗൯(೙శ಻೗షమ)మ ݊(݊ െ 1) … ௟ܬ) ൅ ௟ܬ)ݎ(2 ൅ 1)௞௟ୀଵ  k ൈ r(n)≥ ∑ 2ቀ೙షభష(಻೗శ)ቁ(೙శ(಻೗ష)షమ)మ ݊(݊ െ 1) … ௟శܬ) ൅ ௟ܬ)ݎ(2 ൅ 1)௞௟ୀଵ  

Where 2ቀ೙షభష(಻೗శ)ቁ(೙శ(಻೗ష)షమ)మ ݊(݊ െ 1) … ௟శܬ) ൅ 2) = constant k ൈ r(n)≥ 2ቀ೙షభష(಻೗శ)ቁ(೙శ(಻೗ష)షమ)మ ݊(݊ െ 1) … ௟శܬ) ൅ 2) ∑ ௟ܬ)ݎ ൅ 1)௞௟ୀଵ  r(n)≥ 
ଶቀ೙షభష(಻೗శ)ቁ(೙శ(಻೗ష)షమ)మ ௡(௡ିଵ)…ቀ(௃೗శ)ାଶቁ௞ ∑ ௟ܬ)ݎ ൅ 1)௞௟ୀଵ  

Therefore:  
௥(௡)∑ ௥(௃೗ାଵ)ೖ೗సభ  ൒ ,൫݊ߩ   ,௟శܬ,௟షܬ ݇൯ ب 1,  

 where ߩ൫݊, ,௟శܬ,௟షܬ ݇൯ = ଶቀ೙షభష(಻೗శ)ቁ൫೙శ(಻೗ష)షమ൯మ   ௡(௡ିଵ)…൫(௃೗శ)ାଶ൯௞  
 

Finally, we can conclude that  ݎ(݊) ൐൐ ∑ ௟ܬ)ݎ ൅ 1)௞௟ୀଵ , where n-1= J1+J2+…+Jk;  
Jl+1<n  and  ݈ = 1, … , ݇.  

3.2 Procedure and Applied Methodologies 

3.2.1 Choice of a Global Interest Variable 
The aim of such a step is to select a diagnosis variable, or a global interest variable, of 
the information system to be modelled. This variable could be a status variable, for 
instance: status of individuals (ill/sound), cars’ status (start/not start), customer status 
(solvent/not solvent) etc. In such cases, the choice is an easy and immediate one. As 
for those cases in which the choice is not evident, due to the analyst’s ignorance of the 
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studied variables’ nature, one might eventually resort to some classical automatic 
data-exploring methods. For instance, to the principal component analysis in a bid to 
dismantle, from the first resulting axis, the mostly intervening variable in the informa-
tion system subject of study. 

3.2.2 The Variables’ Clustering 
The automatic type of clustering is the most frequently used and widespread tech-
nique among the data-analysis and data mining descriptive techniques. It is often used 
when we get a huge amount of data, within which we intend to distinguish some ho-
mogeneous subsets suitable for processing and for differential analyses [13]. 

Actually, there exist two major well-known algorithm classifying families in the 
literature, namely, the partition methods as well as the ascending hierarchical-
clustering ones. The advantage of the ascending-hierarchical methods, as compared to 
the partitioning one, lies in the fact that they enable to choose, appropriately, the op-
timum number of clusters. Nevertheless, the partitioning criterion is not global; it 
exclusively depends on the already-obtained clusters, since two variables placed in 
different clusters could by no means be compared any more. Contrary to the hierar-
chical methods, the partitioning algorithms might continuously improve the clusters-
quality [13], in addition to the fact that their algorithmic complexities are linear (for 
the most popular algorithms). Regarding our present work, however, we have chosen 
to use the K-means algorithm, as it is the most popular and applied in the literature, 
added to fact that its algorithmic complexity is linear (O(n)) [14]. We also propose 
to use a hierarchical clustering algorithm along with the bootstrap technique to obtain 
the optimal number of clusters that will be introduced as entries in the K-
means algorithm. To note, the databases that will be applied to test our approach, in 
the experimentation section, consist of categorical variables, and regarding the per-
formance of clustering we will use the toolbox ClustOfVar with the software R [15]. 
In particular, we will use the variant K-means for categorical variables [16] and the 
link-likelihood approach [17] (hierarchical clustering algorithm for categorical va-
riables). To assess the stability of all possible partitions, 2 to p-1 (where p is the total 
number of variables) clusters from the hierarchical clustering, we will use a feature 
called "Stability" (also developed in the ClustOfVar toolbox) based on the "bootstrap" 
technique. The result is a graph which is then a tool to help to select the number of 
clusters. The user can be choosing the number K of clusters to the heights of the first 
increase in the stability. 

3.2.3 Structure Learning 
A structure learning of each cluster’s variable with the interest variable, will be 
undertaken. The ultimate structure would be the n structures obtained from each 
cluster around the interest variable. 

Numerous algorithms have been devised with regards to the learning of BNs struc-
ture, noteworthy among which is the algorithm PC [18], Maximum weight spanning 
tree (MWST) [19], the algorithm K2 [3], Greedy Search (GS) [4] etc. Still, the most 
frequently used algorithm, according to the specialized literature, remains the algo-
rithm K2. It is characterized by its rapidity, promptness and the stability of constancy 
of its results. Yet, its major problem remains the initial order required for the entries, 
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which is very influential on the final results. As a remedy to their problem, the most 
frequently used solution consists in applying the upstream MWST algorithm [20], to 
obtain a certain order of nodes useful to be introduced as entries for the K2 algorithm. 
Less sensitive to the data-base size variation, the MWST algorithm yields a graph 
quite similar to the original one. Nevertheless, this method runs exclusively through 
the (very poor) trees space [20]. It, therefore, turns out to us to be the most exclusive 
effective tool necessary for getting an initial order of nodes very accurate and close to 
the data, useful to be used in entry with the K2 algorithm.     

To note that in our work, we will use the BNT toolbox [23] running on Matlab 
software (2010 version) to apply the MWST and K2 algorithms for learning structure. 
We will use also the BNT toolbox to learning parameters and inference. 

4 Experimentations Procedures 

4.1 Data-Bases 

We are going to test our designed approach, firstly, on a car diagnosis data-base 
dubbed “Car Diagnosis 2”. It is made up of eighteen variables (see Table 1), among 
which is a statue variable called “Car starts”, the global interest variable of the infor-
mation system. The parameters’ generating file of this data base is available on the 
site http://www.norsys.com/downloads/netlib/. According to these parameters, we 
have been able to generate some 10000 examples, among which thirty two have been 
left aside for the references’ testing phase. Secondly, the model will be applied on a 
Lymphography diagnosis data-base dubbed “Lymphography”. It is made up of nine-
teen variables (see Table 2), among which is a statute variable called “Diagnosis”, the 
global interest variable of the information system. This lymphography domain has 
been obtained from the University Medical Centre, Institute of Oncology, Ljubljana, 
Yugoslavia.  In this respect, we would like to thank Mr. Zwitter and Mr. Soklic for 
providing the data. Among the 148 instances of data, thirty two have been left aside 
for the references’ testing phase. 

Table 1. “Car diagnosis 2” variables 

Variables’ names possible states Variables names possible states 
AL : Alternator          (Okay, Faulty)                HL: Head lights                 (bright, dim, off) 
CS : Charging 
System                       

(Okay, Faulty)                SP: Spark plugs                 (okay, too_wide, 
fouled) 

BA : Battery age        (new, old, very_old)            SQ: Spark Quality             (good, bad, very_bad) 
BV: Battery vol-
tage                          

(strong, weak, dead)      CC: Car cranks                  (True, False) 

MF: Main fuse           (okay, blown) TM: Spark timing              (good, bad, very_bad) 
DS: Distributor          (Okay, Faulty) FS: Fuel system                 (Okay, Faulty) 
PV: Voltage at 
plug                           

(strong, weak, none) AF: Air filter                     (clean, dirty) 

SM: Starter Motor     (Okay, Faulty) AS: Air system                  (Okay, Faulty) 
SS: Starter system     (Okay, Faulty)  ST: Car starts                    (True, False) 
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Table 2. “Lymphography” variables 

Variables’ names Possible states 
V1: Lymphatics                   (normal, arched, deformed, displaced)      
V2: Block of affere             (no, yes)                
V3: bl. of lymph. C (no, yes)                                     
V4: bl. of lymph. s       (no, yes)      
V5: by pass         (no, yes) 
V6: extravasates                  (no, yes) 
V7: regeneration of (no, yes) 
V8: early up take in         (no, yes) 
V9: lym.nodes dimin (0, 1, 2, 3) 
V10: lym.nodes enla           (1, 2, 3, 4) 
V11: changes in lym.          (bean, oval, round) 
V12: defect in node          (no, lacunar, marginal, lac_central) 
V13: changes in node          (no, lacunar, marginal, lac_central) 
V14: changes in stru 
                                

(no, grainy, draplike, coarse, diluted, 
reticular, stripped, faint) 

V15: special forms              (no, chalices, vesicles) 
V16: dislocation                  (no, yes) 
V17: exclusion                    (no, yes) 
V18: no. of  nodes               (1, 2, 3, 4, 5, 6, 7, 8) 
VI: Diagnosis (normal, metastases, malign_lymph, 

fibrosis) 

4.2 Clustering 

Regarding the clustering, we are going to use the stability function (bootstrap ap-
proach using the mean of corrected rand criterion) of the toolbox ClustOfVar [16] 
after the application of an hirarchical ascendant algorithm, in order to estimate, 
approximately, the number of clusters to be entered in the algorithm K-means.  

Using the stability graphics, the optimal number of clusters selected, for “Car 
diagnosis 2” database, has been equal to three and the clustering result of variables is 
presented in “Table 3”. 

Table 3. Clustering results of the “Car diagnosis 2” data base 

Cluster 1 Cluster 2  Cluster 3 
AL : Alternator        
CS : Charging System       
BA : Battery age      
BV: Battery voltage     
MF: Main fuse      
PV: Voltage at plug                      
SM: Starter Motor   
SS: Starter system                        
HL: Head lights                            
SP: Spark plugs       
SQ: Spark Quality          
CC: Car cranks        

DS: Distributor      
TM: Spark timing                  

FS: Fuel system      
AF: Air filter 
AS: Air system             
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Using the stability graphics, the optimal number of clusters selected, for “Lympho-
graphy” database, has been equal to two and the variables clustering results is 
presented in “Table 4” below. 

Table 4. Clustering results of the “Lymphography” data base 

Cluster 1 Cluster 2 
V1, V8, V9, V10 
V11, V12, V13, 
V14, V15, V16, 

V17, V18 

V2, V3, V4 
V5, V6, V7 

 

4.3 The Classical Learning Structure Compared to Our New Heuristic     

For the “Car diagnosis 2” database, “Figure 1” below depicts the classical structure 
learning result of the entire variables after applying the K2 algorithm, with as entry, 
the obtained order reached via the tree resulting from the implementation of the 
MWST algorithm (to note: we have chosen the interest variable as an initial variable 
during the application of the MWST algorithm). The execution time has been 3.45 
seconds. 

 

Fig. 1. The classical structure learning result 
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The Figures 2, 3 and 4, appearing below, depict the structures resulting from the 
learning structure pertaining to every cluster of variables after applying the K2 algo-
rithm, with, as an entry, the order obtained from the MWST resulting tree (we have 
selected the interest variable as being the initial variable during the MWST algorithm 
application to each cluster). The final structure is automatically represented by reas-
sembling the clusters’ structures around the interest variable (see Figure  5). The 
global execution time has been 1.45 seconds (over 1.32 seconds for cluster 1; 0.05 
seconds for cluster 2 and 0.09 seconds for cluster 3). The sum of these executions’ 
time (1.45 seconds) remains significantly inferior to the structure learning of the en-
tire variables simultaneously, which equals 3.45 seconds. 

 

Fig. 2. Cluster 1 structure 

                                                                  

                        Fig. 3. Cluster 2 structure                        Fig. 4. Cluster 3 structure 

For the “Lymphography” database, the same treatment and the same algorithms are 
applied. The sum of learning structure of “cluster 1” and “cluster 2” executions’ time 
(equal to 1.65 seconds) remains significantly inferior to the structure learning of the 
entire variables, simultaneously, which equals 2.67 seconds. 
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Fig. 5. The ultimate Structure 

4.4 Both Attained Structures’ Relevant Inferences and Result Comparisons 

As our approach favors the preservation of data, principally for the interest variable’s 
sake, we will learn the parameters of the two structures found for each of 
the databases studied (structure found after learning all the variables simultaneously 
and structure found after assembling the various structures of the clusters around 
the interest variables). As for the interest variable, we are going to calculate the prob-
abilities of its different possible corresponding states, bearing in mind the states of the 
network’s other nodes in respect of the two obtained BN structures. Thus, a thirty-
two-example database will be used for experimenting the interest variables of both 
databases. Naturally, the experimentation examples have been excluded during the 
structures’ learning. The differential statistical significance between the obtained 
probabilities, with respect to both structures, will be measured via the “Z” test (com-
paring the two observed means belonging to two different samples), according to the 

following formula: ܼ = ௉ଵି௉ଶඥ௩௔௥௜௔௡௖௘(௉ଵ)ା௩௔௥௜௔௡௖௘(௉ଶ)ିଶൈ௖௢௩௔௥௜௔௡௖௘(௉ଵ,௉ଶ) [24] 

 

Hypothesis H0: the difference between both probabilities is significant (|Z|>1.96). 
HypothesisH1: the difference between both probabilities is non-significant 

(|Z|≤1.96).    

The two tested variables are “Car starts” of “Car Diagnosis 2” database and “Diagno-
sis” of “Lymphography” database. “Appendix B” contains two graphs showing the 
variation of the Z-test for each variable studied according to its different possible 
states. 
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4.5 Discussion   

Based on the achieved experimental results, the pairs of probabilities for the varia-
ble “diagnosis” of the "Lymphography" database are identical; the preservation of 
information has been complete (see Appendix B, Figure 7). As for the variable “Car 
Start” of “Car Diagnosis 2” database, the probabilities pairs are very similar but not 
identical; the hypothesis H0 has always been rejected, even with very small Z values, 
not exceeding the value of |0.46|, very distant from the threshold of |1.96|, as set by 
the Z test theory (see Appendix B, Figure 6).  It can, therefore, be deduced that the 
inference results, regarding both of learning structures approaches, are very similar 
even at eye sight, and without applying any statistical tests to measure the difference’s 
significance. Through our heuristic, we have managed to reduce, considerably, the 
algorithmic complexity of the BN structure learning without any significant loss of 
information, especially with regards to the interest variable. The clustering constancy 
and trustiness plays a determining role in the accuracy of the resulting structure. In 
fact, the more independent the obtained clusters are, the more the number of inter-
cluster edges to be lost would shrink; consequently, the more independent the clusters 
are, the more negligible the lost information would be. 

Throughout the present study, we have, firstly, demonstrated mathematically that 
the algorithmic complexity of the BN from data-base structure learning decreases 
dramatically in the cases when the variables’ subsets are treated in a separate way. In 
a second place, a heuristic has been proposed whereby the demonstrated conduct 
could be exploited by adding a solution serving to reassemble the sub-sets’ structures 
into a single structure framework. This solution has been based on the implementation 
of the information system’s interest variable as a linking variable among the subsets’ 
different structures. Through our proper experimentation procedure, we have proved 
that by implementing this undertaking, we can be immune against the information 
loss problem while achieving a considerable gain in terms of execution time. Our 
original solution has been improved; firstly because no criterion has been defined for 
the applicability of our approach on a certain database (possibility of hav-
ing clusters sufficiently independent to avoid losing information). Secondly, 
the method applied for determining the optimal number of clusters is known to 
be greedy in computational complexity (in the order of O(n3)). So, a heuristic, less 
complicated yet effective would be among our aim in future research. Inversely, how-
ever, with the help of our newly-devised concept, new large-scale horizons have been 
opened, paving the way for other more global solutions, taking advantage of the fact 
that the possible number of DAG decreases incredibly by treating the variables and 
subsets during the BN structure learning from data-base. 

5 Conclusion 

Within the scope of the present work, we have set up a new well-defined approach for 
the BN structure learning from data-base, so useful that it can be jointly applied with 
the already existing algorithms and underway heuristics. As a first step, we have 
demonstrated, mathematically, that the BN structures’ possible space decreases,  
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dramatically, by subdividing the relevant variables into clusters before processing the 
BN structure learning corresponding to each cluster apart. In the second step, a spe-
cially-devised heuristic has been proposed with the aim of joining each cluster’s  
different structures. Actually, through a specially-conducted experimentation adminis-
tered over tow data-bases, we have proved that loss in data turns out to be so negligi-
ble that it does not affect the extracted BNs stemming results during the inference 
stage, while saving a great deal of execution time. 

In a potential future research, we reckon to make a serious attempt to investigate 
other possible alternatives, useful and fit to exploit the considerable reduction of  
algorithmic complexity during the BN structure learning by examining and treating 
variables’ sub-sets, developing some structure-retrieving oriented heuristics, encom-
passing the already achieved sub-structures, a framework that would be the closest 
possible to the discovered structure, while simultaneously treating the whole set of 
variables in their entirety. 
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Appendix A 

Proof of  Proposition 1 (i) 
For all n ≥ 2, we have: 

i) r(n) ≥ 2௡ିଶ݊ ݎ(݊ െ 1) 
Proof by induction on n 
For n=2 ; r(2)= 3 ≥ 2 is verified 
Tel n Є IN, we assume that ׊ ݅ ൑ ݊; (݅)ݎ   ൒ 2௜ିଶ ݅  ݎ(݅ െ 1). (1) 
By applying Robinson formula, we have:   
݊)ݎ  ൅ 1) = ∑ (െ1)௜ାଵ2௜(௡ାଵି௜)൫௡ାଵ௜ ൯ݎ(݊ ൅ 1 െ ݅)௡௜ୀଵ  

We set Vi =2௜(௡ାଵି௜) ൫௡ାଵ௜ ൯ݎ(݊ ൅ 1 െ ݅) 
We will firstly prove that (Vi)1≤i≤n+1   is decreasing  

 
௏௜௏௜ାଵ = ଶ೔(೙శభష೔)൫೙శభ೔ ൯௥(௡ାଵି௜)ଶ(೔శభ)(೙శభష೔షభ)൫೙శభ೔శభ ൯௥(௡ି௜) 

          = ଶ೔  భ(೙శభష೔)!  ௥(௡ାଵି௜)ଶ೙ష೔   భ(೔శభ)(೙ష೔)!  ௥(௡ି௜) 
By using (1), 

 
௏௜௏௜ାଵ ൒  ଶమ೔ష೙(௜ାଵ)ଶ೙శభష೔షమ (௡ାଵି௜)௥(௡ି௜)(௡ାଵି௜)  
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Which imply,  ௏௜௏௜ାଵ  ൒  2௜ିଵ(݅ ൅ 1) ൐ 1.  This means that (Vi)1≤i≤n+1  is decreasing. 
Secondly we will prove that r(n+1)- 2௡ିଵ(݊ ൅  0≤(݊)ݎ (1
Observe that, 2௡ିଵ(݊ ൅ 2ଶ(௡ିଵ)൫௡ାଵଶ - (݊)ݎ (1 ൯ݎ(݊ െ 1)  ≥  2௡ିଵ(݊ ൅ 1)2௡ିଶ݊ ݎ(݊ െ 1) െ 2ଶ(௡ିଵ) (௡ାଵ)௡ଶ ݊)ݎ െ 1) ≥  2ଶ௡ିଷ(݊ ൅ ݊)ݎ ݊(1 െ 1) െ 2ଶ௡ିଷ(݊ ൅ ݊)ݎ ݊(1 െ 1) = 0 
So, 2௡ିଵ(݊ ൅ 2ଶ(௡ିଵ)൫௡ାଵଶ+(݊)ݎ (1 ൯ݎ(݊ െ 1)≤ 2 ൈ 2௡ିଵ(݊ ൅ ݊)2௡ =(݊)ݎ (1 ൅  (݊)ݎ (1
=>  The sum of the tow first elements of r(n+1) minus 2௡ିଵ(݊ ൅  is positive (݊)ݎ (1
=>  r(n+1)- 2௡ିଵ(݊ ൅ ∑ = positive element + S; where S=(݊)ݎ(1 (െ1)௜ାଵܸ݅௡ାଵ௜ୀଷ  
Thirdly we will prove that S ≥ 0 
 
Case 1: n is impair:  n=2p-1; p Є IN* 
S=∑ (െ1)௜ାଵܸ݅௡ାଵ௜ୀଷ  
=∑ (െ1)௜ାଵܸ݅ଶ௣௜ୀଷ  
=∑ (െ1)ଶ௝ାଵ ଶܸ௝ ൅ ∑ (െ1)ଶ௝ାଶ ଶܸ௝ାଵଵஸ௝ஸ௣ିଵଵஸ௝ஸ௣   
 (Where in the first sum  i=2j and in the second  i=2j+1) 
=∑ ଶܸ௝ାଵ െ ∑ ଶܸ௝ଶஸ௝ஸ௣ଵஸ௝ஸ௣ିଵ  

=∑ ଶܸ௝ାଵ െ ∑ ଶܸ௝ାଶଶஸ௝ஸ௣ିଵଵஸ௝ஸ௣ିଵ  = ∑ ( ଶܸ௝ାଵ െ ଶܸ௝ାଶ)௣ିଵ௝ୀଵ . Since (Vi)1≤i≤n+1  is   de-

creasing we can conclude that ∑ ( ଶܸ௝ାଵ െ ଶܸ௝ାଶ)௣ିଵ௝ୀଵ ൒ 0 

Case 2:  n is pair: n=2p 
S=∑ (െ1)௜ାଵܸ݅௡ାଵ௜ୀଷ  
=∑ (െ1)௜ାଵܸ݅ଶ௣ାଵ௜ୀଷ  
=∑ (െ1)ଶ௝ାଵ ଶܸ௝ ൅ ∑ (െ1)ଶ௝ ଶܸ௝ିଵଶஸ௝ஸ௣ାଵଵஸ௝ஸ௣  
(Where in the first sum  i=2j and in the second  i=2j-1) 
=∑ ( ଶܸ௝ିଵ െ ଶܸ௝)ଶஸ௝ஸ௣ + ଶܸ௣ାଵ. Since (Vi) is decreasing and ଶܸ௣ାଵ≥0 then                           ∑ ( ଶܸ௝ିଵ െ ଶܸ௝)ଶஸ௝ஸ௣ ൅ ଶܸ௣ାଵ ൒ 0 
Therefore S ≥ 0, then  
r(n+1)- 2௡ିଵ(݊ ൅   then ,0≤(݊)ݎ(1
r(n+1)≥ 2௡ିଵ(݊ ൅  .Which proves the proposition ;(݊)ݎ(1

Proof of Proposition 1 (ii) 

ii) r(n)≥ 2(೙షభష಻)(೙శ಻షమ)మ ݊(݊ െ 1) … ܬ) ൅ 2) ൈ ܬ)ݎ ൅ 1) ׊ (1 ൅ (ܬ ൑ ݊ 

Proof: 
By using i) of proposition 1, we have the desired result. 
r(n) ≥ 2௡ିଶ ൈ 2௡ିଷ ൈ … ൈ 2௃݊(݊ െ 1) … ܬ) ൅ 2) ൈ ܬ)ݎ ൅ 1) 

r(n) ≥ 2(೙షభష಻)(೙శ಻షమ)మ ݊(݊ െ 1) … ܬ) ൅ 2) ൈ ܬ)ݎ ൅ 1)  

where (n-2)+(n-3)+…+J=
(௡ିଵି௃)ଶ (J+n-2)  

We can conclude that our proposition 1 (ii) is confirmed. 
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Appendix B 

 

Fig. 6. Z-test variation for the “Car starts” variable (“Car Diagnosis 2” database) 

 

Fig. 7. Z-test variation for the “Diagnosis” variable (“Lymphography”  database) 
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Abstract. A new method for dimensionality reduction and feature ex-
traction based on Support Vector Machines and minimization of the
within-class data dispersion is proposed. An iterative procedure is pro-
posed that successively applies Support Vector Machines on perpendic-
ular subspaces using the deflation transformation in such a way that the
within-class variance is minimized. The proposed approach is proved to
be a successive SVM using deflation kernels. The normal vectors of the
successive hyperplanes contain discriminant information and they can
be used as projection vectors for feature extraction and dimensionality
reduction of the data. Experiments on various datasets are conducted in
order to highlight the superior performance of the proposed algorithm.

1 Introduction

In pattern recognition and machine learning problems with high-dimensional
data have always been difficult to cope with. That is, the so-called “curse of
dimensionality”, which constitutes motivation for the development of dimen-
sionality reduction methods. Simple classification algorithms which are very
commonly used in a variety of disciplines, like k-Nearest Neighbor (KNN) [1]
or Nearest Centroid (NC) [2], favor greatly when they have to treat the same
problem in a lower-dimensional space, especially when it is redundant.

The benefits lie in reducing computational complexity, since the size of the
problem is reduced, and improving classification accuracy. The first gives the
possibility to deal with more complex problems that cannot be treated in their
original form. In order for the latter to be succeeded, the dimensionality reduc-
tion has to take place in such a way that will augment discriminant information
and remove information that does not contribute discriminability, e.g noise.

A closely related term to dimensionality reduction is feature extraction, which
entails the transformation of the data from the high-dimensional space to the
lower-dimensional one. This transformation can be either linear or non-linear and
although linear transformations have a more solid mathematical background,
non-linear transformations, which are usually extensions of previously proposed
linear ones, are usually more powerful. These non-linear generalizations are usu-
ally achieved using the kernel trick [3], which gives us the opportunity to compute
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only the dot products of the inpute patterns, rather to explicitly compute the
mapping, i.e. their projection onto a very high-dimensional space.

Feature extraction can also be used for visualization tasks so as to get better
understanding and an overview of a problem. In the framework of this paper we
are interested both in visualization and classification tasks. In the following we
shortly describe the most commonly used dimensionality reduction techniques
that are related to our proposed method.

1.1 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) [4], also known as Karhunen-Loeve trans-
formation, was fisrt developed by Pearson [5] (1901) and Hotelling [6] (1933). It
is one of the most widely used dimensionality reduction technique in problems
as data compression and clustering, pattern recognition and visualization. The
main idea is to reduce the dimensionality of a data population trying to keep
its spatial characteristics. This is achieved with a linear transformation to the
space of principal components, which are ordered in such a way that the first
few retain most of the data variation. The principal components are obtained
by performing eigenanalysis of the data covariance matrix.

More specifically, if Ak is the matrix of the k eigenvectors that correspond
to the k largest eigenvalues of the covariance matrix and X is the initial data
matrix, then the transformed data of dimensionality k is given by Z = AkX.
PCA has been generalized into kernel-PCA [7] using the kernel trick. Since PCA
is an unsupervised learning method, i.e. class label information is not taken into
account, it is not always suitable for classification tasks.

1.2 Linear Discriminant Analysis (LDA)

On the contrary to PCA, Linear Discriminant Analysis (LDA), [8], also known
as Fisher’s Discriminant Analysis (FDA or FLDA), is a supervised learning
technique, which exploits the class label information in order to maximize the
classes discriminality in the extracted space. This is achieved by maximizing
Fisher’s discriminant ratio, that is, the ratio of between-class variance to within-
class variance. For a training set of d-dimensional samples xi, i = 1, . . . , N that
belong to two classes these notions are expressed by the following quantities

Si =
∑
x∈ωi

(x− μi)(x− μi)
T ,

SW = S1 + S2 and (1)

SB = (μ1 − μ2)(μ1 − μ2)
T .

By μi we denote the mean value of class ωi. We call SW within-class scatter
matrix and SB between-class scatter matrix. The quantity that LDA seeks to
maximize is defined as

J(w) =
wTSBw

wTSWw
, (2)
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wherew is the projection vector that transforms the data to the one-dimensional
subspace. If the number of classes is more than two, then the reduced dimension-
ality can be at most equal to the number of classes minus one. The performance
of LDA is optimal provided that the data distributions are normal for all classes
with the same covariance matrix. LDA was also extended for the non-linear case
in Kernel-FDA [9], similarly to PCA, using the kernel trick.

1.3 Margin Maximizing Discriminant Analysis (MMDA)

Margin Maximizing Discriminant Analysis (MMDA) [10] investigated the possi-
bility of projecting the input data onto the normal of a hyperplane that separates
two classes in a binary problem. This hyperplane should provide good generaliza-
tion for future data and make no assumptions regarding the distribution of the
input patterns. The authors proposed a deflation approach to be able to perform
this process in subsequent orthogonal subspaces, by projecting onto the space
spanned by the normal of such a margin maximizing hyperplane. The first hy-
perplane is obtained solving the Maximum Margin Separation (MMS) problem,
which is expressed as a quadratic programming problem:

minimize
1

2
||w||22 + C

n∑
i=1

ξi (3)

subject to yi(w
Txi + b) ≥ 1− ξi, ξi ≥ 0, i = 1, . . . , n.

The resulting weighting vector of the hyperplane is normalized and used for
projecting the data by x′

i = xi − (wTxi)w. Then, problem 3 is solved again for
the projected data.

1.4 Proposed Approach

In this paper we propose a novel supervised learning technique that seeks to
exploit Support Vector Machines (SVMs) in a dimensionality reduction scheme.
More specifically we intend to use the discriminant information contained in the
resulting hyperplane of SVMs to perform feature extraction and the correspond-
ing normal vector of the hyperplane can be used as projection vector. Thus,
the first step of the proposed method is the standard SVM optimization that
generates the first dimension/feature. In order to be able to extract additional
discriminant information we adopt a deflation procedure similar to MMDA. On
the same time, inspired by the maximization of Fisher’s discriminant ratio, we
desire to minimize the within-class variance similarly to [11] and [12]. This re-
sults to the definition of a new optimization problem incorporating both the
deflation procedure and the within-class variance minimization. This approach
can be regarded as a modification of the standard SVMs optimization, employing
a deflation kernel.

The novelty of our work lies in three different aspects. The first is the idea
of combining SVMs for maximizing the between-class margin and Fisher’s dis-
criminant ratio for minimizing the within class variance in one dimensionality
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reduction technique. The second is the iterative generation of successive or-
thonormal projections onto deflated subspaces, according to this criterion, for
feature extraction. And the third is the incorporation of the within-class vari-
ance minimization and the deflation procedure in the SVMs optimization, using
the kernel trick.

The manuscript is organized as follows: The proposed approach is described
in Sec. 2. In Sec. 2.1, we discuss in detail the deflation procedure that we adopt
and in Sec. 2.2 we show how the deflation of the within-class scatter matrix
can be included in the same procedure. The modified optimization problem is
presented in Sec. 2.3 and in Sec. 2.4 we show how this problem can be efficiently
solved using the kernel trick. The way we perform the feature extraction and
the final form of the algorithm are presented in Sec.2.5. In Sec. 3.1 we demon-
strate the visualization capability of our method and in Sec. 3.2 we present the
experimental results for classification tasks. Finally, conclusions are drawn in
Sec. 4.

2 Definition and Derivation of the Problem

In the proposed approach, our goal is to use the information regarding the dis-
tribution of the data in space, which is contained in the resulting hyperplane
of a classification task with SVMs minimizing in parallel the within-class vari-
ance. Moreover, we want to do that in an iterative way so as each iteration
of the procedure will provide us with a new feature, which will contain addi-
tional discriminant information for our data with respect to the preceding steps.
In order to achieve that we need to apply the SVMs in successive subspaces,
which are pairwise perpendicular. The proposed method is calledWithin Support
Vector Discriminant Analysis (WSVDA) and the algorithm can be overseen in
Table 2.

Table 1. The main steps of the iterative procedure of WSVDA

1: compute the within scatter matrix SW for the data
2: solve SVMs for the data minimizing SW

3: compute weighting vector w
4: compute projection matrix P using the normalized weighting vector of previous step
5: deflate the data along the direction of w
6: iterate from step 1 to step 5 for as many times as the desired reduced dimensionality
7: use the normalized weighting vectors w for feature extraction

2.1 Deflation Procedure

Let us present this idea with a simple example. If we think of a three-dimensional
example of a binary problem, the resulting hyperplane (actually a plane) of lin-
ear SVMs would be as depicted in Fig. 1. The projection of the data onto the
hyperplane is additionally a transformation to a space perpendicular to the ini-
tial one. Consequently if we apply SVMs to these transformed data, projected
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onto the hyperplane, the resulting hyperplane (actually a line) will be perpen-
dicular to the initial one. That means that the two hyperplanes contain exclusive
information regarding the data distribution. The orthogonality property stands
for the corresponding normal vectors of the hyperplanes, which can be used for
the feature extraction.

Fig. 1. The resulting hyperplanes of linear SVMs for a three-dimensional example of
a binary problem. The three-dimensional data are projected onto the plane, which is
the decision surface when the three-dimensional data are the input to the SVMs. The
deflated two-dimensional data are the input to the SVMs in the second iteration of the
method, resulting to a separating line. Best viewed in color.

Suppose the training set with finite number of elements xi, i = 1, . . . , N , of
dimensionality d, which can be separated into two different classes ω1 and ω2.
The corresponding labels for these training samples are denoted by yi with a
value equal to 1, if xi ∈ ω1 or -1 if xi ∈ ω2. We also use the notation X
for the data matrix, which contains the vectors xi in its columns, i.e. X =
(x1,x2, . . . ,xN ).

In order to project the data onto the successive hyperplanes we use a deflation
transformation algorithm similar to the one in [13], which is used for deflating the
data in the space of principal components. Similarly, if wk is the normal vector
of the hyperplane in iteration k of the procedure, then Pwk = Id×d −wkwkT ,
where Pwk is the projection matrix along the direction of vector wk and Id×d

is the identity matrix of dimension d. It is important to mention here, that
the weighting vector wk, which is the result of SVMs in our algorithm, has
to be normalized before used for the deflation process. Consequently, the data
matrix X can be deflated along the direction of wk, that is, projected onto the
hyperplane of iteration k, by multiplying it with the corresponding projection
matrix Pwk , Xk = PwkX.
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Since in each iteration we transform the data to a subspace having removed
a dimension, the deflation should be done on all the directions of the normal
vectors of the previously computed hyperplanes. This multiple deflation can be
done in a successive way: X1 = Pw1X,X2 = Pw2X1, . . . ,Xk = PwkXk−1,
but it can also be applied on the initial data matrix using the product of all the
projection matrices of the previous steps: P k = Pw1Pw2 . . .Pwk . In this way,
the matrix Xk = P kX has been simultaneously deflated along the multiple
directions of the normal vectors.

If we express the product of the successive projection matrices using the
weighting normal vectors we have

P k = (Id×d −w1w1T )(Id×d −w2w2T ) . . . (Id×d −wkwkT ), (4)

it is shown that the order of multiplication has no effect to the final result and
because of the orthogonality property we conclude to

P k = Id×d −
k∑

i=1

wkwkT . (5)

However, for the implementation task, the first form proves to be numerically
more stable. Finally, as a result of the symmetry of all the projection matrices,

they are equivalent to their respective transposed matrices, e.g. P k = P kT

.

2.2 Within-Class Variance Deflation

We have already discussed in the previous section what is the input data, i.e. the
deflated data to the successive SVMs, but we also need to provide them with the
within scatter matrix of the deflated data. In order to avoid the computation of
this matrix for the deflated data in each iteration we investigate the possibility
of ‘projecting’ the within scatter matrix onto the subspace of each iteration.
Indeed,

Sk
W = Sk

1 + Sk
2

=
∑

xk
i ∈ω1

(xk
i − μk

1)(x
k
i − μk

1)
T +

∑
xk

j∈ω2

(xk
j − μk

2)(x
k
j − μk

2)
T

=
∑

xi∈ω1

P k(xi − μ1)(xi − μ1)
TP kT +

∑
xj∈ω2

P k(xj − μ2)(xj − μ2)
TP kT

= P k
∑

xi∈ω1

(xi − μ1)(xi − μ1)
TP k + P k

∑
xj∈ω2

(xj − μ2)(xj − μ2)
TP k

= P k(S1 + S2)P
k

Sk
W = P kSWP k, (6)

where S1 and S2 are the within-class scatter matrices for class ω1 and ω2 re-
spectively. Similarly, μ1 and μ2 are the corresponding mean values.
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2.3 Deflated Within-Class Support Vector Machines

According to the aforementioned we can modify the standard SVMs [15] opti-
mization problem and define a new one, which simultaneously will maximize the
margin and minimize the within-class variance in deflated subspaces. For the
separable case [14] would be expressed as

minimize wTPSWPw, wTPSWPw > 0 (7)

subject to the separability constraints

yi(w
TPxi + b) ≥ 1, i = 1, . . . , N. (8)

The solution to this problem is given by the saddle point of the Lagrangian

L(w, b,α) = wTPSWPw −
N∑
i=1

αi[yi(w
TPxi − b)− 1], (9)

where α = [α1, . . . αN ]T is the vector of Lagrange multipliers. The Karush-Kuhn-
Tucker (KKT) conditions [16] imply that for the saddle point

∇wL(wo, bo,αo) = 0⇔ PSWPwo =
1

2

N∑
i=1

αi,oyiPxi

∂

∂b
L(wo, bo,αo) = 0⇔

N∑
i=1

αi,oyi = 0

yi(w
T
o Pxi − bo)− 1 ≥ 0, i = 1, . . . , N (10)

αi,o ≥ 0, i = 1, . . . , N

αi,o[yi(w
T
o Pxi − bo)− 1] ≥ 0, i = 1, . . . , N,

where subscript o denotes the optimal solution.
The KKT conditions show that the weighting vector is a linear combination of

the support vectors in the training set multiplied by the inverse of the ‘projection’
of matrix SW , that is PSWP . More specifically the optimal weighting vector
normal to the separating hyperplane is given by

PSWPwo =
1

2

N∑
i=1

αi,oyiPxi ⇔ wo =
1

2
(PSWP )−1

N∑
i=1

αi,oyiPxi. (11)

By replacing (11) into (9) and using the KKT conditions, we obtain the Wolfe-
dual problem

W (α) =
N∑
i=1

αi − 1

4

N∑
i=1

N∑
j=1

αiαjyiyjx
T
i P (PSWP )−1Pxj , (12)
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which is equivalent to the optimization problem

minimize
1

2
αTHα− 1Tα (13)

subject to αi ≥ 0, i = 1, . . . , N and

N∑
i=1

αiyi = 0,

where H ij =
1
2yiyjx

T
i P (PSWP )−1Pxj is the ijth element of the Hessian ma-

trix.
The corresponding separating hyperplane is defined by

g(x) = sgn(wTPx+ b)

= sgn

(
1

2

N∑
i=1

αi,o

(
xT
i P (PSWP )−1Px

)
+ b

)
, (14)

where bo = 1
2w

T
o P (xi +xj) for any pair of support vectors xi and xj such that

yi = 1 and yj = −1.
In the non-separable case [15], we relax the separability constraints (8) by

introducing non-negative slack variables ξi, i = 1, . . . , N . The new optimization
problem is expressed as

minimize wTPSWPw + C
N∑
i=1

ξi, wTPSWPw > 0 (15)

subject to the separability constraints

yi(w
TPxi + b) ≥ 1− ξi, ξi ≥ 0, i = 1, . . . , N, (16)

where by C we denote the cost of violating the constraints, i.e. the cost of
misclassification.

The solution to this problem is given by the saddle point of the Lagrangian

L(w, b,α,β, ξ) = wTPSWPw+C
N∑
i=1

ξi −
N∑
i=1

αi[yi(w
TPxi − b)− 1+ ξi]−

N∑
i=1

βiξi,

(17)

where α = [α1, . . . αN ]T and β = [β1, . . . βN ]T are the vectors of Lagrange
multipliers. The modified Karush-Kuhn-Tucker (KKT) conditions [16] for the
non-separable case imply that for the saddle point
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∇wL(wo, bo,αo, βo, ξo) = 0⇔ PSWPwo =
1

2

N∑
i=1

αi,oyiPxi

∂

∂b
L(wo, bo,αo,βo, ξo) = 0⇔

N∑
i=1

αi,oyi = 0

∂

∂ξi
L(wo, bo,αo,βo, ξo) = 0⇔ βi,o = C − αi,o (18)

yi(w
T
o Pxi − bo)− 1 + ξi,o ≥0, i = 1, . . . , N

βi,o ≥ 0, 0 ≤ αi,o ≤ C, ξi,o ≥ 0,βi,oξi,o = 0 i = 1, . . . , N

αi,o[yi(w
T
o Pxi − bo)− 1 + ξi,o] ≥ 0, i = 1, . . . , N,

The Wolfe-dual problem as well as the hyperplane are the same as in the sepa-
rable case, i.e equations (12), (13) and (14), since the slack variables and their
Lagrange multipliers do not appear in it.

2.4 Deflation Kernel

Instead of solving the optimization problem of the previous section for the de-
flated data in every iteration as our algorithm required in order to extract the
desired knowledge, the formulation of the optimization problem in the previous
section allows us to incorporate the deflation transformation of each iteration in
the existing optimization problem. This is possible if we consider the deflation
as a kernel function, which we define as

K(xi,xj) = xT
i P (PSWP )−1Pxj (19)

and the feature map as

Φ(x) = (PSWP )−1/2Px. (20)

So

K(xi,xj) = 〈Φ(xi)Φ(xj)〉
=

(
(PSWP )−1/2Pxi

)T (
(PSWP )−1/2Pxj

)
= xT

i P (PSWP )−1/2(PSWP )−1/2Pxj

K(xi,xj) = xT
i P (PSWP )−1Pxj (21)

This notation gives us the advantage that the explicit computation of all the
training samples is no longer needed, but we only need to compute the dot
product of the vectors in the feature space, i.e. the Hessian matrix of (13), using
the kernel trick. If we use matrix notation for the data instead of vectors, as de-
fined in Sec.2.1, the above functions are expressed as Φ(X) = (PSWP )−1/2PX
and K(X) = XTP (PSWP )−1PX.
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2.5 Feature Extraction

The method described in the previous sections consists a dimensionality reduc-
tion technique. In each iteration of the procedure we obtain a new weighting
vector, orthogonal to all the previously obtained ones, which is used as a pro-
jection vector in the feature extraction schemes. The number of iterations and
subsequently the number of obtained weighting vectors defines the number of
the resulting dimensionality. The fact that the weighting vectors are pairwise or-
thogonal implies that in each iteration we acquire new discriminant information
regarding our data. The extracted data consist of samples of which each feature
is the projection of the initial vector onto the corresponding weighting vector,
fwk(x) = wkTx.

If we denote by W k the augmented projection matrix which contains in its
columns the weighting vector of each iteration, i.e. W k = (w1,w2, . . . ,wk) we
can express the feature extraction of the whole procedure in a compact way
using the expression Xk

D = W kTX, where by Xk
D we denote the final matrix

of the extracted data after k iterations and with a reduced dimensionality of k
as well. The final form of the algorithm of WSVDA, which is implemented for
the experiments in this paper is shown in Table 2.

Table 2. The implemented algorithm of WSVDA

input: training set data matrix X with N samples and corresponding labels yi
output: extracted data matrix Xk

D

1: compute the within scatter matrix SW for the initial data
2: initial projection matrix P = Id×d

3: for k=1 to reduced dimensionality
4: check the condition number of (PSWP ), regularize by adding a small quantity

to the diagonal elements if needed in order to achieve numerical stability
5: compute (PSWP )−1

6: train SVMs using H = XTP (PSWP )−1PX

7: compute weighting vector wk from (11)

8: normalize weighting vector wk

9: concatenate normalized wk into W T

10: update projection matrix P using the normalized weighting vector of previous

step, according to P = P (I −wkwkT )
11: end

12: use the normalized weighting vectors w for feature extraction, according to Xk
D = W kTX

3 Experimental Results

In this section we present the results of the experiments performed to assess
the performance of WSVDA and compare it with the most commonly used
techniques as PCA and LDA as well as state of the art methods as MMDA. After
the dimensionality reduction of the datasets with the aforementioned techniques,
classification is performed using KNN and NC algorithms. It was also considered
valuable to compare these results with SVMs classification applied on the initial
data.
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In order to achieve higher credibility for our results we perform various in-
stances of k-fold cross validation, with 1 fold being used as a training set and the
rest (k−1) folds being used as the test set. This approach offers the opportunity
to use a small number of samples for the training phase, which is comparable
or sometimes smaller than the number of features. That is, the dimensional-
ity of the training set is higher than its cardinality, which is often the case for
small sample size (SSS) problems. In such occasions we expect and we show that
WSVDA has better performance. It is also important to mention that all the
datasets were scaled uniformly to [−1, 1].
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Fig. 2. Projection of pairs of features of Connectionist Bench (Sonar) dataset onto
two-dimensional subspaces. In the first row three pairs of features of the initial data
are shown. In the following three rows we can see the first three pairs of extracted
features for WSVDA, MMDA and PCA. Best viewed in color.



Discriminant Subspace Learning Based on Support Vectors Machines 209

3.1 Use of WSVDA for Visualization Purposes

One important attribute ofWSVDA is the visualization capability, which is partic-
ularly useful for high-dimensional datasets. To demonstrate this attribute we use
the Connectionist Bench dataset from the UCI Machine Learning Repository. In
Fig. 2 the first three pairs of features are shown for the initial training data andafter
reducing their dimensionality withWSVDA,MMDA and PCA. Since the problem
is binary LDA could not be used for two-dimensional visualization purposes.

We can observe that all three methods are capable of extracting discriminant
information from the data and make the classification task easier compared to the
initial data. However, it is important to note that only in the case of WSVDA
the two classes are linearly separable for all the extracted features depicted on
the figure. This means that except for the first extracted feature, the succeeding
features provide additional and new discriminant information.

3.2 Dimensionality Reduction and Classification Results

In this section we present the experimental results for classification purposes
using four different datasets. The experimental scenario includes a dimensionality
reduction step using one of the following four techniques WSVDA, MMDA,
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Fig. 3. Classification accuracy rates for Sonar and Heart datasets. WSVDA outper-
forms the other methods in all occasions in terms of classification accuracy rate and it is
observable that it gains discriminant information from the successive subspaces where
the optimization problem is solved. The number of neighbors for the KNN algorithm
is 5 for this set of experiments, whereas the number of folds for the cross validation is
10 and 5 for Sonar and Heart datasets, respectively. Best viewed in color.
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PCA, and LDA, and a classification step using either KNN or NC classification
algorithms. Classification with Linear SVMs and KNN applied on the initial data
is also performed, using the following datasets: 1. Connectionist Bench (Sonar)
dataset contains 208 samples of 60 attributes that correspond to measurements
of a sonar device for signals that are reflected on two different surfaces. 2. Statlog
(Heart) dataset consists of 270 samples with 13 attributes that correspond to
medical data related to heart. 3. Wine Recognition Data dataset contains 178
samples of 13 features which correspond to the chemical analysis of three varieties
of wine. 4. Splice-junction Gene Sequences dataset consists of 3190 samples with
61 attributes that correspond to DNA sequences.

In Fig. 3 the average classification accuracy rates for the four dimensional-
ity reduction techniques followed by k-Nearest Neighbor or Nearest Centroid
classification are shown for Sonar and Heart datasets, first and second row re-
spectively. On the horizontal axis we have the number of reduced dimensions.
Since the problems are binary, LDA results to one-dimensional extracted data,
so only one accuracy rate is available.
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Fig. 4. Classification accuracy rates for Wine dataset. The top left subfigure corre-
sponds to the binary problem between classes 1v2 for 5-NN classification and 5-fold
cross-validation, whereas the top right subfigure corresponds to the binary problem
between classes 1v3 for NC classification and 7-fold cross-validation. The second row
corresponds to the binary problem between classes 2v3, which are more difficult to
discriminate and due to 10-fold cross-validation, which results to very small training
sample, we observe very low classification rates. WSVDA outperforms the other meth-
ods in all occasions in terms of classification accuracy rate showing that is a suitable
technique for small sample size problems. Best viewed in color.
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The comparison between the different methods highlights the superior perfor-
mance of WSVDA in comparison to MMDA, PCA, LDA and classification with
Linear SVMs and KNN or NC, applied on the initial data. In the left column
we see the results for KNN and in the right one we see the results for NC. The
results for the Wine Dataset are shown in Fig. 4.

Table 3 offers a detailed view over the classification results for all the datasets
examined and all the approaches followed. The accuracy rates correspond to
the highest value over the average accuracy rates of the cross validation and
for every possible reduced dimensionality. They are instances from experiments
with different parameters such as the number of folds, the number of nearest
neighbors and the regularization, but same for each line of the table. This is the
reason for big differences observed in classification rates. For the Wine dataset
for example, the low classification rates for class 2 against 3 are due to the biggest
overlapping between these classes in comparison to the other combination and
due to the larger number of folds which has as a result a very small training set.
This fact results to a more difficult classification task, for which WSVDA proves
to be quite robust.

Table 3. Classification Results

Data KNN NC SVM PCA LDA MMDA WSVDA PCA LDA MMDA WSVDA
sets +KNN +KNN +KNN +KNN +NC +NC +NC +NC

Sonar 51.18 53.37 55.88 53.10 57.54 55.88 58.66 53.48 57.54 56.36 58.29
Heart 80.37 81.67 81.85 80.93 79.44 81.48 82.41 81.76 80.65 81.94 82.41
Wine
1vs2 91.84 90.68 91.07 91.84 90.68 91.84 96.50 90.68 90.29 90.68 96.12
1vs3 89.32 89.17 87.13 89.32 90.42 89.32 100 89.17 90.58 89.17 99.84
2vs3 58.77 61.51 48.11 59.53 71.23 59.43 81.51 61.51 71.23 62.08 81.98
Splice 68.17 80.74 76.81 68.42 77.44 78.88 79.16 72.02 78.36 81.40 81.43

4 Conclusions

A novel dimensionality reduction method has been proposed that combines the
minimization of the within class scatter matrix with the maximization of the
margin between the classes in each projection. The proposed approach uses
an iterative feature extraction with deflation kernels that transform the orig-
inal data to perpendicular subspaces where a quadratic optimization problem
is solved. Thus, the discriminant information that lie in the subspace which is
perpendicular to the only dimension that standard SVM extract is exploited for
better discriminality and classification. Experimental results on several datasets
illustrate the superiority of the proposed approach against other popular dimen-
sionality reduction methods.

Acknowledgments. This research has received funding from the European
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Abstract. Bi-directional Associative Memory (BAM) is an artificial neural net-
work that consists of two Hopfield networks. The most important advantage of
BAM is the ability to recall a stored pattern from a noisy input, which depends
on learning process. Between two learning types of iterative learning and non-
iterative learning, the former allows better noise tolerance than the latter. How-
ever, interactive learning BAMs take longer to learn. In this paper, we propose a
new learning strategy that assures our BAM converges in all states, which means
that our BAM recalls perfectly all learning pairs. Moreover, our BAM learns
faster, more flexibility and tolerates noise better. In order to prove the effective-
ness of the model, we have compared our model to existing ones by theory and
by experiments.

Keywords: Bi-directional Associative Memory, Multiple Training Strategy,
Hopfield neural network.

1 Introduction

BAM is an associative memory that has two directions. Structure of BAM consists of
two Hopfield neural networks with two ways of association, i.e. auto-association and
hetero-association [7]. This class of neural networks is good for pattern recognition
and artificial intelligence. The most important attribute of BAM is the ability to recall
stored patterns from a noisy input. Output of recalling process directly depends on
results of learning process. Learning process is performed by a learning strategy that can
be divided into two types: non-iterative learning [12,21] and iterative learning [9,19].
Results of previous studies show that iterative learning BAMs recall better than non-
interactive ones. Therefore, many iterative learning BAMs have been developed for
recognition applications that manipulate noisy inputs.

Studies of BAMs focus on two main directions: improving math properties of mod-
els and creating new models. Some mathematicians showed output functions that assure
conditions about exponential stability but not considering noisy level of input and learn-
ing process of BAMs [3,22,10,6]. Other studies proposed new models that improve the
ability of storage and the ability of recall [16,17,9,19,12,13]. However, noise tolerance
of these models is weak. Moreover speed of learning process is slow when the number
of patterns is large.

In this paper, we propose a novel learning strategy for general BAMs. Our strategy
performs iterative learning until we obtain the condition that guarantees the recall of all

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 213–221, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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learning pairs, meaning that our novel model converges in all states. Updating connec-
tion weights is flexible by changing pair weights in an iteration of learning process. As
a result, our BAM learns faster and recalls better. Moreover, we prove advantages of
our novel model in theory and by experiments.

The rest of the paper is organized as follows. BAM models are described in Section
2. Related works are presented in Section 3. In section 4, we present our novel learning
strategy and prove advantages. Section 5 shows our experiments and compares with
other models.

2 Bidirectional Associative Memory Models

Structure of BAM
BAM is a two-layer hetero-associative feedback neural network model introduced by
Kosko [7]. As shown in 1, the input layer FA includes n binary valued neurons
(a1, a2, ..., an) and the output layer FB comprises of m binary valued components
(b1, b2, ..., bm). Now we have A = {0, 1}n and B = {0, 1}m. BAM can be denoted as
a bi-directional mapping in vector spaces W : Rn ←→ Rm.

Fig. 1. Structure of Bidirectional Associative Memory

Learning Process
Assume that BAM learns N pattern pairs, (A1, B1), (A2, B2), ..., (AN , BN ).The learn-
ing pattern pairs are stored in the correlation matrix as follows [7]:

W0 =
N∑
i=1

AT
i Bi . (1)

where Ai and Bi are the bipolar mode of the ith learning pattern pair.
A learning rule of BAM shows the multiple training strategy [21]:

W =

N∑
i=1

qiA
T
i Bi . (2)

where qi is pair weight of the ith training pair.
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Recalling Process
To retrieve one of the nearest (Ai, Bi) pairs from the network when any (α, β) pair
is presented as an initial condition to the network. Starting with a value of (α, β) de-
termine a finite sequence (α′, β′), (α′′, β′′),... until an equilibrium point (αF , βF ) is
reached [7], where

β′ = φ(αW ) (3)

α′ = φ(β′WT ) (4)

φ(F ) = G = (g1, g2, ..., gn) (5)

F = (f1, f2, ..., fn) (6)

gi =

{
1, fi ≥ 0
0, else

(7)

Energy Function
For any state (Ai, Bi) , an energy function is defined by [7]

Ei = −AiWBi (8)

3 Related Works

3.1 Studies about BAMs

All studies of BAMs have been developed with two branches including building a
proper output function and designing new models. The first branch focuses on math
properties of models while the second one focuses on performance of models.

In the first branch, a series of papers proposed conditions for stability of BAM. Deqin
Chen and Kelin Li [3] used delays and impulses in a continuous-time BAM to represent
the dynamical behaviours of neurons. Yonggang Chen [22] added time-varying delays
to show more clearly the dynamics of network in a discrete-time BAM. This class of
BAMs is easy for analysis the stability and designing simulator in computer. Zuoan Li
[10] added reaction-diffusion terms to describe the chaos of BAMs that work with fuzzy
data. H.S.Shu [6] focused on effect of modelling errors in a uncertain stochastic BAMs
by using uncertain parameters. However, these studies only ensure the ability of recall.

In the second branch, several new models were created to improve learning process
and recalling process. Maria and Corlenio [12] proposed a new Alpha-Beta BAM that
works with two binary operators α and β. Advantages of this model was recalling per-
fectly without iterations and stability problems. Similarly, A. Vzquez, Sossa, and A.
Garro [13] showed a general BAM that recalls perfectly the whole fundamental set of
learning patterns without an iterative algorithm. Chartier and Boukadoum [16,17] de-
scribed a new model that has a self-convergent interactive learning rule and a new non-
linear output function to recall two outputs. Dan Shen, Jose and Cruz [14] expanded a
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general BAM by choosing proper weights of pattern pairs to possess a maximum noise
tolerance set. However, noise tolerance of these models is slow when inputs are high
noisy.

3.2 Learning Process of BAMs

BAMs have two ways to learn including non-iterative learning and iterative learning.
BAMs without iteration are developed earlier.

First, many previous studies have learning strategy without iteration because learning
process and recalling process are quite simple in one iteration. A BAM worked well
with true-color images by A. Vzquez [13]. Similarly, Maria [12] proposed a BAM that
works with words in English-Spanish dictionary. Yeou-fang Wang et al proposed a new
model with multiple training but learning process was performed in one iteration. Other
researchers also designed Hopfield neural networks that learn in one iteration [15,2].
However, little data is retrieved from a high noisy input.

Second, several iterative learning BAMs were proposed to improve recalling pro-
cess. Chartier and Boukadoum [16,17] obtained an on-line learning algorithm through
changing an additional value based on input, output of BAM at a point of time. Leung
[9] designed a multiple training algorithm that learns a pattern pair in each iteration.
Tao Wang [19] showed a multiple training method that learns all pattern pairs in each
iteration. Other researchers also proposed learning rules that new connection weights
directly depend on old connection weights [11,5,8,18]. However, the complexity of
learning process is high when increasing the number of learning patterns.

3.3 Given Learning Strategies

In the most of early researches on iterative learning, BAMs and Hopfield neural net-
works change connection weights according to the following way: a new connection
weight is assigned to the sum of the old connection weight and an additional value. We
can give some examples to illustrate.

The following equation was proposed in [11] to show Hebbian rule.

Wnew
ij = W old

ij + γ+
v xD

i (t)At
j . (9)

where Wnew
ij and W old

ij is new connection weight and old connection weight between
neuron i and j, and γ is learning rate and xD

i and At
j is output and input of neuron i at

the time t.
Hebb [4] showed the Hebb rule in the following equation:

W (new) = W (old) + xy . (10)

where x is input and y is output.
After Hebbian rule was improved to have delta rule by B. Widrow [1].

W (new) = W (old) + α(d − y)x . (11)

where d is desired output and α is learning rate.
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In 1992, Kohonen [20] proposed a new rule for learning that is called Kohonens rule:

W (new) = W (old) + α(x −W (old)). (12)

where α is learning parameter.
Similarly, updating connection weights by Sylvain Chartier et al. [16,17]:

W[k+1] = W[k] + η(Y[0] − Y[t])(X[0] −X[t])
T . (13)

where W[k] is weight matrix at the time k and η is learning parameter and y[0], y[t],
x[0], x[t] are output and input of the first and tth interaction in each trial learning.

Chi Sing Leung described a learning rule that was shown in [9]:

mu+1
ij = mu

ij + Δmu
ij . (14)

where mu
ij is connection weight between neuron i and j after learning all sample pattern

pairs from 1 to u-1, and Δmu
ij ensures find one of the solution connection matrices.

In 1994, a similar learning rule was proposed by Tao Wang et al. [19]:

Wij(t + 1) = Wij(t) + ΔWij . (15)

where Wij(t + 1) is connection weight between neuron i and j at the time t+1, and
ΔWij presents updating weights base on the sum of signals come from two directions.

Through typical examples, we show that an additional value of connection weights
depends on learning parameters and learning parameters unchanged in all the time of
learning process. Thus, learning is inflexibility. Moreover, new connection weights di-
rectly depend on old connection weights. Therefore, networks converge more slowly if
old connection weights are not near desired values. We propose a new learning strategy
that learns flexibility and more quickly than given studies in the following section.

4 Our Approach

4.1 Our Learning Strategy

The goal of our learning strategy is to build a connection weight matrix that assures
our model always converges in all states. That means our model can recall correctly all
learning pairs.

Assume that we want to learn N pattern pairs, (A1, B1), (A2, B2), ..., (AN , BN ). Let
qi, Ei be pair weight and energy of ith pair, ε be the threshold of energy to represent the
stop condition of modifying pair weights, and δ is ratio of Ei to ε. Our learning strategy
comprises of two steps that can be described as follows.

Step 1: sets up initial values for variables:

– Set the value of ε = 10−5. ε is very small number and greater than 0. Meaning,
energy in each state reachs to 0, which is the condition for convergence of Hopfield
neural networks.

– Set the value of of qi = 1 where i=1,..,N to get original connection weights.
– Formulate the original connection weights W0 by the equation 1.



218 N.T. Hoa and B.T. Duy

Step 2: performs weight updating iteratively:

– Formulate W according to the equation 2.
– Then, compute Ei with the equation 8.
– Based on value of Ei, update qi.

Repeat Step 2 until all Ei reach the stop condition.

Rules for Updating qi

R1: if |Ei| ≤ ε , do not change qi.
R2: if |Ei| ≥ ε, change qi.

qi is computed with the following rule: δ = |Ei|/ε and qi  qi/δ.

4.2 Advantages of the New Learning Strategy

In our novel learning strategy, new connection weights indirectly depend on the old con-
nection weights. New connection weights are changed by increasing or decreasing or
unchanging of the learning parameter of each pattern pair in a iteration. Consequently,
updating connection weights is flexible.

Learning process is performed faster by three reasons. Firstly, increasing or
decreasing connection weights is made by multiplication or division, respectively, by
addition or subtraction in previous studies [9,19,11,4,1,20,16,17]. Secondly, value of
learning parameters is sharply decreased/increased after each iteration. As a result,
value of each element in connection weight matrix drops/rises strongly according to
Equation 2. Then, our model learns all pattern pairs in a iteration so the complex of
learning process increase less when increasing the number of learning patterns.

In summary, our novel learning strategy learns faster and more flexibly. To test ef-
fectiveness of our novel learning strategy, we made some experiments with character
images. Results show that noise tolerance of our model is better than previous studies.

5 Experiments

We use learning patterns which are 56 images. Each image has size of 8x5 and is con-
verted to a vector of 40 values. Figure 2 presents sample images and each pair show a
character in lower and upper correspond to each association stored in BAM. In all ex-
periments, we randomly changed 40-50% pixels of the input image to obtain 105 noisy
input. Five learning strategies are coded to prove the advantages in learning process and
recalling process of our model.

To assess the noise tolerance of models, we use two new measurements, which are
percent of input noise (n) and percent of successful recall (P ). P and n are formulated
by two following equations:

n = (t/N) ∗ 100 (16)

where N is number of pixels of an image (N=40) and t is the number of noisy pixels.

P = (k/N) ∗ 100 (17)

where k is the number of correctly-recalled pixels.
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Fig. 2. Learning pattern pairs in experiments

5.1 Experiment 1 : Our Model Compared to Non-iterative Learning Models

We choose two typical models, including Alpha-Beta BAM (ABBAM) [12] and Wang’s
BAM (WBAM) [21] to compare the ability of noise tolerance . Results that obtained
from three models are presented in Figure 3.

Fig. 3. The percent of successful recall of models in Experiment 1

The percentage of successful recalls of each pattern pair is shown. Lines from this
graph show that our novel model recalls better than Alpha-Beta BAM with the most of
pairs and Wang’s one with all pairs except 24th pair.

5.2 Experiment 2 : Our Model Compared to Iterative Learning Models

Our model is compared to two models of Leung (LBAM) [9] and Tao Wang (TBAM) [19].
We choose two models because they have quite optimal learning rule. Both learning pro-
cess and recalling process are compared to prove completely the effectiveness of our
model.

First, we consider speed of learning of three models. Our model learns all sample
patterns in an iteration. Lung’s BAM learns each pattern pair in a iteration according to
the order of pattern pairs. Tao’s BAM learns all pattern pairs in each iteration. Conse-
quently, our model learns fastest and Tao’s BAM learns slowest.
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Second, we compare to the ability of noise tolerance. The percentage of successful
recall of three models is shown in Figure 4. Figure 4 show that our model recalls better
than Leung’s BAM with the most of pairs and approximately equal to Tao’s one.

Fig. 4. Results of Experiment 2

To sum up, our model is better previous models both learning process and noise
tolerance.

6 Conclusion

In this paper, we have proposed a new learning strategy for general BAMs. Our novel
model modifies connection weight matrix until obtaining the condition of convergence.
This condition assures BAMs recall correctly all learning pairs. Value of pair weights
are changed in each iteration to modify connection weights. As a results, our model
has important advantages in both learning process and recalling process. Our model
learns more quickly and recall better. Moreover, we have proved experimentally the
advantages of our model.

On-line learning strategy is an idea method that allow BAMs learn new learning pairs
in any time. Thus, artificial neural networks can meet the need of real-time applications.
Moreover, fuzzy data appears more popular and be used in many applications such as
medicine, financial, control. It is a motivation to expand the ability of learning with with
fuzzy data. We will investigate to develop an on-line learning strategy and expand the
capacity of learning with fuzzy data in the future.
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Abstract. Previous experiments with low dimensional data sets have shown 
that Gabriel graph methods for instance-based learning are among the best ma-
chine learning algorithms for pattern classification applications. However, as 
the dimensionality of the data grows large, all data points in the training set tend 
to become Gabriel neighbors of each other, bringing the efficacy of this method 
into question. Indeed, it has been conjectured that for high-dimensional data, 
proximity graph methods that use sparser graphs, such as relative neighbor 
graphs (RNG) and minimum spanning trees (MST) would have to be employed 
in order to maintain their privileged status. Here the performance of proximity 
graph methods, in instance-based learning, that employ Gabriel graphs, relative 
neighborhood graphs, and minimum spanning trees, are compared experimen-
tally on high-dimensional data sets. These methods are also compared empiri-
cally against the traditional k-NN rule and support vector machines (SVMs), the 
leading competitors of proximity graph methods. 

Keywords: Instance-based learning, Gabriel graph, relative neighborhood 
graph (RNG), minimum spanning tree (MST), proximity graphs, support vector 
machines (SVM), sequential minimal optimization (SMO), machine learning. 

1 Introduction 

Instance-based learning algorithms are among the most attractive methods used today 
in many applications of machine learning to a wide variety of pattern recognition 
problems. The quintessential instance-based learning algorithm is the well-known k-
Nearest Neighbor (k-NN) rule, whereby a new unknown pattern is classified into the 
class most heavily represented among its k nearest neighbors present in the training 
set. Two of the most attractive features of this method are immediately evident: (1) its 
simplicity, and (2) the fact that no knowledge is required about the underlying distri-
bution of the training data. Nevertheless, unanswered questions about the rule’s per-
formance left doubts among its potential users. In 1967 Cover and Hart [4] showed 
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that, under some continuity assumptions the number n of patterns in the training data 
becomes infinite, the asymptotic probability of misclassification of the 1-NN rule is 
at most twice the Bayes error. Furthermore Devroye showed that for all distributions, 
the asymptotic probability of misclassification of the k-NN rule approaches the Bayes 
error provided that k and n approach infinity, and the ratio k/n approaches zero [7-8]. 
These constraints are satisfied for example when k = n1/2. Thus the ultimate classifica-
tory power of the k-NN rule was finally firmly established. Despite this great news, 
resistance to using k-NN rules in practice persisted, fueled by several misconceptions, 
one being that all n points must be stored, thus requiring too much storage. It was 
pointed out in 1979 that the decision boundary of the 1-NN rule remains unchanged 
when the data points surrounded by Voronoi neighbors of the same class are dis-
carded (in parallel) [23-24]. A second false claim frequently encountered is that in 
order to determine the nearest neighbor of an unknown query point X, the distances 
between X and all the n points in the training data must be computed. Today there 
exist a plethora of methods for avoiding such exhaustive search. 

The above-mentioned false claims notwithstanding, in practice it is desired to re-
duce the size of the training set, or the concomitant memory of the data structure into 
which the training set is embedded, as much as possible, while maintaining a low 
probability of misclassification. Therefore much research has been devoted to this 
topic, yielding a cornucopia of different approaches [20]. One elegant and promising 
approach generalizes Voronoi (or Delaunay triangulation) editing [23] to incorporate 
more general proximity graphs [24]. In the latter approach, for any definition of prox-
imity, data points with the property that all their proximity-graph neighbors belong to 
the same class are discarded (in parallel). Previous experiments with low-dimensional 
data sets have shown that proximity graph methods that used the Gabriel graph were 
among the best machine learning algorithms for pattern classification applications [2-
3, 24, 28]. However, as the dimensionality of the data grows large, all data points in 
the training set tend to become Gabriel neighbors of each other, effectively forsaking 
the notion of proximity, and bringing the efficacy of this method into question [14]. 
We conjectured that for high-dimensional data, methods that use sparser graphs, such 
as relative neighbor graphs (RNG) or minimum spanning trees (MST), would yield 
better results by avoiding proximity-graphs with too many edges. In this paper we 
conduct experiments that confirm this hypothesis. 

Here the performance of various proximity graph methods for instance-based 
learning is compared experimentally using Gabriel graphs, relative neighborhood 
graphs, and minimum spanning trees, on a group of high-dimensional data sets. These 
three graphs vary considerably in the number of neighbors they admit, thus allowing 
us to test the hypothesis. For completeness, these methods are also compared empiri-
cally against the traditional k-NN rule that does not condense the data, and the opti-
mization-based support vector machine (SVM), a leading competitor of proximity 
graph methods that has also enjoyed widespread success in practice. 
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2 Proximity Graphs 

Given a set S of n ≥ 3 points in the plane, two points a, b are Gabriel neighbors if all 
other points in S lie in the exterior of the smallest circle that contains a and b, i.e., the 
circle with diameter determined by points a and b. The Gabriel graph of S is obtained 
by joining all pairs of points with an edge provided they are Gabriel neighbors of each 
other. Figure 1 (left) shows the Gabriel graph of a set of 42 points in the plane. Note 
that the graph is adaptive in the sense that the number of edges it contains (or alter-
nately the number of bounded regions it encloses) may be large or small relative to 
the number of points in the set. This property allows proximity-graph decision rules to 
automatically vary the number and spatial location of the neighbors they utilize, as a 
function of the local density and structure of the data. The Gabriel graph in Figure 1 
(left) contains 27 bounded regions. 

             
Fig. 1. The Gabriel graph (left) and the MST (right) 

The properties of the Gabriel graph most relevant to the present research are that 
every minimum spanning tree (MST) of a set of points S is a sub-graph of the Gabriel 
graph of S, and that the Gabriel graph of S is a sub-graph of the Delaunay triangula-
tion of S [21]. Devroye [6] has shown that for almost all probability density functions, 
as the number of points grows to infinity, the expected number of edges in the Gabriel 
graph approaches 2d-1n, where d is the dimensionality of the space.  

The minimum spanning tree of a set of points is the sparsest connected proximity 
graph in terms of the number of edges it contains, whereas the Delaunay triangulation 
is much denser. Figure 1 (right) shows the MST for a similar set of points. Naturally, 
since this proximity graph is a tree it contains no bounded regions whatsoever. Figure 
2 (left) shows the Delaunay triangulation of a similar set of points along with its dual, 
the Voronoi diagram. 

               
Fig. 2. The Delaunay triangulation with Voronoi diagram (left) and the RNG (right) 
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Toussaint [21] defined the relative neighborhood graph (RNG) of a set S of n 
points as the graph obtained by adding an edge between every pair of points a and b 
provided that d(a, b) ≤ max [d(a, x), d(b, x)] for all x in S. The RNG is generally (for 
random configurations of points) much sparser than the Gabriel graph. Figure 2 
(right) shows the RNG of 42 points arranged much like the points in Figure 1, but 
here the number of bounded regions is only 6. All four graphs constitute snapshots of 
a continuum of proximity graphs called β-skeletons that vary from the dense Delau-
nay triangulation to the sparse minimum spanning tree, [15]. These proximity graphs 
have been applied to a wide variety of problems in different fields [14]. 

3 Reducing the Size of the Training Data 

The first published algorithm for reducing the size of the training data for use in near-
est neighbor decision rules was the condensed nearest neighbor rule [12]. The purpose 
of this algorithm was to discard as much data as possible by removing data points that 
were “far” from the decision boundary, in a heuristic fashion, without knowing pre-
cisely where the decision boundary lay. However, although the condensed training set 
discarded many points (one of its best features), and obtained zero misclassification 
errors when classifying the original full training set, a property referred to as training-
set consistency, the performance on separate testing data was modest. 

In 1972, Wilson [26] proposed an algorithm that did the exact opposite of Hart’s 
algorithm, by discarding the data that were “near” the decision boundary, also in a 
heuristic manner. This had the effect of “smoothing” the decision boundary. In the 
pre-processing stage of Wilson’s edited nearest neighbor rule, all the data are first 
classified using the k-NN rule in a leave-one-out setting, and all the data misclassified 
are then discarded. In the decision stage new data are classified using the 1-NN rule 
with the resulting (smaller) edited set. As would be expected, although this algorithm 
does not remove much of the training data, its redeeming feature is that for a large 
class of problems the asymptotic performance of the edited nearest neighbor rule is 
difficult to differentiate from that of the optimal Bayes decision rule. In effect, Wil-
son’s editing scheme makes the 1-NN rule perform like the k-NN rule with the optim-
al value of k. This edited nearest neighbor decision rule has come to be known in the 
literature as Wilson editing, and has left a lasting impact on subsequent instance-based 
learning algorithms. Indeed, almost all algorithms proposed since 1972 use Wilson 
editing as one of their initial steps, with the primary goal of lowering the final overall 
probability of misclassification. 

One of the best algorithms in the literature for considerably reducing the size of the 
training set without degrading its classification performance is the iterative case-
filtering algorithm (ICF) of Brighton and Mellish [1]. This algorithm consists of a 
two-step procedure for discarding data. The first step is Wilson editing, in which the 
k-NN rule is used to classify the data, in this case with k = 3. The second step is an 
original condensing step that makes use of novel notions of reachable sets and cover-
age sets. New query points are then classified using the 1-NN rule with the resulting 
condensed set. 
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An omnipresent concern with the k-NN rule has been the selection of the value of k 
that will yield the lowest probability of misclassification for the problem at hand. 
Furthermore, in the traditional k-NN rule, once the value of k has been chosen it re-
mains fixed for all subsequent classification decisions. Therefore, in this setting the k-
NN rule does not adapt its value of k to either the local density or the spatial distribu-
tion of the neighbors of a query point. Proximity graphs provide an approach that not 
only takes care of these issues, but does so in a fully automatic way without having to 
tune any parameters. Instead of taking a majority vote from among the k nearest 
neighbors of a query point X, the proximity graph decision rule takes a majority vote 
from among all the graph neighbors of X determined by a suitable proximity graph of 
the training data. As a concrete example, consider the Delaunay triangulation of the 
set of points in Figure 2 (left). It is evident that the number of Delaunay neighbors of 
a point varies greatly depending on the point’s location. The leftmost point for exam-
ple has only three neighbors, whereas the point in the center of the circularly arranged 
group of points has thirteen neighbors. Similarly, the point in the upper right has ele-
ven Delaunay neighbors, and furthermore these eleven do not even correspond to the 
eleven nearest neighbors. Proximity graph methods may then replace the k-NN rule in 
Wilson editing, thus dispensing with the problem of determining a suitable value of k. 

Proximity graph methods may also be used for discarding points that are far from 
the decision boundary, in condensing algorithms. The first condensing algorithm that 
used proximity graphs employed the Delaunay triangulation [23]. In this algorithm a 
data point X is first marked if all its Delaunay neighbors belong to the same class as 
that of X. Then all marked points are deleted. The strength of this condensing method 
lies in the fact that the 1-NN decision boundary of the original full training set is not 
changed after the data are deleted, a property referred to as decision-boundary consis-
tency. All the discarded data are completely redundant and hence do not play a role in 
determining the decision boundary of the original larger training set. Initial experi-
ments with Delaunay graph condensing, performed with cervical cancer data collected 
at McGill University that consisted of two thousand cells in four dimensions [18], 
revealed that the amount of data discarded was not particularly impressive [24]. An 
effect of the curse-of-dimensionality is that even in a space of only four dimensions, 
two thousand points are sufficiently scattered to allow points to have many Delaunay 
neighbors. Clearly, a point with a greater number of neighbors has a higher probabili-
ty that one of its neighbors belongs to a different class, especially if it lies near the 
decision boundary, and thus a smaller probability that it will be discarded. This obser-
vation prompted the application of proximity graphs that have fewer edges than  
the Delaunay triangulation. Furthermore, in order to minimize the distortion of the 
decision boundary of the entire set it was advocated that the proximity graphs em-
ployed should be sub-graphs of the Delaunay triangulation, such as Gabriel graphs 
and relative neighborhood graphs [24]. It was found experimentally that Gabriel 
graphs discarded a significantly greater number of data points without degrading the 
performance, whereas relative neighbor graphs (RNGs) significantly increased the 
probability of misclassification. For this reason minimum spanning trees (which are 
sparser than RNGs) were not even tried in those experiments. 
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The application of Gabriel and Relative Neighborhood graphs to editing as well as 
condensing methods was experimentally investigated using two data sets (Image data 
and Vowel data) by Sánchez, Pla, and Ferri [22]. For the Image data the RNG gave 
the best recognition accuracy if only editing was used, but the Gabriel graph did best 
when editing was followed by condensing. On the other hand, with the Vowel data 
the simple 1-NN rule gave the highest accuracy. The data sets used in these experi-
ments were composed of low-dimensional feature vectors: 5 for the Vowel data, and 2 
for the Image data. It is thus difficult, from this study, to make conclusions about 
other data sets in general, and high-dimensional data in particular. 

The promising results obtained independently by two very different approaches, 
namely, the iterative case-filtering (ICF) algorithm of Brighton and Mellish [1] and 
the Gabriel graph methods [22, 24], provided sufficient motivation to concatenate 
these approaches into a hybrid algorithm called GSASH that honed the best of both 
worlds [2-3]. GSASH employed Wilson-type editing but using a Gabriel decision 
rule, followed by Gabriel neighbor condensing and iterative-case filtering. The final 
decisions in queries were also made using the Gabriel decision rule. 

A word is in order concerning the acronym GSASH appended to the title of this 
hybrid algorithm. No practically efficient algorithm exists for computing the Gabriel 
graph of very large training data sets. The fastest algorithm available is essentially the 
brute-force method that runs in O(dn3) time, where d is the dimension, although at 
least one algorithm has been proposed to speed up the average computation time by a 
constant factor [24]. In order to obtain a truly efficient algorithm one must resort to 
computing approximate Gabriel graphs with a suitable data structure, in the spirit of 
SASH, an approximate nearest neighbor method originally proposed by Houle [13]. 
GSASH is a modification of SASH to handle Gabriel rather than nearest neighbors. It 
allows the data structure containing the training data to be computed in O(dn log n) 
time using O(dn) memory, so that the k approximate Gabriel neighbors of a query 
point may be computed in O(dk log n) time.  

Experiments with the 25 data sets available at the time in the UCI Repository of 
Machine Learning Database [16] demonstrated that the Gabriel condensed set, using 
the approximate Gabriel graph, preserved quite faithfully the original decision boun-
dary based on the exact Gabriel graph [2]. It was also experimentally observed that 
the ICF algorithm was overly zealous in discarding data, resulting in a slight decrease 
in recognition accuracy. The Hybrid GSASH algorithm on the other hand tends to 
incorporate the best of both worlds: preserve the decision boundary, thus maintaining 
the recognition accuracy, and reduce significantly the storage space required. Never-
theless, the sizes and dimensionalities of the 25 data sets used in the experiments were 
not particularly large compared to those of the data sets that have been added more 
recently to the UCI repository. Only two of the data sets used in [2] had more than 
4000 patterns; the maximum was 5000, the minimum 150, and the average 944. In 
addition, only 6 data sets had dimensions greater than 19, the maximum dimension 
was 69, the minimum 3, and the average 16. Only two data sets had a number of 
classes greater than 9. Therefore one goal of the present study was to investigate how 
well proximity graph methods perform with larger data sets in higher dimensions, and 
how their performance scales with respect to the sparseness of the proximity graphs 
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utilized. A second goal was to compare proximity-graph methods with the traditional 
k-NN rules and support vector machine (SVM) algorithms, a class of completely dif-
ferent methods for designing classifiers, based on optimization techniques, that also 
has a history of superlative performance [9, 28]. Support vector machines have re-
ceived widespread attention in the machine learning literature [5, 25]. Zhang and 
King [28] compared the performance of support vector machines with methods that 
employ the Gabriel graph. Indeed, it is conjectured that the Gabriel thinned set con-
tains the support vectors [28]. 

4 Experiments and Results 

The primary goal of this research project was to test the efficacy of the proximity 
graphs and their scalability with respect to their edge-density, rather than the running 
time of the algorithms used. For this reason, the k-NN, Gabriel, RNG, and MST deci-
sion rules were implemented using exact rather than approximate methods such as 
GSASH. Another drawback of using GSASH is that it puts a constraint on the maxi-
mum number of approximate neighbors it can return (to achieve computational effi-
ciency). In contrast, our goal was to investigate the true error rates that the proximity 
graphs can deliver, as well as the number of neighbors required. For this, an exact 
approach was needed. In the following, the terms “point” and “instance” are used 
interchangeably. 

For the k-NN, Gabriel, RNG, and MST decision rules, the voting neighbors of a 
query point were first calculated. Then the query point was classified by taking an un-
weighted majority vote of the voting neighbors' class memberships. Ties were broken 
arbitrarily by selecting the class with the smallest index value. The distances between 
pairs of instances were computed using the Hybrid Value Difference Metric (HVDM) 
described by Wilson and Martinez [27]. This metric allows the handling of both real-
valued and categorical attributes, and provides approximate normalization between 
the different attributes. 

The algorithm for the k-NN rule simply found the k nearest neighbors of the query 
point, by computing the distance to every point in the data set, and keeping the k 
smallest distances seen so far. No fancy data structure for computing neighbors more 
efficiently was used. In our implementation the time complexity of finding the k near-
est neighbors of each point was O((k+d)n), where n is the number of points, and d is 
the dimensionality. The algorithm for the Gabriel neighbor rule found the Gabriel 
neighbors of a query point q by trying each point p in the data set as a potential 
neighbor, and checking that no other point o lies in the sphere with diameter deter-
mined by q and p. A speedup for avoiding unnecessary checks [24] was used, but the 
worst-case time complexity for each query point was still O(dn2), where n is the num-
ber of points in the data set, and d is the dimensionality. The algorithm for the RNG 
neighbor rule operated exactly like the Gabriel algorithm, except that the distance 
check was different (lunes were used instead of diametral spheres). The algorithm for 
the MST neighbor rule computed the minimum spanning tree of the set of training 
points, into which the query point was first inserted. It then returned the neighbors of 
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the query point in the resulting MST. Source code used for computing geometric min-
imum spanning trees in arbitrary dimensions was provided by Giri Narasimhan [17]. 
In this code, the (un-normalized) Euclidean metric was used as the distance between 
instances, instead of HVDM. 

The algorithms for the k-NN, Gabriel, and RNG neighbor rules were implemented 
in C++. The imported geometric MST code was also written in C++. For the support-
vector machine classifier, the Sequential Minimal Optimization (SMO) [19] algorithm 
from the off-the-shelf Weka data mining package [29] was used. The algorithms were 
tested on a 64-bit Linux machine with a 2.26GHz CPU and 3GB of RAM. No editing 
or condensing was done in the experiments presented below, unless stated otherwise. 
The experiments used four data sets, including three from the UCI Machine Learning 
Repository [10] (Isolet, Dermatology, and Segmentation). 

Isolet Data 
The Isolet speech data set has 26 classes (the spoken name of each letter of the alpha-
bet), 6238 training instances, and 1559 testing instances, each with 617 real-valued 
features consisting of spectral coefficients, contour features, sonorant features, pre-
sonorant features, and post-sonorant features. The suggested split between training 
and testing subsets as indicated by the data set was used, rather than performing cross-
validation. This data set is truly massive in terms of both size and dimensionality. 

The accuracy (rate of correct classifi-
cation) of the k-NN rule as a function of k 
for the Isolet data is shown in Figure 3. 
The maximum accuracy was 91.9% for k 
= 7. The RNG accuracy was slightly low-
er at 88.1%. The SMO classifier (with 
parameters: complexity = 1.5, polynomial 
kernel exponent = 1.5) reached an accu-
racy of 96.0%, surpassing the other in-
stance-based methods. These results are 
summarized in the chart on the right. 

No results were obtained with the Gabriel and MST classifiers because the algo-
rithms were too slow to run to completion. In the MST classifier, every test instance 
required re-computing the MST. In the Gabriel classifier, there were simply too many 
neighbors. This underscores the fact that despite their similar theoretical worst-case 
time complexity, the actual running time required by the RNG and Gabriel algorithms 
can be vastly different. In this data set, each point has very many Gabriel neighbors, 
but only a few RNG neighbors. Verifying that two points are Gabriel (or RNG) 
neighbors requires checking that no other point lies in their diametral sphere (or lune). 
This test uses O(dn) time, an expensive operation in this context. For the RNG, most 
pairs of points are not neighbors. Thus most neighbors are discarded by promptly 
finding a counterexample. On the other hand, for the Gabriel graph most pairs of 
nodes are neighbors. Thus, the linear-time check will be required for almost every 
pair of nodes. 
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From the theoretical point of view Devroye [6] has shown that for most probability 
density functions governing the data, the asymptotic expected number of edges in the 
Gabriel graph is essentially 2d-1n, where n is the number of instances in the training 
set, and thus the number of Gabriel neighbors of a point grows exponentially in terms 
of the dimension. To obtain some practical intuition for this curse of dimensionality, 
the Gabriel graph was computed for only 35 test instances, and the average number of 
neighbors already reached 4588. This result provided empirical evidence to support 
the hypothesis that the Gabriel graph, like its denser parent Delaunay triangulation, 
quickly becomes extremely dense in high-dimensional spaces. Furthermore, once  
the number of neighbors reaches a significant fraction of the entire data set, the result-
ing decisions are primarily based on the prior probability of the classes, effectively 
ignoring much of the feature information, and resulting in a natural degradation of 
performance. 

 

Fig. 3. The classification accuracy of the k-NN rule with the Isolet data 

Dermatology Data 
The Dermatology data set has six classes (skin diseases) and 366 instances, each with 
33 categorical attributes and one real-valued attribute. The total dimensionality of the 
feature space is therefore 34. Eight instances contained missing data, and were re-
moved from the data set. In these experiments, randomly selected subsets consisting 
of 20% of the data were used for the testing sets, leaving the remaining 80% for train-
ing. All the accuracy results were averaged over 10 trials. 

The classification accuracy of the k-NN rule as a function of k for the Dermatology 
data is shown in Figure 4. The k-NN rule does very well, achieving a maximum value 
of 98.6% for both k = 10 and k = 15, although it does pretty well for all the values of k 
tried. The following table and graph summarize the results, where the error bars indi-
cate ± one standard deviation. 
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Classifier 
Mean 

Accuracy (%) 
Standard 
Deviation 

10-NN 98.6 1.8 
SMO 96.9 2.8 
RNG 95.6 2.3 
MST 86.7 5.3 

Gabriel 65.4 6.8 
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The SMO algorithm performs slightly worse than 10-NN, obtaining a top mean ac-
curacy of 96.9% (for parameters: complexity = 2.0, polynomial kernel exponent = 
3.0). However, as the error bars show, the results with 10-NN, SMO, and RNG are 
not significantly different from each other. On the other hand, these three classifiers 
yield results significantly better than those with the MST, which in turn are signifi-
cantly better than those obtained with the Gabriel graph. 

Interestingly, this is the only data set for which an instance-based method appears 
to do better than the SMO (although not significantly). The k-NN rule is significantly 
better than all three proximity graph methods. The MST appears to be too sparse to 
capture the requisite discrimination information.  

 
Fig. 4. The classification accuracy for the k-NN rule with the Dermatology data 

Since the number of Gabriel graph neighbors grows so fast with d, it seemed con-
ceivable that capping might still capture local information better than the k-NN rule. 
Accordingly, an experiment was performed that looked at only the k closest Gabriel 
neighbors. The mean classification accuracy for this decision rule with the Dermatol-
ogy data is shown in Figure 5. For all values of k up to 30, the mean accuracy is better 
than all three proximity graph methods, and for k = 22 the value of 98.6% matches the 
accuracy of k-NN for k = 10 and k = 15. These results however do not appear to pro-
vide any additional insight into the workings of the Gabriel graph, since the values of 
k that yield results comparable to the k-NN rule are greater, and therefore the k closest 
Gabriel neighbors may in fact include the k nearest neighbors. 

 
Fig. 5. The mean classification accuracy for the closest k Gabriel neighbors rule with the Der-
matology data 
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Image Segmentation Data 
The Image Segmentation data set has 7 classes, 210 train instances, and 2100 test 
instances, each with 18 real-valued attributes. We used the suggested train/test split 
given by the data set, rather than performing cross-validation (see Figure 6). 

The 1-NN rule does best, and the SMO algorithm (with complexity = 3.0, poly-
nomial kernel exponent = 5.0) surpasses all methods (see table and chart below). 
Again, the RNG is superior to the Gabriel graph, and the MST does not perform as 
well. 

 
 

Classifier 
Classification 
Accuracy (%) 

SMO 92.9 
1-NN 90.3 
RNG 88.8 

Gabriel 82.1 
MST 76.7 

 
Fig. 6. The classification accuracy for the k-NN rule with the Image Segmentation data 

Figure 7 shows the results, and the amount of storage used (as a fraction of the ini-
tial training set) for different k used in Wilson editing. Storage was reduced by 15%, 
at the expense of accuracy. A top accuracy of 85.4% was achieved with k = 6. 

 
 
 
 
 
 
 

 

 

Fig. 7. The classification accuracy and storage used when applying Wilson editing to the Image 
Segmentation data 
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Music Data 
The Music data set has 2 classes (Western and Non-Western music) and 1641 in-
stances, each with 41 real-valued attributes, of which 1 was constant [11]. The total 
dimensionality of the feature space is therefore 40. In the experiments, 20% of the 
data was randomly set aside as the testing set, and the remaining 80% was used for 
training. All accuracy results were averaged over 10 trials. 

The classification accuracy of the k-NN rule as a function of k for the Music data is 
shown in Figure 8. The k-NN rule achieves a top mean accuracy of 84.6% for k = 3. 
The SMO support-vector machine classifier achieves an accuracy of 86.5% according 
to Gomez and Herrera [11], but they reported no standard deviations. Replicating 
their experiment using the same parameters (complexity = 1.5, polynomial kernel 
exponent = 1.5), a fairly significantly higher mean accuracy of 89.1% was obtained. 
The results are summarized in the following table and graph: 

 

 

Classifier 
Mean 

Accuracy (%) 
Standard 
Deviation 

SMO 89.1 2.0 
3-NN 84.6 1.6 
RNG 83.4 1.6 

Gabriel 79.6 1.3 
MST 72.9 2.6 

 
The RNG results are significantly better than those of the Gabriel graph, which are 

in turn significantly better than the MST results. It is worth noting that for the Gabriel 
rule, the test instances had an average number of 303 voting neighbors, further illu-
strating that the Gabriel graph becomes dense in high dimensions. With the RNG 
classifier, the average number of neighbors was only 4.2. The 3-NN rule is superior to 
all three proximity graph methods, although not statistically significantly better than 
the RNG. The SMO classifier yields results statistically significantly better than all 
the other classifiers, with a mean accuracy of 89.1%. 

 
Fig. 8. The classification accuracy for the k-NN rule with the Music data 
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5 Concluding Remarks 

In theory it is known that for almost all probability density functions governing the 
training data, the expected number of edges in the Gabriel graph grows exponentially 
with the dimensionality of the space in which the data are embedded [6]. The results 
of the experiments obtained here provide empirical confirmation of the theory. 

In previous research with data sets having small-dimensionality d, it has been  
frequently found that the Gabriel graph performed best among the proximity graph 
methods. It was hypothesized that with higher d a sparser graph would give better 
results. The empirical results obtained here confirm this hypothesis. In all the experi-
ments the relative neighbor graph (RNG) performed significantly better than the Ga-
briel graph, probably as a result of the explosive growth of the number of Gabriel 
graph neighbors as d increases. To determine the degree to which the sparseness of 
proximity graphs can help, experiments were performed with the (connected) proxim-
ity graph that has the fewest possible number of edges, the minimum spanning tree 
(MST). The experimental results showed conclusively that the MST is too sparse to 
capture sufficient discrimination information to achieve good performance, and thus it 
appears to be useless for this application in instance-based learning, thus settling a 
long-standing speculation. 

The traditional k-NN decision rule has a long recorded history of yielding high 
classification accuracy in practice. Its drawbacks of high memory and computation 
requirements motivated the introduction of proximity graph methods for reducing the 
size of the training data. For low values of d it appeared that little would be lost in 
terms of performance, by resorting to proximity graphs. However, the results obtained 
here with large d clearly indicate that k-NN methods are superior, thus challenging 
proximity graph methods, if performance is the only issue. In all the experiments the 
k-NN rule performed statistically significantly better than the Gabriel graph, and al-
though it also typically achieved better results than the RNG these were not statistical-
ly significant. 

It is known that in theory the k-NN rules are asymptotically Bayes optimal, and that 
therefore there should not exist any other classifier that gives strictly better average 
classification accuracy [7-8]. Nevertheless, as the experiments reported here demon-
strate, even for large real-world data sets, the SMO support vector machine yields statis-
tically significantly better results than k-NN. This suggests that in practice SVMs should 
be the classifiers of choice, other things being equal. The drawback of traditional im-
plementations of SVMs is high computation in the design stage of the classifier, al-
though the sequential minimal optimization (SMO) version offers improvements in this 
regard. Their advantage is fast classification of new query data. Proximity graph deci-
sion rules on the other hand are very slow for this task unless approximate methods such 
as GSASH are used. Therefore the results of this study suggest that the most fruitful 
approach for classification is to use SMO in order to obtain the best classification per-
formance, if the computation time spent on classifier design can be significantly re-
duced. Furthermore, since this computation time depends to a large extent on the size of 
the training data, it is worthwhile reducing the number of instances in a computationally  
 



 Proximity-Graph Instance-Based Learning, SVM, and High Dimensionality 235 

 

inexpensive manner before subjecting them to an SMO support vector machine training 
algorithm. This appears to be a more appropriate role for proximity graphs to play than 
to act as neighbor filters in decision rules. 
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Abstract. In this paper we present a Pareto based multi objective algorithm for 
semi supervised clustering (PSC). Semi-supervised clustering uses a small amount 
of supervised data known as constraints, to assist unsupervised learning. Instead 
of modifying the clustering objective function, we add another objective function 
to satisfy specified constraints. We use a lexicographically ordered cluster 
assignment step to direct the search and a Pareto based multi objective 
evolutionary algorithm to maintain diversity in the population. Two objectives are 
considered: one that minimizes the intra cluster variance and another that 
minimizes the number of constraint violations. Experiments show the superiority 
of the method over a greedy algorithm (PCK-means) and a genetic algorithm 
(COP-HGA). 

Keywords: semi supervised clustering, multi objective evolutionary algorithms, 
none dominance ranking, must link, cannot link. 

1 Introduction 

Clustering is the task of meaningful grouping of similar data points in the same group 
while separating dissimilar points in distinctive groups [5-12]. The unsupervised 
nature of clustering makes it hard to evaluate the output because multiple 
interpretations make different partitionings acceptable [1]. But in most real world 
application, there is some background knowledge about the data, which could guide 
the clustering process and pave the way for a unique interpretation. The background 
knowledge could be formulated as either labels or pair wise constraints, which are 
more naturally available; because the user may not know the exact categories of the 
data but can, provide feedback i.e. denote which instances must be grouped together 
and which cannot [4]. Numerous works have shown significant improvements to 
clustering accuracy by employing constraints [2-4, 18-19]. Some of the constraints are 
inherent properties of the data like must link or cannot link constraints while some of 
them are imposed by application e.g. size constraints in an energy efficient sensor 
network [4]. K-means is the most famous clustering algorithm that suffers from sub-
optimality problem and can be trapped in local optima. Depending on the choice of 
initial centroids, K-means can give different partitionings [6]; moreover constraints 
may split the search space of the optimal clustering solution into pieces, thus 
significantly complicate the search task [12]. Bio inspired meta-heuristic algorithms, 
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can explore solution space exhaustively and are therefore good candidates to find 
globally optimum solution for clustering problem [7]. Numerous Evolutionary and 
stigmergic algorithms including particle swarm optimization (PSO) [8, 16], ant 
colony optimization (ACO) [9] and differential evolution (DE) [5, 10]; among many 
others have been employed to tackle the sub-optimality problem of classical 
clustering algorithms. Genetic algorithms (GA) have been successfully applied to 
clustering on several problems [6, 11-12, 25]. The advantage of these algorithms is 
their ability to deal with local optima by mutating and recombining several candidate 
solutions at the same time [7]. Suitable guided or unguided evolutionary operators are 
defined for any specific encoding of the problem while a fitness function is being 
optimized [25].Fitness functions are based on an objective function that measures the 
goodness of a partitioning; several measures have been used in literature including 
Minimum squared error, silhouette coefficient, Davies-Bouldin [14] etc. These are 
(internal) validity functions that prefer a minimized intra cluster variation or 
maximized inter cluster distance. However, when the ground truth of the data exists, 
and is partially used to guide the process, clustering output is validated by labels 
through semi supervised (external) validity metrics, e.g. Rand Index, normalized 
mutual information [13] and fitness functions should be changed accordingly. PCK-
means [3] is a state of the art semi supervised algorithm that greedily optimizes a 
modified version of K-means objective function. Our contribution is in solving semi 
supervised clustering algorithm by a multi objective evolutionary algorithm and 
improving the results of traditional PCK-means [3] and GA based COP-HGA [12]. 
We employ a lexicographical-type cluster assignment step and NSGAII [21] known 
for its maintenance of quality and diversity. Our algorithm has a desirable property 
that the clustering objective function is not modified and no subsequent weighting is 
needed.  

2 Related Works 

2.1 Clustering 

Problem of clustering has already been investigated extensively in machine learning 
literature [1, 28-30]. Clustering algorithms could roughly be divided to two major 
categories: partitional and hierarchical algorithms, e.g. K-means, and single link 
respectively [1]. In partitional algorithms a global objective function is optimized 
throughout the clustering process, while in hierarchical approaches clusters are built 
incrementally by either dividing or agglomerating cluster(s) in the previous iterations 
[1, 5]. Other approaches to clustering include graph based methods [26-27, 29-30] and 
model based e.g. Expectation Maximization (EM) methods [28].  Many researchers 
have used evolutionary algorithms for clustering in different domains; e.g. document 
clustering [5, 8, 11], Image segmentation [10, 15-16], social networks [26- 27] and 
gene expression data [17].  
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2.2 Semi Supervised Clustering 

Recently researchers have included partial supervision in clustering process to guide 
the algorithm to a better result. Semi supervised (constrained) clustering employs a 
small amount of data to help clustering task. Utilization of supervised data in this task 
is done in two primary ways. 1) constraint-based methods that guide the clustering 
algorithm towards a better partitioning of the data, and 2) distance-function learning 
methods that adapt to the underlying similarity measure used by the clustering 
algorithm [19].In the first approach, the clustering objective function is modified to 
conform to constraints set by the user [2].While in the second approach, a distance 
metric is first trained on the labeled data set and is then used to cluster unlabeled data 
set [19]. Cop-K-means [18] is a modified version of k-means that uses backtracking 
to satisfy all constraints. When there is a large number of a constraint, this rigid 
clustering make the algorithm more biased toward constrained data points. A more 
relaxed version of constraint conformance is PCK-means [2] where the K-means 
objective function is changed to one that considers a penalty for constraint violation, 
it too suffers from falling in local optima traps , but does not need backtracking. In 
COP-HGA [12] a genetic algorithm was used that optimizes the same objective 
function as in PCK-means. Their algorithm was based on an evolutionary strategy 
operator that guided the clustering process. In [20] a Cop-K-means-like probabilistic 
genetic algorithm is introduced that builds a Bayesian network based on given 
constraints; all clustering solutions are sampled from that network, guaranteeing all 
constraints. Assuming that instances are independent their algorithm estimates the 
density function of the population. We propose a new approach for semi supervised 
clustering where the objectives are regarded independently. Like PCK-means, it 
allows constraints to be violated, but the difference is that instead of modifying the K-
means objective function, we add another one and treat the two objectives 
independently. The objectives are: one that minimizes the intra cluster variance and 
another that minimizes the number of constraint violations; they are optimized in a 
multi objective setting. There exists three main approaches for multi objective 
optimization[22]: 1) transforming objectives into one weighted single one, in this 
approach objectives should be normalized, and weighted by the user which might be 
far from trivial. 2) Lexicographical approaches where objectives are prioritized by an 
expert and are optimized accordingly, which may not always be applicable 3) The 
other approach that needs the least amount of tuning is through finding a set of Pareto 
points; in which the final solution contains a number of Pareto-optimal solutions none 
of which can be improved on any objective without degrading it in another.  

3 Problem Definition 

Clustering aims to classify a set of unlabeled instances into groups such that instances 
in the same group are more similar to each other, while they are more different in 
different groups. The main characteristic of most partitional clustering algorithms is 
that they use a global criterion function whose optimization drives the entire 
clustering process [5]. For these algorithms, the clustering problem can be stated as 
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computing a clustering solution such that the value of a particular function is 
optimized. Below is the objective function of K-means. 
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Where di is the ith data in jth cluster and μi is the centroid of ith cluster.  For the 
constrained clustering version, we follow the formulation in [3]. Let М be the set of 
must link pairs such that if (di, dj) ∈  М, then di and dj must be assigned to the same 
cluster and let С be the set of cannot link pairs such that if (di, dj) ∈  С, then   di and 
dj must be assigned to different clusters. Let lj be the cluster assignment of a point di, 
where lj ∈  {1, 2.., k}, then the above objective function is modified as:  
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Where I is the indicator function, Here we assume that the cost of violating must link 
and cannot link are the same, and λ is a parameter set by user that determines the 
weight of the penalty added to the within cluster variation  objective. λ works as a 
tuning knob, the higher it gets, the more emphasis on constraints and the lower it gets, 
the more emphasis would be on intra cluster distance; this weighting scheme differs 
from one data set to another and may need exhaustive tunings. PCK-means is similar 
to K-means and alternates between two assignment and update steps. In the 
beginning, based on must link constraints, a set of initial centroids are generated, in 
assignment step, each data point d is assigned to the best cluster h* as indicated in (3). 
Based on the new partitioning, centroids are update and the process continues till it 
reaches a local minimum. 
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However, we can't easily treat the objective function in (2) as a multi objective 
optimization problem, since data points are added incrementally to clusters and an 
assignment, effects future decisions. Therefore the two objectives are not separable 
until the last data point is assigned to a cluster, all clusters are formed and we have 
sum of intra cluster distance and total number of constraint violations. 

4 Clustering Algorithm 

Genetic algorithms have been successfully applied for clustering on several problems 
[6, 11-12, 17].One major issue in these algorithms is the choice of chromosome 
encoding. We have used integer encoding where a chromosome is an integer vector of N 
positions, where N is the number of data points that can take values from 1 to k, where k 
is the number of clusters. As in every genetic based algorithm, at first an initial 
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population is generated and evolves through an elitist strategy where the fittest 
individuals among parents and Offspring replace the previous population and the 
process goes on until convergence. Selection and replacement is done based on ranking 
scheme of NSGAII. In the next subsection we describe the assignment and update steps 
that are performed on every individual. Without this assignment step, the search would 
be impossible, since the search space is too vast for an unguided GA to explore. 

4.1 Centroid Update and Assignment 

Centroids of the clusters are updated by averaging on data points assigned to each cluster. 
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Instances are reassigned to a cluster in lexicographical steps: 1) they are assigned to a 
cluster where the number of violated instance-level constraints is minimal:  

[ ] [ ]
∈

=Ι+
∈

≠Ι=
Cd

i
d

h
i
l

Md
i

d
h

i
l

h
h

),(),(
minarg

*                           (5) 

If there is a tie 2) they are assigned to the one which has the closest centroid: 
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The reason for the name is the resemblance between the step and lexicographical 
optimization where the two objectives are optimized one by one.  Finally by summing 
over the intra cluster distance and constraint violation of all data points, the two 
objective functions for an individual is calculated. 
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These two measures help us explore the search space; using NSGAII ranking scheme 
we maintain solutions from the most compact partitioning (7) to the most constraint 
bound ones (8). By using Pareto fronts we are more likely to find the optimum as 
opposed to when we directly minimize the single objective function (2). In other 
words by lexicographical assignments of data points, the search process is directed 
and by maintaining  useful solutions in diverse Pareto fronts, the exploited region is 
explored more effectively. Furthermore we are now exempt of setting the best value 
of λ for each data set. Figure1.  
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4.2 Multi Objective Evolutionary Algorithms 

There are many applications in which there may be several objectives to be optimized 
simultaneously. Often It is the case that there is not a single point in solution space 
that optimizes all objectives at the same time so instead we look for non-dominated 
solutions (solutions that are not dominated in every objective by another solution) 
[22]. The multi objective optimization is formally stated as follows 

Find the vector [ ]T
nxxxX *,...,*

2,*
1

* = to optimize 

[ ]TXkfXfXfXF )(),...,(2),(1)( =                              (9) 

 
Subject to m inequality constraints 

m    to1i     ,     0)( =≤Xgi                                        (10) 

And p equality constraints 
 

p    to1j     ,     0)( ==Xjh                                        (11) 

Where nX ℜ∈*  is the vector of decision variables, and kXF ℜ∈)(  is the vector 

of objective functions which each of the indices is either   minimized or maximized. 
(Without loss of generality, it is assumed that all objective functions are to be 

minimized.). A decision vector *X  is said to Pareto optimal if and only if there is no 

X  that dominates *X i.e.  

}{ ki ,...,2,1∈∀ )()( * XfXf ii ≤   ∧  }{ kj ,...,2,1∈∃   )()( * XfXf jj <  (12)            

NSGAII [21] is a state of the art multi objective evolutionary algorithm that has 
several desirable properties that are briefly discussed. Firstly, In NSGAII during 
selection and replacement phases, individuals are sorted based on Pareto dominance, 
in which individuals are divided into different ranks. The first rank includes 
individuals that are not dominated by any other individual; the second rank includes 
those individuals only dominated by the first rank members and so forth. Therefore 
two remote individuals may have equal ranks because they get dominated by the other 
in one criterion.  This is useful in our problem since we don’t discriminate among 
objectives. Secondly, NSGAII is pro-diversity; the crowding distance mechanism that 
is used in its sorting individuals in the same rank, gives priority to individuals in more 
sparse regions in order to maintain a more scattered set of individuals in population. 
Diversity for its sake is not an issue; instead we need to maintain appropriate diversity 
[24], we posit that modeling semi supervised clustering as a multi objective problem 
provides us useful population diversity that will allow us for more effective 
exploration of the search space. Below is a summary of PSC algorithm. 
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Algorithm: PSC 

Input:     Set of data points  D     

 Set of must link constraints, М 

 Set of cannot link constraints, C 

 Number of clusters k 

Output: Pareto optimal solutions such that number of violated constraints and intra cluster distance are 
minimized. 
Method:  
 

1  Initialize population: 
 

1a.  randomly assign data points D  to a cluster {1, 2... k} in integer encoding format 
 

Repeat until convergence  
 

2a.Selection: use tournament selection based on Pareto dominance on objectives (7) and (8) 
2b.Evolutionary operators: perform single point crossover (probability of 0.8) and bit flipping mutation 
(probability of 0.01). 
 

3  Perform on each individual: 
 

3a. Centroid update:  set the mean of the data points D of each cluster as the centroid μ of that cluster c. 
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3b. Lexicographical-type assignment:  assign each data point d to the cluster h* that violates the least 
number of constraints, if there is a tie; assign it to the closest cluster. 
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4. Replacement: use Pareto dominance based on objectives (7)  and  (8) 

Fig. 1. PSC Algorithm 

5 Experiments 

For every data set, we experimented on 100, 200, 300, 400 and 500 constraints. For each 
of these numbers, 10 random sets were generated that each were run 10 times 
independently and finally their average results were reported. Thus we ran the semi 
supervised clustering algorithms 500 times for each data set. K-means is an unsupervised 
algorithm and its accuracy does not change by the number of constraints, so it was run 
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100 times for each data set and its average was reported. Constraints were generated 
through randomly selecting two instances from data sets and checking their labels. If 
their labels were the same, a must link otherwise cannot link constraint was generated. 
The probabilities of crossover and bit flip mutation were set to 0.8 and 0.01 respectively. 
The population size and maximum generations were set 100 and 50 respectively. 

5.1 Data Sets 

We tested our algorithm on one UCI [31] data set namely, glass and three text data sets 
derived from 20 Newsgroups data set; News-Similar-3  which has 3 newsgroups on 
similar topics (comp.graphics, comp.os.ms-windows, comp.windows.x), News-Related-
3 that consists of 3 newsgroups on related topics (talk.politics.misc, talk.politics.guns, 
and talk.politics.mideast) and  News-Different-3  that has articles in 3 newsgroups that 
cover different topics (alt.atheism, rec.sport.baseball, sci.space).Text data sets are 
available from repository of information on semi-supervised clustering, [32]. See Table 
I for a description of data sets. 

5.2 Clustering Evaluation Measure 

We use two external validity measures, Rand index. 

FNFPTNTP

TNTP
RandIndex

+++
+=                                           (13) 

Where a true positive (TP) decision assigns two similar data to the same cluster, a 
true-negative (TN) decision assigns two dissimilar data to different clusters. A false-
positive (FP) decision assigns two dissimilar data to the same cluster. A false-negative 
(FN) decision assigns two similar data to different clusters [17].  

Table 1. Data sets descriptions 

Data set #Instances #Features #Classes 
Glass 214 9 7
News-Similar 288 3225 3
News-Same 295 1864 3
News-Different 300 3251 3

5.3 Analysis 

It can be seen from Figures 2-5 that virtually in every comparison, our algorithm (PSC) 
is superior to PCK-means [2] and genetically semi supervised clustering COP-HGA 
[12]; more evidently in text data sets which are more complex, it results in significantly 
better results.  We can see as the number of constraints increase the significance of the 
improvement decreases, since the more constraints are available the more supervised the 
methods get similar results are obtained by all three algorithms. 
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Fig. 2. Glass data set 

 

Fig. 3. News-different data set 
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Fig. 4. News-related data set 

 

Fig. 5. News-similar data set 

As was explained in the previous section, maintaining diverse population is the 
reason why the algorithm works better. To furthermore demonstrate it, we use 
population distribution diagrams of the two evolutionary algorithms, PSC and COP-
HGA based on two variables: number of violated constraints and intra cluster 
distance, Figures 6-7. To save space, we have only shown the final distribution for the 
data set News-related when constrained by a random 400, 500 constraints. The 
squares show the population of single weighted genetic algorithm (COP-HGA) and 
the Diamonds show the multi objective (PSC) population.   
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Fig. 6. Distribution of population for 400 random constraints on News-related data set 

 

Fig. 7. Distribution of population for 500 random constraints on News-related data set 

We have intentionally selected sets of constraints that demonstrate the difference 
better. It is clear that in PSC the population is more diverse and also exploits a better 
region. In other words by minimizing the two objectives independently, they are both 
optimized more effectively and chances are that we find better solutions. Figure 8-10 
depict it from another perspective, for text data sets, we show the Rand Index of the 
best individual in population at every generation.  To save space we only show the 
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case where a random 400 constraints are given. COP-HGA narrows down the search 
space quickly which results in premature convergence while in PSC the Rand Index is 
gradually increased. Note that like the previous observation; here we have also 
intentionally selected the set of constraints that show the difference more clearly. 
Another reason for PSC strength lies in crossover and mutation operators whereas 
COP-HGA uses an evolutionary strategy that lacks the exploration power of crossover 
operators.   

 

Fig. 8. Best Rand Index in each generation for 400 random constraints on News-different data set 

 

Fig. 9. Best Rand Index in each generation for 400 random constraints on News-related data set 
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Fig. 10. Best Rand Index in each generation for 400 random constraints on News-similar data set 

6 Conclusion 

Recently search based Meta heuristic methods have been employed to improve 
heuristic based methods e.g. K-means and probabilistic methods e.g. EM, since they 
only guarantee local optimum. In this paper, semi supervised clustering was 
investigated by a Pareto optimization method. A new assignment step that guided the 
search, along with NSGAII was used to explore the search space more effectively. 
Our algorithm PSC proved better than greedy PCK-means and GA-based COP-HGA. 
Our observations shows that search based meta-heuristic algorithms are a promising 
candidate for solving semi supervised clustering problems. Also more analysis needs 
to be done to investigate the properties of objectives and their latent relation. 
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Abstract. The exploration of domain knowledge to improve the mining
process begins to give its first results. For example, the use of domain-
driven constraints allows the focusing of the discovery process on more
useful patterns, from the user’s point of view. Semi-supervised clustering
is a technique that partitions unlabeled data by making use of domain
knowledge, usually expressed as pairwise constraints among instances or
just as an additional set of labeled instances. This work aims for studying
the efficacy of semi-supervised clustering, on the problem of determining
if some movie will achieve or not an award, just based on the movies
characteristics and on ratings given by spectators. Experimental results
show that, in general, semi-supervised clustering achieves better accuracy
than unsupervised methods.

1 Introduction

Both clustering and classification aim for creating a model able to distinguish
instances from different categories. The main difference between them is that, in
the first case, the categories are not known in advance, neither their number in
most cases. In unsupervised clustering, an unlabeled dataset is partitioned into
groups of similar examples, typically by optimizing an objective function that
characterizes good partitions. On the opposite side, in supervised classification
there is a known, fixed set of categories, and labeled training data is used to
induce a classification model.

Semi-supervised learning combines labeled and unlabeled data to improve
performance, and is applicable to both clustering and classification. In semi-
supervised clustering, some labeled data or other types of constraints are used
along with the unlabeled data to obtain better clustering. Semi-supervised clas-
sification uses some unlabeled data to train the classifier. The main difference
between these two approaches is that, unlike semi-supervised classification, in
semi-supervised clustering the data categories can be extended and modified as
needed to reflect other regularities in the data. This is very important in domains
where knowledge of the relevant categories is incomplete or where labeled data
does not contain examples of all categories.

In this work, we will focus on semi-supervised clustering, and apply it to
a movies domain. We first collected and joined two different movie datasets

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 252–263, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(described in section 3), in order to gather information not only about movies’
characteristics, like genre, director, awards, etc., but also about the ratings given
by costumers.

Our goal is to improve clustering prediction accuracy in the absence of enough
labeled data, and predict which movies have or do not have at least one award. In
this sense, we run some existing semi-supervised clustering algorithms1 with sev-
eral fractions of labeled data, and compare their performance with unsupervised
clustering, to study the effects of seeding, and with supervised classification, to
have an upper bound corresponding to the complete knowledge of the categories
and all labeled data for training.

Our goal is also to analyze the efficacy of the algorithms, not only in terms of
their final accuracy, but also in terms of other measures such as precision, recall
and specificity.

The algorithms used are described next, and a case study on the movies
domain is presented in section 3. Section 4 concludes the work, by discussing the
advantages and disadvantages of semi-supervised clustering.

2 Semi-supervised Clustering

Semi-supervised clustering and its applications have been the focus of several
recent projects. The most common and simplest semi-supervised clustering al-
gorithms studied nowadays are modifications of the K-Means algorithm[7] to
incorporate domain knowledge, typically through a set of labeled data points
(called seeds) or pairwise constraints between the instances. This knowledge is
being used to change the objective function so that it includes the satisfaction
of constraints, to force some assignments to clusters[14,1] or to initialize cluster
centroids[1] There are also some metric-based algorithms that employ a distance
metric, trained in the beginning of the algorithm or in each iteration to satisfy
the existing labels or constraints.[6,4]

There has been an effort to incorporate constraints into a more complex al-
gorithm, Expectation Maximization (EM),[5,12] and also an effort to use other
types of constraints.[3]

The used algorithms are described below.

2.1 Unsupervised Clustering with K-Means

K-Means[7] is the simplest and best known unsupervised clustering algorithm,
commonly used as a baseline to compare with other clustering algorithms. It
partitions a dataset into K clusters, locally minimizing the squared Euclidean
distance between the data points and cluster centroids. It starts with random
initial centroids and iteratively refines the clustering by assigning each instance
to the nearest centroid and then recomputing each centroid as the mean of the
instances of each cluster, until convergence.

1 Available in the WEKAUT machine learning toolkit, an open source tool:
http://www.cs.utexas.edu/users/ml/risc/code

http://www.cs.utexas.edu/users/ml/risc/code
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Let χ = {xi}Ni=1, with xi ∈ R
d be a set of N data points, where the ith data

point is a vector represented by xi with d dimensions. {μh}Kh=1 represents the K
cluster centroids and li ∈ {1, ...,K} is the cluster label of the point xi. K-Means
iteratively creates a K-partitioning {χh}Kh=1 of χ so that the objective function
Jkmeans =

∑
xi∈χ ‖xi − μli‖2 is locally minimized.

2.2 Unsupervised Clustering with Expectation Maximization

The EM algorithm[5] is not specific for clustering, being first proposed for param-
eter estimation with missing data. EM is an iterative procedure that estimates
the Maximum Likelihood: Θ̂ML = argmaxΘ L(χ|Θ) = argmaxΘ P (χ, Y |Θ) of
the missing data Y (cluster assignments, in this case) for which the observed
data χ is the most likely.

Each iteration of EM consists of two steps, repeated until convergence – Ex-
pectation (E-step) and Maximization (M-step):

E-step: Q(Θ, Θ̂(t)) = EY |χ[logP (χ, Y |Θ)|χ, Θ̂(t)]

M-step: Θ̂(t+1) = argmaxΘ Q(Θ, Θ̂(t))

In the E-step, given the observed data and current estimate of the model pa-
rameters, the missing data is estimated using its conditional expectation. In the
M-step, under the assumption that the missing data is known, the likelihood is
maximized.

It was shown in [1] that the K-Means algorithm is essentially an EM algorithm
on a mixture of K Gaussians under assumptions of identity covariance of the
Gaussians, uniform mixture component priors and expectation under a particu-
lar type of conditional distribution (which can be provided by semi-supervision).
Under the assumption of identity covariance, the parameters to estimate are just
the means of the Gaussians, i.e. the centroids of the K clusters, and the squared
Euclidean distance between a point xi and its corresponding cluster centroid μl

is ‖xi − μli‖2 = (xi − μli)
T (xi − μli).

2.3 Semi-supervised Clustering by Seeding

Let S ⊆ χ be a subset of data points, called the seed set, where for each xi ∈ S we
have the label l of the partition χl to which it belongs. It is assumed that there
is, at least, one seed point for each partition. The algorithms receive, therefore,
a disjoint K-partition {Sl}Kl=1 (the seed clustering) of the seed set S, so that all
xi ∈ Sl belongs to χl, according to the supervision.

Seeded KMeans[1]. In this algorithm, the seed clustering is only used to
initialize the KMeans algorithm, and it is not used in the following steps. Instead
of initializing KMeans from K random means, the mean of the lth cluster is
initialized with the mean of the lth partition of Sl of the seed set. In Seeded
KMeans, the labels specified in the seed data may change in the course of the
algorithm. Therefore, it is appropriate in the presence of noisy seeds.
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Constrained KMeans[1]. Like Seeded KMeans, it uses the seed clustering to
initialize the centroids in KMeans. However, in subsequent steps, cluster labels
of seed data are kept unchanged in the cluster assignment steps, and only the
labels of the non-seed data are re-estimated. It is appropriate when the initial
seed labeling is noise-free, or if the user does not want the labels of the seed data
to change.

2.4 Semi-supervised Clustering with Pairwise Constraints

Let us define two types of pairwise constraints, introduced by [14], that provide
a priori knowledge about which instances should be grouped or not. Let M be
a set of must-link pairs, where (xi, xj) ∈ M implies xi and xj should be in the
same cluster, and C be a set of cannot-link pairs where (xi, xj) ∈ C implies xi

and xj should be in different clusters. Let also W = {wij} and W = {wij} be
penalty costs for violating the constraints in M and C respectively.

PCKMeans[4]. Pairwise Constrained KMeans uses soft pairwise constraints,
i.e. it allows violation of constraints if it leads to a more cohesive clustering, and
uses them to seed the initial cluster centroids and to influence the clustering.

The goal of PCKMeans is to minimize a combined objective function, defined
as the sum of the total squared distances between the points and their cluster
centroids, and the cost incurred by violating any pairwise constraint:

Jpckmeans =
∑
xi∈χ

‖xi − μli‖2 +
∑

(xi,xj)∈M

wi,j1 li 
=lj +
∑

(xi,xj)∈C

wi,j1 li=lj

where point xi is assigned to the partition χl with centroid μli , and where 1 is
the indicator function: 1 true = 1 and 1 false = 0.

MPCKMeans[4]. Metric PCKMeans is like PCKMeans, with a metric learner
component. It performs distance-metric training in each clustering iteration,
making use of both unlabeled data and pairwise constraints. The Euclidean
distance between two points is defined using a symmetric positive-definite weigh
matrix A: ‖xi − μli‖A =

√
(xi − μli)

TA(xi − μli). And by using a separate
weight matrix Al for each cluster l, the algorithm is capable of learning individual
metrics for each cluster, which allows clusters of different shapes.

The goal of MPCKMeans is also to minimize a combined objective function
like PCKMeans, but now including the weight matrices Ah and allowing different
costs of constraint violations, via a function f , so that distant and nearby points
can be treated differently:

Jmpckmeans =
∑
xi∈χ

(‖xi − μli‖2Ali
− log(det(All))) +∑

(xi,xj)∈M

wi,jfM (xi, xj)1 li 
=lj +
∑

(xi,xj)∈C

wi,jfC(xi, xj)1 li=lj
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where fM (xi, xj) =
1
2‖xi−xj‖2Ali

+ 1
2‖xi−xj‖2Alj

is the cost violation of a must-

link (i.e. if i �= j), and fC(xi, xj) = ‖x′
li
− x′′

li
‖2Ali

− ‖xi − xj‖2Ali
, with (x′

li
, x′′

li
)

the maximally separated pair of points in the dataset according to lthi metric, is
the cost violation of a cannot-link (i.e. if i = j).

MPCKMeans uses EM: the E-step consists of assigning each point to the
cluster that minimizes Jmpckmeans, based on the previous assignments of points
to clusters; the M-step consists of two parts: re-estimating the cluster centroids
given the E-step cluster assignments, like KMeans; and re-learning the metric
matrices {Ah}Kh=1 to decrease Jmpckmeans. Each updated matrix is obtained by

taking the partial derivative ∂Jmpckmeans
∂Ah

and setting it to zero, resulting in:

Ah = |χh|(
∑

xi∈χh

(xi − μh)(xi − μh)
T+∑

(xi,xj)∈Mh

1

2
wij(xi − xj)(xi − xj)

T 1 li 
=lj+∑
(xi,xj)∈Ch

wij((x
′
h − x′′

h)(x
′
h − x′′

h)
T − (xi − xj)(xi − xj)

T 1 li=lj )
−1

3 Case Study

In this case study, we decided to join two movie datasets, in order to predict
whether a movie has (or will have) an award, based not only on the ratings given
by customers, but also based on other characteristics of the movie, such as its
genre, studio, director, etc.

This study compares the efficacy obtained by applying semi-supervised clus-
tering techniques versus unsupervised clustering. We also run a supervised clas-
sification algorithm just to have an upper bound, corresponding to the complete
knowledge of the categories and all labeled data for training.

All the experiments were conducted using implementations incorporated into
the WEKAUT machine learning toolkit.2 The applied algorithms were: KMeans
[7] and EM [5] for unsupervised clustering; Seeded-KMeans and Constrained-
KMeans [1], PCKMeans and MPCKMeans [4] for semi-supervised clustering;
and C4.5 [9] for classification.

For all algorithms, we have generated learning curves with 10-fold cross-
validation and, in each fold, 10% of the dataset is set aside as the test set, and the
remaining is used as the training set. Since the results on semi-supervised cluster-
ing can diverge with the size of the given seeds, we experimented with different
fractions of seeds, generated randomly from the training set. For constrained-
based algorithms, we used the selected fraction of seeds to build the respective
must-links and cannot-links randomly (50% of each pairwise constraints). Unit
constraint costs were used for both constraints, since the dataset did not provide
individual weights.

2 WEKAUT is a Data Mining open source tool available online at
http://www.cs.utexas.edu/users/ml/risc/code

http://www.cs.utexas.edu/users/ml/risc/code
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For each algorithm, we evaluate the accuracy of the results using the Rand
Index metric,[10] which compares the resulted clusters with the true labels avail-
able, calculating the fraction of correctly predicted movies. We also computed
the F-measure of the results, which makes a balance between their precision
(the fraction of truly awarded movies among those that the algorithm believes
to have an award) and recall (the fraction of positive awarded movies correctly
predicted).[8]

Clustering algorithms were run on the whole dataset, but the measures were
calculated only on the test set. After running, each category (“have” or “do not
have” an award) is assigned to the cluster with more instances of that category,
so that we can evaluate the efficacy of the results. Results were averaged over
the 10 folds.

We first describe the datasets and the preprocessing needed. Then, the exper-
imental results are presented and discussed.

3.1 Data Description

Netflix Dataset. The Netflix dataset used in these experiments was con-
structed specially for the Netflix Prize.3

It contains over 100 million ratings from 480 thousand randomly-chosen,
anonymous Netflix customers, over 17 thousand movie titles. The data were
collected between October, 1998 and December, 2005 and reflect the distribu-
tion of all ratings received during this period. The ratings are on a scale from 1
to 5 (integral) stars. The year of release (from 1890 to 2005) and title of each
movie are also provided.

It is known that, in most cases, movies with awards are those that many
people like, and therefore those with higher ratings. Since this dataset has no
other information about the movies, except their year of release (not interesting
when we want to create a model to predict the future) and their title (also not
interesting because in most cases, each movie has a different one), we decided to
use another dataset, described below.

Gio Dataset. This dataset was extracted from a movies database donated by
Gio Widerhold,[15] which collects data about more than 10 thousand movies,
released between 1891 and 1999. It contains characteristics such as the genre,
directors, actors, studios and awards received for each movie.

All this extra information may help predicting if a movie has an award. For
example, we know some movie directors, like James Cameron and others, who
have already received several awards for most of their work. We also know some
actors that tend to receive awards.

Final Dataset. To have both the ratings and other characteristics of the movies
in the same dataset, we joined the movies of those two datasets with the equiv-
alent title and the same year of release. There are 2800 movies in common. Of
these, 34.5% have an award and the remaining 65.5% do not have. Only these

3 See http://www.netflixprize.com for details.

http://www.netflixprize.com
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common movies were used in the mining process, in order to evaluate the accu-
racy of the clustering algorithms.

Table 1 shows the attributes chosen for the final table, as well as their meaning.
The attribute year was discarded, since we want to build a model that predicts
if new movies will have awards (indeed, using this attribute, C4.5 produces a
tree which decides first by the year of the movie, and therefore, based on the
past, which is what we want to avoid). And since the total number of ratings per
movie has a wide range (from one to more than 200 thousand, with a median of
just 561 ratings per movie), we used the percentage of customers that voted in
a movie and gave each rating.

Table 1. Attributes in the final dataset

Attribute Type MissingDescription

Rate 1

Real: [0 ; 1] 0%
Percentage of customers that voted
in the movie and gave the star 1,
2, 3, 4 or 5, respectively

Rate 2
Rate 3
Rate 4
Rate 5

Med Rate Integer: 1 to 5 0% The medium rate of the movie

Director Nominal: 1190 values 0% Director’s name
Actor 1 Nominal: 1808 values 10% First main actor’s name
Actor 2 Nominal: 1772 values 13% Second main actor’s name
Studio Name Nominal: 314 values 35% Studio’s name
Studio Country Nominal: 10 values 57% Country where the movie was made
Genre Nominal: 12 values 0% Genre of the movie

Awards Boolean 0% True if the movie has an award;
False otherwise

To deal with the missing values of an attribute, the implemented algorithms
adopt different strategies. K-Means replaces them by the mode or mean of the
attribute, while EM ignores them, and the semi-supervised algorithms available
are not able to deal with them. In the context of actors and studios, which has
many possible values, with completely different meanings, it makes no sense to
replace missing values of an attribute by its mode. Therefore, they were replaced
by a non-existing value, “zero”, representing the lack of value.

3.2 Experimental Results

We first run the classification algorithm to observe its performance, and which
attributes were used to build the model. Indeed, the final tree has attributes
from both datasets: in a first level of decision nodes, it uses the attribute “studio
name”; In the second and third levels, it uses the ratings or the genres of the
movies. As an example, for a movie produced in the studio Gaumont :
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if StudioName = Gaumont if the average ratings (“Med”) is less than or
equal to 3, it means the movie has no award.
Otherwise, even with an average higher than
3, it only has an award if more than 25% of
customers rated the movie with 3.

if Med <= 3 : false
or if Med > 3

if Rate3 <= 0.25 : false
or if Rate3 > 0.25 : true
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Fig. 1. Accuracy results

Figure 1 shows the accuracy (or Rand Index) of the algorithms, for differ-
ent fractions of labeled instances incorporated. As we can see, semi-supervised
clustering by seeding (Seeded and Constrained KMeans) always performed bet-
ter than unsupervised clustering (KMeans and EM), even with a small number
of seeds (% of labeled data). On the other hand, semi-supervised clustering by
constraints (PC and MPC KMeans) seems have worst accuracy results. PCK-
Means only started getting improvements with more than 50% of constraints,
but it does not achieve better accuracy results than unsupervised clustering al-
gorithms. Note that the labeled data is selected only from the train set, and the
results are computed from the test set.

Although seeding algorithms achieve a better accuracy, it does not show where
the correct decisions come from (positive awarded – also called true positives,
or negative awarded movies – called true negatives). At figure 2 we analyze just
that, by showing the recall and the specificity of the algorithms. The recall is
the fraction of positive awarded movies correctly predicted (also known as True
Positive Rate or sensitivity) and specificity is the fraction of non awarded movies
correctly predicted as such (True Negative Rate).

In the chart we can see that semi-supervised algorithms were much better
to correctly predict which movies do not have an award, than predicting which
movies have (very high specificity versus very low recall). Only MPCKMeans
had the recall and specificity at the same level as the unsupervised EM and
KMeans. Seeded and Constrained KMeans are very similar to each other, and
have a very low recall. However, their specificity is much higher than all other
algorithms, even classification.

Finally, figure 3 presents the precision and the f-measure of the models built.
Precision is the fraction of truly awarded movies among those that the algorithm
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Fig. 2. Recall (TP Rate) and Specificity (TN Rate) results
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Fig. 3. Precision and F-Measure results

believes to have an award, and f-measure is a balance between precision and
recall.

By analyzing the precision, we confirm that semi-supervised methods have
difficulties in creating the cluster for positive awarded movies, since a lower
precision indicates the presence of a lot of non-awarded movies in the cluster
that represents the awarded ones. Although similar, Seeded KMeans proved to be
worse than Constrained KMeans. Only MPCKMeans behaves like unsupervised
clustering, maintaining its behavior. The F-measure culminates these results,
showing that the best balance between the precision and recall is MPCKMeans,
and that seeded algorithms are not good in none of them.

3.3 Discussion

As results showed, semi-supervised clustering does not always bring improve-
ments over unsupervised clustering accuracy. However, the seeding algorithms
can achieve a better overall accuracy.
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The bad results in recall and very good ones in specificity can be explained
by the fact that the dataset is unbalanced, with 34.5% of awarded movies, ver-
sus 65.5% of non awarded movies. This problem, also known as skewed class
distribution, may cause the learning algorithms have difficulty in learning the
concepts related to the minority class. In this case, seeded clustering has diffi-
culties in clustering awarded movies (low recall), but can cluster non awarded
movies very well (high specificity). This problem can be addressed by forms of
sampling and other techniques that transform the dataset into a more balanced
one.[11] However, any real dataset for this kind of analysis, used to predict if
a movie has (or will have) an award, will always have much more movies with-
out an award than with one. Therefore, the results obtained for an extracted
balanced dataset may not be significant for a real dataset.

Another problem that can also explain the low results in recall is related to the
choice of seeds and constraints, and is the fact that we do not really know how
they will influence the results. Researchers have already studied this problem,
and explain it with two properties of seed or constraint sets: informativeness and
coherence.[13] Informativeness refers to “the amount of information in the set
that the algorithm cannot determine on its own”. Coherence is “the amount of
agreement between the elements in the set, given a distance metric”. They rec-
ommend the selection of sets with higher informativeness and coherence values,
to avoid situations where the constraints negatively impact the performance.
There are already some good works that already exploit this combination.[2]

Other interesting fact we can observe is the constant behavior of Seeded and
Constrained KMeans. We see that more seeds do not change their results, mean-
ing that new seeds do not bring new relevant information for cluster initializa-
tion.They had also very similar results. This may indicate that the initial seeds
are not noisy, and that the clusters have a wide overlapping (and in fact the
accuracy is above 50%, which indicates that the dataset is not easily separable).

In global terms, we can conclude that semi-supervised clustering based on
seeds achieves better accuracy than unsupervised clustering, even with few frac-
tions of seeds. They may have problems predicting which movies have an award,
but they can predict, better than the others, which movies do not have an award,
and therefore they can help, for example, limiting the number of candidates to
awards, or eliminating a larger set of non awarded movies before another algo-
rithm run.

4 Conclusions

Unlike unsupervised clustering, semi-supervised clustering uses some labeled
data to aid the search and bias the partitioning of unlabeled data, and there-
fore, they can generally learn better models and achieve better accuracy results.
However, the good accuracy may stem from just one or some correct decisions
and not from all.

With our case study, we can conclude that semi-supervised clustering by seed-
ing proved to be better in accuracy than approaches that use pairwise constraints
and unsupervised ones, with good results even for a few fraction of seeds.
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However, there are some questions we have to consider, for example:
Is the dataset unbalanced? Many real datasets are. If so, it is expected the

algorithm to learn better how to cluster the instances of the most common class,
and have problems with the minority class, as shown here;

What is the goal of the learning task? We cannot just look to the accuracy of
an algorithm, we should analyze other measures, like recall, specificity, precision
and/or f-measure, accordingly to our goal;

To what extent the seeds help? As explained before, seeds not always help.
We should try to select seed sets or constraints with higher informativeness and
coherence values. Future work could go through a study testing several sets of
seeds and constraints.
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Abstract. In this paper we propose a data stream clustering algorithm, called
Self Organizing density based clustering over data Stream (SOStream). This al-
gorithm has several novel features. Instead of using a fixed, user defined similar-
ity threshold or a static grid, SOStream detects structure within fast evolving data
streams by automatically adapting the threshold for density-based clustering. It
also employs a novel cluster updating strategy which is inspired by competitive
learning techniques developed for Self Organizing Maps (SOMs). In addition,
SOStream has built-in online functionality to support advanced stream cluster-
ing operations including merging and fading. This makes SOStream completely
online with no separate offline components. Experiments performed on KDD
Cup’99 and artificial datasets indicate that SOStream is an effective and supe-
rior algorithm in creating clusters of higher purity while having lower space and
time requirements compared to previous stream clustering algorithms.

Keywords: Adaptive Threshold, Data Stream Clustering, Density-Based Clus-
tering, Self Organizing Maps.

1 Introduction

Data stream mining has recently captured an enormous amount of attention. Stream
mining can be defined as the process of finding complex structure within a large vol-
ume of data where the data evolves over time and arrives in an unbounded stream. A
data stream is a sequence of continuously arriving data which imposes a single pass
restriction where random access to the data is not feasible. Moreover, it is impractical
to store all the arriving data. In this case, cluster features or synopses that typically in-
clude descriptive statistics for a cluster are used. In many cases, data stream algorithms
have to observe space and time constraints. Stream clustering algorithms are used to
group events based on similarity between features. Data arriving in streams often con-
tain noise and outliers. Thus, data stream clustering should be able to detect, distinguish
and filter this data prior to clustering.

Inspired by both DBSCAN (Density-Based Spatial Clustering of Applications with
Noise) [1] and SOM (Self Organizing Maps) [2], we propose a new data stream cluster-
ing algorithm, Self Organizing density-based clustering over data Stream (SOStream).
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SOStream is a density-based clustering algorithm that can adapt its threshold to the data
stream. It uses an exponential fading function to reduce the impact of old data whose
relevance diminishes over time. SOStream has the following novel features:

– Setting a threshold manually for density-based clustering (similarity threshold, grid
size, etc.) is difficult and if this parameter is set to an unsuitable value, then the al-
gorithm will suffer from overfitting, while at the other extreme the clustering is un-
stable. SOStream addresses this problem by using a dynamically learned threshold
value for each cluster based on the idea of building neighborhoods with a minimum
number of points.

– SOStream employs a novel cluster updating strategy which is inspired by com-
petitive learning techniques developed for Self Organizing Maps (SOMs) [2] and
CURE (Clustering Using REpresentatives) [3]. CURE utilizes a unique shrinking
strategy that encouraged us to implement the same methodology for SOStream.
The micro-clusters that are formed after shrinking are used as a representative of
the global cluster. The shrinking procedure also helps to correctly identify highly-
overlapped clusters (See Figure 1). As a result, the clusters become less sensitive
to outliers.

– All aspects of SOStream (including deletion, addition, merging, and fading of clus-
ters) are performed online.

We conduct experiments using both a synthetic and the KDD Cup’99 datasets [4], and
demonstrate that SOStream outperforms the state-of-the-art algorithms MR-Stream [5]
and D-Stream [6] without the use of an offline component. Moreover, SOStream dy-
namically adapts its similarity threshold. SOStream achieves better clustering quality
in terms of cluster purity and utilizes less memory which is a key advantage for any
data stream algorithms.

Throughout this paper, we use threshold and radius interchangeably to specifically
refer to a value that is used to cluster a new point into suitable micro-cluster or to find
the neighborhood of the winning micro-cluster.

The remainder of this paper is organized in the following manner: Section 2 surveys
related work; Section 3 presents the SOStream framework; Section 4 presents results
of experiments evaluating the performance of SOStream; and Section 5 concludes the
paper.

2 Related Work

We first review the most important data stream clustering algorithms to highlight the
novel features of SOStream.

E-Stream [7] starts empty and for every new point either a new cluster is created
around the incoming data point or the point is mapped into one of the existing clusters
based on a radius threshold. Any cluster not meeting a predefined density level is con-
sidered inactive and remains isolated until achieving a desired weight. Cluster weights
decrease over time to reduce the influence of older data points. Clusters not active for a
certain time period may be deleted from the data space. Also, for each step, two clusters
may be merged because the overlap is sufficiently large (or the maximum cluster limit is
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Table 1. Features of different data stream clustering algorithms

Algorithms new cluster remove merge fade split

SOStream � � � � x
E-Stream � � � � �
CluStream � � offline x x
DenStream � � offline � x
OpticsStream � � offline � x
HPStream � � x � x
WSTREAM � � � � x
D-Stream � � offline � x
MR-Stream � � offline � x

reached) or one cluster may be split into two sub-clusters if internal data is too diverse.
The data is summarized into an α-bin histogram, and the split is made if a deep valley
between two significant peaks is found.

CluStream [8] uses an online micro-clustering component to periodically store de-
tailed summary statistics in a fast data stream while an offline macro-clustering com-
ponent uses the summary statistics in conjunction with other user input to provide the
user with a quick understanding of the clusters whenever required.

DenStream [9] maintains two lists: one with potential micro-clusters and the other
with outlier micro-clusters. As each new point arrives, an attempt is made to merge
it into one of the nearest potential micro-clusters. If the radius of the resulting micro-
cluster is larger than specified, the merge is omitted, and an attempt is made to merge
the point with the nearest outlier micro-cluster. If this resulting radius is larger than
specified, the merge is omitted and a new outlier micro-cluster is created centered at the
point. If any of the outlier micro-clusters exceeds a specified weight, they are moved
into the potential micro-clusters list.

OpticsStream [10] is an online visualization algorithm producing a map represent-
ing the clustering structure where each valley represents a cluster. It adds the ordering
technique from OPTICS [11] (not suitable for data stream) on top of a density-based
algorithm (such as DenStream) in order to manage the cluster dynamics.

HPStream [12] is an online algorithm that discovers well-defined clusters based on
a different subset of the dimensions of d-dimensional data points. For each cluster a d-
dimensional vector is maintained that indicates which of the dimensions are included for
continuous assignment of incoming data points to an appropriate cluster. The algorithm
first assigns the received streaming data point to each of the existing clusters, computes
the radii, selects the dimensions with the smallest radii, and creates a d-dimensional
vector for each cluster. Next, the Manhattan distance is computed between the incoming
data point and the centroid of each existing cluster. The winner is found by returning the
largest average distance along the included dimensions, and the radius is computed for
the winning cluster and compared to the winning distance. Then, either a new cluster
is created centered at incoming data point or the incoming data point is added to the
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winning cluster. Clusters are removed if the number of clusters exceeds the user defined
threshold or if they contain zero dimensions.

WSTREAM [13] is density-based and discovers cluster structure by maintaining a
list of rectangular windows that are incrementally adjusted over time. Each window
moves based on the centroid of the cluster which is incrementally recomputed when-
ever new data points are inserted. It incrementally contracts or expands based on the
approximated kernel density and the user defined bandwidth matrix. If two windows
overlap, the proportion of intersecting data points to the remaining points in each win-
dow is computed, and, upon meeting a user defined threshold, the windows are merged.
Periodically, the weights of the stored windows are checked, and a window is removed
if its weight is less than the defined minimum threshold (the window is considered to
be an outlier).

D-Stream [6] is density-based and works on the basis of a time step model which
starts by initializing an empty hash table grid list. An online component reads the in-
coming raw data record, and this record is mapped to the grid list or inserted into the
grid list if it does not exist. After the insertion, the characteristic vector (containing
all the information about the grid) is updated. Thus, the online component partitions
the data into many corresponding density grids forming grid clusters while the offline
component dynamically adjusts the clusters every gap time. The gap is the key decision
factor for inspecting each grid and adjusting the cluster. If the grid is empty or receives
no new value for a long period of time then it is removed.

MR-Stream [5] finds clusters at versatile granularities by recursively partitioning the
data space into well-defined cells by using a tree data structure. MR-Stream facilitates
both online and offline components. Table 1 summarizes features of these stream clus-
tering algorithms and shows those possessed by our new SOStream algorithm. Although
not contained in the SOStream algorithm presented in this paper, we have developed a
splitting function which is easily incorporated into the SOStream algorithm presented
later in this paper. This will be reported in subsequent publications.

3 SOStream Framework

A key issue for clustering stream data is the online constraint, which imposes a single
pass restriction over the incoming data points. Although many previously proposed
stream clustering algorithms have an offline component, this is neither desirable nor
necessary. In this section we introduce Self Organizing density-based clustering over
data Stream (SOStream) and highlight some of its novel features.

3.1 SOStream Overview

We assume that the data stream consists of a sequence of d-dimensional input vec-
tors where v(t) is used to indicate the input vector at time t, where t = (1, 2, 3...).
For every time step t, SOStream is represented by a set of micro-clusters M(t) =
{N1, N2, ..., Nk }, where for each cluster a tuple with three elements Ni = (ni, ri, Ci)
is stored. ni is the number of data points assigned to Ni, ri is the cluster’s radius and Ci

is the centroid. The tuple is a form of synopsis or cluster feature (CF) vector. Cluster fea-
ture vectors were introduced in the non-data stream clustering algorithm BIRCH [14].
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As these values change over time we include in the following description the time point
where needed to identify the value at a particular time. Thus, Ci(t) indicates the cen-
troid for cluster Ni at time t. SOStream uses a centroid to describe the cluster as a
d-dimensional vector. The number of clusters varies over time and depends upon the
complexity of the input data. SOStream has built-in stream clustering operations to
dynamically create, merge, and remove clusters in an online manner. In addition, an
exponential fading function can be used to gradually reduce the impact of historical
data.

SOStream uses competitive learning as introduced for SOMs where a winner influ-
ences its immediate neighborhood [2]. For each new input vector, v(t), the winning
cluster is determined by measuring the distance (e.g. Euclidean distance) between each
existing cluster centroid and the current input vector:

Nwin(t) = argmin
Ni∈M(t)

{ d(v(t), Ci), Ci ∈ Ni } (1)

If the winning cluster Nwin(t) is close enough (distance is below a dynamically deter-
mined threshold), then v(t) is placed in that cluster otherwise a new cluster is created.
Thus we assume a simple nearest neighbor algorithm is used. In our discussions we
assume that the Euclidean distance metric is used for clustering, but any distance or
similarity metric could be used. In addition, any other technique could be used to de-
termine the winning cluster. The salient feature of SOStream is the weighted density
concept described in the rest of this paper.

In the following subsections we examine the algorithm in more detail.

3.2 Density-Based Centroid

SOStream uses a centroid to identify each cluster. However the manner in which the
centroid is calculated is not just a simple arithmetic mean applied to all points, v(t),
in the cluster. The way we calculate the centroid is inspired by the technique to up-
date weights for the winning competitive node in a Kohonen Network [2]. In our case
the winner is a cluster and the weights are associated with neighboring clusters. The
centroid of a cluster is updated in several ways:

– When an input vector is added to a cluster the centroid is updated using a traditional
arithmetic mean approach.

– Centroids of clusters sufficiently close to the winning clusters have their centroids
modified to be closer to the winning cluster’s centroid. This approach is used to aid
in merging similar clusters and increasing separation between different clusters.

– Fading also adjusts the centroid values. This will be discussed later in the paper.

As the first of these techniques is straightforward, we concentrate on the second one.
As described earlier, the winning cluster is the one that is closest to the input vector.

Updates are performed to the centroids of clusters that are within the neighborhood of
the winning cluster. This brings clusters in the neighborhood of the winner closer to
the incoming data in a similar way as the neighbors of a winning competitive node in a
SOM have their weights adjusted to be closer to the winner.
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We define the neighborhood of the winner based on the idea of a MinPts distance
given by a minimum number of neighboring objects [1,9]. This distance is found by
computing the Euclidean distance from any existing clusters to the winning cluster.
Then all the distances are ordered in ascending order and the maximum of the first
MinPts minimum distinct distances is chosen and used to represent the radius of the
winning cluster. Thus, every cluster whose distance from the winning cluster is less then
the computed radius is considered to be a neighbor of the winning cluster. Note that the
efficiency of this calculation can be improved using a min heap type data structure.

Motivated by Kohonen’s work [2], we propose that the centroid Ci of each cluster
Ni that is within the neighborhood of the winning cluster Nwin is modified to resemble
the winner:

Ci(t + 1) = Ci(t) + αβ(Cwin(t)− Ci(t)) (2)

α is a scaling factor and β is a weight which represents the amount of influence of the
winner on a cluster. We define β as

β = e
−d(Ci,Cwin)

2(r2
win

) (3)

where rwin denotes the radius of the winner. The definition of β ensures that 0 < β ≤ 1.
Next we need to prove that updating a centroid moves the cluster closer to the win-

ning cluster, i.e.

d(Ci(t + 1), Cwin(t)) ≤ d(Ci(t), Cwin(t))

By the definition of Euclidean distance we have

d(Ci(t), Cwin(t)) =√
(v1 − z1)2 + (v2 − z2)2+, ...,+(vn − zn)2

where Ci(t) = 〈v1, v2, ..., vn〉; Cwin(t) = 〈z1, z2, ..., zn〉 and Ci(t + 1) =
〈v′1, v′2, ..., v′n〉. If we can show that 0 < α ≤ 2 is a necessary condition for (v′i−zi)

2 ≤
(vi − zi)

2, then one can easily show that d(Ci(t + 1), Cwin(t)) ≤ d(Ci(t), Cwin(t))
when 0 < α ≤ 2 by the definition of Euclidean distance.

Given 0 ≤ α ≤ 2 then 0 ≤ αβ ≤ 2 provided that 0 < β ≤ 1, we have:

− 2 ≤ −αβ ≤ 0

− 1 ≤ 1− αβ ≤ 1

|1− αβ| ≤ 1

|vi − zi||1− αβ| ≤ |vi − zi| where (|vi − zi| > 0)

|vi − zi| ≥ |(vi − zi)(1− αβ)|
= |vi − αβvi − zi + ziαβ|
= |αβ(zi − vi) + vi − zi|
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Algorithm 1. SOStream(DS, α, MinPts)

1 SOStream ← NULL;
2 foreach vt ∈ DS do
3 win ← minDist{ vt,M(t) };
4 if |M(t)| ≥ MinPts then
5 winN ← findNeighbors(win,MinPts);
6 if d(vt, win) ≤ win.Radius then
7 updateCluster(win, vt, α, winN );
8 else
9 newCluster(vt);

10 overlap ← findOverlap(win,winN);
11 if |overlap| > 0 then
12 mergeClusters(win, overlap);

13 else
14 newCluster(vt);

by Equation 2, αβ(zi − vi) + vi = v′i. Then we have:

|vi − zi| ≥ |v′i − zi|, which implies :

0 < α ≤ 2⇒ |vi − zi| ≥ |v′i − zi|
(vi − zi)

2 ≥ (v′i − zi)
2

This shows that if 0 < αβ ≤ 2 then each dimension in the modified cluster centroid
will move closer to the winner centroid.

3.3 SOStream Algorithm

We are finally ready to discuss the SOStream algorithm in more detail. Here we de-
compose SOStream into seven basic algorithms. Algorithm 1 is the main algorithm and
performs its main loop (step 2) for each input data point in the original data stream
(DS). When a new input vector is obtained, the winner cluster is identified, its neigh-
bors are found and either clusters are merged, the winning cluster is updated, or a new
cluster is created.

Algorithm 2 returns all the neighbors of the winning cluster as well as its computed
radius (threshold) at line 8. If the size of the neighborhood satisfies MinPts then, Al-
gorithm 3 is called to find clusters that overlap with the winner. For each overlapping
cluster its distance is calculated to the winning cluster. Any clusters with a distance less
than that of the merge-threshold will be merged with the winner. This process can be
triggered at regular intervals or if there is any shortage of memory.

Algorithm 5 is called to update an existing cluster. If the neighborhood of the winning
cluster does not have a sufficient number of nearest neighbors or the input data v(t) does
not lie within the radius of the winning cluster then, Algorithm 6 is called to create a
new cluster and add it to the model M(t) ← M(t) ∪ { v(t) }. Over time if this cluster
does not succeed in attracting enough neighbors, then it will fade and we can remove
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Algorithm 2. findNeighbors(win, MinPts)

1 if |M(t)| ≥ MinPts then
2 foreach Ni ∈ M(t) do
3 //Determine the distance from any
4 //cluster Ni to the winner.
5 winDistN ← winDistN ∪ { d(win,Ni) };

6 Sort winDistN distances in ascending order;
7 //kDist: represent the radius (threshold) of the winning cluster.
8 kDist ← winDistN[MinPts - 1];
9 win.setRadius(kDist);

10 //Find the nearest neighbors for winner.
11 foreach di ∈ winDistN do
12 if di ≤ kDist then
13 winNN ← winNN ∪ {Ni };

14 return winNN ;
15 else
16 return ∅;

Algorithm 3. findOverlap(win, winN )

1 overlap ← ∅;
2 foreach Ni ∈ winN do
3 if (win.ID()! = Ni.ID()) then
4 if d(win, Ni) - (win.Radius + Ni.Radius) < 0 then
5 overlap ← overlap ∪ {Ni };

6 return overlap;

it. Fading of cluster structure is used to discount the influence of historical data points.
SOStream can adapt to changes in data over time, by using a decay decreasing function
associated with each cluster:

f(t) = 2λt (4)

where, λ define the rate of decay of the weight over time and t = (tc − t0) where, tc
denote the current time and t0 is the creation time of the cluster.

SOStream uses centroid clustering to represent the cluster center and does not store
data points. The frequency count n determines the weight of each cluster. Aging is
accomplished by reducing the count over time:

ni+1 = ni2
λt (5)

SOStream checks for clusters that are fading and removes any cluster that reaches a
defined weight. See Algorithm 7. We do not explicitly show the fading function in
Algorithm 1 as its use is optional. The fading function can be explicitly called or called
at a regular time intervals which gives the flexibility and efficiency of using fading.

Algorithm 4 merges two clusters and set the new created cluster as the new win-
ner and continue to test other clusters for merge. Based on experiments we expect the
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Algorithm 4. mergeClusters(win, overlap)

1 foreach Ni ∈ overlap do
2 if d(Ni, win) < mergeThreshold then
3 //Equation 7 and 8 are used to merge two clusters.
4 merge(Ni, win);

Algorithm 5. updateCluster(win, vt, α, winN )

1 //This method incrementally update the centroid of the winner.
2 win.updateCentroid(vt);
3 //Frequency-counter is incremented.
4 win.counter++;
5 //Modify the winning neighborhood to resemble winning cluster. The method

//adjustCentroid is computed using equation 2.
6 winRadius ← win.Radius;
7 foreach Ni ∈ winN do
8 widthN ← (winRadius)2;
9 influence ← exp(- d(Ni, win) / (2 widthN));

10 Ni.adjustCentroid(win.getCentroid(), α, influence);

number of clusters to be small (relative to the number of data points) as the merge/fade
is happening online.

3.4 Online Merging

With data stream clustering, the creation of clusters in a quick online manner may result
in many small micro-clusters. As a result, many earlier stream clustering algorithms
created special offline components to perform a merging of similar micro-clusters into
larger clusters. In SOStream, merging is efficiently performed online at each time step
as an integral part of the algorithm by only considering the neighborhood of the winning
cluster.

Centroid clustering is a well known clustering technique, where the centroid is the
mean of all the points within the cluster. In data stream, incoming data points are in-
crementally clustered with the centroid of the nearest cluster. Over time the clusters
change their original position and may result in overlapping with other clusters. As a
result, clusters may be merged into one cluster. Recall that each cluster Ni has a radius
ri associated with it. Two clusters are said to overlap if the spheres in d-dimensional
space defined by the radius of each cluster overlap. We merge clusters if they over-
lap with a distance that is less than the merge-threshold. Hence, the threshold value is
a determining factor for the number of clusters. The impact of this threshold will be
analyzed in section 4.

Merging procedure: Let S represent a set of clusters from the neighborhood of the
wining cluster S = {N1, N2, ..., Nk }. Two clusters in the neighborhood S are said to
overlap if

d(Ci, Cj)− (ri + rj) < 0 (6)
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Algorithm 6. newCluster(vt)

1 //Set vt as a centroid for the new cluster.
2 Nt+1 ← new Cluster(vt);
3 //Set the frequency-count to 1.
4 Nt+1.counter ← 1;
5 //Initialize the radius with 0. The radius gets computed only for winning clusters.
Nt+1.Radius ← 0;

6 M(t+ 1) ← M(t) ∪ {Nt+1 };

Algorithm 7. fadingAll()

1 foreach Ni ∈ M(t) do
2 Ni.fading(t, λ);
3 if Ni.counter < fadeThreshold then
4 remove Ni;

These clusters will be merged only if the distance between the two centroids is less than
or equal to the threshold value. By merging, a new cluster Ny is created by first, finding
the weight of each cluster and then computing the weighted centroid for the new cluster.
This is achieved by

Ny = (wiai + wjbi)/(wi + wj) (7)

where, wi, wj are the number of points within cluster Ni, Nj and ai, bi are the ith

dimension of the weighted centroids.
We compute the new cluster’s radius ry dynamically by selecting the larger of both

sums
ry = max{ d(Cy , Ci) + ri, d(Cy , Cj) + rj) }. (8)

We choose the largest radius to avoid losing any data point within the clusters.

4 Experiments

In this section we compare the performance of SOStream with two recent data stream
clustering algorithms namely, MR-Stream and D-Stream. Our experiments were per-
formed using synthetic datasets and the KDD Cup’99 dataset which was also used for
evaluation in [8,9,6,5]. SOStream is implemented in C++ and the experiments are con-
ducted on a machine with an Intel Centrino Duo 2.2 GHz processor and Linux Ubuntu
9.10 (x86 64) as the operating system. For our test we selected the input parameters α,
λ and MinPts where SOStream provided the best results. In the following subsections
we evaluate the ability of SOStream to detect clusters in evolving data streams and the
resulting cluster quality.

4.1 Synthetic Data

In this test we generate a synthetic data stream to demonstrate SOStream’s capacity of
distinguishing overlapping clusters.
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(a) (b)

Fig. 1. (a) Data points of stream with 5 overlapping clusters and (b) Show SOStream capability
to distinguish overlapped clusters. For visualizing cluster structure, we do not utilize Fading or
Merging.

We used the dataset generator described in [15]. This generator is written in Java and
we can control the density of the cluster, data size and noise (outlier) level. In Figure 1,
the synthetic dataset has 3000 data points with no noise (outliers) added. It contains five
convex-shaped clusters that overlap. It can be noted from Figure 1(b) that SOStream is
able to detect the five clusters and also we can observe that the clusters are clearly
separated. This is due to the use of CURE and SOM-like updating of centroids which
is the most significant innovation of SOStream versus previous data stream clustering
algorithms. Based on experiments we selected α = 0.1 and MinPts = 2.

4.2 Real-World Dataset

Many recent streaming algorithms, such as [8,9,6,5] have been tested with KDD CUP’99
dataset to evaluate its performance. We use the same dataset to evaluate the clustering
quality of SOStream algorithm. This dataset was developed with an effort to examine
Network Intrusion Detection System in the Air Force base network [4]. It embeds real-
istic attacks into the normal network traffic. In this dataset there are a total of 42 avail-
able attributes out of which only 34 continuous attributes were considered. We compare
SOStream with MR-Stream as it has been shown that MR-Stream outperformed D-
Stream and CluStream. We are using the same clustering quality comparison method
used by [5] which is an evaluation method that computes the average purity defined
by [9,6]:

purity =

∑K
i=1

|Nd
i |

|Ni|
K

100% (9)

where K is the number of real clusters, |Nd
i | is the number of points that dominate the

cluster label within each cluster, and |Ni| is the total number of points in each cluster.
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Fig. 2. SOStream clustering quality horizon = 1K, Stream speed = 1K. The quality Evaluation for
MR-Stream and D-Stream is retrieved from [5].

Cluster structure fades with time which means some clusters may be deleted. This will
effect the computation of purity. In order to efficiently compute the purity of the arriving
data points, a predefined window (known as horizon) is used [9].

The dataset consists of 494,000 records. Using the same experimental setup as [5],
the speed of the stream is set to 1000 points per second and the horizon is set to 1000
data points. There are approximately 500 time instances which are divided into intervals
of 25 time instances where each instance shows an average purity value. Figure 2 shows
the clustering quality comparison between SOStream, and the results of MR-Stream and
D-Stream. These three algorithms all achieve an average purity of 1 between the time
instance 196 and 320 since there is only one cluster appearing in one window. It can
also be noticed from the graph that SOStream is able to maintain a better average purity
than MR-Stream and D-Stream. The three approaches show the same pattern, this is
related to the particular data set used and not to the different methods used. The overall
average purity was above 95% for SOStream. In this experiment, the parameters used
were again α = 0.1, λ = 0.1 and MinPts = 2.

4.3 Parameter Analysis

One might consider a vector (α1, ..., αn) in order to optimize the scaling factor. Because
this paper focuses on a new stream clustering algorithm, we leave the optimization for
future work. Table 2 shows how the parameter MinPts affects the behavior of SOStream
and the average purity at different intervals of data points. For this test we used the KDD
Cup’99 dataset with scaling factor, α = 0.1. For Table 3 we changed the scaling factor
parameter to α = 0.3. On this particular test, SOStreams capability to cluster at a
perfect purity level is evident for MinPts = 3. However, in order to convey and contrast
SOStream improved performance against other stream clustering algorithms we used
an average purity measure of different MinPts. To compare SOStream, we have derived
the values for MR-Stream and D-Stream from [5]. In Table 4 the same dataset is used by
MR-Stream, D-Stream and SOStream which allows us to determine the improvement
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Table 2. Comparing average purity for differ-
ent MinPts for α = 0.1

α = 0.1

Data Points MinPts = 3 MinPts = 5 MinPts = 10 Mean
25000 0.983 0.990 0.921 0.965
75000 0.917 0.982 0.968 0.955

125000 0.907 0.973 1.000 0.960
175000 0.876 0.974 0.937 0.929
225000 0.876 0.974 0.937 0.929
275000 0.876 0.974 0.937 0.929
325000 0.876 0.974 0.937 0.929
375000 0.895 0.975 0.919 0.929
425000 0.907 0.975 0.963 0.949
475000 0.934 0.977 0.935 0.949
Mean 0.899 0.976 0.932 0.936

Table 3. Comparing average purity for differ-
ent MinPts for α = 0.3

α = 0.3

Data Points MinPts = 3 MinPts = 5 MinPts = 10 Mean
25000 0.999 0.938 0.914 0.950
75000 0.998 0.996 0.962 0.985

125000 0.998 0.997 0.890 0.961
175000 0.995 0.993 1.000 0.996
225000 0.995 0.993 1.000 0.996
275000 0.995 0.993 1.000 0.996
325000 0.995 0.993 1.000 0.996
375000 0.996 0.991 0.877 0.955
425000 0.996 0.992 0.941 0.977
475000 0.997 0.993 0.946 0.979
Mean 0.996 0.991 0.943 0.977

Table 4. Highlight the improvement SOStream compared to MR-Stream and D-Stream

Data Points
SOStream SOStream

MR-Stream
Improvement

D-Stream
Improvement

(α = 0.1) (α = 0.3) to MR-Stream% to D-Stream%
25000 0.965 0.950 0.94 2.592 0.82 15.027
75000 0.955 0.985 0.92 6.646 0.91 7.661

125000 0.960 0.961 0.96 0.000 0.95 1.182
175000 0.929 0.996 1 0 1 0
225000 0.929 0.996 1 0 1 0
275000 0.929 0.996 1 0 1 0
325000 0.929 0.996 1 0 1 0
375000 0.929 0.955 0.95 0.000 0.91 4.688
425000 0.949 0.977 1.00 -2.387 1.00 -2.387
475000 0.949 0.979 0.89 9.056 0.87 11.100
Mean 0.936 0.977 0.96 2.081 0.93 5.020

percentage between an average purity for SOStream and the results of MR-Stream and
D-Stream. Over D-Stream, SOStream improves by an average of 5.0% and over MR-
Stream it improves by 2.1%.

To test the merging threshold we used both quality evaluation and memory cost test
on the same dataset with the matching parameters. We can observe from Figure 3 that
the number of clusters residing in memory is low compared to the opposing algorithms.
However, SOStream obtained a high purity (see Figure 2). This is due to the merging
procedure that was presented earlier. From this study we have observed that a large
merge threshold value causes the clusters to collapse and may result in only one cluster.
On the other hand, a small threshold value will result in high memory cost.

4.4 Scalability and Complexity of SOStream

SOStream achieves high efficiency by storing the data structures in memory, where the
updates of the stored synopses occur frequently in order to cope with the data stream.
Using the same testing criteria as MR-Stream, we chose the high dimensional KDD
CUP99 dataset. As we mentioned earlier, the data stream contains 494000 data points
with 34 numerical attributes. We sample the memory cost every 25K records.
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Fig. 3. SOStream memory cost over the length
of the data stream. The Memory Evaluation for
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Fig. 4. SOStream execute time using high di-
mensional KDD CUP99 dataset with 34 nu-
merical attributes. The sampling data rate is
every 25K points.

To evaluate the memory usage of SOStream, we considered the total number of
clusters in the memory. As can be seen from the Figure 3, our proposed algorithm
demonstrated its low cost of memory by merging overlapping clusters which reduces
the amount of space and time. In this experiment, the parameters used are α = 0.1,
MinPts = 2, fading and merging threshold = 0.1.

Figure 3 shows the memory utilized by SOStream and MR-Stream in terms of total
number of clusters currently created. Our result indicates that SOStream utilizes less
memory than MR-Stream. Also from Figure 3 we observe that the memory utilization
profile is similar to our result. Between 0 and 200k data points, the memory utilization
increases with different clusters which depreciate the clustering purity for all three al-
gorithms. Between 200k and 350k data points, the data stream consisted mostly of one
cluster, which explains why SOStream and MR-Stream consumed almost no memory.
For both SOStream and MR-Stream the memory slightly increased between 350k and
400k data points and then, decreased around 450k.

Finally, we analyze the execution time and complexity of the SOStream. One appro-
priate data structure for Algorithm 2 is the min-heap data structure. The computation of
the radius and neighbors of the winning micro-cluster takes O(k log k). With n points,
SOStream complexity is O(nk log k), where k is the number of clusters. In the worst
case k = n. In this case SOStream is O(n2 log n). However, most data stream cluster-
ing algorithms make sure that k does not increase unbounded which reduces the more
expensive operation. Other clustering operations such as remove, update and merge take
O(k). As shown in Figure 4, the algorithm shows that the execution time for clustering
increases linearly with respect to time and number of data points.

5 Conclusion

In this paper, we proposed SOStream, which is an efficient streaming algorithm that is
capable of distinguishing overlapping cluster in an online manner. The novel features
of SOStream are the use of density based centroids, and an adaptive threshold. In addi-
tion, everything needed for stream clustering operations are included in a simple online
algorithm. Our results show that SOStream outperformed MR-Stream and D-Stream in
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terms of purity and memory utilization. We are currently working on the development of
a split clusters algorithm and creating outlier detection techniques based on SOStream.
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Abstract. Data stream is one emerging topic of data mining, it con-
cerns many applications involving large and temporal data sets such as
telephone records data, banking data, multimedia data,. . . For mining of
such data, one crucial strategy is analysis of packet data. In this paper,
we are interested in an exploratory analysis of strategies for clustering
data stream based on a sub-window approach and an efficient clustering
algorithm called DCA (Difference of Convex functions Algorithm). Our
approach consists of separating the data on different sub-windows and
then apply a DCA clustering algorithm on each sub-window. Two clus-
tering strategies are investigated: global clustering (on the whole data
set) and independent local clustering (i.e. clustering independently on
each sub-window). Our aims are study: (1) the efficiency of the inde-
pendent local clustering, and (2) the adequation of local clustering and
global clustering based on the same DCA clustering algorithm. Compara-
tive experiments with clustering data stream using K-Means, a standard
clustering method, on different data sets are presented.

Keywords: Clustering, Data stream, DCA, Sub-windows approach.

1 Introduction

A data stream is an ordered sequence of points (x1, x2, ..., xn) that must be ac-
cessed in order and that can be read only once or a small number of times. Each
reading of the sequence is called a linear scan or a pass [18]. The volume of such
data is so large that it may be impossible to store the data on disk, or even when
the data can be stored, it is impossible to mining on the whole data set. The
stream model is motivated by emerging applications involving massive data sets
(telephone records, customer click streams, multimedia data, financial transac-
tions,. . . ). The data patterns may evolve continuously and depend on time or
depend on the events; therefore, the data stream poses some special challenges
for data mining algorithms. Not only by the huge volume of data streams, but
also by the fact that the data in the streams are temporally correlated. Such
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temporal correlations can help detect the important data evolution character-
istics, as a result of which, it is necessary to design the efficient stream mining
algorithms.

For mining on stream data, one crucial and efficient strategy is analysis of
packet data. The data set is divided into more significant sub-periods, called
sub-windows, with the aim of detect data patterns evolution or emergence, which
would not have been revealed by a global analysis in whole time period. A mining
method is then applied on each sub-window. This strategy allows reduce costs
(physical memory, CPU time, etc.) as we focus on the analysis of a portion of
the data.

The sub-window approaches are studied in [1] where some strategies of clus-
tering data stream are studied: global clustering, independent local clustering,
dependent local clustering. There, the data set is divided into sub-windows on
each of which the K-Means based algorithm is then applied, and web usage data
sets have been tested.

Fig. 1. Analysis on significant sub-windows (ref. [1])

In this paper, we are interested in an exploratory analysis of the independent
local clustering strategy for clustering data stream based on a sub-window ap-
proach. Obviously, such an analysis depends on the performance of clustering
algorithm to be used. We investigate in this work an efficient clustering algorithm
in the nonconvex programming framework called DCA. Our approach consists
of separating the data on different sub-windows and then apply DCA clustering
algorithm on each sub-window. Our aims are study:

– the efficiency of the independent local clustering strategy, say the adequation
of this local clustering and real clusters,

– the adequation between the independent local clustering and global cluster-
ing strategies based on the same DCA clustering algorithm.

Comparative experiments with clustering data stream using K-Means, a stan-
dard clustering method, on different data sets are reported.

The article is organized as follows: in Section 2 the two strategies of clustering
data stream are presented. Section 3 introduces DC programming and DCA, as
well as a DCA clustering algorithm. Numerical experiments on real data sets are
reported in Section 4. Finally, Section 5 concludes the paper.

2 Clustering Data Stream Based on Sub-windows

Two sub-window approaches are proposed for data stream in the literature:
logical window and sliding window. In this paper we adopt the logical window
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approach in which data set is subdivided into separated sub-windows having the
same number of clusters, and the number of elements in each window is given.

In this paper, we are concerned with an analysis of the two clustering strategies
- global clustering and independent local clustering.

1. Global clustering: the clustering is performed on the whole data set.
2. Independent local clustering: the data set is subdivided into separated

sub-windows, and the clustering is performed independently on each sub-
window from a random starting point.

According to these strategies, two approaches are considered in our experiments
in order to analyze the efficiency of the independent local clustering approach.

2.1 The First Analysis: Comparison between Independent Local
Clustering and Real Clustering

For this study, we divide data set into n sub-windows by ratio of the elements
in each group, and then perform clustering on each sub-window from a random
starting point. By comparison with the real clustering, we get the percent of the
bad placed objects (PBPO).

The schema given in Figure 2 describes this approach.

2.2 The Second Analysis: The Adequation between Independent
Local Clustering and Global Clustering with the Same
Clustering Algorithm

In the first step, we apply a clustering algorithm on the whole data set (global
clustering). We get the results of global clustering with k groups and the ra-
tio number of elements in each group. After that, we divide data set into n
sub-windows by this ratio number of elements. Then, we perform a clustering
algorithm on each sub-window (independent local clustering) and compare the
results with the global clustering (see the schema given in Figure 3).

3 A DCA Clustering Algorithm

The efficiency of clustering data stream depends on clustering algorithm per-
formed in each window. In this paper we investigate a clustering algorithm in
the nonconvex programming framework based on DC (Difference of Convex func-
tions) programming and DCA (DC Algorithm). DC programming and DCA were
introduced by Pham Dinh Tao in their preliminary form in 1985. They have been
extensively developed since 1994 by Le Thi Hoai An and Pham Dinh Tao and
become now classic and more and more popular (see, e.g. the references given
in [6]). Constituting the backbone of non-convex programming and global op-
timization which have very active developments in the two last decades, DCA
has been successfully applied to many large-scale (smooth or non-smooth) non-
convex programs in various domains of applied sciences, in particular in data
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Fig. 2. Analysis of the efficiency of independent local clustering (ref. [1])

analysis and data mining, for which it provided quite often a global solution and
proved to be more robust and efficient than standard methods (see [6] - [13], [15]
- [17] and references therein). It is worth noting that the reference majorization
algorithm developed by de Leeuw [4] for solving the Euclidean MDS problem,
and the well known Convex Concave Procedure (CCCP) [22] as well as the Suc-
cessive Linearization Algorithm (SLA) [3] in Machine Learning are special case
of DCA.

3.1 General DC Programs

Consider the general DC program

α = inf{f(x) := g(x) − h(x) : x ∈ IRn} (Pdc)

with g, h being proper lower semi-continuous convex functions on IRn. Such a
function f is called DC function, and g − h, DC decomposition of f while the
convex functions g and h are DC components of f. It should be noted that a
constrained DC program whose feasible set C is convex can always be trans-
formed into an unconstrained DC program by adding the indicator function χC

of C (χC (x) = 0 if x ∈ C,+∞ otherwise) to the first DC component g.
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Fig. 3. Analysis of the adequation between independent local clustering and global
clustering (ref. [1])

Recall that, for a convex function θ and a point x0 ∈ dom θ := {x ∈ IRn :
θ(x0) < +∞}, ∂θ(x0) denotes the subdifferential of θ at x0,i.e.,

∂θ(x0) := {y ∈ IRn : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ IRn} (1)

The necessary local optimality condition for (Pdc) is

∂h(x∗) ⊂ ∂g(x∗). (2)

A point that x∗ verifies the generalized Kuhn-Tucker condition

∂h(x∗) ∩ ∂g(x∗) �= ∅ (3)

is called a critical point of g − h.

3.2 Difference of Convex Functions Algorithms (DCA)

The main idea behind DCA is to replace, at the current point xk of iteration k,
the concave part −h(x) with its affine majorization defined by

hk(x) := h(xk) +
〈
x− xk, γk

〉
, γk ∈ ∂h(xk)

to obtain the convex program of the form

inf{g(x)− hk(x) : x ∈ R
n} ⇐⇒ inf{g(x)− 〈

x, γk
〉

: x ∈ R
n}. (Pk)
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In fact, DCA is an iterative primal-dual subgradient method, but for simplicity
we omit here the DC duality and the dual part of DCA. The generic DCA scheme
is shown below. Note that the DCA is constructed from DC components g and h
and their conjugates but not from the DC function f itself. Furthermore, DCA
is a descent method without line-search which has linear convergence for general
DC programs.

Algorithm
Let x0 ∈ R

n be an initial guess. Set k := 0
REPEAT
γk ∈ ∂H(xk).
xk+1 ∈ argmin{G(x)− 〈x, γk〉 : x ∈IRn}.
k = k + 1
UNTIL convergence

DCA schemes have the following properties ([10,16]):

i) the sequence {g(xk)− h(xk)} is decreasing,
ii) if the optimal value α of problem (Pdc) is finite and the infinite sequences
{xk} is bounded, then every limit point x̃ of the sequence {xk} is a critical
point of g − h.

Observe that a DC function has infinitely many DC decompositions and there are
as many DCA as there are DC decompositions which have crucial impacts on the
qualities (speed of convergence, robustness, efficiency, and globality of computed
solutions) of DCA. Hence, the solution of a nonconvex program by DCA must
be composed of two stages: the search of an appropriate DC decomposition and
that of a good initial point.

3.3 DCA for Solving the Clustering Problem via MSSC (Minimum
Sum of Squares Clustering) Formulation

An instance of the partitional clustering problem consists of a data set A :={
a1, ...am

}
of m points in IRn, a measured distance, and an integer k; we are to

choose k members x� (l = 1, ...k) in IRn) as ”centroid” and assign each member of
A to its closest centroid. The assignment distance of a point a ∈ A is the distance
from a to the centroid to which it is assigned, and the objective function, which
is to be minimized, is the sum of assignment distances. If the squared Euclidean
distance is used, then the corresponding optimization formulation is expressed
as (‖.‖ denotes the Euclidean norm) a so called MSSC problem

min

{
m∑
i=1

min
�=1,...,k

∥∥x� − ai
∥∥2

: x� ∈ IRn, � = 1, . . . , k

}
. (MSSC)

The DCA applied to (MSSC) has been developed in [12]. For the reader’s con-
venience we will give below a brief description of this method.

To simplify related computations in DCA for solving problem (MSSC) we will
work on the vector space IRk×n of (k×n) real matrices. The variables are then X
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∈ IRk×n whose ith row Xi is equal to xi for i = 1, ..., k. The Euclidean structure
of IRk×n is defined with the help of the usual scalar product

IRk×n " X ←→ (X1, X2, . . . , Xk) ∈ (IRn)k, Xi ∈ IRn, (i = 1, .., k),

〈X,Y 〉 : = Tr(XTY ) =

k∑
i=1

〈Xi, Yi〉

and its Euclidean norm ‖X‖2 :=
∑k

i=1〈Xi, Xi〉 =
∑k

i=1 ‖Xi‖2 ( Tr denotes
the trace of a square matrix). We will reformulate the MSSC problem as a DC
program in the matrix space IRk×n and then describe DCA for solving it.

a) Formulation of (MSSC) as a DC program

According to the property

min
�=1,...,k

∥∥x� − ai
∥∥2

=

k∑
�=1

∥∥x� − ai
∥∥2 − max

r=1,...,k

∑
�=1,� 
=r

∥∥x� − ai
∥∥2

and the convexity of the functions

k∑
�=1

∥∥x� − ai
∥∥2

, max
r=1,...,k

∑
�=1,� 
=r

∥∥x� − ai
∥∥2

,

we can say that (MSSC) is a DC program with the following DC formulation:

(MSSC)⇔ min {F (X) := G(X)−H(X) : X ∈ IRk×n}, (4)

where the DC components G and H are given by

G(X) =
m∑
i=1

k∑
�=1

Gi�(X), Gi�(X) =
1

2

∥∥X� − ai
∥∥2

for i = 1, . . . ,m, � = 1, . . . , k

(5)
and

H(X) =

m∑
i=1

Hi(X), Hi(X) = max
j=1,...,k

Hij(X); (6)

Hij(X) :=

k∑
�=1,� 
=j

1

2

∥∥X� − ai
∥∥2

for i = 1, . . . ,m. (7)

It is interesting to note that the function G is a strictly convex quadratic form.
More precisely we have, after simple calculations:

G(X) =
m

2
‖X‖2 − 〈B,X〉+ k

2
‖A‖2 (8)



286 M.T. Ta, H.A. Le Thi, and L. Boudjeloud-Assala

where A ∈ IRm×n, B ∈ IRk×n are given by

Ai := ai for i = 1, . . . ,m (9)

B� := a =

m∑
i=1

ai for � = 1, . . . , k.

In the matrix space IRk×n, the DC program (4) then is minimizing the difference
of the simplest convex quadratic function (8) and the nonsmooth convex one (6).
This nice feature is very convenient for applying DCA, which consists in solving a
sequence of approximate convex quadratic programs whose solutions are explicit.

b) DCA for solving (4)

According to the description of DCA, determining the DCA scheme applied to
(4) amounts to computing the two sequences {X(p)} and {Y (p)} in IRk×n such
that

Y (p) ∈ ∂H(X(p)), X(p+1) ∈ ∂G∗(Y (p)).

We shall present below the computation of ∂H(X) and ∂G∗(Y ).
We first express the convex function Hij by

Hij(X) =
k∑

�=1

1

2

∥∥X� − ai
∥∥2 − 1

2

∥∥Xj − ai
∥∥2

(10)

=
1

2

∥∥∥X −A[i]
∥∥∥2

− 1

2

∥∥Xj − ai
∥∥2

where A[i] ∈ IRk×n is the matrix whose rows are all equal to ai.
That gives

∇Hij(X) = X −A[i] − e
[k]
j (Xj − ai) (11)

with {e[k]j : j = 1, ..., k} being the canonical basis of IRk.
Hence, according to (6) we get the following simpler matrix formula for com-

puting ∂H

Y ∈ ∂H(X)⇔ Y =

m∑
i=1

Y [i] with Y [i] ∈ ∂Hi(X) for i = 1, ..., k, (12)

where Y [i] is a convex combination of {∇Hij(X) : j ∈ Ki(X)}, i.e.,

Y [i] =
∑

j∈Ki(X)

λ
[i]
j ∇Hij(X) with λ

[i]
j ≥ 0 for j ∈ Ki(X) and

∑
j∈Ki(X)

λ
[i]
j = 1,

(13)
with Ki(X) := {j = 1, . . . , k : Hij(X) = Hi(X)}.

In particular we can take for i = 1, ...,m

Y [i] = X −A[i] − e
[k]
j(i)(Xj(i) − ai) for some j(i) ∈ Ki(X), (14)
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and the corresponding Y ∈ ∂H(X) defined by

Y = mX −B −
m∑
i=1

e
[k]
j(i)(Xj(i) − ai). (15)

Since the function G is strictly convex quadratic, its conjugate G∗ is differentiable
and we have from (8)

X = ∇G∗(Y )⇐⇒ Y = ∇G(X) = mX −B,

or again

X =
1

m
(B + Y ). (16)

Remark 1. According to the general DCA scheme and the explicit calculations
(15), (16) of the subdifferentials ∂H and ∂G∗ in the DC program (4), the se-
quences

{
X(p)

}
and

{
Y (p)

}
generated by DCA are explicitly computed.

We are now in a position to describe the DCA for solving problem (MSSC) via
the DC decomposition (4).

c) Description of DCA to solve the MSSC problem (4)

Initialization: Let ε > 0 be given, X(0) be an initial point in IRk×n, set p := 0;

Repeat

Calculate Y (p) ∈ ∂H(X(p)) by using (15)

Y (p) = mX(p) −B −
m∑
i=1

e
[k]
j(i)(X

(p)
j(i) − ai)

and calculate X(p+1) according to (16)

X(p+1) :=
1

m
(B + Y p). (17)

Set p + 1← p

until ‖ X(p+1) − X(p) ‖≤ ε(‖ X(p) ‖ +1) or
∣∣F (X(p+1))− F (X(p))

∣∣ ≤
ε(
∣∣F (X(p))

∣∣+ 1).

Remark 2. The DC decomposition (4) gives birth to a very simple DCA. It
requires only elementary operations on matrices (the sum and the scalar multi-
plication of matrices) and can so handle large-scale clustering problems.
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Table 1. Data Sets

Dataset Points Dimension No. clusters No. windows

Iris 150 4 3 2
Ionosphere 351 34 2 3
Pima 768 8 2 5
Wisconsin Breast 683 34 2 5
Waveform 5000 21 3 5
Magic 19020 10 2 7

4 Numerical Experiments

We consider 6 real-world data sets: Iris, Ionosphere, Pima, Wisconsin Breast,
Waveform, Magic from [19].The global clustering and local clustering strategies
based on DCA and K-Means algorithms have been implemented in the Visual
C++ 2008, and run on a PC Intel i5 CPU650, 3.2 GHz of 4GB RAM. The
information about data sets is summarized in table 1.

The First Experiment
First, we divide data set into n sub windows by ratio of the elements in each
group. For example, the Ionosphere data set has 351 elements partitioned in 2
groups: the first group has 125 elements; the second group has 226 elements. If
we want to obtain 3 windows, we chose randomly 41 (125/3) elements in the first
group and chose randomly 75 (226/3) elements in the second group to compose
the window 1. We construct windows 2 and 3 using the similar process.

After, we perform the clustering algorithm on each sub-window. We get the
percent of the bad placed objects (PBPO) in comparing with real clusters.

The table 2 presents the comparative results of independent local clustering
strategy based on DCA and K-Means algorithm. Here ”Min PBPO” (resp. ”Max
PBPO”) denotes the minimum (resp. the maximum) of PBPO over 10 execu-
tions of DCA and/or K-Means algorithm on each sub-window. For studying the
efficiency of clustering algorithm we also report the results of global clustering
(clustering on the whole data set) in comparing with real clusters. The starting
points of DCA and K-Means are the same and they are randomly chosen from
given objects.

From the results reported in Table 2 we observe that

i) The independent local clustering strategy is as efficient as the global cluster-
ing strategy, in comparing with the real clusters. In other words, clustering
by logical sub-windows approach can be efficiently used for clustering data
stream and/or clustering on mass of data.

ii) Clustering of stream data based on DCA is in general better than the one
based on K-Means.

The Second Experiment
As in the first experiment, we perform clustering with two algorithms: DCA
and K-Means. We are interested in the adequation between local and global
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Table 2. Comparative results of global and independent local clustering strategies
using DCA and K-Means

Iris K-Means DCA K-Means DCA K-Means DCA K-Means DCA
Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 10.6667% 10.0000% 47.000% 46.5200% 18.4000% 18.2000% 0.0020 0.0016
Window2 12.0000% 4.0000% 52.0000% 45.3333% 15.0000% 15.0000% 0.0026 0.0027
Dataset 10.6667% 8.0000% 54.6670% 49.3333% 18.4000% 16.2000% 0.0025 0.0038
Wisconsin K-Means DCA K-Means DCA K-Means DCA K-Means DCA
Breast Min Min Max Max Avg Avg Avg Avg

PBPO PBPO PBPO PBPO PBPO PBPO Time Time
Window1 2.2059% 2.2059% 2.2059% 2.2059% 2.2059% 2.2059% 0.0066 0.0070
Window2 1.4716% 1.4716% 1.4716% 1.4716% 1.4716% 1.4716% 0.0005 0.0058
Window3 5.1471% 5.1471% 5.8824% 5.8824% 5.5147% 5.3677% 0.0052 0.0062
Window4 5.1471% 3.6765% 6.6177% 6.6177% 5.8088% 5.0735% 0.0050 0.0062
Window5 4.3166% 4.3166% 5.0360% 4.3166% 4.4604% 4.3166% 0.0054 0.0062
Dataset 3,95315% 3.95315% 4,09956% 4.09956% 4.07028% 4.0410% 0.0091 0.0137
Ionosphere K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 25.8621% 25.8621% 34.4828% 32.7586% 28.7931% 27.8448% 0.0100 0.0130
Window2 32.7586% 32.7586% 34.4828% 33.6207% 33.6207% 33.2759% 0.0110 0.0120
Window3 29.4118% 29.4118% 35.2941% 35.2941% 33.1092% 33.4454% 0.0110 0.0120
Dataset 29.0598% 29.0598% 35.3276% 29.3447% 29.8006% 29.1738% 0.0140 0.0188
Pima K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 32.6797% 32.6797% 33.3333% 32.6797% 32.8976% 32.6797% 0.0103 0.0150
Window2 32.6797% 32.6797% 32.6797% 32.6797% 32.6797% 32.6797% 0.0107 0.1533
Window3 35.9477% 34.6405% 35.9477% 35.5120% 35.9477% 35.5120% 0.0053 0.0100
Window4 32.0261% 32.0261% 34.6405% 33.3333% 33.3333% 32.8976% 0.0053 0.0100
Window5 32.6923% 32.6923% 32.6923% 32.6923% 32.6923% 32.6923% 0.0053 0.0153
Dataset 33.9844% 33.7240% 34.0144% 33.9844% 34.0175% 33.9583% 0,0116 0.0170
Waveform K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 50.2503% 46.3463% 50.6507% 48.8488% 50.4171% 47.2472% 0.0830 0.1093
Window2 48.4484% 47.1471% 48.9489% 59.0591% 48.6820% 51.1512% 0.0833 0.1143
Window3 48.8488% 22.8228% 51.3514% 50.6507% 50.3837% 39.9399% 0.0880 0.1197
Window4 48.9489% 48.3483% 60.4605% 50.5910% 53.4535% 39.9399% 0.0987 0.1147
Window5 46.9124% 47.1116% 52.7888% 50.8964% 53.4535% 49.8165% 0.0830 0.1247
Dataset 49.8200% 47.5400% 60.7000% 52.5800% 51.0240% 47.7160% 0.1574 0.2535
Magic K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
PBPO PBPO PBPO PBPO PBPO PBPO Time Time

Window1 34.7570% 35.0147% 35.2356% 35.0147% 35.0368% 35.0147% 0.2184 0.3368
Window2 35.1988% 35.1252% 35.6406% 35.6143% 35.4934% 35.4579% 0.2090 0.2994
Window3 35.6038% 35.7511% 35.8247% 35.7511% 35.7511% 35.7511% 0.2154 0.3714
Window4 34.3888% 34.3520% 34.4624% 34.4256% 34.4379% 34.3765% 0.2150 0.3216
Window5 36.0457% 36.0457% 36.0457% 36.0457% 36.0457% 36.0457% 0.2030 0.3278
Window6 34.6834% 34.6834% 34.6834% 34.6834% 34.6834% 34.6588% 0.1998 0.3146
Window7 35.6828% 35.3891% 35.6828% 35.3891% 35.6828% 35.3891% 0.2150 0.3964
Dataset 35,0894% 35.0263% 35.0894% 35.1052% 35.0894% 35.0820% 0.4714 0.6118

clustering strategies. We first perform the global clustering algorithm on the
whole data set. After that we divide the data set on sub-windows with the same
procedure used in the first experiment. In each sub-window, we run the clustering
algorithm and then compare the obtained results with clusters furnished by the
global clustering strategy.

Table 3 presents the comparative results of independent local clustering strat-
egy based on DCA and K-Means algorithm. Here ”Min Error” (resp. ”Max
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Error”) denotes the minimum (resp. the maximum) of ”errors” of the local clus-
tering in comparing with clusters furnished by the global clustering over 10
executions of DCA and/or K-Means algorithm on each sub-window.

Table 3. the adequation of global clustering and independent local clustering based
on DCA and K-Means

Iris K-Means DCA K-Means DCA K-Means DCA K-Means DCA
Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 1.3333% 0.0000% 46.3333% 17.3333% 14.9333% 7.5644% 0.0015 0.0024
Window2 0.0000% 1.3333% 45.0000% 42.6667% 10.0000% 10.0000% 0.0008 0.0047
Wisconsin K-Means DCA K-Means DCA K-Means DCA K-Means DCA
Breast Min Min Max Max Avg Avg Avg Avg

Error Error Error Error Error Error Time Time
Window1 0.0000% 0.0000% 0.7353% 0.0000% 0.4412% 0.0000% 0.0094 0.0062
Window2 0.0000% 0.0000% 0.0000% 0.7353% 0.0000% 0.3676% 0.0062 0.0124
Window3 0.0000% 0.0000% 0.0000% 0.7353% 0.0000% 0.2206% 0.0062 0.0154
Window4 0.0000% 0.0000% 2.9412% 0.0000% 2.0588% 0.0000% 0.0062 0.0216
Window5 2.1583% 0.0000% 2.1583% 2.8777% 2.1583% 0.8633% 0.0064 0.0278
Ionosphere K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 2.5862% 0.8621% 47.4138% 45.6900% 16.3793% 10.0860% 0.0101 0.0118
Window2 0.0000% 0.0000% 48.2760% 45.6900% 9.2241% 7.5862% 0.0101 0.0237
Window3 1.6807% 0.8403% 44.5380% 47.0590% 10.1681% 12.1850% 0.0107 0.0353
Pima K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 1.9068% 1.3072% 12.4180% 2.6144% 5.4902% 1.6994% 0.0081 0.0082
Window2 0.6536% 0.6536% 3.9216% 3.2680% 1.6340% 1.1765% 0.0063 0.0152
Window3 5.2288% 0.0000% 12.4180% 7.1896% 10.4575% 5.8170% 0.0062 0.0222
Window4 0.0000% 0.0000% 18.654% 0.0000% 2.0915% 0.0000% 0.0058 0.0289
Window5 3.2051% 2.5641% 12.1800% 3.8462% 4.1027% 3.0128% 0.0067 0.0366
Waveform K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 1.4014% 0.8008% 2.8028% 3.0032% 1.9119% 1.8622% 0.0919 0.1404
Window2 1.0010% 0.7007% 1.5015% 4.0040% 1.2412% 2.0420% 0.0928 0.2797
Window3 0.6006% 1.0010% 0.6006% 2.2022% 0.6006% 1.6216% 0.0899 0.4180
Window4 0.1001% 0.3003% 0.8008% 5.1051% 0.5205% 2.7424% 0.0887 0.5520
Window5 1.5936% 0.9961% 42.5300% 48.3070% 6.0259% 6.4243% 0.0976 0.6879
Magic K-Means DCA K-Means DCA K-Means DCA K-Means DCA

Min Min Max Max Avg Avg Avg Avg
Error Error Error Error Error Error Time Time

Window1 8.1370% 1.9514% 10.2730% 6.3697% 9.5435% 5.9278% 0.2579 0.2963
Window2 2.2176% 2.4762% 7.4512% 4.1243% 3.4822% 3.1842% 0.2447 0.5807
Window3 1.9514% 0.4050% 2.1723% 0.6259% 2.1060% 0.5817% 0.2298 0.9000
Window4 0.9208% 0.9205% 1.1419% 1.5832% 1.0309% 1.4507% 0.2351 1.2713
Window5 0.6627% 0.7732% 1.0309% 0.7732% 0.6996% 0.7732% 0.2173 1.5880
Window6 1.8041% 1.1046% 1.8041% 1.1782% 1.8041% 1.1267% 0.2191 1.5880
Window7 3.4875% 1.3216% 3.5609% 1.3216% 3.5095% 1.3216% 0.2033 2.1687

From the results reported in Table 3 we see that

i) With an appropriate starting point, the independent local clustering strategy
using DCA is very efficient in comparing with the global clustering. The Min
Error varies from 0% to 2.5% over the all windows.

ii) Clustering of stream data based on DCA is in general better than the one
based on K-Means. The Min Error of local clustering using K-Means varies
from 0% to 8.1% over the all windows.
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5 Conclusion

We have studied the clustering data stream by an logical sub-window approach
using an efficient DCA based clustering algorithm. Preliminary numerical experi-
ments show the adequation between independent local clustering and global clus-
tering strategies. They also prove that the independent local clustering strategy
using DCA can be effectively investigated for clustering data stream and clus-
tering on mass of data. The performance of DCA suggests us to investigating it
in other sub-window approaches for clustering data stream such as dependent
local clustering or clustering on sliding windows. Works in these directions are
in progress.
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1. Da Silva, A.G.: Analyse des données évolutives: application aux données d’usage
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Abstract. Over time, many clustering methods were proposed, but there are 
many specific areas where adaptations, customizations and modifications of 
classical clustering algorithms are needed in order to achieve better results. The 
present article proposes a technique which uses a custom patent model, aiming 
to improve the quality of clustering by emphasizing the importance of various 
patent metadata. This can be achieved by computing different weights for  
different patent metadata attributes, which are considered to be valuable  
information. 

Keywords: clustering, patents, metadata, customized weights, data model 

1 Introduction 

One of the most important tasks in the process of patenting is searching for similari-
ties between patents and several types of searches are employed during this process. 
One of them is the preliminary search, when the invention is just an idea and inven-
tors want to find out if a similar invention already exists. Another type of search is the 
“prior art” search that is performed during the writing of the patent and also after-
wards. This search is conducted both by the inventors, before patent is applied for 
acceptance, and consequently by the patent agents that verify existing applications for 
patents and validate (or invalidate) them. This second type of search is used to find all 
patents similar to the invention that is intended to be patented and to ensure that the 
invention’s claims have not been previously used into another patent. If this search is 
not done correctly and not given due importance, there could be a risky situation 
where another company could initiate a patent infringement lawsuit and could allege 
that one or more of his patent claims have been violated. When such infringement 
lawsuit is filed, one step in the process is to utilize another type of search, where law-
yers aim to find “prior art” patents that have been omitted and were not cited pre-
viously in the patent subject matter. [1] 

Because of the importance of these types of searches, users need as many sources 
of information and as many searching tools as possible. Because of the great number 
of patents existing today, most of the times a simple keyword search into a database 
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of patents may not be satisfactory. Thus, displaying the search results sorted by cer-
tain criteria, relevant to the users, is frequently needed. 

In a regular patent search engine, keyword search is done by using the data pro-
vided by users. The search results are given as a set of patents ordered by various 
criteria (e.g. year of publication). Usually, the number of patents resulting from such a 
search is very high. The use of some additional filters is frequently required in order 
to refine the results in order to obtain an improved relevancy. 

Clustering patents allow such filtering of search results. Instead of hundreds of re-
sults that should be examined one by one, the results can be divided into patents 
groups with similar content. When clusters of similar documents based on extracted 
keywords are displayed the visible relationships among them become clearer. [2]  

Over time, many special clustering algorithms have been designed to be applied in 
patent databases. An example of such patent analysis platform is Patent iNSIGHT Pro 
[3] or PatentCluster search engine [4]. The clustering used in these platforms is based 
on the text content of patents, especially abstracts and claims, but ignores the metada-
ta information contained in patents. 

A patent is composed of several major sections such as title, bibliographic or meta-
data information, abstract, detailed description of the patent, claims or references to 
“prior art” patents. Metadata contains important information as publication, inventor, 
applicant or classification as described in the next section. These metadata fields are 
considered valuable information that could be used to improve clustering on patents. 

Often, in a search result, users are interested in identifying reference companies 
from a specific industry. By grouping patents from a search result in clusters, users 
may find relevant the identification of companies and their patents in a given cluster. 
This means that a special importance should be given to metadata fields in clustering. 

This paper proposes a method to achieve a clustering in which the information 
from metadata is to be considered. This can be achieved by using a modified variant 
of k-means clustering algorithm and its adaptation to the particular case of patents. 

The clusters thus generated, can be further used in a search engine by listing the 
search results from each cluster ordered by a rank [5]. 

This research proposes a patent model which will be used in a k-mean clustering 
algorithm. The patent model is constructed from a set of vectors of attributes, one 
vector consisting only of attributes extracted from the content of the patent and the 
rest of the vectors consisting of attributes extracted from various patent metadata 
fields. Weights for each vector of the set are calculated differently, the weights of the 
metadata attribute vectors having a calculated higher value. In this way the patent 
metadata will hold a greater influence in clustering. 

2 Patent Analysis 

A patent is a document which describes an invention which can be manufactured, 
used, and sold with the authorization of the owner of the patent. An invention is a 
solution to a specific technical problem. A patent document normally contains at least 
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one claim, the full text of the description of the invention, and bibliographic informa-
tion such as the applicant’s name. [6] 

Patent documents have a fixed rigorous structure, containing standardized fields 
like patent number, applicant, inventors, assignee, technology field classification, 
description, claims, etc [7]. Most of this information can be found in the front page of 
a patent document and they are called patent metadata [8].  All these special and 
specific features of patent documents make them a valuable source of knowledge [9].  

For the patent analysis, researchers are often using classifications or clustering. 
Supervised classification is used to group patents by a preexisting classification. Clus-
tering, on the other hand, is the unsupervised classification of patents into groups 
based on similarities of the internal features or attributes. 

One of the most widely used clustering algorithms, especially in text clustering, is 
the k-means algorithm [10-12]. Due to the variety of areas where clustering is used 
and because of specific conditions to each application, there are many variations of 
the basic algorithm proposed in the academic literature. 

3 Prior Work 

The applications of clustering usually deal with large data sets with many attributes. 
In real-life, applications do not always deal with homogeneous data. Most of the time, 
heterogeneous data are involved. On one hand patents may be viewed as a homoge-
neous data, if only the abstract and description of the patent are considered. But on the 
other hand patents may be looked at as heterogeneous data if, beside the abstract and 
the description, the metadata fields are also considered. 

Regarding the clustering of heterogeneous data sets, an interesting approach was 
proposed by Modha & Spangler [13] where for obtaining relevant data clustering 
which integrate multiple, heterogeneous attribute subset in k-means clustering algo-
rithm, they adaptively compute relative weights assigned to various attribute subset 
that simultaneously minimizes average intra-cluster dispersion and maximizes aver-
age inter-cluster dispersion along all attribute subsets[14]. However, in this case, the 
control of influence given by a subset of attributes on other subsets is lost. In the par-
ticular case of patents, a subset of attributes from a metadata field contains far fewer 
attributes then the subset derived from the patent description. As a result, metadata 
subset influence should be controlled and separately calculated.  

4 K-means Algorithm 

The basic idea of k-means clustering is that items are grouped into k clusters in such 
way that all items in same cluster are as similar to each other as possible and items not 
in same cluster are as different as possible. Several distance measures to calculate 
similarity and dissimilarity are used. One of the important concepts in k-means is the 
centroid: each cluster has a centroid, which can be considered as the most representa-
tive item of the cluster.  
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Initial k cluster centroids are chosen arbitrarily. After that, objects from the data-
base are then distributed among the chosen clusters based on minimum distances. 
After all objects are distributed, the cluster centers are then updated to reflect the 
means of all objects into the respective cluster domains. This process is iterated while 
the cluster centers continue to move or objects keep switching clusters. Performance 
of this algorithm is influenced by the number and location of the initial cluster cen-
ters. 

5 Data Model for Patents 

The most common model used for information retrieval from text documents is the 
vector space model [15]. In this model, documents are represented as vectors of term.  

In vector space model the matrix M is defined in equation (1), where the lines are 
represented by attributes and columns are represented by objects. For text documents, 
attributes are represented by the words dictionary from all documents, and the objects 
are the documents.  

ܯ  = ۈۉ
ଵଵݓۇ ڮ ଵ௝ݓ ڮ ڭଵ௡ݓ ڰ ڭ ௜ଵݓڭ ڮ ௜௝ݓ ڮ ڭ௜௡ݓ ڭ ڰ ௪ଵݓڭ ڮ ௪௝ݓ ڮ ۋی௪௡ݓ

ۊ
 (1) 

The values ݓ௜௝  of the matrix M are weights computed with term frequency – inverse 
document frequency (TF-IDF). TF-IDF is a weight model in which the score of a term 
in the document is the ratio of the number of terms in that document divided by the 
frequency of the number of documents in which that term occurs. 

The present article proposes a particular model of patents, where text terms from 
description and text terms from metadata are extracted in separate vectors. The meta-
data vectors are treated separately, higher weights being computing for them. 

For the patent documents a 3-uple is defined: 

 ܲ = ۃ ௖ܲ, ௠ܲ,   ۄ௡ܯ

where ௖ܲ = ሼ݊ݓଵ, ,ଶ݊ݓ …  ௡௖ሽ is the set of words from the description or abstract݊ݓ
of a patent and nc the number of words from the description or abstract of the patent; ௠ܲ = ሾ݉ݒଵ, ,ଶݒ݉ …  ௡௠ሿ is the vector of metadata values from a patent and nm theݒ݉
number of metadata fields from the patent; ܯ௡ = ሾ݉݊ଵ, ݉݊ଶ, … ݉݊௡௠ሿ is the vector 
of metadata names from the patent. 

PDB is defined as the set of all patents from database as following: 

ܤܦܲ  = ሼ ଵܲ, ଶܲ, … ௡ܲሽ  

where n is the number of documents from database. 
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The words dictionary of the content of the entire set of patents is defined as  

ܥܦ  = ൛݊ݓ௜ א ௖ܲଵ ׫ ௖ܲଶ … ׫ ௖ܲ௡ൟ  

Let ݊݀ =  .be the number of words from the dictionary DC |ܥܦ|
The words dictionary for each metadata from the patents is defined in the same 

way. 

௠௡೟ܯܦ  = ൛݉ݒ௧ ௜ א ௠ܲଵሾݐሿ ׫ ௠ܲଶሾݐሿ … ׫ ௠ܲ௡ሾݐሿൟ  

where t = 1…nm and ௠ܲ௞ሾݐሿ is the t element from vector ௠ܲ from each patent ௞ܲ. 

Let ݊݉݊௧ = หܯܦ௠௡೟ห be the number of elements from ܯܦ௠௡೟ . 
In the vector space matrix defined for text documents (1), all weights are computed 

with the same function TF-IDF. For the particular case of patent documents, a vector 
space matrix compound from a set of subsets of attributes is proposed. Each subset 
contains weights calculated with a different TF-IDF function. Equation (2) defines 
this matrix. 

ܲܯ  = ۈۉ
ۇ ۋی௠௡೙೘ܯܯ…௠௡మܯܯ௠௡భܯܯܥܯ

ۊ
 (2) 

where 

ܥܯ  = ۈۉ
ۇ ଵଵ݊ݓݓ ڮ ଵ௝݊ݓݓ ڮ ڭଵ௡݊ݓݓ ڰ ڭ ௜ଵ݊ݓݓڭ ڮ ௜௝݊ݓݓ ڮ ڭ௜௡݊ݓݓ ڭ ڰ ௡ௗ ଵ݊ݓݓڭ ڮ ௡ௗ ௝݊ݓݓ ڮ ۋی௡ௗ ௡݊ݓݓ

ۊ
 (3)

  

and 

௠௡೟ܯܯ  = ۈۈۉ
ۇ ௧ଵଵݒݓݓ ڮ ௧ଵ௝ݒݓݓ ڮ ڭ௧ଵ௡ݒݓݓ ڰ ڭ ௧௜ଵݒݓݓڭ ڮ ௧௜௝ݒݓݓ ڮ ڭ௧௜௡ݒݓݓ ڭ ڰ ௧ݒݓݓڭ ௡௠௡೟ ଵ ڮ ௧ݒݓݓ ௡௠௡೟ ௝ ڮ ௧ݒݓݓ ௡௠௡೟ ௡ۋۋی

ۊ
 (4)

  

The merged matrix MP from (2) has ݊݀ ൅  ∑ ݊݉݊௧௧ୀଵ..௡௠  lines and n columns. The 
lines of the merged matrix MP represent the sum of words dictionary from all patents 
contents and words dictionary from all patents metadata. The columns of the merged 
matrix represent the patents. 
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For a better understanding of the proposed model, the following example is given. 
Let suppose that exist 3 patents ଵܲ, ଶܲ, ଷܲ. For ଵܲ has ௖ܲ = {“human”, “antibo-

dies”, “mouse”, “isotypes”} the set of words contained into the patent, ௠ܲ = {“Inven-
tor 1”, “Corporation 1”} the set of metadata values from patent and ܯ௡= {“Inventor”, 
“Applicant”} the metadata names. Similar ଶܲ is defined with ௖ܲ = {“image”, “cam-
era”, “mouse”, “resolution”}, ௠ܲ = {“Inventor 2”, “Corporation 2”} and ܯ௡= {“In-
ventor”, “Applicant”}, and ଷܲ with ௖ܲ = {“wireless”, “computer”, “mouse”}, ௠ܲ = 
{“Inventor 3”, “Corporation 2”} and ܯ௡= {“Inventor”, “Applicant”}. 

The words dictionary of the content of the entire set of patents, DC = {“human”, 
“antibodies”, “mouse”, “isotypes”, “image”, “camera”, “resolution”, “wireless”, 
“computer”}. 

There are 2 metadata names, so the words dictionary for “Inventor” metadata  ܯܦூ௡௩௘௡௧௢௥  = {“Inventor 1”, “Inventor 2”, “Inventor 3”} and the words dictionary for 
“Applicant” metadata  ܯܦ஺௣௣௟௜௖௔௡௧ = {“Corporation 1”, “Corporation 2”}. 

In this particular case, the matrix MP is defined 

ܲܯ  = ቌ ஺௣௣௟௜௖௔௡௧ቍܯܯூ௡௩௘௡௧௢௥ܯܯܥܯ =   

  Pଵ Pଶ Pଷ 

MC 

human wwnଵଵ wwnଵଶ wwnଵଷ 

antibodies wwnଶଵ wwnଶଶ wwnଶଷ 

mouse … … … 

isotypes … … … 

image … … … 

camera … … … 

resolution … … … 

wireless … … … 

computer wwnଽଵ wwnଽଶ wwnଽଷ 

MMI୬୴ୣ୬୲୭୰ 

Inventor 1 wwvଵଵଵ wwvଵଵଶ wwvଵଵଷ 

Inventor 2 wwvଵଶଵ wwvଵଶଶ wwvଵଶଷ 

Inventor 3 wwvଵଷଵ wwvଵଷଶ wwvଵଷଷ MMA୮୮୪୧ୡୟ୬୲ Corporation 1 wwvଶଵଵ wwvଶଵଶ wwvଶଵଷ 

Corporation 2 wwvଶଶଵ wwvଶଶଶ wwvଶଶଷ 

6 Weighting Functions 

The idea behind the data model in this paper is that the patent metadata can provide 
additional information for patents clustering. For instance if “Applicant” metadata 
have been used, by clustering using this model, the aim is to group similar patents by 
text and to add in each group relevant patents that belong to the applicants from that 
group. 
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Usually the applicants are specialized in one technical area, so it is very likely that 
the patents belonging to one applicant are from the same area of activity. Analyzing 
the patent database we noticed that applicants have all or the vast majority of patents 
applied in a single class. Therefore, the patents with the same applicant should be in 
the same or neighboring clusters.  

At first sight, grouping by applicant should be enough and no clustering is needed. 
However, not all patents from an applicant are relevant to a search query, so only a 
specific set of patents from an applicant is needed. 

Applicant’s names may be considered common words in the words dictionary gen-
erated from the entire set of patents and these names may be added in the MC matrix. 
But in this case, the applicant metadata’s importance is much diminished and the 
control over the applicant metadata’s influence could be lost.  

Furthermore, the metadata term frequency in the document is “1” because metadata 
contains a single term. In order to have an enhancement of applicant metadata in the 
similarity of patents, the applicant’s influence should be more significant than regular 
words from a patent description. To accomplish this, different TFIDF functions for 
each subset of data are used. 

The weights ݊ݓݓ௜௝  from the equation (3) and weights ݒݓݓ௧ ௜௝ from equation (6) 

are computed as the product of TF and IDF, but as it will be shown further, TF func-
tion is different for each set of weights: 

௜௝݊ݓݓ  = ݐ ௜݂௝ כ ݅݀ ௜݂  

௧௜௝ݒݓݓ  = ݐ ௜݂௝ᇱ כ ݅݀ ௜݂  

There are many well studied weighting schemes used to compute TFIDF weights 
[16]. One of the most common and efficient term weighting scheme used for text 
documents clustering is defined below: 

ݐ  ௜݂௝ = ܿଵ ൅ (1 െ ܿଵ) כ ௡೔ೕ௠௔௫೔ ௡೔ೕ (5) 

 ݅݀ ௜݂ = ܿଶ ൅ ݃݋݈ ௡ି௡ೢ೚ೝ೏(೔)௡ೢ೚ೝ೏(೔)  (6) 

where ݊௜௝  is the number of occurrences of word i in the text document j, and ݉ܽݔ௜ ݊௜௝  is the highest number of occurrences of a word in the text document j. ݊௪௢௥ௗ(௜) is the number of documents in which the word i occurs and c1 and c2 are 
constants [17]. 

This classical weighting scheme is used for weights ݊ݓݓ௜௝. 
In the classical vector space model (1), using TFIDF weighting schemes (5) and 

(6), the importance of a term in a document is even higher as the value of that term 
frequency is higher, in a more limited number of documents. Two documents are 
more similar if they have more terms in common and the frequencies of these terms 
have a closer value.  

The influence of “Applicant” metadata terms is modified if the TF weight function 
is modified as follows: 
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݊௜௝ term from equation (5), which represents the number of occurrences of word i 
in the text document j, will be replaced with ݊௜௝ᇱ: 
 ݊௜௝ᇱ = ܿଷ כ ୪୬(௡ೢ೚ೝ೏(೔ೕ))୫ୟ୶ (୪୬(௡ೢ೚ೝ೏(೔ೕ))) (7)
  

where ݊௪௢௥ௗ(௜௝) is the number of documents in which the term i occurs, if term i 
occurs in the text document j. max (ln(݊௪௢௥ௗ(௜௝))) represents the maximum of ln of 
number of documents in which a term appears, in other words represents ln from the 
number of patents issued by the applicant with the largest number of patents. ܿଷ is a 
constant. 

Thereby ݐ ௜݂௝ become: 

ݐ  ௜݂௝ᇱ = ܿଵ ൅ (1 െ ܿଵ) כ ௡೔ೕᇲ௠௔௫೔ ௡೔ೕᇲ (8) 

By using the equation (7) the meaning of frequency from equation (5) has been 
changed. Therefore the frequency of term in documents has been changed from 1 to 
the ln of the number of documents in which a metadata term appears. ln is used be-
cause a very big influence to the applicants with a large number of patents should be 
avoided (there are applicants with hundreds of patents). ܿଷ  constant is used in order to weight the importance of the applicant. By increas-
ing the value of ܿଷ the importance of the applicant is increased.  

A value of ܿଷ can be calculated by considering the frequencies used in matrix MC. 
An approach could be by calculating ܿଷ  as the maximum value for frequency of 
terms in all documents. Another similar approach could be by taking ܿଷ as the aver-
age of maximum frequency of terms in each document. 

In the present model the constant ܿଷ  value was selected as the maximum value for 
frequency of terms in all documents, pondered as needed with constant ܿସ. 

 ܿଷ = ܿସ כ max(݊௜௝)  

By modifying the value of constant ܿସ the values of a specific metadata field is con-
trolled, and so the importance of the metadata field in the model is controlled. 

Further, this customized TF-IDF model for patents was used in k-means clustering 
algorithm.  

In this research the similarity function used in k-means algorithm is one of the 
common similarity functions applied for text documents, namely the cosine between 
the document vectors. 

The results of clustering are analyzed in the next section. 

7 Implementation and Evaluation 

The practical implementation of the proposed model and the k-means clustering algo-
rithm was made in Java language and for data storage and manipulation a MySQL 
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database was used. For the constants used in algorithms were chosen the following 
values: 

 ܿଵ = 0.8; ܿଶ = 0.2; ܿସ = 0.25  

For tests, samples extracted from the EPO database (European Patent Organization) 
were used. The patent fields available in the EPO database are: patent number, inter-
national class, title, applicant name, inventor name, representative, application year 
and claims From these fields have been used for tests only: patent number, interna-
tional patent class, title, applicant name and claims. 

International Patent Classification (IPC) provides a hierarchical system of lan-
guage independent symbols for the classification of patents and utility models accord-
ing to the different areas of technology to which they pertain [18]. This classification 
is made by human experts and is annually updated with new branches as needed. 

All patents have one main class and none or more secondary classes. Often, a pa-
tent may as well belong to any class selected for the patent, but the final selection for 
the main class is made by the human experts, which usually are the inventors. Most of 
the time the class selected by the experts as main class represents the industry where 
the invention will be applied, therefore not all classes selected as main classes are 
representative for the patents. 

In this research only main classes are considered. 
A patent class example is A 01 B 1 / 00, where starting from left to right, each 

group represents a class and then a subclass. In our case A is a main class, A 01 is a 
subclass of A, and A 01 B is a subclass of A 01 and so on. Each patent have a main 
class selected that belongs to such a 5-level hierarchy. 

Several tests have been run and only the representative tests are presented as de-
scribed below. 

For each test sample two clustering were run. First, a k-means clustering with the 
classic model was run (without taking into account the applicant metadata) and then a 
k-means clustering using the model proposed in the article was run (where the appli-
cant metadata was taken into account). 

For each clustering type 10 runs were performed and the best clustering result was 
stored for later analysis. As the measure for quantifying the quality of each clustering 
result the weighted similarity of the internal cluster similarity which is the square of 
the length of the centroid vectors or, in other words, the average pairwise similarity 
was used in each clustering algorithm. 

To compare the quality of the tests results computed by the two clustering tech-
niques, F-measure was selected. The reference used to compute F-measure is 
represented by classes derived from the existing patents classification. 

The first test was run on a sample when only patents that belong to classes “A 61 K 
39/xx” și “G 06 F 3/xx” were selected from the entire database, where xx can take 
any value. Only two subclasses of level 4 and all their subclasses (level 5) have been 
chosen. “A 61 K 39” corresponds to the class “Medicinal preparations containing 
antigens or antibodies” and “G 06 F 3” corresponds to the class “Input / Output ar-
rangements for transferring data to be processed into a form capable of being handled 
by the computer”. In order to test how good the performances of the clustering are, 
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two classes from different technical fields with clearly defined patent content ware 
chosen. Patents in the same cluster have many words in common, and patents from 
different clusters have very few words in common. 

There are 1887 patents into the selected sample. After stop words were removed in 
a preprocessing step, an 8292 words dictionary resulted. 

After clustering using the two algorithms the F-measure values from Table 1 were 
obtained. 

Table 1. F-measure values for 10 runs of k-means algorithms with and without taking in 
account applicant, with k=2 

k-means without applicant k-means with applicant 
0.9989403081913734 1 
0.9984106045353137 0.9989399223930397
0.9994701063563782 1
0.9994701063563782 1
0.9989403081913734 1
0.9989403081913734 0.9994700099070553
0.9989403081913734 1
1 1
0.9989403081913734 1
0.9994701063563782 0.9989399223930397

 
Both algorithms had a high success rate as shown in Table 1. Even more, in clus-

ters in which the applicant was taken into account, average result for F-measure is 
closer to 1, meaning that the distribution of patents in clusters is obtained almost al-
ways the same as in reference classes. 

However, as was previously stated, the aim of this clustering is not to obtain clus-
ters identical to the classification that already exists in patents, but to get groups of 
similar patents and content, which often do not respect the existing classification. F-
measure is used in this research to compare the quality of the results of the two clus-
tering algorithms with each other, using the same reference: the existing classification 
of patents. 

The second test was run on a sample where four clusters have been involved. This 
new sample was selected from the entire database of patents for the patents belonging 
to classes “B 06 B x/xx”, “D 07 B x/xx”, “C 07 B x/xx” and “G 02 C x/xx”, where 
x/xx can take any value. “B 06 B” represents class “Generating or transmitting me-
chanical vibrations in general”, “D 07 B” - “Ropes or cables in general”, “C 07 B” - 
“General methods of organic chemistry; apparatus therefore” and “G 02 C” - “Spec-
tacles; sunglasses or goggles insofar as they have the same features as spectacles; 
contact lenses” 

The total number of patents in this second sample is 1036. After preprocessing 
step, a dictionary of 7143 words resulted. 
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Table 2. F-measure values for 10 runs of k-means algorithms with and without taking in 
account applicant, with k=4 

k-means without applicant k-means with applicant 
0.5461674365294689 0.9124094468917905
0.7861729251761738 0.7673523367167561
0.7191038742088458 0.8297373641870704
0.7001758444743358 0.6540451822291918
0.7537968805130522 0.7868430198460827
0.9429385115120684 0.7212660694873748
0.7497156183217322 0.7817012018612501
0.8479571103115027 0.6057751522785366
0.7560356185839272 0.7230972262367343
0.8099655276505202 0.7465955631048976

 
F-measure values obtained after clustering are displayed in Table 2. 
By comparing the two columns of F-measure values from Table 2, can be noticed 

that the highest value for the classical clustering algorithm is 0.942, and the highest 
value for the clustering that takes into account the applicant is 0.912. Also, should be 
noticed that if the averages of the F-measure values from each column are compared 
this values are close: 0.7829 and 0.7753 respectively. This means that the two cluster-
ing algorithms generate results almost as good. 

Further, the clustering results are analyzed in order to observe the distribution of 
applicants and their patents in each cluster. 

In all 1036 patents from the sample considered there are 603 applicants identified, 
some of them being found with 16 or even 20 or 21 patents. The distribution of these 
applicants in the clusters is considered to be relevant for the clustering results. This 
distribution is presented in Table 3. 

Table 3. Number of applicants with patents distributed on each cluster 

 Reference 
clusters 

Clusters from k-means 
without applicant 

Clusters from k-means 
with applicant 

Number of applicants with 
patents in one cluster  

593 582 588 

Number of applicants with 
patents in 2 clusters 

9 20 15 

Number of applicants with 
patents in 3 clusters 

1 1 0 

 
Using the second clustering (clustering with applicants), the number of applicants 

that have patents in two clusters is less than the number of applicants from the first 
clustering (clustering without the applicant), as shown in Table 3: 15 versus 20. Also 
in the first clustering, an applicant with patents in three clusters can be seen and in the 
second clustering the same applicant now has patents in two clusters. This means that 
patents owned by the same applicant are more grouped in the cluster in which the 
applicant has the majority of patents. 
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By using the clustering algorithms, there should be noticed that the number of ap-
plicants with patents in two clusters is higher than in the reference classes, because by 
clustering, patents were redistributed according to their similarity: 20 and 15 versus 9. 
That means clustering algorithms have found different groups of patents then the 
agents choice for main patent classes. 

From the above two observations we can conclude that by using clustering a bene-
fit can be obtained from the advantage of grouping patents by content, which is rele-
vant to a search result, and more, that the result of clustering where the applicants 
were considered had led to grouping the applicants and their relevant patents into the 
same cluster. 

8 Conclusions 

Using the k-means algorithm proposed in this article, the advantages of clustering that 
generates documents with close content and the advantages of grouping relevant pa-
tent of an applicant into a cluster are combined, thus obtaining clusters that can return 
relevant results to the users who perform searches. 

By controlling the influence of applicants, clusters that contain only the relevant 
patent applicants, and not all their patents, can be obtained. The higher the influence 
of applicants in clustering is, the more patents of the same applicant appear in the 
same cluster, decreasing the content similarity of patent obtained exclusively by clas-
sical clustering. 

From the above described model, there should be noticed that the larger the  
number of patents with the same applicant is, the closer these patents are. But the 
applicant influence should not be overly high (the number of patents with the same 
applicant may be hundreds) because only clusters of patents with the same applicant 
will be retrieved. Therefore the influence of metadata had to be limited and calculated 
according to the values and influence of the other words from the set of patents. (equ-
ation (7)) 

The model is also applicable to the other metadata fields, where the title or the in-
ventor can be mentioned. For example, a greater importance to the words from the 
title could be given, so patents containing similar words in the title will be closer, 
even if they have a rather different patent content. 

The present research proposes to use metadata to help to determine weights to im-
prove k-means clustering. The application area is for patent databases, but the idea 
could be generalized and also investigated in other areas. 
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Université Pierre et Marie Curie - Paris 6,
CNRS, UMR7606, LIP6, France

{Sahar.Changuel,Nicolas.Labroche}@lip6.fr

Abstract. Metadata provide a high-level description of digital library
resources and represent the key to enable the discovery and selection of
suitable resources. However the growth in size and diversity of digital
collections makes manual metadata extraction an expensive task. This
paper proposes a new content independent method to automatically gen-
erate metadata in order to characterize resources in a given learning
objects repository. The key idea is to rely on few existing metadata to
learn predictive models of metadata values. The proposed method is con-
tent independent and handles resources in different formats: text, image,
video, Java applet, etc.

Two classical machine learning approaches are studied in this paper:
in the first approach a supervised machine learning technique classify
each value of a metadata field to be predicted according to the other
a-priori filled metadata fields. The second approach used the FP-Growth
algorithm to discover relationships between the different metadata fields
as association rules. Experiments on two well-known educational data
repositories show that both approaches can enhance metadata extraction
and can even fill subjective metadata fields that are difficult to extract
from the content of a resource, such as the difficulty of a resource.

Keywords: Metadata extraction, machine learning, association rules.

1 Introduction

The number of digital library repositories is growing rapidly underway world-
wide, and as a consequence, the whole field of learning objects is rapidly matur-
ing as a research area in its own right. And with the growth in the number, size
and diversity of digital collections, the use of metadata has been fairly widely
accepted as the solution for making electronic resources accessible to users [1].
In this sense, metadata functions in a manner similar to a card or record in a
library catalogue, providing controlled and structured descriptions of resources
through searchable “access points” such as title, author, date, description and
subject.

Metadata of materials within a repository are the key that unlocks their po-
tential for reuse. At its best (i.e. “accurate, consistent, sufficient, and thus reli-
able”), metadata is a powerful tool that enables the user to discover and retrieve

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 306–320, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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relevant materials quickly and easily and to assess whether they may be suitable
for reuse [2]. However, most sophisticated and semantically rich applications of
metadata to documents are still handcrafted. But with large deployments where
a considerable number of learning objects are to be managed, manual metadata
creation is too time-consuming and costly. This can represent a barrier in an area
where one of the benefits is supposedly saving time, effort and cost. Therefore,
automatic procedures for the extraction of metadata from electronic resources
are of great interest.

Addressing this challenge is a growing domain of research on automatic meta-
data generation which can be categorized into two subcategories [3]: metadata
harvesting and metadata extraction.

Metadata harvesting occurs when metadata is automatically collected from
previously defined metadata fields. The harvesting process relies on the metadata
produced by humans or semi-automatic processes supported by software [4].
For example, web editing software generally automatically produces metadata
at the time a resource is created or updated for ‘format’, ‘date of creation’,
and ‘revision date’, without human intervention. Furthermore, in HTML pages,
metadata can be specified manually in the corresponding <meta> tags. These
tags can indicate the page title, the author name, the description, the keywords
or any other metadata. A current limitation of the harvesting method is that the
metadata elements are not always populated by resource creators or softwares.

On the other hand, metadata extraction, occurs when an algorithm automat-
ically extracts metadata from the content of a resource. Among many proposed
methods, regular expression [5], rule-based parser [6], and machine learning [7,8]
are themost popular of these. In general,machine learningmethods are robust and
adaptative and, theoretically, can be used on any documents set. However, doc-
ument parsing and generating the labeled training data are very time-consuming
and costly.

This paper focus on the problem of automatic metadata generation to charac-
terize learning resources in a given repository without accessing to the content of
the resources. The problem of metadata production is considered as a machine
learning task which predicts the values of the different metadata fields based on
previously filled metadata fields in the repository. The proposed method is able
to handle resources in different formats: text, image, video, etc., which, to the
best of our knowledge, has not been addressed in the literature.

More precisely we propose two methods to study the relationships between
the metadata fields. The first method is based on a supervised machine learning
approach which aims to classify each metadata field using the other metadata
fields as instances to characterize the resource. The second method is particu-
larly adapted for resources with few a-priori filled metadata fields, and hence
apply the FP-Growth [9] algorithm to discover relationships between the differ-
ent metadata fields in the form of association rules.

The paper is organized as follows: in the next section, we describe the learning
object repositories used in this paper: Ariadne an iLumina. Section 3 describes the
supervised machine learning approach used to predict the values of the different
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metadata fields. In Section 4, we present the generation of the rules associating
the different metadata fields. Lastly, in Section 5, we draw the conclusions and
describe future works.

2 Data Acquisition

The metadata files used in our experiments are collected from two on line learning
object repositories (LOR): Ariadne and ilumina.

– Ariadne [10] is a LOR which represents a tool for cataloging and archiving
educational resources based on metadata in LOM1 format. It holds various
collections of documents, newspaper articles, databases of readers and au-
thors, places and events. For some collections, namely external publications,
Ariadne only keeps metadata and the access to the content of the resources
needs authentication.
To get the metadata files, we use the web application Ariadne Harvester2

using its corresponding OAI-PMH target3. 4773 metadata files are obtained
and stored locally in XML format. The files are then parsed in order to
extract the different metadata fields (using XPath queries).
Figure 1 illustrates statistical properties of some metadata fields distribu-
tions in the obtained data set.
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Fig. 1. Metadata distribution of the metadata fields: Resource type and Format in
Aridane data set

– ILumina4 is a digital library of sharable undergraduate teaching materials for
chemistry, biology, physics, mathematics, and computer science. Resources
in iLumina are catalogued in the MARC5 and NSDL6 metadata formats,
which capture both technical and education-specific information about each

1 Learning Object Metadata: http://ltsc.ieee.org/wg12/index.html
2 http://ariadne.cs.kuleuven.be/lomi/index.php/

Harvesting LOM#Metadata Validation
3 http://ariadne.cs.kuleuven.be/ariadne-ws/services/oai
4 http://www.ilumina-dlib.org/
5 Machine Readable Cataloging: http://www.loc.gov/standards/
6 http://nsdl.org/collection/metadata-guide.php

http://ltsc.ieee.org/wg12/index.html
http://ariadne.cs.kuleuven.be/lomi/index.php/Harvesting_LOM#Metadata_Validation
http://ariadne.cs.kuleuven.be/lomi/index.php/Harvesting_LOM#Metadata_Validation
http://ariadne.cs.kuleuven.be/ariadne-ws/services/oai
http://www.ilumina-dlib.org/
http://www.loc.gov/standards/
http://nsdl.org/collection/metadata-guide.php
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Fig. 2. Metadata distribution of the metadata fields: Discipline and Interactivity level
in ilumina data set

resource. The metadata files have been downloaded from the iLumina web
site. The files are in HTML format and share the same layout structure which
help us to extract the values of the different metadata fields. 8563 metadata
files are obtained. Figure 2 illustrates the distribution of the values of some
metadata fields in the obtained data set. It can be observed that the meta-
data distribution is highly unbalanced: the fields “Discipline” and “Resource
type”, for example, are biased by the values: Biology and Example.

Both repositories are interesting because they contain different types of resources
such as images, videos, Java applets, etc., and not only textual resources. The
automatic extraction of metadata from the content of such resources is difficult
and time consuming [11], we want to verify if generating relationships between
metatada can help to better characterize these resources.

3 Classifiers Predictions for Metadata Production

In this section, we propose to formalize the metadata production problem as a
traditional supervised machine learning problem. More precisely, each prediction
task for a value of a metadata field is seen as a classification task in which the
values of the other metadata fields are used as attributes to describe the learning
instances.

With metadata fields that have more than two possible values, we perform
a multi-class classification. We adopt the “one against all” strategy, in which a
C-class problem is transformed into C two-class problems. In this case, when
considering the ith two-class problem, class i is learned separately from all the
remaining classes.

3.1 Experimental Protocols

Datasets. Tables 2 and 3 illustrate the different metadata handled in our work
as well as the number of possible values for each metadata field in Ariadne and
iLumina successively. From these tables, it can be observed that the majority of
the metadata fields have more than two possible values (except the Interactivity
type in Ariadne and the Interactivity level and the End User in iLumina).
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Table 1. Number of possible values for each metadata field in Ariadne and iLumina

Table 2. Ariadne

Metadata fields Nbr. values

Difficulty 5

Format 52

Resource type 25

Interactivity type 2

Interactivity level 5

Author 810

Discipline 15

Table 3. iLumina

Metadata fields Nbr. values

Difficulty 5

Format 19

Resource type 16

Interactivity level 2

Author 49

Discipline 5

End user 2

Mediatype 13

Algorithms. Experiments are conducted to predict all the metadata fields pre-
sented in tables 2 and 3 except the field Format. Indeed, the format can be easily
obtained from the resource and do not require a machine learning algorithm. Ex-
periments are conducted with 10-folds cross validation using different machine
learning algorithms [12]: Naive Bayes (NB), C4.5, Random Forest with 10 trees
and Support Vector Machines (SVM) with a polynomial kernel.

The NB model contains each class probability and conditional probability of
each attribute value given a class. Classification uses the model to find a class
with maximum probability given an instance [13].

C4.5 [14] produces decision tree by top-down induction derived from the
divide-and-conquer algorithm. Each node in the tree is the best attribute se-
lected based on information gain criterion.

Random forest (RF) is a state-of-the-art ensemble decision tree learner de-
veloped by Breiman [15]. Decision trees choose their splitting attributes from
a random subset of k attributes at each internal node. The best split is taken
among these randomly chosen attributes and the trees are built without pruning,
as opposed to C4.5.

SVM [16] is a learning algorithm that constructs a hyper plane with maximal
margin between classes. It finds some support vectors, which are the training
data that constrain the margin width. We particularly use the Sequential mini-
mal optimization algorithm (SMO) algorithm which resolves quadratic program-
ming optimization problem that arises when determining the maximum margin
hyperplane of the support vector machines classifier [17]. Because SMO is a bi-
nary classification algorithm, for multiclass classification purposes required in
this work it is adapted such that it performs n× (n− 1)/2 binary classifications.

3.2 Results and Discussions

To assess the classification performance of each metadata field, we measure the
average of the F-measure score obtained from the classification of all the classes of
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Fig. 3. Results of metadata classification in both repositories Ariadne and iLumina

the given metadata field. The F-measure metric which is the weighted harmonic
mean of precision and recall:

F −measure =
2 ∗ Precision ∗Recall

Precision+ Recall
(1)

Where the precision measures the number of correctly identified items as a per-
centage of the number of items identified, and the recall measures the number of
correctly identified items as a percentage of the total number of correct items.

Concerning the metadata fields having two possible values, we adopt a binary
classification using the same machine learning algorithms. The obtained results
are illustrated in Fig 3.

Fig 3 shows that better results are obtained with both the Random Forest and
the SVM algorithm, with RF models performing slightly better. Random forest
improves the average results of each metadata field compared to the decision
tree algorithm. In fact, with our unbalanced data distributions, the risk of over-
fitting is important. The Random Forest algorithm avoid overfitting thanks to
the double “randomization” compared to a single decision tree (randomization
in the choice of the data samples used for growing the tree and in the choice of
the attributes that split the nodes of the tree). On the other hand, the SVM al-
gorithm, based on the structural risk minimization, outperforms the Naive Bayes
algorithm.

From Fig 3, it can also be underlined that with metadata fields having two
possible values, the binary classification gives good results (Interactivity type
in Ariadne, Interactiviy level and End User in iLumina). The algorithms are
indeed able to properly classify these fields based on th values of other metadata
fields. This result can be explained by the fact that with these metadata fields,
the classes imbalance is less important than with the other fields characterized
by several classes. In addition, binary classification is known to be more efficient
than multi-classification. The importance of such results lies in the fact that
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the values of these metadata fields are difficult to extract from the content of a
resource.

Fig 3 also shows that it is difficult to classify the author field using other
metadata fields as attributes. We have shown in previous studies [18] that best
results can be obtained to induce the author’s name using the content of the
resource.

Besides, it appears that the classification of the fields Difficulty, Interactivity
level and Discipline gives better results with the iLumina data set than with
the Ariadne data set. Indeed, with the Ariadne data set, 73% of the resource
have the field Difficulty filled by the value: medium. This imbalance makes it
difficult to classify the other classes of the Difficulty field as we can see through
the confusion matrix given in Table 4. Nevertheless, we can notice through the
confusion matrices of the field Difficulty in Ariadne and iLumina illustrated in
tables 4 and 5, that the diagonal values correspond to the maximum value of
each column, except for the class very difficult in Ariadne whose major examples
are predicted as difficult and which cannot be considered as a problem from an
application point of view. Predicting the difficulty of a resource is a challenging
task, and through the given results it appears that our approach is able to
automatically induce the value of this subjective metadata field.

Concerning the discipline field, there are 15 possible discipline values with Ari-
adne and 5 with iLumina. This makes the classification of the iLumina instances
easier than that of Ariadne. Nevertheless, with the Random Forest algorithm,
we obtain an F-measure of 72% with the Ariadne examples. And despite the
high value of standard deviation (0.31), the algorithm gives good classification
results for the majority of the examples of each class. Indeed, 11 of the 15 cate-
gories have an F-measure above 74%. The high value of the standard deviation

Table 4. Confusion matrix of the difficulty field with the Ariadne data set. The correct
classification rate is 82.45%

Predicted as ⇒ very easy easy medium difficult very difficult

very easy 35 8 29 2 0

easy 14 121 101 6 0

medium 10 31 1514 50 0

difficult 3 7 111 130 2

very difficult 1 0 3 5 0

Table 5. Confusion matrix of the difficulty field with the iLumina data set. The correct
classification rate is 93.25%

Predicted as ⇒ very easy easy medium difficult very difficult

very easy 2778 26 0 0 0

easy 69 3550 279 9 0

medium 0 107 1195 14 0

difficult 0 17 27 45 0

very difficult 0 0 0 0 6
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is mainly due to the classification of the examples of two classes: Arts and Lit-
erature (F-measure = 0) which are not very representative in the data base (7
and 11 instances respectively).

Consequently, through the previous analysis, we find that good results are
obtained for predicting many metadata fields. The proposed method is inter-
esting insofar as there is no need to access to the content of the resource to
extract the desired information. Moreover it can fill subjective metadata fields
that are difficult to extract from the content of a resource, such as the End user,
the difficulty and the educational category (exercice, example, lesson, etc.) of a
resource.

4 Association Rules Generation for Metadata Production

The method proposed in the previous section gives interesting results to predict
the metadata values. However, a new resource may have an insufficient number
of a-priori filled metadata. In this case, the classifier may not predict the value
of a given metadata field correctly.

In order to overcome this problem, we propose to analyze the relationships
between the different metadata fields by generating association rules.

4.1 Experimental Protocol

We are interested in rules of the form A ⇒ B where A denotes conjunctions of
presence of different metadata fields values and B corresponds to the value of
one metadata field.

To identify these rules, discrete attributes are transformed to binary attributes
which represent the items. Each resource represents a transaction and is char-
acterized by a list of items. To generate association rules between metadata, we
apply the FP-Growth [9] algorithm since it is known to be more effective than
Apriori [9][19], and because of its FP-Tree structure which allows a considerable
reduction of the processing time. Indeed, Apriori needs n + 1 scans, where n
is the length of the longest pattern, whereas, FP-growth use only two scans of
the database to find the frequent itemsets. First, an FP-tree is created which
is a condensed representation of the dataset. Then a mining algorithm gener-
ate all possible frequent patterns from the FP-tree by recursively traversing the
conditional trees generated from the FP-tree.

In our experiment the support threshold is fixed to 0.01 and the confidence
threshold to 0.8. The low value of the support comes from the fact that the
numbers of resources with some metadata values are very low.

4.2 Initial Results

90 rules are obtained with Ariadne and 206 with iLumina. Since the iLumina
data set is highly unbalanced, the majority of the rules are generated with the
most frequent items, which are “Mediatype = image”, “Discipline = biology”,
“Interactivity level = low” and “Resource type = example”. Examples of rules
obtained with iLumina are the followings:
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– Mediatype = image ⇒ Interactivity level = low
– Discipline = biology ⇒ Interactivity level = low
– Mediatype = image, Discipline = biology, Difficulty = easy ⇒ Resource type =

example

Indeed, 70% of the ressource in the iLumina data set are images, and it appears
that there is a high co-occurence between images, the biology discipline and
the low level of interactivity. This means that, users in iLumina generally insert
ressources in image format that are used as examples in the domain of biology,
and we can easily guess that images have a low level of interectivity. This result
is indeed compatible with common representations.

As a consequence, the obtained rules can characterize image format resources
which are in the biology domain. In order to characterize resources in other
formats, we remove the resources in image format from the data set to obtain
2383 transactions.

4.3 Rules Pruning

After filtering the image type iLumina transactions, we obtain 90 rules with
Ariadne and 754 rules with iLumina using the FP-Growth algorithm. However,
we notice that many rules are redundant. An example of redundant rules are r
and R as follows:

– R: Format = powerpoint ⇒ Resource type = slide (supp = 0.09, conf =
0.87)

– r: Discipline = computer science, Format = powerpoint⇒ Resource type =
slide (supp = 0.05, conf = 0.91)

Both rules have the same conclusion and a common item in the condition. How-
ever, intuitively, R seems to have a more predictive power than r, the resources
in powerpoint format are intuitively slides. If we have R, then r is insignificant
because it gives little extra information. Its slightly higher confidence is more
likely due to chance than to true correlation.

Thus, such spurious rules should be removed. This is similar to pruning of
overfitting rules in classification [14]. Rules that are very specific (with many con-
ditions) tend to overfit the data and have little predictive power [20]. Therefore,
we decide to use a pruning technique in order to keep only the most interesting
rules.

To prune redundant rules, we use the method proposed in [20] which mea-
sures the significance of a rule using the χ2 test. Computing the χ2 test for
the pair of variables (A,B) requires constructing two contingency tables. The
observed contingency table for (A,B) has four cells, corresponding to the four
possible boolean combinations of A, B. The value in each cell is the number of
observations (samples) that match the boolean combination for that cell. These
values may be expressed in terms of the total number of samples n and of the
observed relative frequencies (probabilities) corresponding to the four boolean
combinations as shown in Table 6.
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Chi-square analysis dictates that the observed contingency table should be
compared with that which would be obtained asymptotically as n → ∞ if the
variables A and B were statistically independent. The latter table is shown in
Table 7.

Table 6. Observed contingency
table for (A,B)

B B

A nP (A ∩ B) nP (A ∩B)

A nP (A ∩ B) nP (A ∩B)

Table 7. Expected contingency table for
(A,B)

B B

A nP (A)P (B) nP (A)(1− P (B)

A n(1− P (A))P (B) n(1− P (A))(1− P (B)

The χ2 test is defined in terms of the entries of the observed contingency table
(Table 6) and the expected contingency table (Table 7) as follows.

χ2 =
∑

0≤i,j≤1

(foi,j − fi,j)
2

fi,j
(2)

Where fo is an observed frequency, and f is an expected frequency. The closer
the observed frequencies are to the expected frequencies, the greater is the weight
of evidence in favor of independence.

Concerning the rules r and R, r can be pruned with respect to R because
within the subset of data cases covered by R, r is not significant (a rule covers a
set of data cases, if the data cases satisfy the conditions of the rule). To prune
non significant rules we use the approach proposed in [20]. Authors propose to
perform a χ2 test on r with respect to each ancestor rule R (which has the same
consequent as r but fewer conditions). If the test shows a positive correlation, it
is kept. Otherwise, r is pruned.

In our case, pruning is done in a post-processing phase once the rules are
generated by the FP-Growth algorithm. Each generated rule has a set of eval-
uation measures such as support and confidence. To obtain fo, f and χ2(r, R),
we should have the observed and theoretical contingency tables of both rules r
and R. Getting these contingency tables from the data base can be expensive in
terms of computation since it requires parsing all the transactions. In order to
avoid this computation time, we propose to express the χ2 correlation test using
the obtained evaluation measures of the generated rules.

4.4 Improving FP-Growth with Efficient χ2 Based Rules Pruning

It was demonstrated in [21] that it is possible to express the χ2 test, the observed
and the expected frequencies f and fo of an association rule R based on the
support, the confidence and the lift of the rule. The obtained equations are the
following:

– χ2(R) = n(lift− 1)2
supp.conf

(conf − supp)(lift− conf)
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– f = n.supp

– fo = n.
supp

lift
, n being the total number of samples.

In this paper, we propose to express χ2(r, R) using the evaluation measures
of both rules r and R in order to avoid parsing all the transactions once the
association rules are obtained. The proposed method is detailed hereafter.

Let the following rules R and r, where A, B and C are items and R is ancestor
of r :

– R: A −→ C
– r: A, B −→ C

Let fo be the observed frequency of r and f its theoretical frequency compared
to R, we can demonstrate that:

fo = supp(r).n

f =
n.supp(r).conf(R)

conf(r)

(3)

Proof:

fo is the number of samples covered by r, then fo = |A ∩B ∩ C|.
Moreover, the theoretical frequency f corresponds to the number of samples

covered by r among the samples that are already covered by R. Then f =
|A ∩B|.|A ∩ C|

|A| .

We also have:

− supp(r) =
|A ∩B ∩ C|

n
− supp(R) =

|A ∩ C|
n

− conf(r) =
|A ∩B ∩ C|
|A ∩B| − conf(R) =

|A ∩ C|
|A|

(4)

Which implies:

– fo = supp(r).n

– f =
|A ∩B|.|A ∩ C|

|A| =
n.supp(r).conf(R)

conf(r)

Using the obtained equations, we can express χ2(r, R) in terms of support and
confidence as follow:

χ2(r, R) =
(fo − f)2

f
= n.supp(r)

[conf(R)− supp(r).conf(R)]2

conf(r).conf(R)
(5)

In a post-processing stage, after generating the rules, it is easy to obtain the
different components of Equation 5. Using the obtained formula, we apply the
pruning algorithm presented in [20] in order to remove the non significant rules.
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4.5 Results and Discussion

After applying the pruning algorithm on the obtained rules, we obtain 25 rules
from the Ariadne data set (out of 90 rules initially generated) and 55 rules from
the iLumina data set (out of 754 initial rules). The number of rules has decreased
to keep only the most important ones which enables us to better interpret them
and to use them in a metadata generation system.

• Ariadne rules

Among the obtained rules, some are given in Table 8. Note that for anonymity
reasons, the names of the authors have been replaced by letters.

When analyzing the generated rules, we can notice that many rules are inter-
esting for the induction of the metadata values. Indeed, it appears that a resource
with a very low level of interactivity is expositive (rule no1). Moreover, with an
author who generally creates difficult resources or resources with a high level of
interactivity, these properties can be generalized to all the resources the same au-
thor creates (rules no3 and no5). In addition to that, since authors usually creates
resources in the same disciplines, the discipline of a resource can then be induced
from the name of the author (rule no4). This can avoidparsing the content of the re-
sources and applying expensive classification approaches to extract the discipline
of a resource. On the other hand, it can be observed that a resource with an active
interactivity type can be characterized by a high level of interactivity (rule no6).

Accordingly, it is easy to notice that all these characterizations correspond to
a commonly accepted and intuitive representation.

Lastly, among the obtained rules, some rules can be considered as generaliz-
able since they can be independent from the data set. Examples of such rules
are the followings:

– Resource type = narrative text −→ Interactivity type = expositive.
– Resource type = slide −→ Interactivity type = expositive.
– Interactivity type = active −→ Interactivity level = high.

Table 8. Examples of rules generated from Ariadne

N Condition Conclusion Support Confidence

1 Interactivity level = very low Interactivity type = expositive 0.11 0.97

2 Interactivity level = low Interactivity type = expositive 0.30 0.88

3 Author = X Interactivity level = high 0.10 0.88

4 Author = X Discipline = mecanique 0.11 1.0

5 Author = X Difficulty = difficult 0.1 0.88

6 Interactivity type = active Interactivity level = high 0.30 0.86

7 Resource type = exercise Interactivity level = high 0.17 0.94

8 Resource type = exercise Interactivity type = active 0.18 1.0

9 Interactivity type = expositive, Interactivity level = low 0.23 0.92
Difficulty = easy

10 Discipline = computer science, Resource type = exercise 0.10 0.84
Interactivity level = high
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• ILumina rules
Some examples of the rules generated from the iLumina repository are illustrated
in Table 9. It can be noticed that, again, there is a causal relationship between
the author’s name and the discipline of the resource. It can also be observed
that Lesson resources have a low level of interactivity which can be seen as an
obvious result. On the other hand, it appears that the generated rules are able to
characterize resources in different formats, such as video (rule no1), Java Applet
(rule no5) and Maple application (rule no7). It is interesting to characterize these
resources since it is difficult to extract adequate information from the content of
such kind of resources.

Lastly, we again can distinguish rules which may be generalized to other
repositories, such as the following rules:

– Mediatype = video −→ Interactivity level = low.
– Format = application/maple −→ Discipline = mathematics.
– Format = text/html −→ Mediatype = web Page.

Accordingly, we notice that the pruning approach allows us to keep only the most
interesting rules on the one hand, and to be able to interpret them on the other
hand. Our goal in generating the association rules is to find causal relationships
between the different metadata fields and to check whether the obtained rules
are semantically correct. The obtained results confirm our assumption since it is
possible to find interesting relationships between metadata fields when consider-
ing all the metadata of resources in a repository. The obtained relationships can
be used to automatically annotate or to help indexers to annotate the metadata
of resources in a repository.

Table 9. Examples of rules generated from iLumina

N Condition Conclusion Support Confidence

1 Mediatype = video Interactivity level = low 0.23 0.97

2 Resource type = lesson Interactivity level = low 0.2 0.96

4 Auteur = A Discipline = mathematics 0.18 1.0

5 Mediatype = java Applet Discipline = physics 0.27 0.94

6 Auteur = B Discipline = physics 0.28 1.0

7 Format = application/maple Discipline = mathematics 0.18 1

8 Auteur = A Resource type = lesson 0.18 1.0

5 Conclusion

The use of metadata has been fairly widely accepted as the solution for mak-
ing electronic resources accessible to users. And with the rise of digital library
repositories, automatic metadata annotation is becoming a real need.

This paper proposes a new content independent method to automatically
generate metadata in order to characterize resources in a given learning objects
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repository. Thus it considers the problem of metadata production as a machine
learning task which aims at learning predicting relationships between the dif-
ferent metadata fields based on some previously filled metadata fields in the
repository. Two machine learning methods are experimented in this paper: the
first method classifies each value of a metadata field to be predicted according
to the other a-priori filled metadata fields. Experiments are conducted compar-
ing different machine learning algorithms: Naive Bayes, C4.5, Random Forest
and SVM, obtaining better results with the two latter algorithms. Interesting
results are obtained for predicting subjective metadata fields that are difficult
to extract from the content of the resource like the difficulty of a resource or its
interactivity level.

The second method applies the FP-Growth algorithm to discover relation-
ships between the different metadata fields in the form of association rules. A χ2

based method is proposed to prune the rules and to keep only the most interest-
ing ones. The obtained rules show interesting causal relations between different
metadata fields. These relations are concordant with common representations
and can indeed be used to help the indexers while filling the metadata fields in
a repository.

The proposed methods are interesting insofar as there is no need to access
to the content of the resource to extract information that characterize it. Our
approach can be a solution to the tedious manual annotation of educational
resources. Further research can be conducted to compare our approach in terms
of performance and computation time with existing content-based methods.
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Abstract. Online review analysis becomes a hot research topic recently. Most of
the existing works focus on the problems of review summarization, aspect iden-
tification or opinion mining from an item’s point of view such as the quality and
popularity of products. Considering the fact that authors of these review texts may
pay different attentions to different domain-based product aspects with respect to
their own interests, in this paper, we aim to learn K user groups with specific
aspect interests indicated by their review writings. Such K user groups’ identifi-
cation can facilitate better understanding of customers’ interests which are crucial
for application like product improvement on customer-oriented design or diverse
marketing strategies. Instead of using a traditional text clustering approach, we
treat the clusterId as a hidden variable and use a permutation-based structural
topic model called KMM. Through this model, we infer K groups’ distribution
by discovering not only the frequency of reviewers’ product aspects, but also the
occurrence priority of respective aspects. Our experiment on several real-world
review datasets demonstrates a competitive solution.

1 Introduction

With the accessibility of large volume of online review data(which is a kind of feedback
of products), more and more researchers become interested in such valuable informa-
tion. These reviews are usually written by experienced customers or domain experts,
and can well reflect user experiences or preferences on products with commercial value.
But it is hard for human users to do any summarization on such large datasets. There
are a lot of existing works related to review analysis, yet mostly focus on the task of
products recommendation to new users. In our research, we look into the review text
writing styles in order to identify certain number of user groups, each of which shares
similar interests in domain products. Such user groups can help manufacturers better
understand customers for further customer-oriented product design, and also help guide
the user-targeting marketing strategy. Take the notebook marketing as an example, basi-
cally there would be five different product categories for customers to choose, namely:
Basic, Portable, Performance, High-Performance, Multi-Media, which reveal five dis-
tinct customer concerns. For instance, customers targeting at High-Performance would

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 321–335, 2012.
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Fig. 1. Reviews of Sofitel Wanda Beijing Hotel from www.tripadvisor.com

typically comment using words like “CPU, speed, performance, RAM, etc.”, while
those targeting at Portable would comment using words like “size, weight, battery, etc.”.
The former group could be “software engineer” while the latter would more likely to be
“business man”. As revealed by this example, aspect interests reflected by text writings
actually can identify user groups with separative taste of interests.

In this paper, we extend a permutation-based structural topic model for the task of
unsupervised learning of user groups. Reviewers or customers are likely to express their
usage experiences or personal preferences on domain products. In particular, different
people may focus on different aspects to different extent, and also the order of aspects in
which they express matters with their concern priorities. With the above consideration,
we focus on the task of identifying certain number of user groups, with each of the
groups taking a similar taste on aspect interests. Note that we term these as user groups
instead of text clusterings to emphasize the actual human interests and concerns under
text.

Compared to the regular articles, the online reviews are written in a much more free
style, Fig.1 contains three hotel reviews, the left two reviews talk about staff service
mostly while the right one pays more attention to the hotel location and room condition,
in a word, they stress differently with own concerns. So it is hard to derive a unique
global topic structure among review corpus. Instead, we identify K topic structures each
of which shares similar aspect interests. The choice of K depends on what granularity
the groups need to be, e.g., we may set K = 5 in the notebook example.

Chen et.al. [6] proposed a structural topic model with the assumption of “one cen-
troid ordering constraint” for learning discourse-level document structure. We make
use of their work, and further extend their latent topic model to solve the user grouping
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problem by introducing a new hidden variable k, to indicate the group to which doc-
uments belong. We output K topic structures w.r.t. topic centroid orderings and topic
frequencies.

The rest of the paper is organized as follows. In Section 2 we introduce the related
works. In Section 3, we define our problem formulation and propose the model:KMM.
We address the parameter inference problem in Section 4. Our experiment on several
real world review datasets is presented in Section 5, and we conclude current and further
work in Section 6.

2 Related Works

Online review analysis has attracted much attention recently, including opinion sum-
marization [16, 19, 21], sentiment analysis [1, 2, 8], opinion spam detection [12, 13, 18].
Topic modeling has been explored for the task of aspect identification [17, 21] where
aspects are treated as topics. The interested posterior distributions are estimated us-
ing approximate inference techniques such as Gibbs sampling [3] or variational infer-
ence [14].

Compared to the bag-of-words and bag-of-topics assumption [5], newly developing
topic models are more likely to integrate topic models with structural models [4, 15]
under the consideration of inner-connected relationship between topics. Many works
break the bag-of-topics assumption and introduce extra-sentential constraints on topic
assignment with structural considerations [11, 20, 21]. In particular, the relationships
between topics assigned to adjacent textual units(sentences, paragraphs or sections in-
stead of words) bias the topic distributions of adjacent textual units to be similar [20],
forming a Markovian transition process. So the topic assignments are locally infected.
For example, the Hidden Topic Markov Model(HTMM) [11] defined a generative pro-
cess for the documents’ topics, in which sentence i gets the same topic assignment as
i-1 with a relatively high probability.

As the Markovian process only makes local decisions regarding the topic transi-
tions, Chen et.al. [6] proposed a structural topic model which learned a global doc-
ument structure under the assumption that there existed a global topic structure in a
domain-based document collection. For example, when an article introduces a city, it
mostly introduces its history first, then geography, politics, economy, etc., that is, the
order as “history, geography, politics, economy, etc.” defines the centroid topic ordering
when we introduce one city. Each document follows the centroid ordering with some
possible dispersion to get its own topic ordering(for example, to introduce the econ-
omy before politics sometimes). Their work makes use of the Generalized Mallows
Model(GMM) [7] over permutations to express the centroid topic ordering, but it can
only find one global structure which is not adapted to the discourse-level text corpus like
reviews, thus we extend their model with an aim to solve the user grouping problem.

3 Model

We define in this section the problem of research and propose a new structural topic
model called K Mallows Model(KMM).
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3.1 Problem Formulation

Given a product review corpus{d1, · · · , dD} in a certain domain, we consider the group-
ing problem on reviewers/users {ui = Author(di)} who generate these reviews. We
assume there exist K such user groups {C1, · · · , CK} with separative common prod-
uct interests and tastes, as indicated by their review writings. Note that although here
we do clustering on reviews, we term these as user groups to emphasize the user in-
terests on the product aspects. Take the hotel reviews as an example, we may discover
one user group who care mostly on the room condition, then staff service, and lastly
mention the food a little bit, while there would be another user group who care about
the food mostly and firstly, then the hotel location and surrounding environment. Those
two groups draw different topic concern frequency and concern priority.

Each document contains Nd sentences{sd,1, · · · , sdNd
} and we regard a product as-

pect as a topic, and each sentence gets a topic assignment zd,s ∈ {1, · · · , T }. Our work
is to find out K clusters on the review text corpus accompanied by a meaningful expla-
nation. Our structural topic model jointly learns (1)K different aspect frequency distri-
butions(e.g., the Frequency column in Table 2), (2)K centroid aspect orderings(e.g., the
Ordering column in Table 2), (3)the user grouping based on (1,2)(e.g., the {C0, C1, C2}
in Table 2), accompanied by the shared language model of each aspect described by the
word distribution(e.g., Table 3).

3.2 Model Overview

There are two constraints considered in the GMM topic model of [6]: the first posits that
each document exhibits coherent, nonrecurring topics, the second states that documents
from the same domain tend to present a similar topic structure. We extend their model
by breaking the second constraint, and assume that K similar topic structures exist
in the review corpus, so as to help us identify K different user groups. We term the
extended model as K Mallows Model(KMM) topic model.

Two points are considered when making the extension:

1. Lack of a global uniform topic structure
Online review writings by various writers/reviewers are of totally free styles, since
these writers may be freshmen, experienced customers, domain experts or some-
times spam makers. Beyond that, people always focus on different aspects w.r.t.
their own interests. So, it is hard to derive a global uniform topic structure.

2. Power of the discriminative grouping
Product manufacturers succeed from adopting a customer-oriented strategy. As the
consuming market grows, all-in-one product design no longer applies. Customers
should be discriminatively treated, so it is necessary to identify the discriminative
grouping of various kinds of customers.

Similar to the GMM topic model, our model firstly finds out how frequently each topic
is expressed in the document and how the topics are ordered. These ordered topic se-
quences then determine the selection of words for each sentence(we treat “sentence” as
the basic text unit of topic assignment). The graphical model of the original GMM and
our KMM are shown in Fig. 21 and Fig.3, respectively.

1 Different from our model, K in GMM as shown by Fig.2 represents the number of topics.
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As seen from Fig.3, there are K topic frequency distributions:{ θ1,· · · ,θK} and also
K centroid topic permutations:{π′

1, · · · ,π
′
K}. The combination of these two reflects

K user groups with respective similar product interests. So, during the generative pro-
cess of each document, we firstly select the groupId/clusterId: kd, then draw the topic
frequency and topic ordering w.r.t. the cluster it belongs to.

Here is the specification of all parameters and variables occurred in Fig.3:

1. User setting parameters
– T - number of topics
– K - number of clusters/groups

2. Document characteristics
– D - number of documents in the corpus
– Nd - number of sentences in document d ∈ {1, · · · , D}
– Ns - number of words in sentence s ∈ {1, · · · , Nd}

3. Symmetric Dirichlet priors
– α0 - prior of the cluster size distribution
– β0 - prior of the topic frequency distribution
– θ0 - prior of the language model

4. Dirichlet distributions
– θ - parameters of the distribution over topic frequency:
θ ∼ Dirichlet(θ0)

– β - parameters of the language model:
β ∼ Dirichlet(β0)

– α - parameters of the distribution of clusters’ member size:
α ∼ Dirichlet(α0)

5. Standard Mallows Model
– ρ - dispersion parameter of standard Mallows Model
– π0 - natural ordering: π0 = {1, · · · , T }
– v

′
- inversion count vector of each cluster’s centroid ordering w.r.t. π0

– π
′

- centroid ordering of each cluster
– v - inversion count vector of each document w.r.t. the π

′
of the belonging

cluster
– π - topic ordering of each document

6. Other hidden variables
– k - groupId/clusterId of each document
– t - topic frequency vector of each document
– z - topic assignment of a sentence

7. Observed variable
– w - words in a document

As mentioned earlier, for each document d with Nd sentences, we firstly draw a
clusterId:kd, then obtain a bag of topics td and topic ordering πd. Here, the bag of
topics td is drawn in the traditional LDA [5] way under the multinomial distribution
with parameter vector θk ∈ {θ1, · · · , θK}, the latter is shared among all members of
cluster:k, indicating the similar interests in frequency in that group, with K different
θ parameters representing the different frequency distributions separately. Similarly,
the topic ordering variable πd is a permutation over topics 1 to T , indicating the topic



326 J. Si et al.

Fig. 2. GMM Generative Bayesian Graphical Model [6]

Fig. 3. KMM Generative Bayesian Graphical Model

occurrence order in the document, which is drawn from the standard Mallows Model.
Combining {θk} and {πk}, there are K different groups/clusters taking their individ-
ual aspect interests. Unlike these cluster related parameters, the T language models
{β1, · · · ,βT } are shared among the whole document corpus.

3.3 Generalized Mallows Model(GMM) over Permutations

To be self-contained, we give some necessary introduction on the GMM [6].
GMM exhibits two important properties: Firstly, GMM concentrates probability mass

on one centroid ordering, which represents the in-domain documents’ structural simi-
larity; orderings which are close to the centroid will get high probability mass while
those whose many elements have been moved will get less probability mass. Secondly,
its parameter set scales linearly with the number of elements being ordered, making it
sufficiently constrained and tractable for inference [6].

In GMM, the order of a permutation is represented as an inversion count vector
(v1, · · · , vT ), where vT should always be 0.

The sum of all the components of the inversion count vector is the Kendall τ dis-
tance between the new ordering and the centroid ordering, which reflects the minimum
number of adjacent elements’ swaps needed to transform the ordering into the centroid.
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The probability mass function of GMM is defined as follows:

GMM(v;ρ) =
e−

∑
j ρjvj

ψ(ρ)
=

T−1∏
j=1

e−ρjvj

ψj(ρj)
(1)

where ψ(ρ) =
∏

j ψj(ρj) is the normalization factor, with:

ψj(ρj) =
1− e−(T−j+1)ρj

1− e−ρj
(2)

For parameter ρj > 0, the GMM assigns the highest probability mass to each vj = 0,
and the probability mass drops exponentially as the inversion counts become bigger.

In our KMM model, we set each ρj to be a scalar number:ρ for simplicity, which
reduces the Generalized Mallows Model to be the standard Mallows Model.

3.4 Generative Process

The generative process defines how the documents are produced by introducing hidden
variables. In section 4, we shall present details of the learning process of these variables
and parameters. The specific steps of the generative process are given below:

1. For each topic t ∈ {1, · · · , T }, draw a language modelβt ∼ Dirichlet(β0), which
specifies the word distribution over topic t.

2. For each cluster k ∈ {1, · · · ,K}, draw its parameters separately to reveal the
different topic structures, as follows:

– draw a topic distribution θk ∼ Dirichlet(θ0), which expresses how likely
each topic would occur in each cluster;

– draw a centroid ordering π
′
k by firstly drawing its corresponding inver-

sion count vector:v
′
k according to Equation (1), and then convert it to the

ordering:π
′
k which expresses the topic occurrence priority for each cluster.

3. Draw a cluster distribution α ∼ Dirichlet(α0), which indicates how likely each
cluster is assigned to each document.

4. For each document d with Nd sentences:

– draw a sample kd ∼Multinomial(α) which indicates the clusterId of d;
– draw a bag of topics td by sampling Nd times from Multinomial(θk);
– draw a topic ordering πd by sampling an inversion count vector vd ∼

GMM(ρ,πk);
– compute the topic assignment vector zd for document d’s Nd sentences by

sorting td according to πd;
– for each sentence s in document d:

• sample each word w in s according to the language model of topic t=zd,s:
w ∼Multinomial(βzd,s).
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3.5 Analysis of Parameters Setting

Parameter T represents the number of topics in data corpus, so the choice of T decides
the granularity of the presented topics. Setting T=1 results in a big topic containing
every word in vocabulary:V , while setting T = |V | results in |V | small topics, each of
which contains only one word. But both of the extreme cases are meaningless. Accord-
ing to the common sense, different products take different number of aspects but mainly
fall into the range of [2,10]. Also, because our user groups are modeled under the ran-
dom space of aspect frequencies and orderings, a too small setting of T will restrict the
ability to find enough discriminative groups because of the random space limitation.
On the other hand, a too big setting of T will make our algorithm drop greatly in time
efficiency during the learning process because of the random space explosion.

Parameter K decides the number of distinct groups. If we set K=1, we just get one
global topic structure which reflects the human users’ common consideration on product
aspects as [6], so no discriminative user groups are available. On the other hand, if
we only consider the different aspect priority orderings, there would be maximum T !
different groups. But in fact, we are only interested in the main discriminative groups,
and also from the manufactories’ point of view, the K should be decided according to
their improvement ability. Indeed, manufactories are often not possible to identify and
accommodate every specific customer need within a certain period of time.

4 Inference

We use Gibbs sampling [3] which is a stochastic inference method to infer the param-
eters. It is a kind of Markov Chain Monte Carlo which can construct a Markov chain
over the hidden variable space, in which its stationary distribution converges to the tar-
get joint distribution.

In our Gibbs sampling process, there are in total four hidden variables to be re-
sampled: {k, t,π,π

′}, k is the clusterId of a document, t indicates the topic frequency
in a document, π determines the topic ordering in a document, and π

′
determines the

centroid topic ordering in each cluster. The resampling process of t and π is almost the
same as that in [6], except for the following:

1. The topic occurrence statistics are computed at the level of each cluster collection
instead of the whole corpus;

2. Instead of a global one, each document gets its own topic centroid ordering indi-
cated by its clusterId.

All resampling equations are obtained by the following four steps:

1. Resample the topic count td for each document by resampling every sentence i in
d(denoted as sd,i):

p(td,i = t| · · · ) ∝ p(td,i = t|t−(d,i), kd, θ0) ∗ p(wd|td,πd,w−d, z−d, β0)

=
Nkd

(t−(d,i), t) + θ0

Nkd
(t−(d,i)) + Tθ0

∗ p(wd|td,πd,w−d, z−d, β0) (3)
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Here, Nkd
(t−(d,i), t) is the total number of sentences assigned to topic t in cluster

kd without counting on td,i. And Nkd
(t−(d,i)) is the total number of sentences in

cluster kd except for sd,i.
2. Resample the topic orderingπd for each document by resampling every component

of corresponding inversion count vector vd:

p(vd,j = v| · · · ) ∝ p(vd,j = v|ρ) ∗ p(wd|td,πd,w−d, z−d, β0)

= GMM(v; ρ) ∗ p(wd|td,πd,w−d, z−d, β0) (4)

3. Resample the clusterId:kd for each document:

p(kd = k| · · · ) ∝ p(kd = k|k−d, α0) ∗
∏
d∈Ck

p(vd|πd,π
′
k, ρ) ∗ p(td|k, θ0)

=
N(k−d, k) + α0

N(k−d) + Kα0
∗

∏
d∈Ck

[GMM(vd;πd,π
′
k, ρ) ∗

∏
s∈d

Nk(t−d, ts)

Nk(t−d)
] (5)

Here, N(k−d, k) is the total number of documents assigned to clusterId:k without
counting on d. N(k−d) is the total number of documents except for d. Nk(t−d, ts)
is the number of sentences assigned to ts in cluster:k without counting on d. And
Nk(t−d) is the number of sentences except for those from d.

4. Resample the centroid topic ordering π
′

of each cluster by resampling correspond-
ing inversion count vector v

′
:

p(v
′
k,j = v| · · · ) ∝

∏
d∈Ck

p(vd|πd,π
′
k, ρ) =

∏
d∈Ck

GMM(vd;πd,π
′
k, ρ) (6)

1: init centroid topic ordering for clusters: {π′
1, · · · ,π

′
K}

2: init clusterId for all documents: {k1, · · · , kD}, kd ∈ {1, · · · ,K}
3: init topic counts for all documents: {t1, · · · , tD}
4: init topic ordering for all documents: {π1, · · · ,πD} by initializing its vd

combining with π
′
kd

5: init topic assignments for all documents: {z1, · · · ,zD} by combining td and πd

6: for it = 1 to MaxIteration step 1 do
7: for d = 1 to D step 1 do
8: remove statistic on d
9: resample td according to Equation (3)

10: resample πd according to Equation (4)
11: resample kd according to Equation (5)
12: add back statistic on d
13: end for
14: for k = 1 to K step 1 do
15: resample π

′
k according to Equation (6)

16: end for
17: end for

Algorithm 1: Resampling Algorithm by Gibbs Sampling
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In Equations (3) and (4), the document probability is computed in the same way as [6]
except that statistics are taken for each cluster separately:

p(wd|td,πd,w−d, z−d, β0) = p(wd|z,w−d, β0)

=

T∏
t=1

∫
βt

p(wd|zd,βt)p(βt|z,w−d, β0)dβt (7)

The overall resampling algorithm can thus be described by Algorithm 1.
During resampling, we try every possible topic assignment(T in total) to every

sentence(Nd in total) in a document(D in total). So the time complexity of one iter-
ation would be O(D ∗Nd ∗ T ).

5 Experiment

In this section, we apply our algorithm on several real-world online review datasets,
demonstrate the competitive grouping performance and show how different groups with
specific aspect interests are discovered from data collections.

5.1 Datasets

1. Amazon(AZ)2

The Amazon review dataset from www.amazon.com crawled by [12] in 2006 con-
tains reviews of manufactured products. We choose several product categories and
select a subset under several memberIds(reviewers) for each category. With the
availability of memberId attribute which indicates the author of the review text,
we treat it as the true class label, through which we evaluate the user grouping
performance in the form of review clustering, by checking whether or not reviews
contributed by the same author will be clustered into the same group. When prepro-
cessing the data, review spams are found to exist in the form of duplicate reviews
with different productIds under the same memberId. So we remove those spams by
pair-wise checking through TF-IDF based the cosine similarity.

2. OpinionRank(OR)3

The OpinionRank review dataset [9] contains full reviews for cars and hotels
from Edmunds and Tripadvisor. We choose the hotel reviews under city:beijing
to demonstrate the resulting groups reflecting users’ discriminative topic interests,
and each topic is presented by its top 20 words in the corresponding language
model.

The general statistics over those datasets are shown as Table 1.

2 http://131.193.40.52/data/
3 http://kavita-ganesan.com/entity-ranking-data/

http://131.193.40.52/data/
http://kavita-ganesan.com/entity-ranking-data/
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Table 1. Statistics on Online Review Datasets

Dataset AZ:Camera AZ:Computer AZ:Apparel1 AZ:Apparel2 OR:hotel:beijing
#Reviews 192 67 110 92 5256

avgTxtSize 1303 1482 462 860 983

5.2 Evaluation Methodology

By considering the memberId as the true class label, we evaluate the clustering perfor-
mance via two popular criterion functions: Purity [22], Normalized Mutual Informa-
tion(NMI) [23], as summarized below:

– Purity

Purity =
1

n

K∑
i=1

Max(ni∗) (8)

– NMI

NMI(X,Y ) =
I(X,Y )√
H(X)H(Y )

=

∑K
i=1

∑C
j=1 nij log(

n∗nij

ni∗nj
)√

(
∑K

i=1 log(ni

n ))(
∑C

j=1 nj log(
nj

n ))
(9)

In the above equations, n is the total number of documents, nij is the member size of
class j in cluster i, ni is the member size of cluster i and nj is the member size of class
j. X is the cluster label variable for cluster assignments while Y is the actual class label
variable. K represents the total cluster number while C represents the class number.

5.3 Parameter Setting

According to [10], we set the Dirichlet hyper-parameters as follows: α0 = 50.0/K ,
β0 = 0.1, θ0 = 50.0/T . For parameter π0, it is regarded as the natural permutation
over T topics:{1, · · · , T } without loss of generality. To simplify the learning process,
we set the parameter ρ to be a scalar, instead of being a T -1 dimensional vector in
GMM, which reduces the Generalized Mallows Model to a standard Mallows Model.
By experience, setting ρ = 1 results in a good balance between the real-world ordering
randomness and punishment of ordering dispersion.

For dataset AZ, we set T = 10 by experience, and K is set to be the distinct count of
memberId (which is 3,3,3,5 for AZ:Camera, AZ:Computer, AZ:Apparel1,AZ:Apparel2
respectively), whereas for OR, we don’t have their author Ids, so we set T = 6 and
K = 3 to reflect the word distribution of six topics and specific aspect interests of three
groups.

5.4 Comparison of Grouping Performance with K-means Baseline

To demonstrate the competitive performance of user grouping, we do experiment on
AZ:Camera, AZ:Computer, AZ:Appeal1 and AZ:Appeal2, each of which contains re-
views selected from 3, 3, 3 and 5 different reviewers. Accordingly, the K is set to 3, 3,
3 and 5 respectively.
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Fig. 4. Clustering performance on the four datasets

We use one of the most popular clustering algorithm K-Means as baseline, and the
pair-wise similarity is computed using the standard cosine similarity on the TF-IDF
score based Vector Space Model.

The performance comparison is shown in Fig.4. As observed, our algorithm beats
the K-Means baseline for datasets:AZ:Camera, AZ:Computer and AZ:Apparel1, with
respective improvement being around 54.3%, 2.3% and 53.7% in terms of NMI.

When we look into the AZ:Apparel2 which contains reviews selected from 5 distinct
reviewers, we find that the performance is not as good as K-Means. The reason is due to
that our clustering result is based on the identification of the common taste in product
aspect interests, while the K-Means is based on the Vector Space Model in individual
review text. With the limited number of reviews for each reviewer, K-Means tends to
be easier to discriminate individual reviewer, whereas in our model different reviewers
could be clustered into one group when they share common aspect interests. Also, it
indicates that our algorithm is not adapted for the task of individual person identification
which requires much more refined individual characteristics.

5.5 Illustration of User Groups with Specific Aspect Interests

To illustrate the validity of user grouping, we further do experiment on OR:hotel:beijing
by setting K = 3, T = 6.

The parameter θk,t can be estimated by :

θ̂k,t =
Nθ(k, t) + θ0
Nθ(k) + Tθ0

(10)

where Nθ(k, t) is the total number of sentences assigned to topic t in cluster k, and
Nθ(k) is the total number of sentences in cluster k.

We identify six aspects: {T1 : General1 , T2 : Room , T3 : Food , T4 : L&S ,
T5 : General2, T6 : Service }4. The aspects ordering:π

′
and frequency :θk (computed

based on Equation (10)) for all three clusters are listed in Table 2. We can see that users
in C0 pay more attentions to Room and don’t care Service very much. On the other
hand, users in C1 care about the Service mostly, while those in C2 are mostly interested

4 See Appendix A for their definitions.
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in Food and less interested in L&S. Besides the topic frequencies, we also see that while
their topic orderings are quite different, they all start from General1, which reflects the
fact that people often give a general description first, followed by different aspects w.r.t.
their own interests.

Table 2. Three user groups with specific topic ordering and frequency

C0 C1 C2

Ordering Freq(%) Ordering Freq(%) Ordering Freq(%)
General1 12.7 General1 12.4 General1 9.1
Room 25.8 Room 13.5 General2 13.5
Service 10.7 L&S 10.3 Room 17.2
Food 17.5 Food 11.6 Food 37.7
L&S 16.9 Service 35.5 Service 13.7

General2 16.4 General2 16.7 L&S 8.8

This kind of grouping information can help hotel managers make improvement in
respective aspects with consideration on customers’ specific interests, and also help
travel advisors develop different suggestions to accommodate various customers.

6 Conclusion

The online data such as review texts can reveal much useful business information. The
KMM topic model proposed in this paper aims at efficiently identifying hidden user
groups accompanied by a detailed explanation in the forms of aspect frequency and
ordering priority. The result can be used widely such as in product improvement, mar-
keting strategy development or customer-targeting online advertisement plans.

As shown by the work reported in this paper, the incorporation of structural restric-
tions into a traditional bag-of-topics topic model such as LDA can greatly improve the
model’s expressive power, which is important to automatic text understanding. We plan
to develop an even more complicated and adaptive structural model in our subsequent
research.
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A Aspect Definition in the Form of Word Distribution

All six aspects’ definitions are shown in Table 3. (only top 20 words are presented)
where L&S means the Location & Surrounding. The probability is estimated by:

β̂t,w =
Nβ(t, w) + β0

Nβ(t) + V β0
(11)

where Nβ(t, w) is the total number of times word w is assigned to topic t, Nβ(t) is the
total number of words assigned to topic t, and V is the vocabulary size.

As observed from Table 3, the aspects are clearly identified by their top words except
for the General1 and General2 which contain some general words instead of specific
aspect related words. This is reasonable as people may express some general idea about
products, so we treat this kind of general topics as “General Aspects”.

Table 3. Top 20 words in aspects’ word distributions {T1, T2, T3, T4, T5, }

General1 % Room % Food % L&S % General2 % Service %
hotel 6.62 room 4.73 breakfast 3.21 hotel 3.87 hotel 4.69 hotel 2.85

stayed 3.64 rooms 2.29 hotel 1.98 location 2.18 stay 2.10 staff 2.34
beijing 3.00 hotel 1.57 good 1.69 city 2.09 beijing 1.80 english 1.34
nights 1.79 clean 1.40 food 1.64 walk 2.06 staff 1.18 helpful 1.09
stay 1.36 bathroom 1.32 buffet 1.38 shopping 1.50 good 1.18 taxi 0.97

china 1.03 comfortable 1.05 room 1.31 forbidden 1.47 service 1.00 great 0.93
trip 0.84 bed 1.04 restaurant 1.26 subway 1.34 great 0.97 room 0.81

hotels 0.81 nice 1.02 great 0.91 street 1.31 recommend 0.94 desk 0.77
great 0.78 shower 0.83 chinese 0.89 beijing 1.24 room 0.72 quot 0.74
room 0.75 large 0.77 service 0.87 taxi 1.01 hotels 0.69 service 0.73

location 0.75 good 0.74 pool 0.86 walking 1.00 location 0.68 friendly 0.72
booked 0.72 floor 0.72 nice 0.70 square 0.97 place 0.60 chinese 0.69

days 0.69 beds 0.63 staff 0.66 great 0.91 time 0.58 concierge 0.69
good 0.65 tv 0.62 western 0.62 good 0.89 definitely 0.57 beijing 0.63

reviews 0.60 spacious 0.59 free 0.62 station 0.88 go 0.54 day 0.62
night 0.59 great 0.57 excellent 0.62 minutes 0.87 quot 0.52 good 0.60

business 0.58 water 0.52 restaurants 0.59 close 0.82 rooms 0.52 front 0.60
plaza 0.53 quot 0.49 quot 0.58 located 0.81 back 0.49 driver 0.59
star 0.50 staff 0.48 day 0.57 distance 0.79 china 0.49 wall 0.58

holiday 0.49 modern 0.47 internet 0.51 area 0.78 star 0.49 time 0.54
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Abstract. The paper presents a new method for the determination of
an image orientation — the distinction between portrait- and landscape-
oriented images. The algorithm can be applied to photographs taken
outdoors. The approach is based on the use of a subpart of an image
containing the sky. For determining the orientation the run of the stan-
dard deviation increment is analysed. It is obtained for the processed
image and matched by means of correlation with the same characteristic
of the sub-block of an image containing the sky.

Keywords: Image Orientation Detection, Standard Deviation Incre-
ment, Polar Transform.

1 Introduction

The increasing popularity of digital cameras and inexpensive scanners resulted
in a significant increase of multimedia data (mostly in the form of digital im-
ages) stored on our Personal Computers in everyday life. It is very common to
keep thousands and thousands of images on a hard drive. In order to make this
task easier the algorithms developed for Content Based Image Retrieval could
be applied, resulting in the creation of specialised image management systems,
assisting the user in storing, indexing, browsing, and retrieving images from his
database ([1]). Moreover, one of the crucial abilities expected for the mentioned
group of systems is the automatic detection of image orientation ([1]). The user
expects that an image to be displayed, regardless of its source — a digital camera
or scanner — will be provided in a correct orientation. This process is expected
to be performed automatically.

The automatic detection of image orientation is not an easy task. Therefore, it
is obvious that several attempts to solve this problem have already been made so
far, however with varying results. Chronologically, first algorithms developed for
the problem were connected with a very specific application — the detection of
a scanned document orientation (e.g. [2,3]). However, the constrained nature of
this problem (text cues) and the impossibility to apply the proposed algorithms
to natural images is often called (e.g. [4]).
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The first algorithms developed particularly for natural images were based on
the low-level features (e.g. [5,6,7]). However, it was stressed that this approach
can be insufficient, since humans usually use more sophisticated clues for the
detection of an image orientation, for example facilitated by the semantic scene
analysis ([4]). An example, based on the detection of some characteristic elements
in an image (e.g. face, sky, white ceiling, wall, grass), has been proposed in [8].
This process constituted an addition to the use of low-level features. Similarly, in
[9] some high-level cues — objects with distinguishable orientation and objects
with a usually fixed position — along with low-level features have been used.

The image orientation detection was in [1] performed by means of spatial
colour moments for feature representation and Bayesian learning framework for
classification. The class-conditional probability density functions were estimated
by means of the Learning Vector Quantization. In [10] the colour moments were
also used. Additionally, the Edge Direction Histogram was applied during the
stage of feature representation, and AdaBoost at the classification. An unusual
approach for the discussed problem was proposed in [11]. The textures within an
image were analysed. The method was based on the assumption that more tex-
tured areas are located in the lower part of an image. At the stage of classification
the AdaBoost was again applied.

In the paper a new approach is proposed. It is based on the analysis of the
sky visible within an image. It means that this approach can be applied only for
outdoor images. This method consists in the observation of the fact that texture
(‘surface quality’) of the sky visible within an image is different for landscape-
and portrait- oriented images. In order to perform this distinction automatically
the correlation of increments of standard deviations, calculated for the spectra
of image subparts is determined.

The rest of the paper is organised in the following way. The second section
describes the proposed algorithms in a detailed way. The third section provides
some experimental results. Finally, the last section briefly concludes paper.

2 The Approach for Automatic Image Orientation
Estimation

Roughly speaking, the approach proposed in this paper is composed of the fol-
lowing steps: image downscaling, localisation of the image subpart containing the
sky, calculation of the logarithm of the absolute spectrum for it, transformation
of the obtained representation into polar co-ordinates, and finally, determina-
tion of the image orientation. The downscaling in the first step is necessary for
speeding up the performance of the later stages. It can be applied, since for the
proposed approach the image size does not have to be large. In the experiments
described in the following section the size 320 × 200 was sufficient.

The localisation of the sky within an image is based on the colour. It is quite
characteristic. However, there are many objects within an image that can be
similar in terms of colour to it. Therefore, additionally the variability of the lo-
calised image subpart has to be analysed, since it is significantly less changeable.
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The investigation of the colour and variability was performed for each pixel in-
side the localised area, including the information about its nearest neighbouring
pixels. More precisely, in order to carry out this task, for each pixel a subpart
of the image with side equal to 30 pixels was taken, with the processed pixel in
the centre of it. For each element inside this area the following conditions were
verified: ⎧⎪⎪⎨⎪⎪⎩

bb (x, y) ≥ 150 ,
bb (x, y) ≥ bg (x, y) + 10 ,
bg (x, y) ≥ br (x, y) + 10 ,
bg (x, y) − 100 ≤ br (x, y) ,

(1)

where: br(x, y) is the red component for the analysed pixel, bg(x, y) is the green
one, and bb(x, y) the blue one.

If all the conditions from the above equation are fulfilled for all pixels within
an analysed block, the block is initially marked as the one belonging to the sky.
It is later converted to grey-scale:

bgrey (x, y) = 0.299br (x, y) + 0.587bg (x, y) + 0.114bb (x, y) , (2)

where bgrey is a pixel within the localised block after the conversion to grey-scale.
For the grey-scaled block the standard deviation is calculated and compared

with the threshold, experimentally established as equal to 10. If the analysed
value is lower or equal to the threshold, it is eventually marked as being part of
the sky. For the pixels inside the 30 × 30 block, fulfilling the above condition,
other sub-blocks (19 × 19 pixels size) are created. Again, the analysed pixel is
in the centre of the sub-block. The sub-block has to entirely be placed within
the 30 × 30 block. The ones crossing the borders of the block are rejected. For
the sub-blocks the absolute spectrum of the two-dimensional Fourier transform
is calculated. It is invariant to the cyclic shifting of the image vertically and
horizontally. This property is useful, since the sky area in an image is undulated
horizontally, and this undulation is shifted in various parts of an image. Thanks
to the use of the absolute spectrum this shifting has no influence on the results.

The spectrum of an image has large values for low-frequency components and
very small ones for high frequencies. It hinders the comparisons between the
spectra or their subparts, with the low and high frequency components. In order
to solve this problem the logarithm of the spectra can be used. It reduces the
differences between very large and very small values. Hence, in the proposed
approach, the natural logarithm was applied. However, it cannot be calculated
for the zero value, that is the lowest value that can appear in the absolute
spectrum. In order to omit this limitation, a very small value (1 · 10−5) was
added to all the elements in the absolute spectrum.

Since the image of the clear sky is undulated from the top to the bottom, its
absolute spectrum is very characteristic. In its centre a high peak representing
the mean value is located. Through this peak a line connected to the undulation
of the sky is crossing. Unfortunately, the values for this line are only slightly
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higher than the noise. Hence, they can be observed only for sub-images contain-
ing a clear sky. Any objects in the sky, including clouds, make the detection of
this line impossible. Moreover, in the spectrum one can detect a second line, per-
pendicular to the previous one and crossing through the centre of the spectrum
as well (see Fig. 1). The second line is connected to the horizontal undulation
of the sky image and it is always significantly smaller. This property enables to
easily distinguish the two lines which in turn results in the determination of the
image orientation.

Fig. 1. The natural logarithm of the absolute spectrum calculated for the sub-block

Each sub-block is transformed from Cartesian to polar co-ordinates. This
transform is very efficient and hence common in various problems connected
with image and object representation (e.g. [12,13]), however the selection of
the origin of this transformation is very crucial for further work ([14]). Here,
the location of the constant component representing zero frequencies is used.
Usually, the algorithms for the derivation of the 2D discrete Fourier transform
locate it in the edge of the spectrum. However, for convenient calculations we can
shift it into the centre of the spectrum. The spectrum is scanned beginning with
the constant component towards the high frequency components along the lines
under the various angles. The spectrum symmetry property for images enables
the scanning to be performed in the range of angles from −90 to 90 degrees.
The step equal to 10 degrees was assumed here. For the values scanned along
the lines the standard deviation is calculated. In result, we obtain 18 standard
deviation values, for various angles of scanning the spectrum.

The run of the standard deviation calculated by means of the abovementioned
approach for the subpart of an image covering the sky is very characteristic. For
the zero angle very low values are obtained, because the derivation of the stan-
dard deviations is realised along the lines corresponding to the undulation of the
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sky (see Fig. 2). For the angles close but not equal to zero the standard devia-
tion is calculated basing on the fragment of the line representing the undulation
of the sky and low values outside this line. Hence, the standard deviation has
large values. For the third case — the angles far from zero — in the calculation
of the standard deviation only the area outside the line corresponding to the
undulation of the sky is considered. Therefore, the standard deviation values
have small values. As a result, in the diagram of the standard deviations close to
the zero angle a very characteristic shape appears which is similar to the letter
‘M’. A similar, but smaller shape appears close to the 90 degrees angle and it is
connected with the horizontal undulation of the sky.

Fig. 2. The diagram of the standard deviations of the spectrum of the sub-block in the
polar co-ordinates

The detection of the ‘M’ shape within the run of the standard deviation can
be hampered by various distortions, e.g. small objects or local brightening or
darkening in the sky. In order to avoid this problem, within a block we have to
calculate the average values of all scanned pixels within particular sub-blocks,
and for those points calculate the standard deviations. This enables to remove
the deformations of the spectrum and the detection of the ‘M’ shape becomes
facilitated. Moreover, the distinction between horizontal and vertical undulation
of the sky is possible.

The determination of the image orientation can be based on the comparison
between the obtained standard deviations and the template. The run similar to
the one provided in Fig. 2. can be assumed as the template. Since the shift of
the runs according to each other has to be taken into account, the correlation
could be efficiently used at the matching stage. However, it cannot be applied
to the matching of standard deviation runs, because of the character of the
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arithmetic operations performed on the standard deviations. They are absolute
and cannot be negative. On the other hand, the correlation works with the
negative, zero, and positive values. Hence, in order to be able to match the
standard deviations we have to convert the notions of the absolute values into
the relative ones. This process can be performed by making an assumption that
the origin of standard deviations is the zero value. However, since we allow the
negative values, the notion ‘standard deviation’ can no longer be used. Instead,
we are working with the increments of the standard deviation — the result of a
subtraction of standard deviations, which can be negative.

The correlation can be interpreted as the derivation of the scalar product of
the unit vectors. For the perpendicular vectors the resultant value equal to zero
is obtained, while the +1 and −1 for the parallel ones. In order to calculate the
scalar product firstly we have to define a vector containing the increments of the
standard deviation ([15]):

A = (ΔσA1, ΔσA2, . . . , ΔσAn) . (3)

The scalar product for this kind of vector can be defined in the same way as the
regular scalar product ([15]):

(A, B) =
N∑

i=1

ΔσAiΔσBi , (4)

where N denotes the dimension of a vector space.
It is important to note that (A, B) is not a standard deviation and it is also

not its increment. However, in some situations it can represent it.
Basing on the definition of the scalar product we can obtain the formula for

the correlation ([15]):

arel (x, y) ◦ brel (x, y) =

1
‖Arel‖ ‖Brel‖

m−1∑
i=0

n−1∑
j=0

arelΔσ (i, j) brelΔσ (x + i, y + j) , (5)

where the length of the vectors ‖Arel‖ i ‖Brel‖ can be calculated by means of
the formula ([Bor07]):

‖Arel‖ =
√

(Arel, Arel) =

√√√√m−1∑
x=0

n−1∑
y=0

arelΔσ (x, y)2 . (6)

Arel i Brel represent the relative part of the vectors A and B. They are obtained
through the subtraction of the average values of A and B from their co-ordinates.

As a result of the derivation of the correlation an array is obtained, in which
the highest value indicates the degree of similarity between matched arrays of the
increments of the standard deviations. The location of this value indicates the
shifting of the values in the arrays according to one another. If the maximal value
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is obtained at the zero index of the matching array, one can determine the land-
scape orientation of an image. The index value equal to 9 indicates the portrait
orientation of an image. In practice, the values can be slightly extended: indices
0–4 and 14–17 indicate the landscape orientation, and 5–13 — the portrait one.
Additionally, one can utilize the correlation coefficient for the estimation of the
similarity between the analysed run of the standard deviation increment and the
one for the sky.

3 Experimental Results

The method described in the previous section was tested by means of 100 digital
images containing the sky. The photos were taken during various times of the day,
various geographical locations and elevations. Some of the photos were obtained
by means of a digital camera (49) and some by means of an analog one (51). In
Fig. 3. the results of the proposed method for orientation detection are presented.
In six cases the obtained result was wrong — two for the images obtained using
the digital camera, and four for the analog one. Those cases were marked out
using the ellipse. In 14 cases, crossed in Fig. 3, the method rejected the results
as the ambiguous ones.

Fig. 3. The experimental result of the proposed approach for image orientation detec-
tion
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Table 1 provides the calculated angles, maximal correlation values, and the
percentage P of the correlation coefficients properly determining the orientation
of an image. The second and third measures can be used as the estimators of
the proposed approach.

Table 1. The obtained angles, correlation values, and the percentage P of the corre-
lation coefficients properly determining an orientation

Row in Fig. 3 1 2 3 4 5 6 7 8 9 10 11 12 Col. in F. 3
Angle [◦] 0 – 90 0 0 90 90 – – 90 90 90

Correlation val. 1 – 0.96 1 1 1 0.97 – – 0.97 1 1 1
P [%] 100 – 100 100 97 100 100 – – 100 100 100

Angle [◦] 90 0 0 90 90 0 0 90 90 0 0 90
Correlation val. 1 1 1 1 1 0.98 1 0.98 0.9 0.97 1 1 2

P [%] 100 100 93 100 100 100 100 100 92 73 96 100
Angle [◦] 0 – 0 0 0 0 90 0 – – 90 0

Correlation val. 1 – 0.99 1 0.99 0.95 0.98 1 – – 0.99 0.59 3
P [%] 100 – 82 100 100 100 100 100 – – 100 100

Angle [◦] 0 0 0 0 90 0 0 0 0 0 90 90
Correlation val. 1 0.6 0.99 1 1 1 1 0.99 0.96 0.99 1 1 4

P [%] 95 100 100 84 100 94 87 100 100 76 76 100
Angle [◦] 90 90 0 0 0 90 90 0 0 0 0 0

Correlation val. 0.98 1 0.93 0.99 1 0.99 0.54 0.52 0.99 0.99 0.98 0.99 5
P [%] 96 100 100 98 100 100 74 100 100 100 100 100

Angle [◦] – 0 90 90 90 90 0 0 – 90 90 –
Correlation val. – 0.88 0.95 0.94 1 1 1 0.47 – 0.96 0.84 – 6

P [%] – 83 90 98 98 58 96 100 – 100 100 –
Angle [◦] – – 90 – 90 0 90 90 – – 0 0

Correlation val. – – 1 – 1 1 0.98 0.77 – – 0.96 1 7
P [%] – – 56 – 100 100 100 100 – – 97 100

Angle [◦] 0 0 0 0 90 0 0 0 90 0 90 90
Correlation val. 1 0.66 1 1 0.99 0.78 0.99 0.96 0.99 0.65 0.96 0.82 8

P [%] 100 100 100 98 54 100 100 100 65 100 100 57
Angle [◦] 90 90 0 90

Correlation val. 1 1 0.98 0.99 9
P [%] 100 100 100 99

4 Conclusions

In the paper an approach for the image orientation determination was proposed
and experimentally evaluated. The method consists of the following steps:

– image downscaling,
– localisation of the image subpart containing the sky,
– calculation of the logarithm of the absolute spectrum for it,
– transformation of the obtained representation into polar co-ordinates.
– determination of the image orientation.
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The method makes use of the subparts of an image containing the sky. The method
failed solely in 6 out of 100 experimental images, obtained by means of various
technologies (digital, analog), in various geographical locations and times of the
day. In four cases the wrongly judged images were aken using the analog camera.
Similarly, most of the images rejected by the method were the analog ones. Hence,
one can conclude that the approach works better with the digital images.
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Abstract. Image annotation plays an important role in content-based
image understanding, various machine learning methods have been pro-
posed to solve this problem. In this paper, label correlation is considered
as an undirected bipartite graph, in which each label are correlated by
some common hidden topics. As a result, given a label, random walk
with restart on the graph supplies a most related label, repeating this
precedure leads to a label chain, which keep each adjacent labels pair
correlated as maximally as possible. We coordinate the labels chain with
its respective classifier training on bottom feature, and guide a classifier
chain to annotate an image. The experiment illustrates that our method
outperform both the baseline and another popular method.

Keywords: Image annotation, Image understanding, ensemble learn-
ing, correlation analysis, Image classification.

1 Introduction

Image content understanding is the foundation ofmany related applications(object
recognition, cross-media retrieval etc.). How to mine the semantic meaning of an
image is critical. However, “semantic gap” exits between low features and high se-
mantic understanding of images, and brings a big puzzle. Image annotation aims
to solve this problem by recognizing objects appears in the image. The goal is to
allow one to retrieve, index, organize and understand large collections of image.

As a ensemble learning, multi-label classification has many advantages for
image attention (utilizing different classifiers, avoiding over-fitting etc.). Differs
from traditional supervised learning that a single instance is assumed to be
associated with a single label. Image annotation is a multi-label problem, in
which an instance is often related to several labels. Image annotation is such the
case, each object appears in the image supplies a label. This problem can be
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considered as multi-class problem, therefore is usually transformed into several
binary-classification problems.

In an early stage, Boutell etc.[3] construct independent classifier for each
scene to give an image different scene labels, which is also called binary rele-
vance method (BR), which transform multi-label problem into several binary
problems for each label. However, this method assume all the labels are in-
dependent, this is obviously unreasonable. Another method[15] is proposed to
introduce dependence among labels, which named label combination. The basic
idea is to combine a subset of labels into a new label and train the classifier
respectively. However, this method is puzzled by the “combination explosion”.
Godbole etc.[7] improve BR method by training support vector machines (SVM)
twice, the second training would involve classification results of first one into the
kernel function. Recently, Read ect.[14] proposed a ensemble framework for clas-
sifier chain(ECC) used in multi-label classification. In this method, a randomized
label sequence is created, moreover, all the precedent ones before the label are
considered as features when its classifier is being trained. Several chain classifiers
are ensembled to make up for the deficiency of randomized chain. However, the
randomized label sequence make use of relevance among different labels partly.

There are two approaches to model semantic relation among different labels:
semantic dictionary(WordNet etc.)[10] and data-driven solution[1]. The former
supply relation collected by labor, may get out of the application background.
On the contrary, the later usually depend on correlation computation mod-
els(correlation analysis etc.) to supply good result which is more closer to the
problem at the price of large computation.

In this paper, we use a generative graphic model to compute the correlation
among labels, and represented as a graph. Finally, random walk with restart is
used to create a label chain in which adjacent labels pairs keep semantic close
enough. The rest of the paper is organized as follows. Section 2 describes how to
compute label correlation using topic model. Section 3 show a modified classifier
chain algorithm for image annotation. Experimental results are shown in Section
4. Finally, we conclude in Section 5.

2 Model Label Correlation under a Graph

Recently, researchers often draw support from the Web to define similarities or
correlation for label pair as follows([16], [11]): retrieval each label on the Web,
and compare respective image result set according to a given measurement. This
method is very convenient, but also hampered by the noise images. However,
we argue that label correlations are implying in the dataset itself, and could
be utilized by an appropriate method. Our work is related to wang[16], which
define a Markov process on annotations to re-rank image annotation results from
existed method. In contrast, we consider an approach for image annotation and
involve label correlation simultaneously.

Latent Dirichlet Allocation(LDA) is a generative probabilistic model which
allows explain data by unobserved groups (named “topic”) that why they are
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similar. It is presented as a graphic model[2] to discover hidden thematic struc-
ture from large archives of documents. In this model, the document is modeled as
a distribution of underlying topics, while each topic is modeled as a distribution
of all the words.

LDA has been used to image annotation, scene understanding etc. Different
meanings of topic are considered in different missions: “outdoor” or “indoor”
for scene understanding, while “tiger” or “forest” for object category. The de
Finetti’s theorem[5] ensure the joint probabilities of a sequence of words and
topics have the form:

p(www,zzz) =

∫
p(θ)(

N∏
n=1

p(wn|z))p(z|θ)dθ (1)

In which, p(z|θ) is regarded as prior distribution, whereas p(wn|z) as likelihood,
which describe the distribution of all words under topic z. Learning these various
distribution is a problem of Bayesian Inference, and accurate inference is infea-
sible usually, hence approximate inference methods (Gibbs sampler, mean-field
variational methods etc.) are used to train the model under EM framework.

We define label correlation from their co-occurance in different images, and
consider “tiger” is related to “forest” because they often appear in a same im-
age. However, LDA convert each image into a vector in a semantic space: “topic
space” instead of bag of words(BOW); and would supply us finer-grained corre-
lation of words(labels accordingly in this paper) by topics: p(w|zk).

On the other hand, it can be found that when two labels relate more close, only
they co-occur in some topics with higher probabilities. For example, “bear” and
“ice” often appears in topic “outdoor”, also topic “cold”, but rarely “indoor”.
Therefore, label co-occurance could illustrated in the elaborately defined topic,
not in raw images.

Inspired by this fact, we regard an image as a vector of its labels, then use
any topic model, we train the model and get a distribution p(w|zk) of label p
for each topic zk, then we construct a undirected bipartite graph to represent
label correlation as in Fig. 1. In this graph, there are two kinds of vertexes: Vw,
which are set of labels with size |W | = n, and Vz , set of topics with size |Z| = K
respectively. The weight of each edge e(wi, zk) for 1 ≤ i ≤ n, 1 ≤ k ≤ K is
defined as:

e(wi, zk) = p(wi|zk) (2)

In which p(wi|zk) is the conditional probability appeared in equation (1). Based
on Eqation (2), adjacent matrix can be defined. The graph illustrates correlation
relationships of all labels.

It is thus evident that we can formalize our problem into how to measure
the closeness of arbitrary label pair (wi, wj) in Vw, owing to the undirected
and only connectivity between Vz and Vw , this procedure can be considered
as accumulating all messages from wi through all z and w to wj . However, few
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Fig. 1. Label correlation via hidden topics

high frequent labels under each topic lead to the fact that the adjacent matrix
is sparse usually. More worse, it cannot reflect the global structure of the graph
[9]. Therefore, we introduce random walk with restart to solve this problem.

3 Multi-label Image Annotation Based on Neighbor Pair
Correlation

Random Walk with Restart(RWR) supply a excellent technique to define rele-
vance score between arbitrary two nodes in a graph. It is defined as (3)[12]. The
basic procedure assumes a random walker start from node wi of a graph, in the
next time-tick, the walker has two choices: follow an edge to get an adjacent
node, or jump to another node wj with a probability c ∗ −→ei . In which, −→ei is the
restart vector, and c is the probability of restarting the walk.

RWR represent a node i as the vector ei, and compute a rank vector over all
nodes in the graph using the following equation:

−→ri = cW̃WW−→ri + (1− c)−→ei (3)

After simple derivation, we can get:

−→ri = (1 − c)(I − cW̃WW )−1−→ei (4)

RWR requires a matrix inversion. There exists two solutions: The first one is
to pre-compute, which pre-compute and store the low-rank approximation of a
sparse matrix in equation (5); another is to compute matrix inversion on the fly:
given a initial value, then equation (4) is iterated until convergence. When the
graph is not large, the both work efficiently, we adopt the first and implement it.

For any word wi in Vw in Fig. 1, we can define its association with another
node wj as follows:

asso(wi, wj) = rij (5)
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In which, rij is the jth element of −→rij in (4), representing the relevance score of
node j is the steady-state probability of random walk from node i to node j. We
can found asso(wi, wj) �= asso(wj , wi), so equation in (5) is not symmetric, but
also conform to the fact, for instance, “elephant” appears in an image, which
associate “zoo”(or“forest”) more possibly, while the opposite is weakly somehow.

We’ll recall the method concisely proposed in [14] as mentioned in section 1.
The method proposed classifier chain of multi-label for image annotation by
involving label correlation as follows: firstly, a randomized label chain is created,
when classifier for a label is training, classifying results of its precedent labels
in the chain are involved. For a new image, according to the label chain, each
classifier for a label w is employed, in the meanwhile, precedent labels in the
chain are considered, to predicate whether w is related to the image. The training
process can be described in step 1 to step 6 in Fig. 2.

Given a graph, relevance with all the other nodes for an initial node w can be
obtained with a score using RWR, most relevant node with w can be obtained
after ranking. Inspired by the fact, we can create label chain as follows: given
an initial word w1, select w2 = argmaxn2 asso(w1, wj), likewise, w3 is selected
according to w2 as an initial node, repeated this procedure induce a label chain
“w1 → w2 → . . . → wn”. The label chain assure that adjoining labels are
as semantic close as possible. Based on this, we proposed a new label chain
classifier, and expect precedent label in the label chain can bring more positive
information to the subsequent labels for annotating an image. The algorithm is
described in Fig. 2.

In Fig. 2, step 4 compose both visual features and category features into a new
feature vector. However, these two kinds of features are heterogeneous, and also
dimense differ. Followed [7], scale factor f is introduced into the composition:
x is scaled to [0, f ], while (yw′

1
, yw′

2
, . . . , yw′

i−1
) is scaled to [1 − f, 1]. In step 7,

For label wi−1, it is represented as restart vector, in which i− 1th is 1, all other
elements are 0. Using equation (4), descending −→r i illustrate the most relevant
label wi.

4 Experiments

We use Corel5k[6] and IAPR TC-12[8] dataset to validate our methods. Corel5k
dataset contains 5000 images and 374 labels in total, each image has 4-5 labels.
IAPR dataset is more challenging, which contains 20,000 images, and having
varying appearance, and keywords extracted from free-flowing text captions.
We picked a subset of 25 labels (Fig. 3 and Fig. 4) for both datasets in our
experiment, and get about 4500 images for corel5k and 10000 images for IAPR
respectively. Images are qualified as follows: each image is segmented as 18*18
pixels block, for each block, hsv feature of 36 dimensions for color and LBP[17]
feature of 51 dimensions for texture is extracted. Two kinds of features are both
clustered into 500 blobs and make up the visual dictionary. Therefore, each image
is represented by a vector of 1000 visual words.

We considered each image as a BOW of its labels, and use GibbsLDA++ [13]
to train a LDA model with 100 topics and get label distribution for each topic,
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Algorithm: Neighbor Pair Correlation Chain Classifier (NPC)

Input: Training dataset D = {(x1, Y1), (x2, Y2), . . ., (xn, Yn)}, Initial label w′
1

Output: Label chain w′
1, w

′
2, . . . , w

′
|L|, and according classifiers chain

{Cw′
1
, Cw′

2
, . . . , Cw′

|L|
}

1. for i = 2 to |L| do
2. D′ ← {}
3. for (x, Y ) ∈ D do
4. D′ ← D′ ∪ ((x, yw′

1
, yw′

2
, . . . , yw′

i−1
), yw′

i
)

5. end for
6. Train classifier Cw′

i−1

7. Compute most correlative label of wi−1 using RWR as wi, which not appeared
in current label chain w1, w2, ..., wi−1

8. end for

Fig. 2. Algorithm NPC

mountain sky water tree beach boats people birds buildings
bear snow ice forest field flowers rocks plants sand house

cat tiger street stone frost desert

Fig. 3. Selected label set in Corel5k

duplicate topics are deleted because there exists two or more topics have same
label distribution. We construct a graph as defined in section 2. We select the
most “discriminative” label, which its meta-classifier has highest precision in BR,
as the head of label chain, and implement random walk with restart algorithm
(c = 0.8) to create a label chain. LibSVM [4] with RBF kernel is employed to
train classifier for each label. The experiment is running on Win 7 platform.

Single classifier chain only envolved partial correlations among labels, there-
fore strategy of ensembling is considered in [14]. In our experiment, for each
method we train 9 classifier chains as the ensembler to vote for each label, and
use 10-fold cross validation to test our algorithm. We use two evaluation cri-
terions which usually used in information retrieval: microF1 and macroF1 as
follows:

F1micro =
2 ∗

∑Q
i=1 Ni−true−pos∑Q

i=1 Ni−pos
∗

∑Q
i=1 Ni−true−pos∑Q

i=1 Ni−true∑Q
i=1 Ni−true−pos∑Q

i=1 Ni−pos
+

∑Q
i=1 Ni−true−pos∑Q

i=1 Ni−true

(6)

base bench bike bottle canyon condor cycling fence flagpole
garden girl harbour house jungle meadow pool river roof

ship shore stair statue tourist wall window

Fig. 4. Selected label set in IAPR
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pi =
Ni−true−pos

Ni−pos
, ri =

Ni−true−pos

Ni−true
(7)

F1macro =
1

|W |
|W |∑
i=1

2piri
pi + ri

(8)

In which, |W | is the number of annotation words,Ni−true is the number of images
annotated with wi in groundtruth, Ni−pos is the number of images annotated
with w predicted by the method, and Ni−true−pos is the number of images in
groundtruth and both predicated by the method. Therefore, pi and ri is accuracy
and recall of label wi respectively.

Effect of Scale factor is shown in Fig. 5. Scale factor f is the coefficient to bal-
ance the visual feature with category feature. Bigger f, visual features effect the
classifier more. As shown, BR keep stable because it doesn’t introduce any cate-
gory feature. When f is lower than about 0.4, both ECC and NPCwork poor than
BR, due to the lower-level visual features of image contribute less to the chain clas-
sifier, yet few category features are not discriminant enough to discern different
images. As f higher, especially during 0.4 to 0.7, both ECC and NPC work better
than BR, the most possible reason attributes to the fact that f get a well balance
among visual features and semantic label features best. Therefore, most appropri-
ate f is selected and the performance is illustrated in the Fig. 7.We can found that
performance of ECC has fluctuates in a flat, due to the fact that category feature
is picked randomly. We can see that, as f higher, the semantic label features play
a relatively minor role, thus ECC and NPC get close to BR. Our method perform
better than other methods overall, mostly because more label correlations are
introduced.

Fig. 5. F1micro performance with scale factor varying in corel5k

Fig. 6 gives a label chain obtained form our algorithm. We can found that
RWR help us a lot, adjacent pair such as “snow→frost” can be mined. Even long
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chain are linked together because of their semantic correlation, such as “sand→
rock→ mountain” and “tree→ tiger→ water→ plant”. RWR is computed with
probability, so there also exists several obscure sub-chains.

flower→ boat→ bird→ bear→ beach→ stone→ snow→
frost→ desert→ building→ sky→ ice→ cat→ people→

forest→ field→ house→ sand→ rock→ mountain→ street→
tree→ tiger→ water→ plant

Fig. 6. A label chain using RWR in Corel5k

Fig. 7 illustrate performance on the two dataset, our algorithm NPC out-
perform both in F1macro and F1micro. We think that the fact is attributed to
capacity of the meta-classifier which displayed in Fig. 8, in most cases, meta-
classifier of NPC has higher precision and therefore benefit multi-label image
annotations.

Dataset Performance BR ECC NPC

Corel5k
F1macro 0.274 0.286 0.309
F1micro 0.303 0.335 0.346

IAPR
F1macro 0.212 0.216 0.221
F1micro 0.245 0.263 0.279

Fig. 7. Performance of NPC compared with other methods

Fig. 8. 10-fold cross-validation precision of meta-classifier for each label in IAPR

5 Conclusions

In this paper, we give an approach to mining label correlation from the seman-
tic space, and augment relationship among them using random walk with restart.
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Our experiment illustrates that our method can conduct classifier chain more ef-
fectively for image multi-label annotation due to combination of bottom features
and its semantic label features.

In the future work, we would like to try to introduce more corpus to mine
semantic relations among annotation words. Furthermore, correlation informa-
tion could be utilized into two related missions: annotation an image when little
labels are given (label recommendation), and filtering noise label when too much
labels are given(label filter).

References

1. Blei, D.M., Jordan, M.I.: Modeling annotated data. In: Proceedings of the 26th
Annual International ACM SIGIR Conference on Research and Development in
Informaion Retrieval, SIGIR 2003, pp. 127–134. ACM, New York (2003)

2. Blei, D., Ng, A., Jordan, M.: Latent dirichlet allocation. The Journal of Machine
Learning Research 3, 993–1022 (2003)

3. Boutell, M., Luo, J., Shen, X., Brown, C.: Learning multi-label scene classification.
Pattern Recognition 37(9), 1757–1771 (2004)

4. Chang, C.C., Lin, C.J.: LIBSVM: A library for support vector machines. ACM
Transactions on Intelligent Systems and Technology 2, 27:1–27:27 (2011)

5. De Finetti, B.: Theory of Probability: A critical introductory treatment, vol. 2.
Wiley (1990)

6. Duygulu, P., Barnard, K., de Freitas, J.F.G., Forsyth, D.: Object Recognition as
Machine Translation: Learning a Lexicon for a Fixed Image Vocabulary. In: Hey-
den, A., Sparr, G., Nielsen, M., Johansen, P. (eds.) ECCV 2002. LNCS, vol. 2353,
pp. 97–112. Springer, Heidelberg (2002)

7. Godbole, S., Sarawagi, S.: Discriminative methods for multi-labeled classification.
In: Advances in Knowledge Discovery and Data Mining, pp. 22–30 (2004)

8. Grubinger, M., Clough, P., Müller, H., Deselaers, T.: The iapr tc-12 benchmark-a
new evaluation resource for visual information systems. In: International Workshop
OntoImage, pp. 13–23 (2006)

9. He, J., Li, M., Zhang, H., Tong, H., Zhang, C.: Manifold-ranking based image
retrieval. In: Proceedings of the 12th Annual ACM International Conference on
Multimedia, pp. 9–16. ACM (2004)

10. Jin, Y., Khan, L., Wang, L., Awad, M.: Image annotations by combining multi-
ple evidence & wordnet. In: Proceedings of the 13th Annual ACM International
Conference on Multimedia, MULTIMEDIA, pp. 706–715. ACM, New York (2005)

11. Liu, X., Shi, Z., Li, Z., Wang, X., Shi, Z.: Sorted label classifier chains for learn-
ing images with multi-label. In: Proceedings of the International Conference on
Multimedia, pp. 951–954. ACM (2010)

12. Pan, J., Yang, H., Faloutsos, C., Duygulu, P.: Automatic multimedia cross-modal
correlation discovery. In: Proceedings of the Tenth ACM SIGKDD international
Conference on Knowledge Discovery and Data Mining, pp. 653–658. ACM (2004)

13. Phan, X.H., Nguyen, C.T.: Gibbslda++: A c/c++ implementation of latent dirich-
let allocation, lda (2007)

14. Read, J., Pfahringer, B., Holmes, G., Frank, E.: Classifier Chains for Multi-label
Classification. In: Buntine, W., Grobelnik, M., Mladenić, D., Shawe-Taylor, J.
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Abstract. In this paper, the Relevance Feedback procedure for Con-
tent Based Image Retrieval is considered as an Exploration-Exploitation
approach. The proposed method exploits the information obtained from
the relevance score as computed by a Nearest Neighbor approach in the
exploitation step. The idea behind the Nearest Neighbor relevance feed-
back is to retrieve the immediate neighborhood of the area of the feature
space where relevant images are found. The exploitation step aims at
returning to the user the maximum number of relevant images in a lo-
cal region of the feature space. On the other hand, the exploration step
aims at driving the search towards different areas of the feature space in
order to discover not only relevant images but also informative images.
Similar ideas have been proposed with Support Vector Machines, where
the choice of the informative images has been driven by the closeness
to the decision boundary. Here, we propose a rather simple method to
explore the representation space in order to present to the user a wider
variety of images. Reported results show that the proposed technique al-
lows to improve the performance in terms of average precision and that
the improvements are higher if compared to techniques that use an SVM
approach.

Keywords: Algorithms, Active Learning, max-min.

1 Introduction

Nowadays, the possibility for people to easily create, store, and share, vast
amount of multimedia documents is a problem that the pattern recognition com-
munity is facing since several years. Digital cameras allow capturing an unlimited
number of photos and videos, thanks to the fact that they are also embedded in
a number of portable devices. This vast amount of media archives needs to be
organized in order to ease future search tasks. It is easy to see that it is often
impractical to automatically label the content of each image or different portions
of videos by recognizing the objects in the scene, as we should have templates
for each object in different positions, lighting conditions, occlusions, etc. [26].
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It is quite easy to see that each picture and video may be characterized by a
large number of concepts depending on the level of detail used to describe the
scene, or the focus in the description. Moreover, different users may describe an
image using different categories, and the same user may classify the same image
in different ways depending on the context. Sometimes, an image may contain
one or more concepts that can be prevalent with respect to others, so that if a
large number of people are asked to label the image, they may unanimously use
the same label. Nevertheless, it is worth noting that a concept may be also de-
composed in a number of “elementar” concepts. For example, an image of a car
can have additional concepts, like the color of the car, the presence of humans
or objects, etc. Thus, for a given image or video-shot, the same user may focus
on different aspects. How the task of retrieving similar images or videos from an
archive can be solved by automatic procedures? How can we design procedures
that automatically tune the similarity measure to adapt to the visual concept
the user is looking for? Once again, the target of the classification problem can-
not be clearly defined beforehand but must be designed to explicitly take into
account user needs [10].

In the field of content based multimedia retrieval, a number of review pa-
pers pointed out the difficulties in providing effective similarity measure that
can cope with the broad domain of content of multimedia archives [6,21,28].
The shortcomings of current techniques developed for image and video has been
clearly shown by Pavlidis [25]. While systems tailored to a particular image do-
main (e.g., medical images) can exhibit quite impressive performances, the use
of these systems on unconstrained domains reveals their inability to adapt dy-
namically to new concepts [27]. One solution is to have the user manually label
a small set of representative images as relevant or non relevant to the query
(the so-called relevance feedback) that are used as training set for updating the
similarity measure [33]. In this system is not uncommon that, after the first
feedback iterations, the number of relevant images retrieved increases quickly.
However, the system typically stops providing new relevant images despite of
the user interaction. The reason lies in the way in which images are presented to
the user. In fact, usually the best ranked images are retrieved after each round
of feedback, and these images are usually retrieved in a small local area of the
feature space. As a consequence, the search often converges towards a local opti-
mum, without taking into account images in other areas of the feature space. In
order to address this kind of problems, we propose an Exploitation-Exploration
mechanism where the exploration step is inspired by Active Learning [4]. Our
approach requires the system to choose not only the most relevant images ac-
cording to the user judgement, but also the most informative images that allows
driving the search in more promising regions of the feature space. The key is-
sue is how to choose the most informative images. Usually this approach has
been used in systems based on discriminative functions, i.e. system that builds
a decision function which classifies the unlabelled data.

One method to select informative images is based on choosing the patterns
closest to the decision boundary, as described in [31,16] where SVM based on
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active learning are used. In [3], the authors proposed to learn two SVM classifiers
in two uncorrelated feature spaces as color and texture. The classifiers have
been then used to classify the images and the unlabelled ones that received
a different label in the two feature spaces, have been chosen to be shown to
the user. In addition, different criteria have been proposed over the years as
the minimization of expected average precision [13], or the maximization of the
entropy [19]. In the latter paper the authors learned an SVM on the labelled
images, mapped the SVM outputs into probabilities and chose the images with
the probability to belong to relevant class nearest to 0.5. In [17] the authors
instead to use the proximity to the theoretical decision boundary as measure of
the information capability of the training images, propose a clarity index that
takes into account the rank of each image with respect to those of the known
relevant and non relevant images. The images with the lowest values of clarity
are chosen as training images.

Conventional SVM active learning is designed to select a single example for
each learning iteration but, as suggested in [15], usually in a relevance feedback
iteration the user labels multiple image examples as being relevant or non rel-
evant. In this case it is possible that the system selects similar images to learn
the SVM. The authors, to address this problem, proposed a Batch Mode Ac-
tive Learning technique that chooses the most suitable unlabelled examples one
at a time. An interesting approach has been proposed in [34] where the au-
thors propose a novel paradigm of active learning, which is able to estimate the
probability density function (pdf) of the underlying query distribution to avoid
the risk of learning on a completely unknown distribution. The estimated pdf,
together with the distribution of the classifier outcomes, is used to guide the
sampling, in the way that it is possible to give priority to two types of instances
to label in the next iteration, namely instances in the area where the proba-
bility to find relevant pattern is high (for boosting the retrieval) and instances
in the uncertain area (for figuring out the new decision boundary). In [22] the
authors, instead of using SVM, proposed a selective sampling for Nearest Neigh-
bor classifiers. In order to choose the most informative patterns they suggest to
consider not only the uncertainty of the candidate sample point, but also the
effect of its classification on the remaining unlabelled points. For this reason,
their lookahead algorithm for selective sampling considers sampling sequences of
neighboring patterns of length k, and selects an example that leads to the best
sequence. The best sequence is the one whose samples have the highest condi-
tional class probabilities. Also in [18] the authors proposed a probabilistic variant
of the k-Nearest Neighbor method for active learning in multi-class scenarios.
After that they defined a probability measure, based on the pairwise distances
between data points, they used the Shannon entropy as “uncertain” measure
over the class labels in order to maximize the discriminating capabilities of the
model.

In this paper we consider the most informative images as those that are dis-
tributed around the images that have been labelled by the user along all the
representation space. This task can be accomplished by resorting to an Active
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Learning approach based on hierarchical clustering of the data [5]. Although this
technique allows obtaining good results, it is quite computationally expensive.
In order to use a computationally cheap method, we performed the exploration
phase through a max-min approach that showed good results in similar tasks
such as the initialization of the c-means algorithm [20].

This paper is organized as follows. Section 2 briefly reviews the Nearest Neigh-
bor approach used in order to assign a Relevance Score to the images. Section 3
introduces the proposed technique and describes how exploit it in the Relevance
Feedback iterations. Experimental results are reported in Section 4. Conclusions
are drawn in Section 5.

2 Nearest-Neighbor Relevance Feedback for Relevance
Score

The use of the Nearest-Neighbor paradigm has been inspired by classification
techniques based on the “nearest case”, which are used in pattern recognition
and machine learning for classification and outlier detection. In addition, nearest-
neighbor techniques have been also used in the context of “active learning”,
which is closely related to relevance feedback [22]. In particular, recent works on
outlier detection and one-class classification clearly pointed out the effectiveness
of nearest-neighbor approaches to identify objects belonging to the target class
(i.e., the relevant images), while rejecting all other objects (i.e., non relevant
images) [2,30]. This approach is suited to cases when it is difficult to produce a
high-level generalization of a “class” of objects.

This approach can be used for estimating image relevance in CBIR as each
“relevant” image as well as each “non relevant” image can be considered as
individual “cases” or “instances” against which the images of the database should
be compared [12].

In this paper, a method proposed in [9] has been used, where a score is assigned
to each image of a database according to its distance from the nearest image
belonging to the target class, and the distance from the nearest image belonging
to a different class. This score is further combined to a score related to the
distance of the image from the region of relevant images. The combined score is
computed as follows:

rel(x) =

(
n/t

1 + n/t

)
· relBQS(x) +

(
1

1 + n/t

)
· relNN (x) (1)

where n and t are the number of non-relevant images and the whole number of
images retrieved after the last iteration, respectively. The two terms relNN and
relBQS are computed as follows:

relNN (x) =
‖x−NNnr (x)‖

‖x−NN r (x)‖+ ‖x−NNnr (x)‖ (2)

where NN r(x) and NNnr(x) denote the relevant and the non relevant Nearest
Neighbor of x, respectively, and ‖ · ‖ is the metric defined in the feature space
at hand,
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relBQS(x) =
1− e

1−dBQS(x)
/
max

i
dBQS(xi)

1− e
(3)

where e is the Euler’s number, i is the index of all images in the database and
dBQS is the distance of image x from a reference vector computed according to
the Bayes decision theory (Bayes Query Shifting, BQS) [11].

3 The Exploration Phase

Typically, an image retrieval system with relevance feedback works as follows:
after the submission of a query, the system, according to a similarity measure,
scores all images in the database and presents the k best scored ones to the user.
One of the problems in this kind of behavior is that in the following iterations the
search could be driven by the (probably few) relevant images retrieved so far, and
the system could be trapped in a limited area of the feature space. Sometimes,
neither the non relevant images, that are also considered in the evaluation of the
relevance score, can help to get out of this situation. In fact, by always using
the same set of relevant images iteration by iteration, the search can “take a
wrong way”. In order to face this problem, the proposed method selects within
a certain number of best scored images, those images that are “not too close” to
the “classical search area”. The meaning of “not too close” and “classical search
area” will be explained in the following.

Let us define k as the number of the images to return to the user and #k · α$
as the fixed number of the “seed images”. Let us also define #(k − #k · α$) · β$
as the number of images among which to choose the most informative ones. In
the previous formulas, the parameter α can assume values between 1

k and 1,
and β ≥ 1. Summing up, with the Exploration-Exploitation approach k images
are shown to the user, the best scored #k · α$ are selected beforehand, while
the other (k − #k · α$) are chosen through a max-min approach between the
#(k − #k · α$) · β$ best scored images. It is clear that if α = 1

k all the images,
apart from the query, are selected in an “active” way, on the contrary, when
it is equal to 1, they system shows to the user the best k scored images as
in the classical Nearest Neighbor approach. The same happens when β = 1, as
(k − #k · α$) images will be chosen from a set of (k − #k · α$) best scored images.
The max-min approach selects an image from a set evaluating all the distances
between the seed images and the images in the set and choosing for each of
them the shortest. The images are then sorted according to these distances and
that with the maximum distance it is selected. The idea behind the max-min
technique is similar to that of pruning, that is, it pays attention to the relevant
images that are most far apart from each other because they are more likely to
be the most different from those that are usually used [20]. To better explain
the algorithm, Figure 1 shows an example where k = 5, α = 0.6, and β = 1.5.
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(a) The set of considered images (b) �k · α� best scored images

(c) Evaluation of all the distances (d) Max-min distance

(e) New round of selection

Fig. 1. Exploration-Exploitation algorithm

(a) For each image in the database a score is computed according to Eq. (1);
(b) the three best scored images are used as seeds of the search (#5 · 0.6$ = 3);
(c) for each of the remaining images (#(5− #5 · 0.6$) · 1.5$ = 3) the distances

with the seed images are evaluated, and the minimum ones are chosen;
(d) the image with the largest minimum distance (image (2)) is chosen to be

added to the seed images.
(e) in order to add the fifth image to be shown to the user (k = 5), the algorithm

restarts from step (c).

It is clear that if α = 1
k , all the images, apart from the query, are selected

following the Exploration approach. On the other hand, when α = 1 the best
k scored images, as in the classical Nearest Neighbor approach, are shown to
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the user. The same happens when β = 1, in fact in this situation (k − #k · α$)
images from a set of (k − #k · α$) best scored images are chosen.

4 Experimental Results

4.1 Datasets

Experiments have been carried out using three datasets, namely the Caltech-256
dataset, from the California Institute of Technology1, the WANG dataset2, and
the Microsoft Research Cambridge Object Recognition Image Database3 (in the
following referred to as MSRC). The first dataset consists of 30607 images sub-
divided into 257 semantic classes [14], the WANG dataset consists of a subset
of 1000 images of the Corel stock photo database which have been manually
selected and which form 10 classes of 100 images each [32], and MSRC contains
4320 images subdivided into 17 “main” classes, each of which is further subdi-
vided into subclasses, for a total of 33 semantic classes [35]. From Caltech-256,
the Edge Histogram descriptor [1] has been extracted using the open source li-
brary LIRE (Lucene Image REtrieval) [24]. The images from the WANG dataset
are represented by a 512-dimensional colour histogram and a 512-dimensional
Tamura texture feature histogram [29] concatenated in a single vector [7]. The
images of MSRC are represented by a vector of 4096 components of SIFT de-
scriptors [23] extracted at Harris interest points [8,7]. The WANG, MSRC and
Caltech-256 datasets represents image retrieval tasks of different complexity. In
fact, the WANG dataset is usually considered an easy task in the Image Retrieval
context. The MSRC dataset is mainly used in the object recognition domain,
as the pictures usually contain one object “captured” from a particular point
of view (front, side, rear, etc.) or at most more objects of the same type. The
Caltech-256 dataset is also widely used in object recognition, and it can be con-
sidered a more difficult task than the one represented in the MSRC dataset: the
semantic concepts in the Caltech dataset are more loosely related to the image
content. As example, the class “marriages” contains images of newlyweds as well
as images of wedding cakes.

4.2 Experimental Setup

In order to test the performances of the proposed approaches, 500 query images
fromCaltech-256 dataset have been randomly extracted, so that they cover all the
semantic classes. For theWANG andMSRC datasets, each image is used as query.
Relevance feedback is performed by marking images belonging to the same class
of the query as relevant, and all other images in the pool of k to-be-labelled im-
ages as non-relevant. Performance is evaluated in terms of mean average precision
taking into account all the relevant images as they are ordered by the classifier.

1 http://www.vision.caltech.edu/Image_Datasets/Caltech256/
2 http://wang.ist.psu.edu/docs/related.shtml
3 http://research.microsoft.com/downloads

http://www.vision.caltech.edu/Image_Datasets/Caltech256/
http://wang.ist.psu.edu/docs/related.shtml
http://research.microsoft.com/downloads
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Fig. 2. Average Precision for 5 rounds of relevance feedback
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In order to choose the most suitable values of the parameters α and β, a number
of preliminary experiments have been performed. Accordingly, it has been fixed
the value of β at 10, whereas different values of α have tested, and the related re-
sults are reported for comparison purposes. The relevance score at each image has
been assigned according to Eq. (1), and in the graph it has been referred to as the
Relevance Score, whereas the case α = 1

k has been referred to as α = 0%. For com-
parison purposes, relevance feedback has been also computed by a “pure” SVM
classifier with an RBF kernel and an SVMACTIV E as well. The Active Learning
has been performed according to the approach proposed in [17].

4.3 Results

Figures 2(a), 2(b), and 2(c) show the averageprecision evaluated using theWANG,
the MSRC, and the Caltech datasets, respectively. Observing the Figure 2 it is
quite clear to see how the lines have a quite different trend w.r.t. the value of α.
In fact, the lower the value of α in Figure 2, the better the measured average pre-
cision. The only exception in the above trend can be seen in the case of α = 1

k
(referred to as α = 0%) in Figure 2(a) and (c), where the average precision is
lower than the values obtained with α = 0.25%. The reason of this behavior prob-
ably is due to the fact that only the query is not enough as “seed image” in order
to begin the search. In the case of the WANG and MSRC dataset it is also easy to
see how the lower improvement obtained using the Exploration-Exploitation ap-
proach (α = 0.75%) w.r.t. the method without “Exploration” phase, overcomes
the improvement of the SVMACTIV E w.r.t the “pure” SVM.

5 Conclusion

In this paper the problem of low informative training sets has been faced ex-
ploiting the Nearest Neighbor paradigm in an Exploration-Exploitation task.
The proposed algorithm subdivides the NN approach in two phases: Exploita-
tion and Exploration. In the Exploitation phase a relevance score is assigned to
each image in the database, while in the Exploration phase a certain number
of best scored images is drawn, and by means of a max-min approach based
on the distances among the images, the images that will be shown to the user
to capture her feedback are chosen. The obtained results clearly show that the
bigger the percentage of the images, proposed to the user, the larger is the ob-
tained average precision. According to these results, it is possible to say that the
proposed Exploration-Exploitation approach is able to move the search in areas
of the feature space usually “unexplored”.
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Abstract. A mechanism for describing 3-D local geometries is presented
which is suitable for input into a classifier generator. The objective is to
predict the springback that will occur when Asymmetric Incremental
Sheet Forming (AISF) is applied to sheet metal to produce a desired
shape so that corrective measures can be applied. The springback is
localised hence the desired before shape and the actual after shape are
expressed using the concept of a Local Geometry Matrix (LGMs). The
reported evaluation demonstrates that the LGM idea can be usefully
employed to capture local geometries with respect to individual shapes.

Keywords: Classification, 3-D Surface Modelling, Asymmetric Incre-
mental Sheet Forming.

1 Introduction

An investigation into data mining techniques for identifying correlations between
3-D surfaces, and then to predict likely correlations with respect to “new” 3-D
surfaces is presented1. More specifically, the investigation is directed at predict-
ing the springback that occurs during Asymmetric Incremental Sheet Forming
(AISF); a manufacturing process used to shape sheet metal. The advantages of
AISF are that it is comparatively inexpensive and does not require heating of
the metal (heating introduces potential fracture points and adds an additional
financial overhead). The disadvantage of AISF metal forming is that springback
is introduced into the shape. The AISF process commences with a desired in-
put shape, defined in terms of a set of 3-D coordinates, and produces an output
shape which, as a result of the process, is a “variation” of the desired input shape
because of the springback that has been introduced. The nature of the resulting
output shape can be recorded using an optical measuring system2 to generate a

1 The research leading to these results has received funding from the European Union
Seventh Framework Programme (FP7/2007-2013) under grant agreement number
266208.

2 In our case the GOM (Gesellschaft fr Optische Messtechnik) optical measuring tool
produced by GOM mbH was used.

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 366–379, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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second set of 3-D coordinates. Thus we have before and after coordinate clouds
(input and output). Therefore, given a desired shape T , a process P and a result
T ′ we wish to learn the correlation A between T and T ′ so that given a new shape
S we can predict the outcome S′ and consequently attempt to redefine S so as
to minimise the springback. A simple answer to the problem can be expressed
as A = T+T ′

2 . However, the springback introduced by process P is not evenly
spread across the entire output shape; it is conjectured by domain experts that
the nature of the springback may be dependent on a number of factors such as
tool head shape, tool head speed, tool head pitch, lubricant, blank holder, type
of alloy, sheet thickness, sheet size, shape geometry and the forming process
used. However, it is suggested that a key influencing factor is the geometry of
the desired shape. The nature of the springback/correlation between T and T ′

as a result of the process P is localised according to the geometry of T (and by
extension T ′).

The proposed technique uses a grid representation for both T and T ′ so that
by registering and superimposing T ′ over T we can determine the springback
between the two surfaces for each grid point contained in T . We then numerically
define the “local surface” surrounding each grid point in T in terms of the change
in elevation (the z coordinate) of each of the eight neighbouring grid points
compared to the z coordinate of the “centre” grid point. This then gives us a
3× 3 Local Geometry Matrix (LGM) for each grid point. Any given 3-D surface
can then be described in terms of a set of records (one per grid point) such that
each record comprises an LGM. If we describe T in this way and for each record
include an error value e obtained by comparing correlated grid points in T and
T ′ we can produce a “training set” set that can be used to train a classifier. The
fundamental idea is then, given a new shape S, to use the classifier to predict the
springback (S′) so that corrective measures can be applied to S to compensate
for the springback to give S′′ (a corrected definition of S′ to be fed back into
the AISF process).

We evaluated the proposed technique by generating a set of records, using
the process described above, and applying a standard Ten-fold Cross Validation
(TCV) technique where we built the classifiers using nine tenths of the data and
tested on the remaining tenth (using a different tenth as the test set on each
occasion). For the evaluation we used a large and a small flattened square based
pyramid. As will be demonstrated later in this paper the experiments produced
excellent results; a classification best accuracy of 100% was obtained.

The rest of this paper is structured as follows. In section 2 a brief overview of
some related previous work is presented. Sections 3 and 4 describe respectively
our LGM representation and the mechanism for measure deformation between
T and T ′. The processing of the shape representation to produce a training data
set from which classifiers can be generated is described in Section 5. The actual
generation of our desired classifiers is then considered in Section 6, followed by
the evaluation of the proposed technique in Section 7. Finally some conclusions
are presented in Section 8.
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Fig. 1. Asymmetric Incremental Sheet Forming (AISF), the work piece is clamped in
position while the tool head “pushes out” the desired shape, on release springbuck
occurs as a result of which the final shape is not the desired shape

2 Previous Work

When manufacturing parts using AISF a metal sheet is clamped into a holder
and the desired shaped is produced using the continuous movement of a sim-
ple round-headed forming tool. A typical AISF machine is shown in Figure 1.
The forming tool is provided with a “tool path” generated by a CAD model
and the part is “pressed” out according to the co-ordinates of the tool path.
However, due to the nature of the metal used and the manufacturing process,
springback occurs which means that the geometry of the shaped part is different
from the geometry of the desired part, i.e. some deformation is introduced. In
[1] the authors consider a number of products that could potentially be formed
using AISF and demonstrated that the accuracy of the formed part needs to be
improved before this process could be used in a large scale production. In [13]
the authors considered two drawbacks of the AISF process relating to the metal
thickness and the geometric accuracy of the resulting shape.

There has been substantial reported work on dynamic tool path correction in
the context of laser guided tools (see for example [5] and [8]). However, AISF
requires that the tool path is specified in advance rather than as the process
develops. In [2] the authors propose a multi-stage forming technique, i.e. rather
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than a single pass by the machine tool, several are made so that the process can
take into account the deformatiuon that is introduced by springback. As a case
study a square based pyramid shape was considered (similar to those considered
in this paper). From [2] it is interesting to note that the initial geometry with
a corner radius larger than the desired shape and a number of forming stages
produced the least deformation.

For several years the Finite Element Method (FEM) has been used as an
industry standard for calculating the springback of sheet metals in forming
processes [19]. However, the results of FEM calculations are not very accurate
because of the involvement of complex non-linear factors [25]. A data mining
approach is advocated in the paper. Not unexpectedly data mining techniques
have been applied to sheet metal forming. There are many examples of the use
of neural networks to support sheet metal forming [7,14,15,16,18,21,24]. Consid-
ering one example only, in [21] a neural network is trained to predict springback.
Several inputs were used for the neural network to train on, such as thickness,
radius, springback etc. It was observed that the predictions made by the neural
networks were very close to the simulation results. Rule based learning tech-
niques have also been popular. For example in [26] rule based mining is used
to extract knowledge from data generated by Finite Element Analysis (FEA).
A four part knowledge discovery model was proposed that included: (i) product
design and development, (ii) data-collection, (iii) knowledge discovery and (iv)
management and reuse. In the fourth part the extracted knowledge was filtered
with the aim of supporting the design process. Another similar approach was
proposed in [28] for the U-draw bending process where a rule based system was
used to extract knowledge from FEA simulation data. The nature of the material
and various process parameters were used to study their effect on springback.
However, there has been very little reported work on the use of data mining
techniques to address the AISF springback problem as formulated in this pa-
per. The approach proposed advocated in this paper is not only concerned with
extracting knowledge from the sheet metal forming data but also proposing a
classification model to predict and apply it in order to minimise the springback
effect.

3 Grid Representation

The inputs to the proposed procedure are an input “coordinate cloud” Cin (rep-
resenting T ) and an output coordinate cloud Cout (representing T ′). Each coordi-
nate cloud comprises a set of N , (x, y, z) coordinate triples, such that x, y, z ∈ R.
The number of coordinates per cm2 (within the X-Y plane) in each coordinate
cloud varies between 120 points per cm2 to 20 points per cm2 depending on how
the data is generated/collected. The Cin coordinate cloud is typically obtained
from a tool path specification generated using a CAD model, while Cout is col-
lected using an optical measuring system, |Cout| is typically less than |Cin|. Both
coordinate clouds were registered to the same reference origin and orientation.

We first cast Cin into a grid representation (Figure 2) such that each grid
point is defined by a 〈xi, yj〉 coordinate value pair. The number of grid lines is
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defined by some grid spacing d. Each coordinate pair 〈xi, yj〉 in the grid has a z
value calculated by averaging the z values associated with the part of the input
coordinate cloud contained in the d×d grid square centered on the point 〈xi, yj〉
(Figure 3). We then cast the Cout coordinate cloud into the same grid format
so that we end up with two grids, Gin and Gout, describing the before and after
surfaces (T and T ′).

Fig. 2. Example grid referenced to a cen-
tral origin (grid spacing = d)

Fig. 3. Coordinate cloud points associ-
ated with a grid point 〈xi, yj〉

4 Springback Measurement

A simple mechanism for establishing the degree of springbok (e) at a particular
grid point is simply to measure difference between the z values in Gin and Gout

(Figure 4). However, a more accurate measure is to determine the length of the
surface normal from each grid point in Gin to the point where it intersects Gout.
The distance between any two three dimensional points can be calculated using
the point to point Euclidean distance formula:

d =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 (1)

Fig. 4. Cross section at a grid line showing simple vertical springback error calculation
between a before and after shape
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However, application of equation (1) first requires knowledge of the x, y, z coor-
dinates of the point where the normal intersects Gout. With respect to the work
described in this paper we have used the line plane intersection method [9] to
determine the length of the normal between two surfaces. Using this approach
we find the normal to a plane by calculating the cross product of two orthogonal
vectors contained within the plane. Once we have the normal we can calculate
the equation for the line that includes the start and end points of the normal and
then determine the point at which this line cuts Gout. We can then calculate the
length of the normal separating the two planes. The process is as follows (with
reference to Figure 5):

Fig. 5. Error calculation using the line plane intersection method

1. For each grid point in Gin first identify the four neighbouring grid points in
the X and Y planes as shown in Figure 5 (except at edges and corners where
three and two neigbouring grid points will be identified respectively).

2. Define a set of four vectors V = {v1, . . . , v4} = {〈pø, p1〉, 〈pø, p2〉, 〈pø, p3〉,
〈pø, p4〉}, each described in terms of its x-y-z distance from pø (the origin for
the vector system).

3. Using the four vectors in V , four surface normals are calculated, N =
{n1 . . . n4}, by determine the cross product between each pair of vectors:
v1 × v2, v2 × v3, v3 × v4, v4 × v1. Note that to validate a surface normal ni,
the dot product of one of its associated vectors vj and ni must be equal to
zero (ni · vj = 0).

4. For each normal n1 . . . n4 calculate the local plane equation in Gin that in-
cludes Pø (thus using, in turn, points {P1, Pø, P2}, {P2, Pø, P3}, {P3, Pø, P4}
and {P4, Pø, P1}). The plane equation is given by Equation 2.

ax + by + cz + d = 0 (2)

5. For each plane equation identified in (4) determine the parametric equations
(a set of equations/functions which describe the x, y and z coordinates of
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the graph of some line in a plane) [9] of the surface normal as a straight line
according to the identities given in equation 3.

x = a + i(t), y = b + j(t), z = c + k(t) (3)

where t is a constant; a, b and c are the x-y-z coordinates for the point pø;
and i, j and k are the normal components. The constant t is calculated by
substituting the parametric equations in plane equation 2 for x, y and z.

6. Once the parametric equations for each surface normal are found, they are
then used to compute the points of intersection of each normal with Gout.

7. We then use the coordinates for each of the four points of intersection and
pø to calculate the Euclidean distance (the error) between pø and each in-
tersection point to give four error values E = {e1 . . . e4}

8. We now have four error values for each grid point (except at the corners
and edges where we will have two or three respectively), we then find the
“overall” error e simply by computing the average error:

e =

∑i=|E|
i=1 ei
|E| (4)

On completion of the process our input grid, Gin, will comprise a set of (x, y, z)
coordinates describing the N grid points, each with an associated springback
(error) value e.

5 Surface Representation (The Local Geometry Matrix)

In this section we describe how local geometries can be represented using the
concept of a Local Geometry Matrix (LGM). From the foregoing it has already
been noted that the value of e is particularly influenced by the nature of the
geometry of the desired surface (shape). We can model this according to the
change in the δz value of the eight grid points surrounding each grid point. (Of
course along the edges and at the corners of the grid we will have fewer neigh-
bouring grid points). Thus we generate n records (where n is the number of grid
points) each typically comprising nine values, eight δz values and an associate
e value. We, then coarsen the δz values by describing them using qualitative
labels taken from a set L to describe the nature of the “slope” in each of the
eight neighbouring directions. Therefore we can describe |L|8 different “local ge-
ometries” if we take orientation into consideration. Thus if we have a label set
{negative, level, positive} we can describe 38 = 6561 different local geometries.

Example 1. Considering the flattened square based pyramid shape in Figure 6
and a section of the surface, measuring 3 × 3 grid points, covering an edge as
shown, then the z coordinate matrix associated with the grid point might be as
shown in Table 1. The δz values are then calculated by subtracting the centre z
value from each of the surrounding z values in turn. With respect to the exam-
ple the δz matrix result would be as shown in Table 2 (the centre grid reference
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point always has a value of 0). We refer to this matrix as a Local Geometry Ma-
trix (LGM). Assuming L = {negative, level, positive}, and ordering the matrix
elements (grid points) in a clockwise direction from the top left, would give us a
record of the following form where e is the error value associated with the grid
point that the record describes:

(positive, positive, positive, level, negative, negative, negative, level, e)

where e is the error value.

Fig. 6. Square Based Pyramid With Side
Section (Example 1)

Fig. 7. Square Based Pyramid With Cor-
ner Section (Example 2)

Table 1. Z matrix for Example 1

20 20 20

10 10 10

0 0 0

Table 2. LGM for Example 1

10 10 10

0 0 0

-10 -10 -10

Example 2. Again considering a flattened square based pyramid shape but now
looking at a section of the surface, measuring 3 × 3 grid points, located at the
corner of the shape as shown in Figure 7, the z coordinates associated with the
grid point might be as shown in Table 3. The LGM would then be as shown
in Table 4. Again assuming L = {negative, level, positive} the resulting record
would be:

(positive, level, negative, negative, negative, negative, negative, level, e)

The proposed representation can be used to capture all local geometries. Given
a suitable test shapes (in this paper we have used two flattened square based

Table 3. Z matrix for Example 2

20 10 0

10 10 0

0 0 0

Table 4. LGM for Example 2

10 0 -10

0 0 -10

-10 -10 -10
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pyramid shapes, one substantially larger than the other) we can link error values
all the possible geometries. It should be noted that, at least conceptually, the
use of LGMs is akin to the use of Local Binary Patterns (LBPs) as applied in
the context of image texture analysis [12,20].

The set of error values was also discretised using a set of five qualitative labels
each describing a particular sub-range of error values. The five sub-ranges used
were of equal size and designed to encompass the full range of error values from
the recorded minimum to the recorded maximum.

6 Classifier Generation

There are a number of classification mechanisms that can be applied to data,
pre-processed in the manner described above, so as to generate a classifier that
can be applied to unseen data. In the work described here we favour a classifier
that generates rules. Rule base representations offer two principal advantages:

1. Rule representations are intuitive; they are simple to interpret and under-
stand.

2. Because of (1), the validity of rules can easily verified by domain experts.

It is possible to generate rules using many of the available classifier generation
techniques, although some are more suited to rule generation than others. Clas-
sification Association Rule (CAR) generators directly generate rule sets. There
are a number of well established CAR Mining (CARM) algorithms that can be
adopted: examples include CPAR [27], CMAR [17] and TFPC [3,4]. Although
the principle is the same each of these operates in slightly different manner. It
is also fairly straightforward to generate rule sets using decision tree classifiers
such as the ID3 Algorithm [23], C4.5 [22] or the MARS Algorithm [11]. Generat-
ing rules from Neural Network based classification techniques or Support Vector
Machines is less straight forward but can be done [10,6]. In the evaluation sec-
tion (Section 7) we compare the operation of all three of CPAR, CMAR, TFP
and C4.5. Using these algorithms the required input is a set of binary valued at-
tributes. Thus given our representation (see above) we will use |L|×8 attributes.
Thus if |L| = 5 the input training data will comprise 45 columns, 5×8 attributes
plus the class (error) attributes (1× 5).

6.1 Classifier Application

Once we have generated our desired classifier we will wish to apply it to unseen
data, i.e. a new shape S so that we can predict S′. To do this the coordinate
cloud describing S must be expressed in terms of its components in the same
manner as used to define the training data. Thus the coordinate cloud for S
must be expressed as a grid using the same value of d as that used to generate
the classifier, which must then be converted in to a set of records comprising
L × 8 attributes so as to be compatible with the generated classification rule
representation (again there will be some missing data at edges and corners).
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7 Evaluation

This section reports on the outcomes of the evaluation, using a small (S1) and
a large (S2) square based pyramid (similar to that used in [2]), of the proposed
approach. The two pyramids were constructed using the AISF process. In each
case the before cloud was the input to the AISF process. The resulting after
clouds were obtained using a GOM optical measuring tool. The objective of the
evaluations were:

1. To identify the most appropriate value for d, the grid spacing, so as to
maximise the descriptive accuracy of the rules.

2. To identify the most appropriate value for |L|, the number of qualitative la-
bels used to describe local geometries, again so as to maximise the descriptive
accuracy of the rules.

3. To determine the overall effectiveness of the proposed approach, in terms of
classification accuracy.

A range of values for d and |L| were tested; d values from 5 to 20 in steps
of 5 were used (the units are millimeters), and |L| values of 3, 5 and 7. Some
statistics regarding the size of the resulting data sets are presented in Table 5. As
noted above we tested a number of CARM algorithms (CMAR, CPAR, TFPC)
and the C4.5 decision tree classifier. We used Ten-fold Cross Validation (TCV)
throughout.

Table 5. Number of records using a range of values for d (S1 = Small Pyramid, S2 =
Large Pyramid)

d S1 S2

5 756 4833
10 182 1260
15 90 552
20 56 306

The results from the TCV evaluations are presented in Table 6. Best accuracy
figures are highlighted in bold font. From the table the following can be noted:

1. We can predict the springback (error) to a high level of accuracy (best ac-
curacy of 92% for the small pyramid, and 100% for the large pyramid).

2. Decision tree classifier worked the best with respect to both pyramids.
3. A high size of L seems to be beneficial (the best value for |L| was |L| = 7).
4. An argument can be made that a small gird size (d=5 or d=10) is also

beneficial.

The fact that a high value for |L| is beneficial is not suprising because the greater
the value of |L| the more expressive the label descriptors. However, if |L| becomes
too large there are implications for the runtime complexity of the approach;
and, more significantly, may result in “overfitting” of the training data. Overall
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it can be seen that some very good accuracies were obtained and that best
accuracy results were obtained using C4.5. This was a very encouraging result.
The experiments indicate that we can generate classifiers (as demonstrated)
for given shapes, and that this classification approach can provide a sound AI
platform for (say) an Intelligent Process Model (IPM).

Table 6. TCV Classification Results (S1 = Small Pyramid, S2 = Large Pyramid)

|L| = 3 |L| = 5 |L| = 7
d = 5

CMAR CPAR TFPC C4.5 CMAR CPAR TFPC C4.5 CMAR CPAR TFPC C4.5

S1 71.60 63.45 57.91 83.28 70.29 62.70 73.65 88.64 72.56 63.50 75.37 90.38

S2 92.98 - 93.21 97.85 93.31 - 93.06 99.01 95.38 - 93.23 99.52

d = 10
S1 64.67 56.89 67.63 80.28 78.50 77.39 77.05 91.67 79.61 77.94 77.60 91.67

S2 92.38 91.98 92.70 96.35 93.17 91.75 94.21 98.65 93.17 91.35 94.37 99.37

d = 15
S1 73.33 65.56 67.78 77.78 73.33 62.22 70.00 84.44 77.78 67.78 66.67 87.78

S2 93.27 90.91 92.00 96.73 91.64 90.18 91.09 99.09 92.36 90.36 91.45 99.27

d = 20
S1 45.82 59.82 70.00 88.00 56.73 66.55 71.67 90.00 39.82 57.64 71.33 92.00

S2 93.67 95.67 91.24 97.33 92.33 95.00 90.57 99.67 92.67 95.33 92.22 100.0

8 Conclusions and Perspectives

In this paper we have described a mechanism for discovering correlations between
3-D surfaces. More specifically we have described a mechanism for discovering
local correlations between a target shape T and a shape T ′ produced as a result of
the application of an AISF process. We have demonstrated that the mechanism
we have proposed to represent local geometries, using the LGM concept, can be
used to generate accurate classifiers to predict (and consequently apply) errors
in shapes produced using AISF.

Fig. 8. Areas of greatest springback in a flattened square based pyramid shape
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Given the above it is suggested that classification is an appropriate technology
for building Intelligent Process Models (IPMs). However, we believe our current
representation still needs further refinement. Firstly the ranging mechanisms
used to discretize LGM values may not be the most appropriate if we wish
to apply a classifier built using one shape to another type of shape. It may
also be the case that the current representation needs to be augmented with
additional information regarding the proximity of grid points to edges and/or
corners. The reason for this is that it is conjectured that the error magnitude of
the springback increases as we move away from edges (Figure 8). This means that
the errors should be greater in the large pyramid than in the small pyramid. Two
possible mechanisms whereby we may augment our current representation are
suggested. The first involves using two or more d values so that we capture both
the “big picture” as well as the “small picture”. Alternatively we can include an
edge/corner proximity measure (p). Currently we describe shapes using a grid.
For each grid point (except at edges and corners) we have eight surrounding
grid points. We have established that local geometry can be described by the
difference in z values between the center grid points and the surrounding eight
points. In each case this gives a 3× 3 Local Geometry Matrix (LGM) describing
the δz values (with the value 0 at the center representing the grid point). Some
of these LGM configurations will indicate the presence of edges and corners
provided that the grid distance (d) is sufficient to capture this. Given a “bank” of
LGMs describing edge and corner configurations we can use pattern matching to
identify the corners and edges in any given piece. We can then use this knowledge
to determine values for p for each grid point. The long term goal is to produce a
generally applicable classifier that can be applied to any shape (of course other
influencing factors such as material and tool head speed must be kept constant).

Currently errors are defined as the distance along the normal from the before
surface to where it intersects the after surface. We calculate four normals for
each grid point and consequently four error values are obtained. The specific
error associated with a grid point is then the average of these four error values.
To produce a new coordinate cloud, S′′, we can simply reverse these errors. The
reverse errors can either be applied to the grid points or the before coordinate
cloud. If we apply to the cloud and if there is a significant difference between
the error associated with adjacent grid points, we may get a stepping effect
(especially if d is large); in which case some sort of smoothing may be required.
If we apply to the grid coordinates we may not have sufficient points to allow
a new shape to be manufactured. We will therefore need to use small values
of d, d = 1 seems to be a good value. It should also be noted that we believe
that simply reversing the error is unlikely to produce a good S′′, we therefore
propose to apply a factor f to the errors. The intention is that the nature of f
will be dependent on the local geometry as defined so far, but augmented by the
additional work on representing local geometries (as described above) that we
intend to undertake.
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Abstract. In this paper we propose a novel person-identification scheme based 
on gait biometric information in surveillance videos using simple PCA-LDA 
features, and RBF-MLP and SMO-SVM classifier. The experimental evaluation 
on resolution surveillance video images from a publicly available database [1] 
showed that the combined PCA-MLP and LDA-MLP technique turns out to be 
a powerful method for capturing identity specific information from walking gait 
patterns. 
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J48. 

1 Introduction 

Human identification from arbitrary views is a very challenging problem, especially 
when one is walking at a distance. Over the last few years, recognizing identity from 
gait patterns has become a popular area of research in biometrics and computer vision, 
and one of the most successful applications of image analysis and understanding. Also, 
gait recognition is being considered as a next-generation recognition technology, with 
applicability to many civilian and high security environments such as airports, banks, 
military bases, car parks, railway stations etc. For these application scenarios, it is not 
possible to capture the frontal face, and is of low resolution. Hence most of traditional 
approaches used for face recognition fail; however, several studies have shown that 
humans can identify a person from a distance from their gait or the way they walk. 
Even if frontal face is not visible, it is possible to establish the identity of the person 
using certain static and dynamic cues such as from face, ear, walking style, hand 
motion during walking etc. If automatic identification systems can be built based on 
this concept, it will be a great contribution to surveillance and security area. However, 
each of these cues or traits captured from long range low resolution surveillance videos 
on its own are not powerful enough for ascertaining identity. A combination or fusion 
of each of them, along with an automatic processing technique can result in 
satisfactory recognition accuracies. In this paper, we propose usage of full profile 
silhouettes of persons without frontal faces from visible range and infrared range, for 
capturing inherent multi-modality available from static and dynamic cues from the gait 
patterns of the walking human. This also addresses the problems with frontal faces, 
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such as vulnerability to pose, illumination and expression variations. In addition, one 
of the biggest shortcomings of frontal face is; user cooperation is mandatory upon data 
collection. On other hand, long range biometric information from surveillance videos 
captures several biometric traits such as side face, ear, body shape, and gait, which are 
a combination of physiological and behavioral biometrics resulting in robust 
identification approaches. Further, by using certain automatic processing techniques 
for extracting salient features based on multivariate statistical techniques and learning 
classifiers, it is possible to enhance the performance in real world operating scenarios. 
Here, we use simple feature extraction techniques based on principle component 
analysis (PCA) and linear discriminant analysis (LDA) with different types of learning 
classifiers. The experimental evaluation of the scheme on a publicly available CASIA 
[1] database with visible and infra-red gait information shows promising performance 
improvement. 

2 Background 

Current state-of-the-art video surveillance systems, when used for recognizing the 
identity of the person in the scene, cannot perform very well due to low quality video 
or inappropriate processing techniques. Though much progress has been made in the 
past decade on visual based automatic person identification through utilizing different 
biometrics, including face recognition, iris and fingerprint recognition, each of these 
techniques work satisfactorily in highly controlled operating environments such as 
border control or immigration check points, under constrained illumination, pose and 
facial expression variations. To address the next generation security and surveillance 
requirements for not just high security environments, but also day-to-day civilian 
access control applications, we need a robust and invariant biometric trait [3] to 
identify a person for both controlled and uncontrolled operational environments. In 
this case, trait selection can play vital role. According to authors in [4], the 
expectations of next generation identity verification involve addressing issues related 
to application requirements, user concern and integration. Some of the suggestions 
made to address these issues were use of non-intrusive biometric traits, role of soft 
biometrics or dominant primary and non-dominant secondary identifiers and 
importance of novel automatic processing techniques. To conform to these 
recommendations; often there is a need to combine multiple physiological and 
behavioral biometric cues, leading to so called multimodal biometric identification 
system. 

Each of the traits, physiological or behavioral have distinct advantages, for eg; the 
behavioral biometrics can be collected non-obtrusively or even without the 
knowledge of the user. Behavioral data often does not require any special hardware 
(other than low cost off the shelf surveillance camera), so , it is very much cost 
effective. While most behavioral biometrics is not unique enough to provide reliable 
human identification they have been proved to be sufficiently high accurate [5]. Gait, 
is such a powerful behavioral biometric, but on its own it cannot be considered as a 
strong biometric to identify a person. But, if we combine some other equally 
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nonintrusive biometric with gait; it is expected to be strong combination for human 
identification. We have taken profile (side) images containing side face and ear 
biometric traits and used with gait. Here side-face and ear images from the 
physiological component. Both can be collected unobtrusively without user concern 
which is very much important especially in the public surveillance. Let us look at 
some of current as well as traditional biometric identification technologies to put this 
work in perspective. 

For face recognition systems, the performance of 2D face matching systems 
depends on capability of being insensitive of critical factors such as facial expression, 
makeup and aging, but also relies upon extrinsic factors such as illumination 
difference, camera viewpoint, and scene geometry [6]. The 2D face recognition 
systems are vulnerable to pose, and illumination variations. Use of 3D face can make 
systems robust to pose and illumination variations. The state of the art 3D face 
recognition technique using isogeodesic stripes was proposed in [6], 3D face 
recognition from single image using single reference face shape was proposed in [7], 
where researchers proposed a novel method for 3D shape recovery of faces that 
exploits the similarity of faces. It also should be mention that; a number of limitations 
of 3D identification are; not applicable to public surveillance, high costs, and limited 
availability of databases [8]. 

Furthermore, there have been several works reporting use of fingerprints for 
authenticating identity. A fingerprint is made of a number of ridges and valleys on the 
surface of the finger [9]. The uniqueness of a fingerprint can be determined by the 
pattern of ridges and furrows as well as the minutiae points. There are five basic 
fingerprint patterns: arch, tented arch, left loop, right loop and whorl. Loops make up 
60% of all fingerprints, whorls account for 30%, and arches for 10%. Fingerprints are 
usually considered to be unique, with no two fingers having the exact same dermal 
ridge characteristics [9]. In fact, there has been a debate on how stable is the 
uniqueness of fingerprints? Further, due to increasing use of fingerprints for criminal 
identification, there have been cases of abuse [10]. According to most researchers, Iris 
and retina are not changeable, but still not out of limitation. The fail to enroll (FTE) 
rate brings up another important problem. Not all users can use any given biometric 
system. People without hands cannot use fingerprint or hand-based systems. Visually 
impaired people have difficulties using iris or retina based techniques. As not all users 
are able to use a specific biometric system, the authentication system must be 
extended to handle users falling into the FTE category. This can make the resulting 
system more complicated, less secure or more expensive [11]. The authors in [11] 
clearly indentified undeniable limitations for biometric person authentication using 
fingerprint, iris and retina. Same might goes to person authentication using signature, 
some systems may also compare visual images of signatures, but the core of a 
signature biometric system is behavioral, i.e. how it is signed rather than visual, i.e. 
the image of the signature [11]. It means it has limitations of usage with persons with 
disability, and it can’t be applied to authenticate for large population due to 
behavioral nature of the trait. Another possible biometric trait is use of hand 
geometry. In large populations, hand geometry is not suitable for so-called one-to 
many applications, in which a user is identified from his biometric without any other 
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identification [12]. Some extreme biometric traits have also been proposed such as 
use of ear canal. Researchers found that one of the most promising techniques is use 
of multimodality or combination of biometric traits. Using PCA on combined image 
of ear and face, researchers in [6, 13] have found that multi-modal recognition results 
in significant improvement over either individual biometric. But, that has been taken 
into completely control environment. 

Recently, few attempts have been expended on combining various biometrics in a 
bid to improve upon the recognition accuracy of classifiers that are based on a single 
biometric. Some biometric combinations which have been tested include face, 
fingerprint and hand geometry [14]; face, fingerprint and speech [15]; face and iris 
[16]; face and ear [17]; and face and speech [18]. The fusion of face-ear and gait 
however, did not attract much attention from the research community. This could be 
due to difficulty in processing and making sense out of them. 

3 Multimodal Identification Scheme 

For experimental evaluation of our proposed face-gait identification scheme, we used 
CASIA Gait Database collected by Institute of Automation, Chinese Academy of 
Sciences [1]. It is a large multi-view gait database, which is created in January 2005. 
There are more than 300 subjects. We used two different set of data known as dataset 
B and Dataset C. Dataset B was captured from 11 views with normal video camera, 
and 11 different views know as view angles. We used the data captured only in 90 
degree view angle. The dataset C was captured with an infrared (thermal) camera. It 
takes into account four walking conditions: normal walking, slow walking, fast 
walking, and normal walking with a bag. The videos were all captured at night. Figure 
1 shows the sample images in different view angles. 

 

Fig. 1. Sample images 

However, we used 50 subjects with a set of extracted silhouettes from Dataset B 
and another set of extracted silhouettes from Dataset C. Each set consists of 16 
images and in total 1600 images for 100 subjects (people). Figure 2 shows the 
extracted silhouettes from dataset B and C. 
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Fig. 2. Extracted silhouettes  

Further, we extracted the feature vector for each of the dataset separately by suing 
PCA (principal component analysis) and Linear Discriminant Analysis (LDA). And 
classified with different classifiers. So the tests involved PCA-MLP, LDA-MLP, 
PCA-SMO, LDA-SMO, LDA-Naïve Bayes, LDA-J48. Each of them are described 
briefly here. 

3.1 PCA- LDA 

Principle component analysis is a way of identifying patterns in data, and expressing 
the data in such a way as to highlight their similarities and differences. Since patterns 
in data can be hard to find in data of high dimension, where the luxury of graphical 
representation is not available, PCA is a powerful tool for analysing data. The other 
main advantage of PCA is that once we have found these patterns in the data, and we 
can compress the data, e.g. by reducing the number of dimensions, without much loss 
of information. Basically this technique used in image compression [19]. In the image 
analysis it works like; 

X=(x1, x2, x3……N2)……                ……………….(1) 

where the rows of pixels in the image are placed one after the other to form a one 
dimensional image. Each image is N  pixels high by N pixels wide. For each image it 
creates an image vector. And then it counts all the images together in one big image-
matrix like;  

Matrix = (v1, v2, v3……vN)……………       ………… (2) 

On the other hand, the LDA also closely related to principal component analysis 
(PCA) and factor analysis in that they both look for linear combinations of 
variables which best explain the data. LDA explicitly attempts to model the difference 
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between the classes of data. PCA on the other hand does not take into account any 
difference in class, and factor analysis builds the feature combinations based on 
differences rather than similarities. Discriminant analysis is also different from factor 
analysis in that it is not an interdependence technique: a distinction between 
independent variables and dependent variables (also called criterion variables) must 
be made. LDA works when the measurements made on independent variables for 
each observation are continuous quantities. When dealing with categorical 
independent variables, the equivalent technique is discriminant correspondence 
analysis [20].  And in our experiment, LDA shows prominent than PCA. However, 
The Figure 3 shows the extracted feature (Eigen value) using PCA in Dataset B. Next 
Section describes several classifiers we examined. 

 

Fig. 3. PCA Eigen Value extracted from silhouettes 

3.2 MLP 

Multi Layer perceptron (MLP) is a feedforward neural network with one or more 
layers between input and output layer. Feedforward means that data flows in one 
direction from input to output layer (forward). This type of network is trained with the 
backpropagation learning algorithm. MLPs are widely used for pattern classification, 
recognition, prediction and approximation. Multi Layer Perceptron can solve 
problems which are not linearly separable [21]. Figure 4 shows that sample layer 
representation in MLP; 

 

Fig. 4. Perceptron network with three layers [22] 
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The network diagram shown above is a full-connected, three layer, feed-forward, 
perceptron neural network. “Fully connected” means that the output from each input 
and hidden neuron is distributed to all of the neurons in the following layer. “Feed 
forward” means that the values only move from input to hidden to output layers; no 
values are fed back to earlier layers (a Recurrent Network allows values to be fed 
backward) [22]. In our experiment we had 49 input layers, 800 hidden layers (for each 
data set) and 50 output layer. This is basically based on dimension, instance and the 
given class. 

3.3 J48 Classifier 

J48 classifier is same as C4.5 algorithm. It is used to generate a decision tree 
developed by Ross Quinlan. C4.5 is an extension of Quinlan's earlier ID3 algorithm. 
The decision trees generated by C4.5 can be used for classification, and for this 
reason, C4.5 is often referred to as a statistical classifier. It builds decision trees from 
a set of training data in the same way as ID3, using the concept of information 
entropy. The training data is a set S = s1,s2,... of already classified samples. Each 
sample si = x1,x2,... is a vector where x1,x2,... represent attributes or features of the 
sample. The training data is augmented with a vector C = c1,c2,... where 
c1,c2,...represent the class to which each sample belongs [23]. At each node of the 
tree, C4.5 chooses one attribute of the data that most effectively splits its set of 
samples into subsets enriched in one class or the other. Its criterion is the normalized 
information gain (difference in entropy) that results from choosing an attribute  
for splitting the data. The attribute with the highest normalized information gain is 
chosen to make the decision. The C4.5 algorithm then recourses on the smaller  
sub lists [24]. 

3.4 Naïve Bayes Classifier 

A naive Bayes classifier is a simple probabilistic classifier based on applying Bayes' 
theorem with strong (naive) independence assumptions. A more descriptive term for 
the underlying probability model would be "independent feature model". In simple 
terms, a naive Bayes classifier assumes that the presence (or absence) of a particular 
feature of a class is unrelated to the presence (or absence) of any other feature, given 
the class variable. In plain English it works like [23]; 
 

Posterior = (Prior*Likelihood)/Evidence ……            …….. (3) 
 
All model parameters (i.e., class priors and feature probability distributions) can be 
approximated with relative frequencies from the training set. These are maximum 
likelihood estimates of the probabilities. A class prior may be calculated by assuming 
equiprobable classes (i.e., priors = 1 / (number of classes)), or by calculating an  
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estimate for the class probability from the training set (i.e., (prior for a given class) = 
(number of samples in the class) / (total number of samples)). To estimate the 
parameters for a feature's distribution, one must assume a distribution or generate 
nonparametric models for the features from the training set [23]. 

3.5 SMO Classifier 

Finally we examined the SVM classifier with SMO. The Sequential Minimal 
Optimization (SMO) is a simple algorithm in the machine learning area. SMO 
decomposes the overall QP problem into QP sub-problems, using Osuna’s theorem to 
ensure convergence [21]. Unlike the other methods, SMO chooses to solve the 
smallest possible optimization problem at every step. The advantage of SMO lies in 
the fact that solving for multi instance multipliers can be done analytically. In 
addition, SMO requires no extra matrix storage at all. There are two components to 
SMO: an analytic method for solving for the two Lagrange multipliers, and a heuristic 
for choosing which multipliers to optimize [25]. 

                                          (4) 

                                          (5) 

However, the multi instance multipliers must fulfil all of the constraints of the full 
problem. The linear equality constraint causes them to lie on a diagonal line. 
Therefore, one step of SMO must find an optimum of the objective function on a 
diagonal line segment [25]. 
 

 

Fig. 5. Normalized feature vectors 



388 E. Hossain and G. Chetty 

 

4 Experimental Results and Discussion 

Once we normalized the data (Figure 5), we examined different classifiers for their 
recognition accuracy; we examined the performance of difference classifiers using 
different sets of data. Figure 6 shows average recognition rated for different classifiers 
studied. 

 

Fig. 6. Accuracy Difference in Applied Classifiers 

 

For this experiment, we used Dataset C which has been captured on infrared 
camera. For feature extraction we used linear discriminant analysis (LDA) technique. 
The result shows J48 classifier providing poor result in comparison to all other 
classifiers which are around 64%. Further, MLP and SMO show significant 
improvement in classification and they classification accuracy is 94% and 93% 
respectively. Moreover, to compare both dataset B and C we applied PCA-MLP and 
LDA-MLP separately. Figure 7 shows the result of Dataset B with LDA-MLP and 
PCA-MLP. 

The result shows, more than 92% accuracy was achieved by using LDA, whereas, 
only 79.5% accuracy was achieved by using PCA. LDA features providing good 
results as compared to PCA features. Figure 8 shows the result achieved from Dataset 
C Moreover, the results show; that we received more than 94% accuracy with LDA 
features by using MLP classifier, and 83% accuracy with PCA features. These 
experiments show that overall LDA features working much better as compared to 
PCA features, for both Dataset B (Visible) and Dataset C (Infrared). The result shows 
the dataset taken by infrared camera providing 83% and 94% for PCA, LDA 
respectively. 
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Fig. 7. Accuracy differences in PCA-LDA with MLP  

Furthermore, to validate our scheme we applied different folds of cross-validation. 
Cross-validation, sometimes called rotation estimation is a technique for assessing 
how the results of a statistical analysis will generalize to an independent data set. It is 
mainly used in settings where the goal is prediction, and one wants to estimate how 
accurately a predictive model will perform in practice. One round of cross-validation 
involves partitioning a sample of data into complementary subsets, performing the 
analysis on one subset (called the training set), and validating the analysis on the other 
subset (called the validation set or testing set). To reduce variability, multiple rounds 
of cross-validation are performed using different partitions, and the validation results 
are averaged over the rounds [22]. In this experiment we applied 5, 10, 15, 20, and 30 
folds cross-validations. We found that the overall accuracy changing over 
crossvalidation size. Figure 8 shows the result achieved from dataset B. 

 

Fig. 8. Accuracy difference in different folds LDA-MLP with dataset B 
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The result is fluctuating on size of folds. It shows 10 folds provided better result in 
compare to other applied folds. The best result is around 93% with 10 folds and 15 
folds cross-validation given poor result that is around 89% accuracy. However, figure 
9 shows the result in dataset C with different size of cross-validation. 

 

Fig. 9. Accuracy difference in different folds LDA-MLP with Dataset C 

With dataset C,  15 folds provided better result which is around 94.5% and 5 folds 
cross-validation provided 93.3% which the lowest accuracy in this experiment. The 
dimensions of the PCA and LDA features for examining the influence of different 
folds of cross-validation were 49 dimensions. The final set of experiments involved 
influence of different dimensions of PCA and LDA features, as dimensionality can 
affect the speed of the recognition system. For this set of experiments, we fixed 
number of folds for cross validation to 10 folds, as this seems to be optimal from 
Figure 8 and 9. The results are shown in Table 1 here for SMO classifier. As can seen 
in Table 1, the best recognition accuracy is achieved. for dataset C with LDA features 
with 40 dimensions and is of the order of 93.88%. The LDA features perform better 
with lesser dimensions as compared to PCA features. 

To summarize our experimental evolution we can say that; performance depends 
on different parameters, such as type of features, type of classifiers, dimensionality of 
the features and number of cross- validation folds used. As can be seen, for dataset C 
(which has been captured in an infrared camera), the linear discriminant analysis 
(LDA) - Multilayer Percertron (MLP) - 15 folds cross-validation turns to be the best 
combination. 
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Table 1. Influence of dimensionality of PCA-LDA features on the accuracy 
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5 Conclusions and Further Plan 

In this paper we proposed a novel person identification approach based on using 
different type of datasets based on visible and infrared gait images with side or profile 
views, and set of feature extraction and classification techniques Basically we used all 
data which are in 90 degree view angle. Because of 90 degree view angle, all of our 
expected traits (ear, side face, and gait) had clear view. Combination of 
dimensionality reduction approach PCA-LDA with different classifiers we received 
promising results. Significant outcome of this experiment is; for surveillance 
applications infrared camera will work better then normal video camera and that is 
what we proved by our results. 
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Detecting Actions by Integrating Sequential

Symbolic and Sub-symbolic Information
in Human Activity Recognition
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Abstract. Detecting human activities is a challenging field for sequen-
tial algorithms in machine learning and several approaches have already
been proposed. One approach is to make use of the hierarchical structure
of the activities to be classified by subdividing them into more elementary
actions [12]. Alternatively the fusing of additional context information
has been investigated to obtain a more meaningful feature space [10].
Within this work both approaches are pursued by utilizing the layered
architecture proposed by Oliver et al. [13] with the conditioned hidden
Markov model (CHMM) [8]. The model is evaluated using a dataset
containing sequential sub-symbolic information (i.e. the position of body
parts) and symbolic information (i.e. the detected object the person in-
teracts with). The results outperform the classical approach making no
use of the additional symbolic information.

Keywords: Action Recognition, Markov Models, Machine Learning,
Layered Architecture.

1 Introduction

Human activity recognition is an emerging field of research due to the challenges in
variety, complexity and multi-modality of the classes to be detected. The achieve-
ments give insights in handling sparse occurrences in modalities which are also of
interest in other related research fields such as affective computing in which classes
are often only implicitly observable. Since the recognition can be approached from
different directions the methods of resolution are as well very diverse [18,19]. For
instance, Park et al. [14] propose the application of hierarchicalBayesiannetworks.
Static body poses are estimated by a Bayesian network using features of detected
body parts. Based on these poses basic actions are recognized utilizing a dynamic
Bayesian network (e.g. the location and the stretch of the arm). A two-person in-
teraction is then detected by additionally incorporating domain knowledge about
relative poses and event causality. In summary, a complete hierarchical architec-
ture composed of multiple layers using static and sequential models, as well as a
symbolic layer to handle the large variety on the top-most layer is proposed. How-
ever, no objects are involved in this study and the temporal sequence of the obser-
vations is only partially used. Nguyen et al. [12] detect complex behaviors based on

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 394–404, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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composed primitive behaviors which are themselves detected based on movement
trajectories. The behaviors are detected using an extended hierarchical hidden
Markov model (HHMM) [5] which removes the limitation to tree-like structures
and enables the sharing of structures like primitive behavior patterns. The exten-
sion increases the expressiveness, but using a holistic architecture of the HHMM
has the downside that the complete model needs to be retrained in case the set-
ting changes or an additional class is introduced. Furthermore, it is difficult to add
new information to the model in order to improve the detection of levels being high
within the hierarchy. Sung et al. [17] detects human activity by dividing them into
sub-activities. The sub-activities are estimated using a Gaussian mixture model
and then used to train a maximum-entropy Markov model which captures the in-
tuition that activities are composed of consecutive sub-activities. The proposed
approach is inmany aspects similar to theworkpresented.However, Sung et al. [17]
make no use of the temporal characteristics of the sub-activities and do not train a
generic model for a set of sub-activities which occur in different distinct activities
(e.g. pick up). Furthermore, no symbolic context such as the object being manip-
ulated is taken into account. Ben-Arie et al. [1] recognize activities by combing
votes for an activity casted by each body part (i.e. all four limbs and torso). The
intermediate results of the body parts are then combined using sequencing. The
approach can easily be extended by new activities since the lower layer need not
to be re-trained. However, the architecture and fusion approach is rather basic.
Oliver et al. [13] propose a layered hidden Markov model (HMM) architecture to
detect activities such as phone conversation, face to face conversation or presenta-
tion based on atomic events detected by utilizing themodalities: audio (e.g. human
speech, phone ring), video (e.g. nobody present, one person present) and computer
activity (e.g. keyboard or mouse used).Within this architecture the outputs of the
classifiers from the first layer are fed into the consecutive layer of classifiers. Oliver
et al. [13] utilize HMM to detect the classes within a layer and pass crisp class as-
signments to the next layer. Due to the layered architecture every consecutive layer
has a coarser time granularity and increased level of abstraction than the previous
layer. Lower layers can be re-trained to adapt to a new scene while keeping the
more abstract upper layers unchanged. Furthermore, new activities can be added
by training on the already trained lower layers.

The presented work studies the layered architecture proposed by Oliver et
al. [13] but focuses on the first layer in which elementary actions are recognized.
The action recognition follows a new approach in which sequential sub-symbolic
information (i.e the position of body parts) is integrated with the symbolic in-
formation (i.e the recognized object) by a conditioned HMM (CHMM) [8]. The
name of the CHMM is originated from conditioning to the set of nodes consid-
ered as labels. However, in the presented study only the likelihood of the model
is of interest and, therefore, the conditioning is not performed. The CHMM is
inspired by the latent-dynamic conditional random field (LDCRF) proposed by
Morency et al. [11]. In contrast to the LDCRF the CHMM is based on a Bayesian
network. Due to the missing conditioning, the CHMM can be related to the cou-
pled HMM [3]. In the formalism of the coupled HMM a hidden state at time
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Fig. 1. Graphical model of the CHMM. The gray nodes are illustrating the ran-
dom variable y influencing the hidden variables w, which in turn influencing the obser-
vations X shown as dark gray nodes.

step t of one HMM chain is additionally influenced by the hidden state in time
step t − 1 of another HMM chain. However, in comparison to coupled HMM,
the CHMM does not use multiple chains of HMM. Instead, the hidden state of
this model is influenced by an outer cause which is realized by the outcome of
an independent classifier.

The application of the CHMM is studied using a dataset recorded with the
KinectTM camera1 and labeled with six actions on the first layer and four ac-
tivities on the second layer. The sub-symbolic information is extracted from
a skeleton fitted in real-time by the camera while the symbolic information is
obtained by an object recognition performed on the RGB image.

We proceed as follows. Section 2 introduces the concept of the CHMM. The
dataset and the arising problem setting are explained in Section 3 while the
results achieved are summarized in Section 4. Finally, Section 5 draws conclusions
from the results and gives an outlook on future work.

2 Methods

The CHMM extends the HMM by the assumption that the selection of the hidden
states are influenced by an outer cause which is the symbolic information given by
an external classifier [8,7]. The Markov chain of the CHMM is shown in Figure 1
and is composed of a sequence of hidden random variables w = (w1, . . . ,wT )
influencing the sequence of observations X. The hidden variables themselves
are influenced by a sequence of random variables y which are modeling the
aforementioned causes inducing the selection of the hidden random variables.
The model likelihood of the sequence X and y is given by

p(X|y, λ)=
∑
w∈W

p(w1 = w1|y1 = y1,π) ·
( T∏

t=1

p(xt = xt|wt = wt, θ)
)

·
( T∏

t=2

p(wt = wt|wt−1 = wt−1, yt = yt,A)
)
,

1 The KinectTM camera is a novel input device for video games by MicrosoftR©. A more
detailed description of the camera’s properties can be found at
http://www.xbox.com/en-US/Kinect (24/10/2011).

http://www.xbox.com/en-US/Kinect
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where the set W contains all possible states of w and the set λ = {π,A, θ}
holds the set of parameters. The elements of the matrix π ∈ R

|W|×|Y| corre-
spond to the probability to enter a hidden state in the first time step depending
on the random variable y1. The transition probability is parameterized by the
matrix A ∈ R

|W|×|W|×|Y| in which the probability to be in hidden state at the
time step t depends on the former hidden state wt−1 and the current discrete
state yt. The literature suggests different ways to model continuous distribu-
tions. However, among the parameterized distributions the Gaussian mixture
model (GMM) is still frequently used. Within this study we therefore focus on
modeling the emission probability p(xt = xt|wt = j, θ) by a GMM such that
every hidden state j ∈ Wt is modeled by a GMM having K mixture components
θj =

{{φj,k}Kk=1, {μj,k}Kk=1, {Σj,k}Kk=1

}
. The elements of the set θj contains the

mixing components {φj,k}Kk=1, the means {μj,k}Kk=1 and the covariance matrices

{Σj,k}Kk=1. The parameters of the classic HMM are iteratively re-estimated us-
ing the well-known expectation-maximization (EM) algorithm [9,2]. The CHMM
parameters are estimated in the same manner using a slightly modified EM al-
gorithm. Since a detailed description of the algorithm would be out of scope,
only the essential evaluation of forward-backward variables is addressed. For
each time step t and hidden state j the forward variable αt,y(j) and backward
variable βt,y(j) is recursively determined based on the given sequence y using
the equation

αt,y(j)=p(X1..t,wt = j|y1..t)

=p(xt|wt = j)p(X1..t−1,wt = j|y1..t)

=p(xt|wt = j)
∑

i∈Wt−1

p(X1..t−1,wt−1 = i,wt = j|y1..t)

=p(xt|wt = j)
∑

i∈Wt−1

p(X1..t−1,wt−1 = i|y1..t−1)p(wt = j|wt−1 = i, yt)

=p(xt|wt = j)
∑

i∈Wt−1

αt−1,y(i) p(wt = j|wt−1 = i, yt)

and

βt−1,y(j)=p(Xt..T |wt−1 = j,y(t)..T )

=
∑
i∈Wt

p(Xt..T ,wt = i|wt−1 = j,yt..T )

=
∑
i∈Wt

p(X(t+1)..T |wt = i,y(t+1)..T )p(xt|wt = i)p(wt = i|wt−1 = j, yt)

=
∑
i∈Wt

βt,y(i)p(xt|wt = i)p(wt = i|wt−1 = j, yt).
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The start and termination of the recursions are given by

α1,y(j)=p(x1|w1 = j)p(w1 = j|y1)
βT,y(j)=1

β0,y(j)=
∑
i∈W1

β1,y(j)p(x1|w1 = i)p(w1 = i|y1).

To infer the probability for the sequences (X,y) the sum over the forward vari-
able αT,y(i) at time step T can be evaluated

p(X|y)=
∑

i∈WT

αT,y(i)

where αt,y(i) := p(wt = i,X|y) andWt contains all possible states of the hidden
state at time step t. Since the dataset used is rather small, the CHMM has fur-
ther been modified by an additional independence assumption. The conditioned
probability of p(wt = wt|wt−1 = wt−1, yt = yt,A) is divided into two matrices
A ∈ R

|W|×|W| and C ∈ R
|W|×|Y| such that fewer parameters need to be learned.

Furthermore, the parameter q is introduced which forces the parameters of the
matrix C to be more similar using the update formula

Ĉij=
Cq

ij∑
k∈w Cq

kj

.

where i ∈ W and j ∈ Y. Choosing q = 1 will let the matrix C unchanged while
choosing 0 < q < 1 forces the parameters to a uniform distribution. In case
the random variable yt has only one possible state the CHMM is equivalent to
the HMM. If more than one state is given for yt, the CHMM can model com-
plexer distributions having for instance additional context information. Hence,
the CHMM promises to have a more robust behavior to estimate the likelihood
of the observation sequence X. However, the increased flexibility to adapt to
these distributions comes at the expense of additional parameters which need to
be learned from a larger set of trainings-data.

3 Dataset

In the given setting, activities always involve an object and can be subdivided
into the actions: pick up object (PU1), manipulate or hold the object (MA1),
move object to head (TH1), use object close at the head position (HP1), move
object away from head (FH1), lay object back to the table (LB1). For instance,
the activity of eating an apple is composed of the actions: pick up the apple from
the table, moving the apple towards the head, take a bite of the apple, move the
apple from the head and lay the apple back to the table.

The data acquisition was accomplished using the KinectTM camera which is
capable of collecting a RGB image, a corresponding depth map, a bit mask of
tracked users and a fitted skeletons for up to two users. The video data has
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been re-sampled to 10Hz because of varying frame rates. Based on the skeleton
delivered by the camera, a graph is extracted using the position of the head,
shoulders, torso center, hips, elbows and hands, as shown in Figure 2. The feature
vector is then extracted from the graph based on the euclidean distances between
the body parts. Figure 2 illustrates the usage of the hand positions to extract
sub-images of the object the person holds in his hand. Features of these sub-
images are obtained by subdividing the image into a 2 × 2 grid and calculating
for each bag an orientation histogram having 45◦ bins [6].

Based on these features the discrimination of many actions will in principle be
possible. However, two questions arise: can the object detection help to enhance
the classification result of the actions, and can the confusion between similar
actions be reduced? The first question can be exemplified by assuming that the
object at hand is a book. In this case it is rather unlikely that the object will be
moved towards the head. Using the information of the object detection therefore
can prevent a misclassification. The second question, which will not be addressed
in the presented work, is based on the fact that some actions might look similar
but are only likely for certain objects. For instance, the attempt of filling a cup
standing on the table might be confused with laying back an object since both
actions are comprise of a movement towards the table. With the knowledge of
holding for instance an apple, such an action is unlikely to occur.

The dataset contains four different activities which are decomposed into six
actions.

Based on the activities, the objects apple, cup, book, phone and empty hand are
labeled. The object class empty hand is included for later studies. The recorded
activities in the given scenario are only requiring one hand to interact with the
object. The samples of the class empty hand are therefore given by the hand
which is not interacting with the labeled object.

Figure 3 shows the first layer of the architecture. The left-hand side illustrates
the extraction of the symbolic and sub-symbolic sequences y and X. The sub-
images are classified by ν support vector machines (ν-SVM) with probabilistic
outputs [15,16]. They are trained in a one-vs-one manner with a subsequent linear
mapping to the five object classes. The crisp results of the object recognition are
concatenated to form the sequence y. The skeletons delivered by the camera are
processed as described above and concatenated to the sequence X. The right-
hand side shows the CHMM which are trained for each action such that the

Fig. 2. Schema of the upper
part of the skeleton as de-
tected by the Kinect camera.
For each hand a graph (dashed
lines) is extracted with an addi-
tional sub-image based on the po-
sition of the hand.
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Fig. 3. Feature extraction and utilization of the CHMM. The left-hand side
shows the feature extraction. The upper-left part illustrates the extraction of the sym-
bolic features y, while the lower part shows how corresponding sub-symbolic features
are extracted from the skeleton. The right-hand side shows the phalanx of CHMM
processing the sequences. See text for a more details.

decision of the action to be observed is done by comparing the likelihoods (a
uniform prior is assumed for all actions).

4 Results

First the results of the object recognition are presented. Subsequently, the re-
sults of the action recognition are summarized and compared to an alternative,
classical approach. The classification is evaluated using a 3-fold cross-validation
based on parameters optimized by an inner 3-fold cross-validation.

4.1 Object Recognition

The frame-wise F1-measures, recall and precision per class of the testing set are
shown in Table 1. The overall per frame error rate of the five-class problem is
33.1%. The F1-measures indicate that there is no class which is not recognized.
The class performing best is empty hand, followed by apple and cup. The good
result of the class empty hand might be related to the high number of samples
and the simple appearance of the pattern since it is in general not moving. The
class phone has the worst performance which is related to the similarity to the

Table 1. Frame-wise object recognition. Overall error rate achieved is 33.1%. All
results in percent with standard deviation in brackets.

Object Apple Cup Book Phone Empty hand

↑F1 61.60 (2.3) 58.40 (5.1) 49.20 (7.5) 36.10 (3.8) 82.00 (3.1)

↑Recall 56.5 (2.2) 62.6 (6.7) 69.0 (3.0) 31.1 (6.0) 80.4 (4.4)

↑Precision 68.1 (5.7) 54.9 (4.6) 38.5 (8.3) 44.2 (4.0) 83.8 (4.6)
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class book. The object recognition for a complete action sequence is enhanced
by multiplying the probability of each frame decision. The fusion improves the
error rate to 26.2%. The SVM results for the training and development sets are
calculated in a leave-one-out manner in order to avoid over-fitting.

4.2 Action Recognition

Two different experiments have been performed for comparison. Within the first
experiment the architecture using the CHMM, as already explained in the pre-
vious sections, is evaluated. The second experiment replaces the CHMM by a
classical HMM such that the action recognition is done with disregard of the
additional object information.

The parameter search has shown that a CHMM using 5 hidden states and 4
mixture components for the Gaussian mixture model (GMM) and the parameter
p = 10−3 performed best. The results are listed in Table 2a. Each recognition
result is divided into the fields: action correct (AC), action correct/object correct
(AC/OC), action wrong/object correct (AW/OC), action correct/object wrong
(AC/OW), action wrong/object wrong (AW/OW) and object correct (OC). The
fields AC and OC are equivalent to the accuracy of the corresponding recognition
task. While the other shares give insight in the confusion between object and
action recognition. Furthermore, the last column lists the per class F1-measures.
All actions are recognized with a high accuracy above 93.8% (the overall action
recognition error rate is 3.3%).

Table 2. Action and object recognition. All results in percent with standard
deviation in brackets. Highlighted results performed better than in the comparative
experiment. A detailed description can be found in the text.

(a) Performance of the CHMM action and object recognition

Action ↑AC ↑AC/OC ↓AW/OC ↑AC/OW ↓AW/OW ↑OC ↑F1

PU1 99.1(1.6) 77.7(4.0) 0.0(0.0) 21.4(3.4) 0.9 (1.6) 77.7(4.0) 96.70(1.6)
MA1 95.2(4.3) 62.0(11.4) 2.4(2.2) 33.2(15.1) 2.4(2.2) 64.4(13.2) 95.60(4.4)
TH1 98.8(2.1) 68.4(5.9) 1.2(2.1) 30.3(5.7) 0.0(0.0) 69.7(5.7) 97.80(2.0)
HP1 93.8(10.8) 80.6(26.8) 4.2(7.2) 13.2(16.2) 2.1(3.6) 84.7(19.7) 96.60(6.0)
FH1 97.0(5.2) 66.2(16.6) 1.0(1.7) 30.7(12.0) 2.0(3.5) 67.2(15.0) 97.20(2.5)
LB1 95.1(3.6) 79.5(5.9) 2.9(3.0) 15.6(2.3) 2.0(1.7) 82.4(3.7) 96.50(1.7)

(b) Performance of the HMM action and object recognition

Action ↑AC ↑AC/OC ↓AW/OC ↑AC/OW ↓AW/OW ↑OC ↑F1

PU1 99.0(1.7) 76.7(2.4) 1.0(1.7) 22.3(4.0) 0.0(0.0) 77.7 (4.0) 95.50(3.1)
MA1 84.6(10.3) 57.8(14.9) 6.6(4.8) 26.7(11.5) 8.8(5.7) 64.4(13.2) 88.00(9.5)
TH1 98.8(2.1) 68.4(5.9) 1.2(2.1) 30.3(5.7) 0.0(0.0) 69.7(5.7) 98.30(1.9)
HP1 93.8(10.8) 80.6(26.8) 4.2(7.2) 13.2(16.2) 2.1(3.6) 84.7(19.7) 96.60(6.0)
FH1 97.0(5.2) 66.2(16.6) 1.0(1.7) 30.7(12.0) 2.0(3.5) 67.2(15.0) 95.20(2.5)
LB1 96.1(1.7) 80.5(4.1) 1.9(1.7) 15.6(5.0) 2.0(3.4) 82.4(3.7) 97.10(1.3)
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The performance of the proposed architecture is compared with a classical
approach. The CHMM is replaced by a plain HMM such that the action recog-
nition does not make use of the knowledge about the objects the user interacts
with. The best performing HMM used 4 hidden states and 3 mixture components
for the GMM and achieved an overall action recognition error rate of 4.8% on
the test set. The results are listed in Table 2b and are very close to the ones of
the CHMM. According to accuracy AC and further stated by the F1-measure
the action MA1 is performing worse compared to the CHMM. A closer look to
Table 2a shows that the improvement of the CHMM was made in the shares
AC/OC, but also in AC/OW. Since the CHMM learns the action with respect
to the detected objects, the quality of the object recognition is less important
than the consistent behavior. Therefore, the performance of the CHMM can be
explained although the object recognition achieves only an accuracy of 64.4%.
Furthermore, the CHMM outperforms the classical approach with respect to the
F1-measure in detecting the actions PU1 and FH1. However, while PU1 achieves
this results by means of an improved accuracy, the FH1 action only benefits from
the improved recall.

5 Conclusions

Human activity recognition is a challenging task in machine learning [14,12,1].
Promising approaches make use of additional information such as the context of
the scene and hierarchical structuring of the classes to be observed. This work
investigates actions as part of a larger framework to detect activities. The goal
is to extend the action recognition such that not only sequential data of body
part positions can be used but also the recognized class of object the subject
is interacting with. In order to accomplish that task, the application of condi-
tional hidden Markov models (CHMM) has been proposed [8]. The presented
experiment shows an improvement compared to a classical approach using hid-
den Markov models (HMM) in which the additionally information is neglected.
As already stated in Section 3, the additional information about the object is
necessary to resolve the ambiguity of two similar actions (e.g. lay back an object
and start filling a cup) and to prevent the detection of an action which is not
typical for an object (e.g. moving a book towards the head). While the given
dataset addresses the second question, the first ambiguity is not present in the
current dataset. Future work, will aim at augmenting the dataset in order to ad-
dress also the second question, to evaluate the architecture on the second layer
and to introduce an additional layer of reasoning on top of the activity layer.
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Abstract. In this paper, we study the computer recognition of emotions
involved in facial expressions. We propose a recognition system based on
a support vector machine (SVM) system as a classifier for detecting of
spontaneous emotions. Using a face detection algorithm we created the-
face representation. Then, the face texture is encoded with Local Binary
Patterns (LBP) and used as a feature set in emotion recognition. The
presented classifier can be useful a.o. for aggression classification and
automatic emotion exploration.

1 Introduction

Recognizing human emotions is a difficult task. The main reason is that peo-
ple mainly rely on meaning recognition in daily communication. This is why
speech recognition analysis has long-treated emotions contained in speech as
fluctuations or noise. Although integrating speech recognition with emotional
expressions provides important data towards explaining emotion space, progress
in the field of machine perception and machine learning is to recognize emotions
even if emotional expression is unconsciously mixed with the meaning of speech.

Moreover, machine learning approaches to facial expression recognition pro-
vide a unique opportunity to explore the compatibility or incompatibility of dif-
ferent theories of emotion representation. We addressed this issue in the present
paper by comparing human behavioral data to a computer model that was
trained to make a choice between basic expressions plus neutral faces. Thus
emotional experience has been characterized as a set of discrete dimensions cod-
ing activation of specific states, such as defined human emotions. What is more,
the idea of computer emotion recognition systems became eligible since Ekman
et al. [3] introduced the theory, that there are six basic emotions universal for
all people, despite of culture or nation. Those emotions are: joy, sadness, anger,
fear, disgust and surprise.

Facial expressions recognition systems (FERS) are used in many fields starting
with human computer interaction applications such as user mood driven software,
through the medical support in pain detection or newborn children monitoring,
ending with surveillance software, like drivers fatigue detection systems. Although
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emotion recognition is highly applicable, it is still very challenging problem in
computer vision and much effort is put to improve the performance of FERS.

During the last two decades facial expression recognition was an active re-
search topic in the area of computer science. The task of facial expression analy-
sis involves three main phases: face detection, feature extraction and expression
recognition. Many different approaches were proposed for each phase however in
this paper we will only mention few of them to outline the basic idea of emotion
recognition problem. More detailed description of work that was done can be
found in [12], [17]. Face detection is the first stage of facial expression recog-
nition system in which face is to be localized in the input image. Face can be
perceived as an integral object - holistic approach or as a set of facial landmarks
(eyes, mouth, nose) - analytic approach. An example of holistic face represen-
tation can be found in work by Huang [7] who introduced Point Distribution
Model (PDM) based on mean geometry of human face. Moreover, Pantic and
Rothkrantz [13] detected face by analysis of vertical and horizontal projections
as well as skin color segmentation. Analytic face detection was used in work by
Kobayashi and Hara [9] where face region was determined by iris location in
monochrome images, and in Kimura and Yachida [8] who searched for eyes and
mouth corners. Face could be also represented by a set of features for instance
Haar-like features in Viola and Jones [15] algorithm or eigenfaces in the paper
by Essa and Pentland [5] approach. Depending on face representation different
feature extraction techniques are used to describe facial expression. In Pantic
and Rothkrantz [13] face is regarded as a set of points and expression is mea-
sured by displacement of those points in the initial and peak image. Littlewort
et al. [10] used Gabor wavelets to encode facial texture to describe emotion by
appearance features. The Active Appearance Model, introduced by Edwards et
al. [4], combines shape and texture information.

The final stage of the system is the classification task where expression de-
scribed by a set of features is assigned to one of several classes. Emotions are
usually categorized in terms of six basic emotions: anger, sadness, joy, surprise,
disgust and fear, however sometimes there is seventh class included for neutral
expression. Different machine learning methods can be used at this stage for in-
stance: k-nearest neighbors [7], neural networks [9], expert systems [13], support
vector machines (SVM) classifier [14] or boosting algorithms [10].

Main goal of the paper is to computer recognition of human emotions, paying
special attention to the detection of aggression. Using the method introduced
here, face representation was defined by means of the set of points, which are
tracked in the video sequence. Thanks to using the special filter and the devel-
oped coding of a texture, an extraction of face features was made. Then, the use
of the SVM classifier allowed us to detect human emotion in the examined face.
The experimental results showed that the proposed method could analyze and
classify the human emotion efficiently.

The paper is organized as follows: in the second section we provide some
theoretical background about the method used in the proposed system. In the
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Fig. 1. A flowchart of the emotion recognition system

third section, the results of numerical experiments and discussion for proposed
method are given. Finally, conclusions are presented in section 4.

2 Emotion Recognition Problem

The proposed system for emotion recognition consists of three steps, namely:
face detection, feature extraction and emotion recognition (Fig. 1). In the first
step, the input image is processed in order to detect the occurrence of face and
to create face model. Next step includes emotion representation with a set of
well-suited features.

In our system, emotion is described by texture of face region. The last step of
a system is concerned with classification task where detected emotion is assigned
to one of the seven classes (neutral plus six basic emotions). The output of the
system is properly labeled image.

2.1 Facial Detection

Face detection algorithm used in first stage of the system is based on work
by Viola and Jones [15] who proposed a method for rapid object detection.
In this approach image is represented by a set of rectangular Haar-like features
(see Fig. 2), which are calculated by subtracting a sum of pixels covered by white

Fig. 2. Examples of Haar-like features
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Fig. 3. Features detected on face region

rectangle from a sum of pixels covered by gray rectangle. Depending on the type
of feature we can detect different elements in the image.

Two-rectangular features detect contrast between two vertically or horizon-
tally adjacent regions. Three-rectangular features detect contrasted region placed
between two similar regions and four-rectangular features detect similar regions
placed diagonally (Fig. 3). To reduce computational effort put into feature cal-
culation, input image is transformed into integral image in which each pixel is
a sum of pixels above and to the left. Pixels in integral image are calculated by
the formula

ii(x, y) =
∑

x′≤x,y′≤y

i(x′, y′) (1)

where ii(x, y) is integral image and i(x, y) is input image.
Using integral image improves the efficiency of the algorithm because the value

of each rectangle (in terms of Haar-like features) requires up to four pixel refer-
ences. Considering image representation, the number of features is much higher
that number of pixels in the original image. However it was proven, that even
small set of well-chosen features can build a strong classifier for object detec-
tion. Viola and Jones [15] used the Adaboost algorithm which iteratively selects
the most discriminative feature to separate positive and negative examples in
training set. The Viola and Jones [15] method is widely used in the area of face
detection because of its efficiency and robustness.

2.2 Facial Expression Representation

Second stage of the proposed system is concerned with the task of emotion
description by the set of well-chosen features. In this paper, we examine the
significance of texture information in emotion recognition. To encode texture we
use the Local Binary Patterns (LBP) method, proposed originally by Ojala et
al. [11] and later extended by Ahonen [1] and Hadid [6]. The LBP method allows
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Fig. 4. LBP encoding scheme

for transforming the image into a representation, thanks to the application of the
special operator which assigns the value on the basis of a value of the particular
pixel P . The LBP operator is given by

∀n∈N t(n) =

{
1, n ≤ P
0, n > P

(2)

where N is the number of pixels in the neighborhood. Values of pixels from
the neighborhood, making a binary sequence, constitute a code which, when
transformed into the decimal system, is assigned to a pixel.

The classical LBP operator has analyzed the neighborhood with dimensions
3×3, yet the relatively small size of the operator was its basic limitation. For the
purposes of the features extraction, a new kind of LBP operator was adopted here
as well as new dimensions of the neighborhood for the operator, e.g., a circular
neighborhood with radius R and any number of pixels P .

As a result of LBP transformation carried out in this way, binary standards,
coded local primitives of texture, the micro-patterns or textons also called. Ex-
amples of such micro-patterns are as follows: spot, spot/flat, line end, edge,
corner. Sliding window is applied to the face region detected in the previous
stage to transform it into LBP representation (see Fig. 4). Value of each pixel in
the neighborhood is thresholded with the value of the central pixel in the sliding
window.

Neighborhood pixels after thresholding are formed into a binary code and the
decimal value of this code is assigned to the central pixel in the correspond-
ing LBP image. Binary codes are called ’micro-textons’ because they represent
texture primitives such as curved edges, flat or convex areas.

2.3 Emotion Recognition

The last stage of the proposed system is emotion recognition in which the sup-
port vector machine (SVM) [14] with radial based kernel (RBF) function is used
as a classifier. The support vector machine is a machine learning system which
receives labeled training data and transforms it into higher dimensional feature
space. Then separating hyperplane with respect to margin maximization is com-
puted to determine the best separation between classes. The greatest advantage
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Fig. 5. Face detection and representation

of SVM is that even with small set of training data it has good performance in
generalization.

3 Experimental Results

In the proposed system, the algorithm was used for face, eyes and mouth de-
tection. After the acquisition, input image is being searched in order to detect
face. In case of finding more than one face in the image, the biggest one is cho-
sen for emotion analysis. Inversely, when there is no face in the image, further
processing is omitted.

If the face is detected in the image (see Fig. 5), the classifiers for landmark
detections are applied to find mouth, left and right eye. To improve algorithm
efficiency, each landmark is searched in narrowed region, for instance, the left
eye is searched only in upper left region of the detected face. Having locations
of the face and its landmarks, we can form the face representation which is used
in the next stage of the proposed system.

In the second stage of our system, we encode face texture in an analytic way
to use also the spatial information about texture. In order to reduce the size
of feature set, only the parts of the face which are highly involved in emotion
expressions are encoded. Those parts are chin - mouth - cheeks and forehead
eye regions (see Fig. 6). Particular face regions are normalized to the same size,

Fig. 6. Feature extraction scheme
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Table 1. Confusion matrix for emotion classification

% neutral joy sadness surprise anger fear disgust

neutral 61 0 33 0 0 6 0
joy 3 78 3 10 0 3 3

sadness 3 1 91 0 4 1 0
surprise 3 3 3 76 0 12 3
anger 0 2 36 0 51 4 7
fear 2 2 28 4 0 64 0

disgust 0 0 20 0 7 7 64

namely: 90 × 48 for upper region and for lower face region. Next, regions are
divided into grids of sizes: 4× 4 in the lower part, in the upper part. Each patch
in the grid is then encoded with LBP operator.

We apply the basic version of LBP which uses 3× 3 sliding window thus the
range of possible codes are from 0 to 255. The original image texture is described
by 256-bin histogram of the corresponding LBP image. Therefore, the feature
set in our system consists of 36 histograms and particular emotion is described
by 9216 features.

For the purpose of training we used the data contained in the Facial Expression
and Emotion Database (FEED) [16] base (prepared in the framework of the FG-
NET project at the University of Munich), which consists of MPEG video files
with spontaneous emotions recorded. Database contains examples gathered from
18 subjects (9 female and 9 male). What is more, each subject shows particular
emotion three times, thus first two samples are used for training while third is
used for testing.

The proposed system was implemented in the environment of MATLAB using
the Image Processing and Bioinformatics Toolboxes. It was trained with captured
video frames in which the displayed emotion is very representative. Training set
contains 675 images and testing set - 330. Both training and testing sets consist
of images with seven states: neutral, surprise, fear, disgust, sadness, happiness
and anger.

System’s performance was measured with accuracy rate that is the propor-
tion of properly classified images to all images in the test set. Proposed system
recognizes emotions with accuracy rate of 71%. Additionally, the recognition re-
sults were presented by confusion matrix (see Table 1), which not only shows
recognition accuracy of each emotion but also indicates the emotions which are
commonly confused. The best recognition rate was obtained for sadness (91%),
the worst one for anger (51%) that was usually confused with sadness.

A difficult task for applying computer recognition system of facial expression
of emotion, is the detection of human aggression. According to the Facial Action
Coding System Action Unit (FACS AU) recognition, given by Ekman [2], four
AUs describe aggression, namely
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Fig. 7. Facial expressions corresponding to human aggression

1) AU4 lowering eyebrows,
2) AU5 lifting upper eyelids,
3) AU7 tightening of eyelids,
4) AU23 tightening of mouth.

Action Units that describe facial expressions corresponding to aggression are
presented in Fig. 7. The system was trained using 10 video sequences, demon-
strating aggression and 10 sequences expressing other emotions. The set of tests
contained 4 examples, 2 positive cases (aggression) and 2 negative cases (no ag-
gression). In addition, the ability of the method for generalization was checked,
using recordings of the persons, who have not been taken into account in the
process of learning.

Effectiveness in detecting the expression is measured by the correctness recog-
nition coefficient of the received results, namely

R =
number of correctly recognized examples

number of all examples in the test
× 100% (3)

Presented results are in conformity with the tested configurations of the vector
of features. For the analysis of the face points movements trajectory, a vector
was defined, with dimensions of 1000 features, containing the information on
the change in the face geometry in the determined time slice (frames). The
correctness recognition coefficient obtained here is equal to 78%.

The texture of the face was acquired from the most representative frame of
the sequence, where the presented emotion is in the phase of culmination. When
coding the texture with the Gabor filters the system achieved a correctness recog-
nition coefficient of 81%, while when using the LBP method 72%. Combining the
two categories, or the methods describing both the geometry (in the dynamic
take), and the face texture, the tested examples were classified with a correct-
ness recognition coefficient of 82.5%. The overall results of the classification in
different configurations of the vector of features are presented in Table 2.

The ability of the system for generalization was also tested, which here means
the detection of aggression in examples which were not included in the test set
(new persons). In this case vector of features was used which consisted of the



Computer Recognition of Facial Expressions of Emotion 413

Table 2. The overall results of the classification in different configurations of features

Vector of features in time Number of features Correctness recognition
coefficient

Geometrical features 1000 78%

Coding the texture with Gabor 432 000 81%
filter

Coding the texture with LBP 1280 72%
method

Geometrical features in time plus 433 000 80%
Gabor filter

Geometrical features in time plus 2 280 85%
LBP method

geometric-dynamic features as well as the LBP histograms. Two samples (neg-
ative and positive) were presented from four different persons. The system cor-
rectly classified all of them.

4 Conclusion

In this paper, we proposed fully automatic system for spontaneous emotion
recognition. The system consists of 3 stages: face detection, feature extraction
and classification. Firstly, acquired image is processed in order to detect occur-
rence of face and to create its representation with use of Viola and Jones [15]
algorithm. Then, face region is encoded by Local Binary Patterns [11] method
and passed to the SVM classifier for emotion recognition. Our main goal was
to investigate the performance of Local Binary Patterns as a texture descrip-
tor. The system can recognize emotions with accuracy rate of 71% therefore
information encoded in facial texture is significant. The correctness recognition
coefficient of aggression expression is equal to 78%.

In the future, we intend to improve the performance of classifier by reducing
the feature set to contain the most discriminative features for particular emotion
description. Some other classification methods could be considered as well.
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Abstract. Permutation entropy is computationally efficient, robust to
noise, and effective to measure complexity. We used this technique to
quantify the complexity of continuous vital signs recorded from patients
with traumatic brain injury (TBI). Using permutation entropy calculated
from early vital signs (initial 10∼20% of patient hospital stay time), we
built classifiers to predict in-hospital mortality, and mobility measured by
3-month Extended Glasgow Outcome Score (GOSE). Sixty patients with
severe TBI produced a skewed dataset that we evaluated for accuracy,
sensitivity and specificity. With early vital signs data, the overall pre-
diction accuracy achieved 91.67% for mortality, and 76.67% for 3-month
GOSE in testing datasets, using the leave-one-out cross validation. We
also applied Receiver Operating Characteristic analysis to compare clas-
sifiers built from different learning methods. Those results support the
applicability of permutation entropy in analyzing the dynamic behavior
of biomedical time series for early prediction of mortality and long-term
patient outcomes.

1 Introduction

Continuous vital signs (VS), such as heart rate (HR), blood pressure (BP), and
oxygen saturation (SpO2), among others, are sequential assessments of important
physiological functions, providing basic evidence of patients’ status. Because
VS are an early-warning-system of physiologic perturbation, they are usually
recorded hourly in the intensive care unit (ICU) setting. However, in most mod-
ern ICUs, automated electronic instrumentation is gathering these data contin-
uously, and the massive quantities of high-quality data produced create both a
challenge to store, analyze, and interpret and an opportunity to explore novel
advanced analytic methods for predicting outcomes. Such predictive algorithms
can support advanced instrumentation and decision-assist tools that have the
potential to significantly improve clinical outcome for these very ill patients.

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 415–426, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



416 K. Kalpakis et al.

A number of approaches have been suggested for utilization of VS data for
prediction of adverse outcomes. These analyses attempt to discover the intrin-
sic patterns that characterize continuous, multivariate, time-series systems. One
strategy is to embed the time series into higher dimensional space and then
compute various entropies for the elements of the embedded time series. Con-
ventional entropies such as Shannon entropy, Renyi entropy and Tsallis entropy
can be calculated given the distribution of elements of the embedded time se-
ries. The Renyi entropy of a time series has been used to detect spatially varying
multivariate relationships [9] and to study brain injuries [8] and heart rate vari-
ability [4,5]. The Tsallis entropy of the elements of a time series has been used to
monitor brain injuries after cardiac arrests [2, 24], and to improve the accuracy
of gene regulatory networks inference [15].

The initial applications of ordinal pattern and permutation entropy demon-
strate this to be very promising in quantifying and analyzing the dynamic be-
havior of biomedical and other time series. Introduced by Bandt and Pompe [1]
in 2002, permutation entropy is a new measure of complexity of time series,
and extracts qualitative information from non-linear time series. Examples in-
clude identifying temporal gene expression profiles [22], measuring the anesthetic
drug effect from electroencephalograms (EEGs) [13, 17], characterizing brain-
wave data of epileptic patients [14, 18] and sleep EEGs [3, 16], change detection
in dynamic systems [5], and financial time series [23].

In this research effort, we have focused on VS classification. Given a number
of VS sequences and their corresponding outcomes, we want to train a model
to predict the outcome for a new sequence of VS. Permutation-based distribu-
tion estimation is used to calculate the Renyi entropy of the multivariate VS
series, and to predict the in-hospital mortality and the three-month Extended
Glasgow Outcomes Scale (GOSE). The early prediction is achieved by using
the continuous automatically collected and stored electronic VS data collected
in the first 10∼20% of patient hospital stay time. To evaluate the results, we
calculated accuracy, sensitivity, and specificity to quantify the performance of
classifiers, especially for the imbalanced training/testing data sets. The Areas
Under the Curve (AUCs) of the receiver operating characteristic (ROC) are also
used to compare classifiers constructed by different learning methods. Using the
first 3 days’ VS of 5-minute time resolution, overall 91.67% prediction accuracy
for mortality (classifier AUC= 0.84, p < 0.001), and 76.67% accuracy for 3-
month GOSE (classifier AUC=0.71, p = 0.001) were achieved with the testing
data set.

The remainder of this paper is organized as follows. In section 2, we briefly
introduce the permutation entropy and the entropy map that we used for quan-
tifying the characteristics of the dynamic system. In section 3, we describe the
dataset and experiment design. We apply the permutation entropy to predict
mortality and 3-month GOSE, and present experiment results, evaluated by ac-
curacy and the area under the receiver operator characteristic (ROC) curve.
Finally, in section 4, we provide discussions and summary.
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2 Method

2.1 Ordinal Pattern and Permutation Entropy

That the physiological status of living things is dynamic but has identifiable
and repeated patterns is assumed. Likewise, we assume that these patterns will
be different in the healthy, injured, and/or ill individuals and that the patterns
will be discernibly different from each other. For example, the VS of healthy
individuals fall generally within a range of normal, whereas those of patients
suffering from severe traumatic brain injury (TBI) have VS that fall outside
of these norms. For instance, if the patient is also losing blood, blood pressure
(BP) will fall. Heart rate (HR) increases to compensate for the decreased BP to
ensure adequate circulation and oxygenation of the brain, and the increase in HR
usually increases the BP, at least temporarily. If blood loss continues, BP falls,
and clinicians will usually give fluid, including blood, to raise the BP and insure
adequate oxygenation. These changing patterns of HR and BP are accompanied
by changes in intracranial pressure (ICP), cerebral perfusion pressure (CPP),
and so on.

Bandt and Pompe [1] suggested an approach to time series analysis in which
they embedded a continuous timeseries as a symbolic sequence into another
space, a process which they called “permutation entropy.” One major ingredient
of permutation entropy is the ordinal pattern. The ordinal pattern of a sequence
of elements x1, . . . , xn is the permutation (re-arrangement) π = (i1, i2, . . . , in)
that sorts the amplitude values in ascending order so that xi1 ≤ xi2 ≤ . . . ≤ xin .

The order L permutation entropy of a timeseries x1...N is calculated as follows.
Let πt be the ordinal pattern (i.e. the sorting permutation) for the segment
of the timeseries under the sliding window of length L that ends at xt, i.e.
the subsequence xt−L+1, . . . , xt. Let SL = {πk} be the set of all those unique
(alphabet) ordinal patterns πt. To the timeseries x1...N there corresponds the
sequence 〈πt : t = L, . . . , N − L + 1〉 of N − L + 1 ordinal patterns from the
alphabet SL. The entropy of this sequence of ordinal patterns is the permutation
entropy of the timeseries x1...,N . For example, the Shannon permutation entropy
is defined in equation (1),

HL = −
∑
k∈SL

P (πk) log(P (πk)). (1)

where P (πk) is the frequency of πk in the sequence 〈πt〉. In the work presented
here, we use the Renyi entropy with parameter α of the sequence 〈πt〉 defined as

R
(α)
L =

1

1− α
log(

∑
k∈ST

P (πk)
α). (2)

The parameter α in the Renyi entropy acts as a selector of probabilities. It
assigns almost equal weight to each possible probability when α is sufficiently
close to zero. When α is larger, it puts more weights on higher probabilities.
With this property, Renyi entropy can filter out the small probability events,
and better capture the essence of the system.
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2.2 Multivariate Time Series

In real applications, a single variable is generally insufficient to sketch the profile
of complex dynamic systems, because they respond to multiple factors in a non-
linear manner. For example, many VS are used to monitor TBI patient status
– HR, systolic BP (SBP), SpO2, ICP, CPP, etc. Suppose there are M variables.
Given a window size L, vital signs within that window are viewed as one slice of
size M ×L. Figure 1 demonstrates one example of finding ordinal patterns from
a finite sequence of time series. Suppose that there are 3 vital signs (M = 3)
available for inclusion: ICP, HR, and SBP. Let the window size be L = 2. There-
fore, one slice constitutes 6 points, which means that we embed VS in a window
of size 2 into a higher dimension 6. There are two choices to permute in a slice.
The first one considers one slice as one bag. All values in this bag are sorted in
an ascending order. For example, in Figure 1, slice 1 can be written linearly as
the sequence: (ICP)12.36, 14.44; (HR)59.54, 59.48; (SBP)142.0, 138.6. Labeling
each value 1∼6, the values of this sequence can then be sorted into ascending
order by applying a permutation 〈1 2 4 3 6 5〉. Another choice is to sort within
each variable, then concatenate them. For the same example, if we sort ICP,
HR, SBP in slice 1 separately, and concatenate their local permutation index,
we obtain the pattern 〈1 2 2 1 2 1〉. The second method would help keep each
variable isolated even if they may have similar range, and hence maintain the
ordinal patterns from each variable.

142.0 138.6 135.0 133.1 135.1 133.3 · · ·
59.54 59.48 59.16 59.38 60.10 59.62 · · ·
12.36 14.44 14.00 14.80 18.92 18.20 · · ·ICP

HR

SBP

slice 1 slice 2 slice 3

patterns

slice1: 1 2 4 3 6 5

slice2: 1 2 3 4 6 5

slice3: 2 1 4 3 6 5

or

1 2 2 1 2 1

1 2 1 2 2 1

1 2 2 1 2 1

Sort by bag Sort by row

Fig. 1. Illustration of ordinal patterns built by permutation in two ways. The exem-
plary time series snippet comes from 6 points of 5-min smoothed data from one patient.

With the permutation entropy, we can construct a feature for each patient,
and apply the supervised learning methods, such as decision tree, support vec-
tor machines, and discriminant analysis to build models from known outcomes.
Furthermore, instead of using a single feature, we can create a family of features
using different parameters in the entropy calculation. This strategy is more prac-
tical, for the following reasons. First, a family of features will leave the learning
methods to select the most appropriate features with the data provided. This
is always desired since we have limited knowledge to determine optimal window
size and the parameter values for entropy calculation. Besides, using a different
set of parameters may help us find more patterns that exist in other different
spaces.
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2.3 Evaluations

To evaluate results, not only the accuracy, but also the sensitivity, specificity
and ROC analysis are utilized to compare performance of different classifiers.
The ROC is a tool to depict the tradeoff between sensitivity and specificity. One
major reason we adopt the ROC AUC for classifier comparison is that the dataset
is skewed, and the ROC AUC is insensitive to the skewness of data sets [7]. Such
property of ROC curves provides us a way to evaluate the classifiers without
worrying about the datasets from which they were trained. Instead of using one
single point, we can use the instance statistics to produce a full ROC curve by
calculating the class label scores [7]. Provost et al. [20] described a method of
calculating the ROC by assigning a score to each instance that reaches the leaf
of the decision tree. That score is equal to the ration of positive class labels
assigned to that leaf during training. Platt [19] suggested a way of estimating
posterior probability from the output of a support vector machine by fitting a
sigmoid function.

3 Experiments and Results

3.1 Data and Setup

After removal of patient identifiers, continuous, automated electronic VS data
collected over the course of hospitalization from patients with severe TBI were
analyzed using permutation entropy to predict in-hospital mortality and 3-month
GOSE outcomes. These patient data were part of a larger study of prediction
factors after severe TBI that is ongoing at the R Adams Cowley Shock Trauma
Center, Baltimore, Maryland. Our dataset was collected during 2008 and 2009
from 60 sequentially admitted individuals, 9 female and 51 male, 8 of whom died
while in hospital. The average duration of stay in hospital was 16 days (range,
1.5 to 53 days); 52 patients remained in the hospital longer than 1 week; and 27
patients stayed longer than 2 weeks. Among the 52 patients discharged from the
hospital alive, follow-up interviews were carried out at 3 months post-discharge to
assess functional outcomes of patients after treatment in terms of an 8-category
scale [10]: dead, vegetative state, lower severe disability, upper severe disability,
lower moderate disability, upper moderate disability, lower good recovery, and
upper good recovery. Categories 1 to 4 are defined as “unfavorable” (value 1)
and categories 5 to 8 as “favorable” outcomes (value 0). For 3-month GOSE in
our dataset, 25 individuals had “favorable” outcome and 35 had “unfavorable”
outcome, which, for our purposes, give a relatively balanced data set.

The raw, every-6-seconds data were preprocessed to deal with noise due to
unstable attachment of sensors, patients’ movement and missing values. To re-
duce the negative effect of noise, VS data were smoothed in a 5-minute tumbling
window, as previously described [11]. In addition, gaps often occur at the start of
the vital sign sensor placement or because patients were moved between hospi-
tal units (ICU, Operating Room, etc.). Table 1 shows the percentage of missing
points of six selected VS. To utilize all information, we perform some impute
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techniques, by using the k-nearest neighbors’ average as the surrogate values.
Another approach is to use the average values of the VS as the fill-in value.

Determining the optimal selection of VS with which to set up the experiment
parameters can be difficult, that is, which values are optimal for the window size
and the α range of the Renyi entropy. Therefore, our parameters were selected
based on the following considerations. First, a group of VS that are frequently
used in clinical diagnosis were chosen, such as ICP, CPP, SBP, SpO2, etc. Those
VS with the lowest percentage of missing points and missing data were selected
to increase the chances of preserving more patterns, therefore more accurately
characterizing the changing physiologic dynamics. A dataset was also tested for
change of accuracy with and without removing a given vital sign. Correlated or
dependent variables may be included in the dataset for ordinal pattern finding.
However, it will not be redundant to include those variables when the relationship
among those correlated variables are not order preserving. Hence, for simplicity,
the rule of thumb is followed to select VS.

Using the above criteria and tests, a group of five VS were selected (see Ta-
ble 1) and tested iteratively. Then the range of window size was selected for a
block of vital signs among 3, 6, 12, equivalent to VS collection durations 15, of
30 and 60 minutes. In addition, the range for the Renyi entropy parameter α
was selected as 0.1 to 2.0 with step size 0.01.

Table 1. Percentage of available values for selected vital signs

Vital signs
Percentage of available points

First 1 day First 2 days First 3 days All

HR 90.07% 93.05% 94.53% 87.60%
SpO2 87.04% 90.79% 92.38% 85.20%
SBP 88.71% 91.80% 93.23% 81.65%
SI=HR/SBP 88.71% 91.80% 93.23% 81.65%
ICP 68.63% 78.14% 79.81% 37.72%
CPP ∗ 65.69% 74.51% 76.48% 36.45%

∗not included due to its limited contribution to accuracy.

3.2 Prediction for Mortality and 3-Month GOSE

With the above setting, experiments were conducted to predict in-hospital mor-
tality and 3-month GOSE. Since the sample size of 60 instances does not form
a very large dataset, the leave-one-out cross validation method was used for
training and testing.

For each individual patient, a collection of features based on entropy are built
as follows. First, selected VS of a certain length (i.e. 3 days VS) are aligned
by time and filled in for missing values with the k-nearest neighbor imputation
method. Next, given a slice window size L, the VS within a moving window of
length L are sorted in bag and are represented by permutations. Such collection
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of permutations makes an alphabet, where the frequency of each “word” (per-
mutation pattern) is calculated. With a vector of instantiation of parameter α
in the equation (2), a set of entropy values are calculated for the window size
L. Then the second step is repeated for different parameter values for L. So far,
a group of new features are created for individual patients, which are different
measurement of their physiological status complexity. With those features, var-
ious kinds of classification methods are applied to predict outcomes of clinical
interest.

Tables 2a and 2b show confusion matrices and overall accuracy for predicting
mortality and 3-month GOSE. The a priori knowledge is that 13.3% died in
hospital, and 58.3% have unfavorable 3-month GOSE. Using early VS as defined
above, a classification tree built upon permutation entropy achieved 62.50% in
true positive rate (91.67% in overall accuracy) in predicting death, and 82.86%
in true positive rate (76.67% in overall accuracy) in predicting unfavorable cases
for 3-month GOSE, which are all higher than the a priori. This suggests that
the permutation entropy is capable of classifying patients of different physiolog-
ical status, and can handle imbalanced class distribution. On the other hand,
the permutation entropy also demonstrates good performance of prediction us-
ing early VS. This has potential clinical importance in providing medical care
providers with timely prognostic information.

Table 2. Confusion matrices for classification trees built upon features created by
permutation entropy on the testing set

(a) In-hospital mortality
�������True

Predicted First 1 day First 2 days First 3 days
(A) (D) (A) (D) (A) (D)

(A)live 94.23% 5.77% 86.54% 13.46% 96.15% 3.85%
(D)ead 62.50% 37.50% 75.00% 25.00% 37.50% 62.50%

Overall 86.67% 78.33% 91.67%

(b) 3-month GOSE
�������True

Predicted Last 3 days Last 2 days Last 1 day
(G) (B) (G) (B) (G) (B)

(G)ood 68.00% 32.00% 44.00% 56.00% 52.00% 48.00%
(B)ad 17.14% 82.86% 37.14% 62.86% 48.57% 51.43%

Overall 76.67% 55.00% 51.67%

We then applied two other different learning methods, the support vector
machine (SVM) and the quadratic discriminant analysis. The ROC AUC is em-
ployed to assess the performance of different classifiers. As noted above, ROC
graphs depict the tradeoff between sensitivity and specificity for each classifier
in both training and testing data sets, and the AUC measures the probability of
the classifier assigning a higher score to the positive than to the negative case, if
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one positive and one negative case were to be randomly drawn. Figures 2a and
2b show the in-hospital mortality prediction on the training and testing sets,
using the first three days’ VS. Figures 3a and 3b compare prediction power of
three classifiers for 3-month GOSE using the last three days’ VS. Note that the
classifier built by the classification tree has the best discrimination for mortality
prediction on both the training and the testing sets. The classification tree also
has good discrimination capability on the 3-month GOSE outcomes.
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Fig. 2. ROCs of mortality classifiers built by three learning methods, using 3 days
training set

3.3 Baseline

In this section, we compare our results with other models created from clinical
experience to demonstrate that permutation entropy method has stable and
comparable performance.

Many empirical models have been studied and reported to estimate patients’
current and future status. With computer assistance, more statistical metrics can
be calculated from long duration vital signs records. Previous work by our group
[12, 21] on this same dataset studied cumulated dose of ICP > 20mm Hg, CPP
< 60mm Hg and Brain Trauma Index (BTI=CPP/ICP) as features to predict
functional outcomes for patients of severe BTI, using ROC analysis and observed
good predictive power for 3-month GOSE 1-4 (AUC=0.65∼0.75, p < 0.05) [21].

To compare with features built from the permutation entropy, up to 5 features
from the 5 vital signs in Table 1 were selected. Mean values of HR, SpO2, SBP,
shock index (SI=SPB/HR), and ICP were calculated using the first 3 days data
for the in-hospital mortality prediction, and the last 3 days for the 3-month
GOSE. Table 3 compares the performance of classification tree built on features
from the permutation entropy and the top 3 classification trees built on subsets
of features out of total

∑5
k=1 Ck

5 = 31 combinations from the Table 1.
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Fig. 3. ROCs of 3M-GOSE classifiers built by three learning methods, using 3 days
training set

Table 3. Comparison between permutation entropy and baseline models on testing
set

Decision tree Mortality Decision tree 3-month GOSE
features Accu. AUC p-value features Accu. AUC p-value

Entropy 91.67% 0.84 < 0.001 Entropy 76.67% 0.71 0.001
ICP/SPO2/HR 85.00% 0.71 0.057 SPO2/HR 68.33% 0.69 0.005

SBP 81.67% 0.82 < 0.001 SPO2/SBP/HR 65.00% 0.68 0.009
SI/SBP 80.00% 0.78 0.005 SI/SPO2/HR 63.33% 0.67 0.013

It can be observed that the classification tree built upon features created by
the permutation entropy demonstrated better performance in terms of overall
accuracy and values of AUC for both in-hospital mortality and 3-month GOSE
prediction.

4 Conclusion

4.1 Summary

Using a large collection of continuous, automated, electronic patient VS data,
we derived features to quantify the complexity of this dynamic system using
permutation entropy and found that VS features can predict in-hospital mortal-
ity and 3-month GOSE, despite a skewed dataset from relatively few instances.
These features created by permutation entropy demonstrated promising results.
Among 13.3% deaths (58.3% unfavorable cases), we observed 91.67% overall
accuracy (62.5% for deaths) for in-hospital mortality prediction, and 76.67% in
3-month GOSE prediction (82.86% for bad outcomes). In comparison with other
classifiers on the same dataset, permutation entropy predicted in-hospital mor-
tality and 3-month GOSE with greater accuracy and area under the receiver
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operating characteristic curves (ROC AUC=0.84, p < 0.001 for mortality, and
ROC AUC=0.71, p = 0.001 for 3-month GOSE on testing sets).

Permutation entropy is capable of capturing the essentials of dynamic systems
described by time series, which can be used to create interpretable decision rules.
The capability that this method displays in our study to identify within the first
12 hours of care changes in VS associate with long-term outcome, offers clinicians
the potential for early interventions, which may improve outcome.

4.2 Future Work

In this study, we used features created by permutation entropy to compare the
capabilities of this technique with AUC in prediction of outcome. The accuracy
of the prediction models can be improved by including extra descriptive features,
such as those features studied in comparison. Furthermore, patients can be cat-
egorized into refined subgroups, for which more specific models can be built by
categorizing by age or types of injury.

Higher frequency data can be used to enhance early prediction. Optimal cal-
culation of entropy requires time series of sufficient length for a reasonable es-
timation of ordinal pattern distribution. Using higher frequency data, such as
waveform data, permutation entropy may be able to create features to describe
the system complexity in earlier time series, such as the first 12 hours in the
hospital.

4.3 Clinical Implication

Access to valid clinical prognosis is important in the first 72 hours of care among
a group of patients typically hospitalized for several weeks. However, the overall
mean time to death for people who died of TBI in our system is 24 hours [6].
Our long-term goal in this work is to provide the critical care team with access
to valid clinical prognosis in the first 12 hours after hospital admission and even,
if possible, during pre-hospital care and transport, maximizing the potential for
timely therapeutic interventions that can save lives and, more importantly, im-
prove long-term clinical outcome.
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Abstract. The diagnosis of epilepsy from EEG signals by a human scorer is a 
very time consuming and costly task considering the large number of epileptic 
patients admitted to the hospitals and the large amount of data needs to be 
scored. In this paper, a hybrid method called adaptive particle swarm negative 
selection (APSNS) was introduced to automate the process of epileptic seizures 
detection in EEG signals. In the proposed method, an adaptive negative selec-
tion creates a set of artificial lymphocytes (ALCs) that are tolerant to normal 
patterns. However, the particle swarm optimization (PSO) algorithm forces 
these ALCs to explore the space of epileptic signals and maintain diversity and 
generality among them. The EEG signals were analyzed using discrete wavelet 
transform (DWT) to extract the most important information needed for decision 
making. The features extracted have been used to investigate the performance 
of the proposed APSNS algorithm in classifying the EEG signals. The Experi-
mental results confirm effectiveness and stability of the proposed method. Its 
classification accuracy outperforms many of the methods in the literature. 

Keywords: Electroencephalogram, epileptic seizure, discrete wavelet trans-
form, machine learning, particle swarm optimization, artificial immune system. 

1 Introduction 

Brain activity can be measured in a variety of ways such as Magneto Encephalogram 
(MEG), optical images, and Electroencephalogram (EEG) signals. The EEG signal is 
a highly complex signal represents the electrical activity of the brain. In the last dec-
ades, the EEG has been intensively studied due to it conveys valuable clinical infor-
mation used to study brain function and neurological disorders. Thus, the EEG has 
long been an important clinical tool in diagnosing, monitoring and managing neuro-
logical disorders, especially those related to epilepsy [1-3]. Epileptic seizures are 
caused by temporary electrical disturbance of the brain.  Seizures may go unnoticed, 
depending on their presentation, but sometimes may be confused with other events, 
such as a stroke, which can also cause falls or migraines. The occurrence of a seizure 
seems unpredictable and its course of action is still very poorly understood. Research 
is needed for better understanding of the mechanisms causing epileptic disorders. 
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Careful analysis of the EEG records could provide valuable insight into this wide-
spread brain disorder [4, 5]. 

When diagnosed properly, many cases of epilepsy can be controlled effectively by 
medications or surgical treatments. In the case of surgical treatments, patients undergo 
long presurgical evaluations. During this period, large numbers of multi-channel EEG 
recordings are acquired for locating the epileptic part of the brain to be removed dur-
ing the surgery [6, 7]. Clearly, analysis of the recorded EEG based on visual inspec-
tion is a very time consuming and costly task. In some other cases, individuals with 
epilepsy have seizures that are uncontrollable. Recently, methods have started being 
developed for medically resistant epilepsy. In these methods, a local therapy such as 
direct electrical stimulation or chemical infusions is delivered to the affected regions 
of the brain in order to avoid the onset of a seizure. Detection of seizures automatical-
ly forms an integral part of such methods [7, 8]. 

With the above premises, there is a great need for development of automated sys-
tems to recognize EEG changes. Therefore, tremendous effort has long been devoted 
by researchers for solving this problem and various methods have been presented in 
the literature. Mostly, these approaches coming from the area of artificial intelligence 
(AI) such as artificial neural networks [4-7, 9-11], adaptive neuro-fuzzy inference 
system [12-14] , support vector machine [3, 15-17] , decision tree [18, 19], and artifi-
cial immune system [20]. As it can be seen in above mentioned studies, the features 
that characterize the behavior of the EEG signals are extracted using techniques such 
as fourier transform, autoregressive, wavelet transform, and eigenvector methods. 

However, algorithms involving artificial immune systems (AIS) have not been 
widely explored in the field of EEG-based medical diagnosis. Only few studies exists 
in the literature such as Polat and Güneş [20] in which artificial immune recognition 
system (AIRS) algorithm was applied for EEG signals classification. Therefore, in-
vestigating the performance of other AIS algorithms such as the negative selection 
algorithm (NSA) is of great importance. In this study, an adaptive NSA was hybri-
dized with the particle swarm optimization (PSO) algorithm to introduce a novel  
method named adaptive particle swarm negative selection (APSNS) algorithm. The 
performance of the proposed algorithm in classifying the EEG signals was evaluated 
using features extracted by discrete wavelet transform (DWT). 

2 Artificial Immune Systems 

In the 1990s, artificial immune systems (AIS) emerged as a new computational re-
search field inspired by the simulated biological behavior of the natural immune sys-
tem (NIS). The NIS is a very complex biological network with rapid and effective 
mechanisms for defending the body against a specific foreign body material or a pa-
thogenic material called antigen [21]. During the reactions, the adaptive immune sys-
tem memorizes the characteristic of the encountered antigen by producing plasma or 
memory cells. The obtained memory promotes a rapid response of the adaptive im-
mune system to future exposure to the same antigen [22]. In order to respond only to 
antigen, the immune system distinguishes between what is normal (self) and foreign 
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(non-self or antigen) in the body. The NIS is made up of lymphocytes, which are 
white blood cells circulate throughout the body, mainly of two types, namely B-cells 
and T-cells. These cells play the main role in the process of recognizing and destroy-
ing antigens [23]. 

Both T-cell and B-cell are created in the bone marrow and they have receptor mo-
lecules on their surfaces (the B-cell receptor molecule is also known as antibody). The 
way B-cells and T-cells can identify a specific antigen is called a key and key hole 
relationship as explained in Fig.1 [21]. In this case, the antigen and the receptor mole-
cule have complementary shapes and so they can bind together with a certain binding 
strength, measured as affinity. After a binding between an antibody’s paratope and an 
antigen’s epitope, an antigen-antibody-complex is formed which results in de-
activation of the antigen. The B-cell is already mature after creation in the bone mar-
row, whereas the T-cell first becomes mature in the thymus. A T-cell becomes mature 
if and only if it does not have receptors that bind with molecules that represent self 
cells. Consequently, it is very important that the T-cell can differentiate between self 
and non-self cells [24]. 

The AIS as defined by de Castro and Timmis [25] are: “Adaptive systems inspired 
by theoretical immunology and observed immune functions, principles and models, 
which are applied to problem solving”. The AIS are one of many types of algorithms 
inspired by biological systems, such as neural networks, evolutionary algorithms and 
swarm intelligence. There are many different types of algorithms within AIS and 
research to date has focused primarily on the theories of immune networks, clonal 
selection and negative selection. These theories have been abstracted into various 
algorithms and applied to a wide variety of application areas such as anomaly detec-
tion, pattern recognition, learning, and robotics [26]. 

The negative selection algorithm (NSA) introduced by Forrest et al. in 1994 [27] 
inspired by the mature T-cells of the natural immune system; which are self-tolerant, 
that is mature T-cells have the ability to distinguish between self cells and for-
eign/non-self cells. The NSA uses a set of self patterns to train a set of artificial lym-
phocytes (ALCs) to be self-tolerant. These ALCs are applied as detectors to classify 
new data as self or non-self [25]. In NSA, any generated ALC is added to the self-
tolerant set if the calculated affinity between the ALC and all self patterns is higher 
than a specified affinity threshold. The algorithm is summarized as in Alg.1. 

 

Fig. 1. Antibody-antigen complex 
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Alg.1. Negative selection algorithm 

Create an empty set of self-tolerant ALCs as C; 
Determine the training set of self patterns as ZS; 
Repeat 

Randomly generate an ALC, ci; 
Calculate the affinity between ci and each pattern in ZS; 

If the calculated affinity with at least one pattern in ZS is lower than the affinity 
threshold, then reject ci;  
Otherwise add ci to set C; 

Until size of C equals some predefined number; 

3 Particle Swarm optimization 

The particle swarm optimization (PSO) algorithm was originally designed by Kenne-
dy and Eberhart in 1995 [28]. The idea was inspired by the social behavior of flocking 
organisms. It belongs to the broad class of stochastic optimization algorithms that 
may be used to find optimal (or near optimal) solutions to numerical and qualitative 
problems. PSO uses a population (swarm) of individuals (particles) to probe promis-
ing regions of the search space. Each particle moves in the search space with a veloci-
ty that is dynamically adjusted according to its own flying experience and its compa-
nions flying experience and retains the best position it ever encountered in memory. 
The best position ever encountered by all particles of the swarm is also communicated 
to all particles [29]. 

The popular form of the PSO algorithm is defined as: 

 1 1 2 2( 1) * ( ) ( ( ) ( )) ( ( ) ( ))id id id id d idv t w v t c r pbest t x t c r gbest t x t+ = + − + −  (1) 

 ( 1) ( ) ( 1)id id idx t x t v t+ = + +  (2) 

where vid is the velocity of particle i along dimension d, xid is the position of particle i 
in d, c1 is a weight applied to the cognitive learning portion, and c2 is a similar weight 
applied to the influence of the social learning portion. r1 and r2 are separately generat-
ed random number in the range of zero and one. pbestid is the previous best location of 
particle i. gbestd is the best location found by the entire population. w is the inertia 
weight. Velocity values must be within a range defined by two parameters -vmax and 
vmax. The PSO with the inertia weight in the range (0.9, 1.2) on average have a better 
performance. To get a better searching pattern between global exploration and local 
exploitation, researchers recommended decreasing w over time from a maximal value 
wmax to a minimal value wmin linearly [30, 31]. 

 minmax
max

max

w w
w w t

t

−
= − ∗  (3) 
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where, tmax is the maximum number of iterations allowed and t is the current iteration 
number. 

4 Materials and Methods 

4.1 EEG Data 

The present work used the publicly available EEG data described by Andrzejak et al. 
[32]. In this dataset, all EEG signals were recorded with the same 128-channel am-
plifier system, using an average common reference. The analog data were digitized at 
173.61 samples per second by a 12 bit A/D resolution with band-pass filter settings of 
0.53-40 Hz (12 dB/oct). The complete dataset contains five different sets (denoted A-
E), each containing 100 single channel EEG segments of 23.6 sec. duration. These 
signals were selected and cut out from continuous multi-channel EEG recordings after 
removing artifacts caused due to eye movements, scalp muscular activity and power 
line interference. 

Signals in sets A and B have been recorded from five healthy volunteers through 
external surface electrodes using the international 10–20 electrode placement scheme. 
The volunteers were relaxed in an awake state with eyes open (set A) and closed (set 
B). The EEG archive of presurgical diagnosis was used to originate sets C, D and E. 
EEG recordings taken from five patients using intracranial electrodes were selected. 
All patients had achieved complete seizure control after resection of one of the hippo-
campal formations, which was therefore correctly diagnosed to be the epileptogenic 
zone. Segments in sets C and D were measured in seizure free intervals from within 
the epileptogenic zone and opposite the epileptogenic zone of the brain, respectively. 
Set E were obtained from within the epileptogenic zone during seizure activity. Fig.2 
shows typical EEG segments, one from each category. 

 

  
 

Fig. 2. Samples of five different sets of EEG data 
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4.2 Discrete Wavelet Transform: Feature Extraction 

Discrete wavelet transform (DWT) has been particularly successful in the area of 
epileptic seizure detection due to its ability to capture transient features and localize 
them in both time and frequency domains accurately [9]. The DWT analyzes the sig-
nal s(n) at different frequency bands by decomposing the signal into an approximation 
and detail information using two sets of functions known as scaling functions and 
wavelet functions, which are associated with low-pass g(n) and high-pass h(n) filters, 
respectively. Fig.3 shows the decomposition process of DWT. 

When the DWT is used to analyze the signals, two important aspects should be 
considered: the number of decomposition levels and the type of wavelet. The decom-
position levels number is selected based on the dominant frequency components of 
the signal. According to Subasi [10], the levels are selected such that those parts of 
the signal that correlate well with the frequencies required for the signal classification 
are retained in the wavelet coefficients. Therefore, level 4 wavelet decomposition was 
selected in the present study. Accordingly, the EEG signals have been decomposed 
into the details D1-D4 and one final approximation, A4. Table 1 shows the ranges of 
the various frequency bands of EEG data used. The smoothing feature of the Daube-
chies wavelet of order 2 (db2) made it more suitable to detect changes of EEG signals 
[12]. In this research, the db2 has been used to compute the wavelet coefficients of the 
EEG signals. 

 

Fig. 3. Sub-band decomposition of DWT 

Table 1. different decomposition levels Frequencies of db2 wavelet for the EEG dataset 

Decomposed signal Frequency range (Hz) 
D1 43.4-86.8 
D2 21.7-43.4 
D3 10.8-21.7 
D4 5.4-10.8 
A4 0.0-05.4 

 
The computed coefficients of discrete wavelet provide a compact representation 

that shows the energy distribution of the signal in time and frequency. In order to 
further decrease dimensionality of the extracted feature vectors, statistics over the set 
of the wavelet coefficients are used [12]. The following statistical features were used 
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to represent the time-frequency distribution of the EEG signals: Maximum, Mini-
mum, Mean, and Standard deviation of the wavelet coefficients in each sub-band. 

4.3 Adaptive Particle Swarm Negative Selection: EEG Classification 

Adaptive particle swarm negative selection (APSNS) algorithm is a hybrid method 
based on PSO and negative selection algorithms. It has been introduced in this re-
search to classify EEG signals for diagnosis purposes. In APSNS, all patterns are 
represented in space as real-valued vector and Euclidean distance is used as the affini-
ty measure. Each ALC has its own affinity threshold, r, to determine the matching 
with a non-self pattern. The steps of the algorithm are summarized in Alg.2. 

An adaptive negative selection algorithm is proposed to evolve a set of ALCs to be 
self-tolerant, meaning they have the ability not to match any self pattern. Therefore, 
self patterns are used as the training set. The algorithm determines for each ALC its 
affinity threshold, r. To guarantee no overlap with the self, the r of the ALC is set to 
the closest self pattern. However if the value of r is equal to zero, the ALC is replaced 
by a new one. Otherwise, the ALC is considered self-tolerant, and it will classify any 
pattern as non-self if the distance between them is less than r. 

Generally, self-tolerant ALCs do not cover all non-self space. In fact, only some of 
the non-self will be detected and only some of these ALCs will detect non-self pat-
terns. Therefore, the PSO algorithm is used to promote the ALCs in self-tolerant set to 
new status called memory have a high ability to separate the non-self patterns from 
the self. In each run, PSO produces one optimal ALC which is added to the set of 
memory ALCs only if it detects new patterns in non-self training set. 

The objectives of the PSO are to take the ALCs away from self patterns towards 
non-self space and to maintain diversity and generality among the ALCs. Hence, PSO 
needs to maximize: (1) the value of r for the evolved ALC, and (2) the distance be-
tween the new ALC and the ALCs in memory set. This guarantees the lowest average 
overlap between the memory ALCs and forces greater coverage of non-self space. To 
evaluate the quality of an ALC, ci, fitness of ith particle is calculated using the follow-
ing function: 

 
1

( , ) ( ( , ))
2i iFitF M c r DivF M c= +  (4) 

where M is the set of memory ALCs, ci is the ALC which the fitness must be calcu-
lated, and  

 1

( , )

( , )

M

j i
j

i

Ed m c

DivF M c
M

==


 (5) 

where mj is the jth ALC in the memory set and Ed returns Euclidean distance. 
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Alg.2. Adaptive particle swarm negative selection algorithm 

1. Create an empty set of memory ALCs, M 
2. Repeat 

(a) Initialize N particles, X  
(b) For  t= 1 to tmax 

(i) Send X to adaptive negative selection to create self-tolerant ALCs set, C   
(ii) For each particle ci  

(1) Calculate the fitness using Eq. (4) 
(2) Find personal best solution, pbest  

(iii) Find the global best solution, gbest  
(iv) Update each particle using Eq. (1) and (2) 

(c) If gbest detects new patterns then add it to the set M 
3. Until non-self is covered or a maximum number of iterations is reached 

5 Experimental Results 

5.1 Performance Measures 

In medical diagnosis tasks, the common performance measures are sensitivity, speci-
ficity and classification accuracy. The sensitivity is defined by the percentage of cor-
rectly detected epileptic EEG patterns to the total number of patterns in the epileptic 
EEG. On the other hand, specificity is defined by percentage of correctly detected 
normal EEG patterns to the total number of patterns in the normal EEG. Finally, the 
percentage of all correctly classified patterns to the total number of patterns in both 
normal and seizure EEG dataset represent the accuracy. Formally, the performance of 
a diagnostic system is measured as: 

 
TP

Sensitivity
TP FN

=
+

 (6) 

 
TN

Specificity
TN FP

=
+

 (7) 

where TP, TN, FP and FN denote true positives, true negatives, false positives and 
false negatives respectively. 

 1

( )
( )

TZ

Ti
i

T
T

Classify z
Accuracy Z

Z
==


 (8) 

where, ZT is the testing set, zTi is a pattern in ZT to be classified, and Classify (zTi) re-
turns one if zTi classified correctly by the algorithm and zero if not. 
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5.2 Results and Discussion 

The APSNS algorithm was evaluated on the EEG data in order to investigate its per-
formance in detecting the epileptic seizures. In the present study, the sets A and E 
were selected of the complete dataset to represent the normal and epileptic classes 
respectively. In each set of EEG data, there are 100 EEG signals of 4096 samples. 
Each signal is further divided by a rectangular window composed of 256 samples. 
Hence, the dataset was formed of 3200 patterns, i.e., each class has 1600 patterns. The 
DWT coefficients at the fourth level (D1-D3, D4 and A4) were computed for each 
pattern. The statistical features that were calculated over the set of wavelet coeffi-
cients reduced the dimensionality of feature vector to 20. 

In machine learning field, it is common to partition the dataset into two separate 
sets: a training set and a testing set. Additionally, k-fold cross validation is often used 
by the researchers to evaluate the behavior of the algorithm in the bias associated with 
the random sampling of the training data. In this research, the EEG dataset (sets A and 
E) was randomly divided into training-testing as 50-50%, 60-40%, and with 10-fold 
cross validation. The class distribution of the patterns in the training and testing sets 
are summarized in Table 2.  

Table 2. Class distribution of the patterns in the training and testing EEG datasets 

Training-testing dataset partitions 
(%) 

Class Total 
Normal Epileptic 

50-50 Training set  800 800 1600 
Testing set 800 800 1600 

60-40 Training set  960 960 1920 
Testing set 640 640 1280 

10-fold cross 
validation 

Training set  1440 1440 2880 
Testing set 160 160 320 

 
Ten particles (N=10) were trained for 200 iterations (tmax=200) to create the ALCs 

of the memory set. The values of other parameters of APSNS are the following: 
vmax=0.05, c1=2.0, c2=2.0, wmax=0.9, wmin=0.4. Consequentially, the ability of the gen-
erated memory ALCs is tested in order to assess effectiveness of the proposed me-
thod. Table 3 presents the results achieved by APSNS algorithm on the testing set 
with respect to sensitivity, specificity and accuracy in terms of average (Avg) and 
standard deviation (SD) of 10 runs. As it is seen from Table 3, the APSNS classified 
the EEG signals of training-test datasets partitions: 50-50%, 60-40%, and 10-fold 
cross validation with the accuracies of 99.44%, 99.60%, and 99.66% respectively. 
The results show good performance and stable behavior of the proposed method in 
recognizing epileptic and normal activities in the brain. 

A comparison of the proposed algorithm with previous studies in the literature is 
shown in Table 4. Only the studies that used the same EEG dataset with the sets A 
and E are considered. Besides, all results illustrated in Table 4 are according to  
same training-test dataset partition and in terms of classification accuracy. The com-
parison proves the competitiveness of the APSNS algorithm for the epileptic seizures 
diagnosis in EEG signals. 
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Table 3. The values of Average, and SD for sensitivity, specificity, and accuracy of APSNS 
algorithm on EEG signals 

Training-testing dataset 
partitions (%) 

Performance measures (%) 
 Sensitivity Specificity Accuracy 

50-50 Avg 99.69 99.19 99.44 
SD 0.21 0.55 0.23 

60-40 Avg 99.73 99.47 99.60 
SD 0.28 0.45 0.26 

10-fold cross validation Avg 99.63 99.69 99.66 
SD 0.79 0.67 0.45 

Table 4. Comparison of classification accuracy of the APSNS algorithm on EEG signals with 
methods in the literature 

Study Accuracy (%)  
Previous study This study 

Kannathal et al. [13] 92.22 99.60 
Polat and Güneş [18] 98.72 99.66 
Subasi [4] 94.50 99.60 
Polat and Güneş [20] 99.81  99.44  
Chandaka et al. [17] 95.96 99.44 
Übeyli [3] 99.56 99.44 
Kumar et al. [11] 99.75 99.60 
Wang et al. [33] 99.50 99.66 
Nicolaou and Georgiou [16] 93.55 99.60 

6 Conclusion 

The present study introduced a hybrid detection system for automatic diagnosis of 
epileptic seizures in EEG signals. In this system, the diagnosis process is performed in 
two stages: feature extraction using discrete wavelet transform and decision maker 
using adaptive particle swarm negative selection. The ability of the proposed method 
has been evaluated on EEG dataset that have healthy and seizure signals. The results 
reveal that the APSNS shows promising performance for EEG signals discrimination 
compared to other methods in the literature. The proposed system could be an effi-
cient tool to assist the experts by facilitating analysis of a patient’s information and 
reducing the time and effort required to make accurate decisions on their patients. 

Acknowledgment. This research is supported by the Ministry of Higher Education 
(MOHE) and Universiti Teknologi Malaysia (UTM) under Research University Grant 
(VOT Q.J130000.2528.00H71). The authors would like to thank Soft Computing 
Research Group, BioMedical & Insrumentation Electronics Research Group, and 
Hadhramout University of Science and Technology for the support in making this 
study a success.  



 EEG Signals Classification Using a Hybrid Method Based on Negative Selection 437 

 

References 

1. Hapuarachchi, P.: Feature selection and artifact removal in sleep stage classification. Mas-
ter Thesis, University of Waterloo. Canada (2006) 

2. Adeli, H., Zhou, Z., Dadmehr, N.: Analysis of EEG records in an epileptic patient using 
wavelet transform. Journal of Neuroscience Methods 123, 69–87 (2003) 

3. Übeyli, E.D.: Least squares support vector machine employing model-based methods coef-
ficients for analysis of EEG signals. Expert Systems with Applications 37, 233–239 (2010) 

4. Subasi, A.: EEG signal classification using wavelet feature extraction and a mixture of ex-
pert model. Expert Systems with Applications 32, 1084–1093 (2007) 

5. Nigam, V.P., Graupe, D.: A neural-network-based detection of epilepsy. Neurological Re-
search 26, 55–60 (2004) 

6. Ocak, H.: Optimal classification of epileptic seizures in EEG using wavelet analysis and 
genetic algorithm. Signal Processing 88, 1858–1867 (2008) 

7. Patnaik, L.M., Manyam, O.K.: Epileptic EEG detection using neural networks and post-
classification. Computer Methods and Programs in Biomedicine 91, 100–109 (2008) 

8. Gardner, A.B.: A novelty detection approach to seizure analysis from intracranial EEG. 
PhD Thesis, Georgia Institute of Technology. Georgia, United States (2004) 

9. Subasi, A.: Automatic detection of epileptic seizure using dynamic fuzzy neural networks. 
Expert Systems with Applications 31, 320–328 (2006) 

10. Subasi, A.: Epileptic seizure detection using dynamic wavelet network. Expert Systems 
with Applications 29, 343–355 (2005) 

11. Kumar, S.P., Sriraam, N., Benakop, P.G., Jinaga, B.C.: Entropies based detection of epi-
leptic seizures with artificial neural network classifiers. Expert Systems with Applica-
tions 37, 3284–3291 (2010) 

12. Güler, İ., Übeyli, E.D.: Adaptive neuro-fuzzy inference system for classification of EEG 
signals using wavelet coefficients. Journal of Neuroscience Methods 148, 113–121 (2005) 

13. Kannathal, N., Choo, M.L., Acharya, U.R., Sadasivan, P.K.: Entropies for detection of epi-
lepsy in EEG. Computer Methods and Programs in Biomedicine 80, 187–194 (2005) 

14. Übeyli, E.D.: Automatic detection of electroencephalographic changes using adaptive neu-
ro-fuzzy inference system employing Lyapunov exponents. Expert Systems with Applica-
tions 36, 9031–9038 (2009) 

15. Acır, N., Güzeliş, C.: Automatic spike detection in EEG by a two-stage procedure based 
on support vector machines. Computers in Biology and Medicine 34, 561–575 (2004) 

16. Nicolaou, N., Georgiou, J.: Detection of epileptic electroencephalogram based on Permuta-
tion Entropy and Support Vector Machines. Expert Systems with Applications 39,  
202–209 (2012) 

17. Chandaka, S., Chatterjee, A., Munshi, S.: Cross-correlation aided support vector machine 
classifier for classification of EEG signals. Expert Systems with Applications 36,  
1329–1336 (2009) 

18. Polat, K., Güneş, S.: Classification of epileptiform EEG using a hybrid system based on 
decision tree classifier and fast Fourier transform. Applied Mathematics and Computa-
tion 187, 1017–1026 (2007) 

19. Valenti, P., Cazamajou, E., Scarpettini, M., Aizemberg, A., Silva, W., Kochen, S.: Auto-
matic detection of interictal spikes using data mining models. Journal of Neuroscience Me-
thods 150, 105–110 (2006) 

 
 



438 N.O. Ba-Karait, S.M. Shamsuddin, and R. Sudirman 

 

20. Polat, K., Güneş, S.: Artificial immune recognition system with fuzzy resource allocation 
mechanism classifier, principal component analysis and FFT method based new hybrid  
automated identification system for classification of EEG signals. Expert Systems with 
Applications 34, 2039–2048 (2008) 

21. Hur, J.: Multi-robot system control using Artificial Immune System. PhD Thesis, The 
University of Texas at Austin. Texas, United States (2007) 

22. Timmis, J., Hone, A., Stibor, T., Clark, E.: Theoretical advances in artificial immune sys-
tems. Theoretical Computer Science 403, 11–32 (2008) 

23. Timmis, J., Neal, M., Hunt, J.: An artificial immune system for data analysis. Biosys-
tems 55, 143–150 (2000) 

24. Engelbrecht, A.P.: Computational intelligence: an introduction. John Wiley & Sons, Eng-
land (2007) 

25. de Castro, L.N., Timmis, J.: Artificial immune systems: a new computational intelligence 
approach. Springer, London (2002) 

26. Smith, S.L., Timmis, J.: An immune network inspired evolutionary algorithm for the diag-
nosis of Parkinson’s disease. Biosystems 94, 34–46 (2008) 

27. Forrest, S., Perelson, A.S., Allen, L., Cherukuri, R.: Self-nonself discrimination in a com-
puter. In: 1994 IEEE Computer Society Symposium on Research in Security and Privacy, 
Oakland, pp. 202–212 (1994) 

28. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: IEEE International Conference 
on Neural Networks, Perth, pp. 1942–1948 (1995) 

29. Ba-Karait, N.O.S., Shamsuddin, S.M.: Handwritten Digits Recognition using Particle 
Swarm Optimization. In: Second Asia International Conference on Modeling & Simula-
tion, pp. 615–619. IEEE Xplore, Kuala Lumpur (2008) 

30. Eberhart, R.C., Shi, Y.: Particle swarm optimization: developments, applications and re-
sources. In: Proceedings of the 2001 Congress on Evolutionary Computation, Seoul, pp. 
81–86 (2001) 

31. Shi, Y., Eberhart, R.: A modified particle swarm optimizer. In: Proceedings of 1998 IEEE 
International Conference on Evolutionary Computation: IEEE World Congress on Compu-
tational Intelligence, Anchorage, pp. 69–73 (1998) 

32. Andrzejak, R.G., Lehnertz, K., Mormann, F., Rieke, C., David, P., Elger, C.E.: Indications 
of nonlinear deterministic and finite-dimensional structures in time series of brain electric-
al activity: Dependence on recording region and brain state. Physical Review E 64, 061907 
(2001) 

33. Wang, D., Miao, D., Xie, C.: Best basis-based wavelet packet entropy feature extraction 
and hierarchical EEG classification for epileptic detection. Expert Systems with Applica-
tions 38, 14314–14320 (2011) 



DAGSVM vs. DAGKNN: An Experimental Case Study
with Benthic Macroinvertebrate Dataset

Henry Joutsijoki and Martti Juhola

School of Information Sciences
University of Tampere, Kanslerinrinne 1, FI-33014 Tampere, Finland
henry.joutsijoki@uta.fi, csmajuh@sis.uta.fi

Abstract. In this paper we examined the suitability of the Directed Acyclic
Graph Support Vector Machine (DAGSVM) and Directed Acyclic Graph k-Nea-
rest Neighbour (DAGKNN) method in classification of the benthic macroinver-
tebrate samples. We divided our 50 species dataset into five ten species groups
according to their group sizes. We performed extensive experimental tests with
every group, where DAGSVM was tested with seven kernel functions and DAG-
KNN with four measures. Feature selection was made by the scatter method [8].
Results showed that the quadratic and RBF kernel functions were the best ones
and in the case of DAGKNN all measures produced quite similar results. Gener-
ally, the DAGSVM gained higher accuracies than DAGKNN, but still DAGKNN
is a respectable option in benthic macroinvertebrate classification.

Keywords: Directed acyclic graph support vector machine, directed acyclic
graph k-nearest neighbour, machine learning, benthic macroinvertebrates, water
quality, kernel function.

1 Introduction

Biological issues are an important part of the modern society. Different threats are con-
stantly present in our everday life and we need to invent new methods for monitoring
and predicting the state of the surrounding nature. Freshwater areas are a sensitive part
of the environment and changes in it are quickly seen with the naked eye. Illegal dump-
ing, oil emissions and other effluents can be some of the reasons for destruction of the
sensitive fauna in the water systems. How can we investigate the exact consequences of
the human induced actions? Benthic macroinvertebrates live on the bottom of the wa-
terbodies and they quickly react to any changes in the state of the aquatic environment
[18]. This is why the benthic macroinvertebrates are commonly used in biomonitoring.

Benthic macroinvertebrates consist of a large variety of species. One freshwater area
can have dozens of species from many taxonomical groups. Wide diversity of the ben-
thic macroinvertebrates makes their automatic taxa identification a challenging task.
Differences between species can be very small making the automated identification
process even harder from the pattern recognition point of view. Traditional approach
to the identification is human-based when usually biological experts, taxonomists, per-
form the classification. A disadvantage of this approach is that it is time-consuming and,
hence, the costs are high. The main idea is to automatize the classification procedure as
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far as it can be done. Thus, taxonomists and other biologists can focus their attention
from often so routine identification process on more difficult and interesting problems.
Moreover, biological experts can centralize their energy into solving the reasons behind
the changes in the aquatic environments and to find out the solutions for these problems.

The classification of the benthic macroinvertebrates [5,6,7,10,11,12,13,14,17,18] is
a difficult problem. Since the differences can be small between taxonomical groups,
classification requires reliable and efficient methods. For the classification of benthic
macroinvertebrates, the benthic animals are scanned and each scan was saved as an
individual image. The identification of the benthic macroinvertebrates becomes even
harder because they are not imaged in the same position. Moreover, the size and shape
of the benthic macroinvertebrates vary in each image. Data is then heterogeneous and
reflects the diversity of nature.

In this paper we have two aims to solve. Firstly, we want to investigate how Directed
Acyclic Graph Support Vector Machine (DAGSVM) [5,15], a multi-class extension of
SVM [1,2], succeeds in the classification of the benthic macroinvertebrate samples.
Secondly, we present rarely in benthic macroinvertebrate classification used Directed
Acyclic Graph k-Nearest Neighbour method (DAGKNN) and we examine how it works
in this application. In feature selection we use a novel approach called scatter method
[8]. In Section 2 we give a short overview of the SVM in a binary case [2,6,9] and
we introduce DAGSVM [15] and DAGKNN. In Section 3 we describe data and test
arrangements and, moreover, we analyse results. Section 4 is left for the discussion and
further research questions.

2 Methods

2.1 Support Vector Machine

Suppose that we have a training data (x1, y1), . . . , (xl, yl) where xi ∈ R
n are the train-

ing examples and yi ∈ {−1, 1} is the corresponding class label of xi. In the input
space a separating hyperplane is f(x) = 〈w, x〉 + b where w ∈ R

n is a weight vector
and b ∈ R is a bias term. A decision function can now be stated as the sign of the
f(x). If we have a linearly separable training data, we can rescale weight vector and
bias term such that the closest members of both classes lie in the canonical hyperplanes
|〈w, x〉 + b| = 1. In other words the closest training points to the hyperplane are at
the distance of 1

‖w‖ from the hyperplane. Hence, the distance between the canonical

hyperplanes equals 2
‖w‖ . We can maximize the margin by minimizing 1

2‖w‖2 subject to
yi(〈w, xi〉+ b) ≥ 1, i = 1, 2, . . . , l. This optimization problem can be solved by means
of Lagrangian theory. Now, we want to minimize the primal Lagrangian:

min
w,b

LP (w, b,α) =
1

2
‖w‖2 −

l∑
i=1

αi[yi(〈w, xi〉+ b)− 1]

where the Lagrange multipliers αi’s are non-negative. Moreover, LP is maximized
subject to α. By evaluating the derivatives respect to w and b and making a suitable
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resubstitution, we obtain the dual form of the optimization problem. The dual form is
more convenient to solve:

maxLD(α) =

l∑
i=1

αi − 1
2

l∑
i=1

l∑
j=1

αiαjyiyj〈xi, xj〉, (1)

subject to αi ≥ 0 and
∑l

i=1 αiyi = 0. Training examples having positive αi are called
as the support vectors. When we have linearly non-separable problems, we need more
tools. An important factor in SVM theory was the invention to use the kernel trick where
the training examples in the input space are mapped with a nonlinear transformation into
a higher dimensional feature space where the optimal hyperplane can be constructed
again. This method can be justified according to the Cover’s theorem [3]. The difference
between the equation (1) and the feature space version is that in the latter one x is
replaced with φ(x). It is

maxLD(α) =
l∑

i=1

αi − 1
2

l∑
i=1

l∑
j=1

αiαjyiyj〈φ(xi), φ(xj)〉,

subject to 0 ≤ αi ≤ C and
∑l

i=1 αiyi = 0. An important fact is that actually we do not
need to make mapping into a higher dimensional space and compute the inner products
〈φ(xi), φ(xj)〉 there, because we can use kernel function K(xi, xj) = 〈φ(xi), φ(xj)〉.
Now, the decision function can be expressed as a sign of f(x) =

∑l
i=1 αiyiK(x, xi)+b

where αi’s are optimal.

2.2 DAGSVM and DAGKNN

Decision Directed Acyclic Graph (DDAG) is a learning structure introduced by Platt
et al. [15]. DDAG is a graph where there are no cycles and the edges have directions.
The main point for this structure is to combine the binary classifiers to a multi-class
classifier. The classification of a test sample begins at the root node where the classi-
fication continues via the left or right edge depending on the result of a classifier in a
node. In this way we get an evaluation path for the test sample from the root node to the
leaf where the final class label for the test sample exists. In M class case we need only
M − 1 comparisons in order to solve the final class for the test sample.

DDAG structure can also be represented on a list, where every node eliminates one
class from the list. In this approach a test sample is evaluated against the node which is
formed from the first and the last element on a list. A test sample obtains either the class
label i or j from the node and the class label that the classifier gives for a test sample
remains in the list and the other will be removed from the list. Hence, we get the same
result that a test sample needs only M − 1 comparisons in order to solve the final class.
DDAG has M(M−1)

2 nodes where in everyone there is an SVM (or k-NN) classifier.
DAGSVM has some advantages. Firstly, the training phase is similar that of one-vs-one
method and, hence, it is computationally lighter than one-vs-all method. Secondly, the
evaluation phase is fast and we do not need to handle any tie situations, when the order
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of the list (or DDAG) is fixed. DAGKNN uses the same learning structure as the DAG-
SVM but now in the node there is a k-NN classifier instead of an SVM classifier. An
example of a four-class DAGSVM can be found from [5,9]. DAGSVM and DAGKNN
also contain a disadvantage which exists in the graph construction itself. We can form
the list (or DDAG) in different orders. For instance, if we have an M -class classifica-
tion task, the list can be formed up to M ! different orders and each one of these can
produce different results. One of the problems is to find the optimal order. Platt et al.
[15] made some limited experimental tests with different orders and they did not notice
any crucial differences between the results. Because the term M ! grows extremely fast
when M increases, it is in practise impossible (or computationally very heavy) to go
through every possible order. For example, in ten class cases list can be put to 3628800
different orders.

3 Experimental Tests

3.1 Data Description and Test Arrangements

Our dataset has altogether 50 species of benthic macroinvertebrates. Benthic macroin-
vertebrates were scanned three times and the scannings were identified with a label
set1, set2 or set3 [18]. The following preprocessing steps were made according to data
including all scannings. Firstly, we sorted the species in the data into decreasing order
according to their group sizes. Secondly, we divided the species into five disjoint groups
such that the number of samples of each species within a group would be as equal as
possible. More specifically, ten largest species were chosen to group 1 and the next ten
species were chosen to group 2 etc. until the ten smallest classes formed group 5. When
the division was made, the final step was to take the samples from the first scanning
for the classification. This procedure explains why in Tables 1 and 2 the sizes are not
always in a decreasing order. From Tables 1 and 2 the species and their sizes can be
seen. Moreover, from the [5,6,7,10,11,12,17,18] some example images of the benthic
macroinvertebrates can be found.

Table 1. Species and their corresponding number of samples in groups 1, 2 and 3

Group 1 Group 2 Group 3
Species Size Species Size Species Size
Asellus aquaticus 328 Leuctra 176 Micrasema gedium 70
Baetis muticus 290 Limnius volckmari 167 Ceratopogodinae 61
Bithynia tentaculata 292 Baetis rhodani 136 Caenis rivulorum 70
Micrasema setiferum 291 Cheumatopsyche lepida 126 Arctopsyche ladogensis 65
Nemoura 246 Hydropsyche pellucidulla 117 Ephemera mucronata 55
Ephemara aurivillii 236 Ephemera ignita 116 Sericostoma personatum 60
Myxas glutinosa 228 Hydraena 113 Caenis luctuosa 66
Ceratopsyche silfvenii 222 Ameletus inopinatus 113 Pisidium 50
Elmis aenea 185 Callicorixa wollastoni 84 Heptagenia sulphurea 54
Baetis niger 181 Habrophlebia 81 Chimarra marginata 52
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Table 2. Species and their corresponding number of samples in groups 4 and 5

Group 4 Group 5
Species Size Species Size
Tanypodinae 62 Agapetus 24
Leptophlebia 40 Radix balthica 24
Sigas semistriata 39 Gyraulus 20
Ceratopsyche nevae 36 Heptagenia fuscogrissea 19
Lepidostoma hirtum 37 Baetis digitatus 20
Atherix ibis 31 Oulimnius tuberculatus larvae 13
Oulimnius tuberculatus 31 Athripsodes 13
Gammarus lacustris 38 Ophiogomphus cecilia 11
Capnia 29 Paraleptophlebia 12
Dicranota 27 Wormaldia subnigra 11

Collected benthic macroinvertebrate samples were scanned by a flatbed scanner (HP
Deskjet 4850) and saved in the JPG format. Features were extracted from the images
and calculated with a public Java-based ImageJ program [4]. The data has 32 features
altogether. Features can be divided into two categories: simple shape features and grey
value features. Accurate definitions from every feature can be found from [4]. Features
in the data consists of the same features as what are used in [5,6,7,10,11,12,18] and
the features {FeretX, FeretY, FeretAngle, MinFeret, AR, Round, Solidity}. The final
feature selection for the classification was made with the help of the scatter method
[8]. The full description of the scatter method algorithm can be found from [8]. We ran
the scatter method with ten iterations for every group case to ensure that the obtained
features are appropriately chosen. Furthermore, a criteria for the selected features was
that their separation power in the scatter method was atleast 0.1. With the scatter method
we got the following feature sets:

– Group 1:{Min, Integrated Density, Area, Perimeter, Minor, Circularity, Feret, Min-
Feret, AR, Round, Solidity}

– Group 2:{Mean, Mode, Min, YM, Integrated Density, Median, Skewness, Area, Y,
Perimeter, Major, Minor, Feret, FeretX, MinFeret, AR, Round}

– Group 3:{Mean, Standard Deviation, Mode, Min, Max, XM, YM, Integrated Den-
sity, Median, Skewness, Kurtosis, Area, X, Y, Perimeter, Width, Height, Major,
Minor, Circularity, Feret, FeretX, MinFeret, AR, Round}

– Group 4:{Mean, Standard Deviation, Mode, Min, Max, YM, Integrated Density,
Median, Skewness, Area, Y, Perimeter, Major, Minor, Circularity, Feret, MinFeret}

– Group 5:{Mean, Standard Deviation, Mode, Integrated Density, Median, Skewness,
Area, Perimeter, BX, Major, Minor, Circularity, Feret, MinFeret, AR, Round, So-
lidity}.

Because the range of the sizes of the species alternate greatly, we applied different tech-
niques. We used a crossvalidation technique in every classification such that in case of
groups 1 and 2 we utilised 10 times 10-fold crossvalidation. For group 3 10 times 5-fold
crossvalidation was used and in the case of groups 4 and 5 10 times 3-fold crossvalida-
tion was applied. Hence, we got enough samples for each training and test sets. Before
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representing the data for SVM and k-NN classifiers, we standardized the columns of
the data matrix in every group case to have zero mean and unit variance. Other tranfor-
mations, such as normalization or principal component analysis or linear scalings, were
not used because we wanted to perform the classification procedure as close as possible
to the original input space. Thus, the classification is more truthfully. We used the same
parameter spaces for different kernel parameters as in [6]. Thus, for box constraint, σ
and κ parameter space was {0.5, 1.0, . . . , 20.0} and for δ in Sigmoid parameter space
was {−20.0,−19.5, . . . ,−0.5}. Hence, the RBF and Sigmoid kernel functions were
tested with 1600 parameter combinations and the linear and polynomial kernel func-
tions (degrees of 2, 3, 4 and 5) were tested with 40 parameter values. Furthermore,
we made an agreement of κ = −δ because, otherwise, the number of the parameter
combinations in Sigmoid kernel function would have increased from 1600 to 64000.

Table 3. Classification times with DAGSVM

Kernel Group 1 Group 2 Group 3 Group 4 Group 5
Linear 1h 54min 36s 29min 19s 4min 35s 1min 55s 1min 40s
Pol. d = 2 2h 27min 47s 35min 32s 5min 2s 1min 59s 1min 40s
Pol. d = 3 2h 45min 28s 38min 18s 5min 21s 2min 3s 1min 42s
Pol. d = 4 3h 3min 31s 41min 9s 5min 30s 2min 7s 1min 43s
Pol. d = 5 3h 19min 52s 42min 53s 6min 21s 2min 15s 1min 53s
RBF 191h 27min 41h 53min 20s 5h 41min 10s 1h 50min 37s 1h 26min 10s
Sigmoid 155h 30min 20s 35h 45min 4h 37min 35s 1h 40min 14s 1h 15min 11s

We performed all the experimental tests with Dell Latitude E6500 laptop having
4GB of memory and 2.8GHz Intel Core 2 Duo processor. From the Table 3 we can
see how much time was spent to classifications with different kernel functions, when all
parameter combinations were tested. For the DAGKNN we performed the classification
with the odd k values, which were less or equal to smallest species size in the group.
Furthermore, we repeated the classification procedure with the DAGKNN altogether
with four different measures. These were standard Euclidean and cityblock metrics and
correlation and cosine measures and the spent time for the DAGKNN classification can
be seen from Table 4. Results show that DAGKNN is faster than DAGSVM, but we need
to remember that in DAGKNN we tested less k values than the parameter combinations
in DAGSVM. We used the binary SVM implementation of Bioinformatics Toolbox of
Matlab as a basis for our tests and all tests were made with Matlab. We used the Least
Square method [16] in finding the optimal hyperplane.

Optimal parameter values in DAGSVM were chosen the following way. We present
it in a general way. We had 10×μ disjoint training and test sets. Firstly, we trained each
binary SVM using suitable subsets from the full training data. Secondly, we evaluated
the accuracy of the training set by giving the full training set as a test set to trained
SVMs. Thirdly, we evaluated the accuracy of the real test set with the trained SVMs.
The final accuracy for the specific parameter combination was the average of the 10×μ
accuracies. Hence, for all parameter combinations we obtained a pair of values where
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Table 4. Classification times with DAGKNN

Distance Group 1 Group 2 Group 3 Group 4 Group 5
Euclidean 1h 24min 54s 11min 47s 2min 27s 36s 11s
Cityblock 1h 23min 26s 11min 45s 2min 26s 35s 11s
Correlation 1h 27min 29s 13min 10s 2min 43s 40s 12s
Cosine 1h 27min 9s 12min 48s 2min 40s 39s 12s

Table 5. Kernel parameter values

Kernel Group 1 Group 2 Group 3 Group 4 Group 5
Linear (20.0) (19.5) (1.5) (18.5) (5.5)
Pol. d = 2 (16.5) (7.0) (0.5) (0.5) (0.5)
Pol. d = 3 (0.5) (0.5) (0.5) (0.5) (0.5)
Pol. d = 4 (0.5) (0.5) (0.5) (0.5) (0.5)
Pol. d = 5 (0.5) (0.5) (0.5) (1.0) (0.5)
RBF (20.0, 1.0) (20.0, 1.5) (20.0, 1.5) (20.0, 3.5) (18.0, 3.5)
Sigmoid (19.5, 20,−20) (20, 19.5,−19.5) (9.5, 19.5,−19.5) (17.5, 10,−10) (16, 4.5,−4.5)

the first element was the mean accuracy of the training sets and the second element was
the mean accuracy of the test sets.

Overfitting is always an existent problem when using SVM. If too large parameter
values are given to SVMs, a model becomes too complex and its generalization ability
weaken. Thus, the classification error in a training set tends to zero and in a test set
it tends to one. Hence, the final parameters were chosen with an easy method. We
calculated

argmin
i
[(1−ACCTRAIN,i) + 2 · (1−ACCTEST,i)]

where i is the index for parameter combination and ACC is the accuracy. In other
words we sought that parameter combination index which gained the minimum of the
weighted sum of the training and test set classification errors. Weightening was made in
order to prevent possible tie situations and to separate those parameters which caused
overfitting. By this means we do not always get those parameters which give the best
accuracy in the test set, but we get a compromise where the accuracy of a training set
is determined from a full training set and we take also into account the accuracy of the
test set. Other possible ways to determine the best parameter values are nested cross-
validation which is time-consuming or to use a validation set technique. In both cases
a disadvantage is that the optimal parameter values are determined from a smaller set
than the actual training data. In Table 5 we see the obtained kernel parameter values
from each group. In kernel functions from the linear to the 5th degree of polynomial
kernel function, we had only one parameter, box constraint, and it is in the parenthesis.
In RBF the first value is the box constraint and the second one is σ. In Sigmoid the first
value in the parenthesis is the box constraint, the second value is κ and the last one is δ.
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3.2 Results

In the following tables we have compressed the results such that when the results of
DAGSVM are presented, every row in the result table indicates the classification rates
with a specific kernel function. When DAGKNN is in question, a row of the result table
indicates the classification rates with specific distance alternative and k value. Further-
more, the last column in the result tables depicts accuracy obtained from a specific
kernel function or specific distance alternative with some k value for easyning the anal-
ysis of the results. Class labels in result tables are abbreviations from the latin-based
names of the species in Tables 1 and 2. We boldfaced the best classification rate (or
classification rates in the case of tie situations) from each column of the result tables
for facilitating analysis. Sigmoid kernel function was the worst kernel function in each
group so we do not take it into account in our analysis. Reasons behind the poor re-
sults with Sigmoid kernel funtions may lie in the preprocessing. Normalization of the
data or linear scaling to interval [−1, 1] or [0, 1] after the stardardization could have
increased the general level of Sigmoid, but every transformation what we make to the
data draws the situation more away from the original input space. Throughout all clas-
sification results with DAGKNN small k values (odd integers from 1 to 9) gave the
best results. From Tables 6 and 7 we find the results when DAGKNN and DAGSVM

Table 6. DAGKNN: Results (%) with different distance alternatives and k values in group 1

ASE MUT BIT SET NEM AUR MYX SIL ELM NIG Mean accuracy
Euclidean k = 5 78.5 71.5 88.9 90.4 47.3 65.9 84.2 96.2 89.4 61.2 77.7

k = 7 78.9 72.9 89.4 89.7 47.8 65.8 83.1 96.5 87.9 60.7 77.7
k = 9 78.8 73.2 89.2 89.6 47.7 64.7 83.1 96.0 88.4 63.1 77.7

Cityblock k = 5 80.4 73.6 88.4 91.3 49.3 66.2 84.1 95.7 88.9 66.5 78.7
k = 7 78.1 75.2 89.6 91.1 49.1 66.2 84.5 96.1 88.1 66.2 78.7
k = 9 77.8 75.2 90.6 90.3 48.9 66.1 84.0 95.5 86.9 66.5 78.5

Correlation k = 3 79.4 64.4 87.1 89.7 54.8 62.3 79.4 94.8 74.9 56.2 75.1
k = 5 77.1 66.8 87.1 89.5 54.5 62.5 81.9 94.2 77.8 54.3 75.3
k = 7 76.1 68.7 88.2 89.4 53.8 62.3 81.3 95.4 76.1 55.0 75.4

Cosine k = 3 77.6 66.8 85.6 90.6 53.6 64.1 82.2 94.8 87.1 60.3 76.6
k = 5 75.9 67.0 85.6 91.1 53.7 63.6 83.3 95.4 87.9 59.6 76.5
k = 7 73.8 67.9 86.0 90.4 54.5 64.4 84.6 96.3 88.3 60.9 76.8

were used to classify group 1. The DAGKNN achieved very similar accuracies with all
measures. Accuracies in Table 6 were within 4% interval, but the best accuracy, nearly
79%, was obtained by the cityblock metric when k = 5 and k = 7. Classes BIT, SET
and SIL were identified above 90% classification rate and from these classes SIL was
recognized with classification rate over 95% which is a very good result. Class ELM
got nearly 90% classification rate and other classes which obtained above 80% classi-
fication rate were MUT and MYX. The poorest results were in the classes NEM, AUR
and NIG. These classes had below 67% classification rates and especially NEM clearly
separated from other classes having below 55% classification result.
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Table 7. DAGSVM: Results (%) with different kernel functions in group 1

ASE MUT BIT SET NEM AUR MYX SIL ELM NIG Mean accuracy
Linear 77.8 71.2 77.2 96.0 67.6 71.0 86.8 93.1 89.3 76.0 80.3
Pol. d = 2 85.0 80.3 92.4 97.2 73.5 77.6 93.5 96.6 93.5 76.5 86.7
Pol. d = 3 84.7 78.8 94.1 97.4 71.0 76.4 92.5 96.4 94.5 76.8 86.4
Pol. d = 4 78.3 75.8 91.5 98.0 70.3 69.5 89.2 83.4 93.6 68.1 82.1
Pol. d = 5 61.8 66.9 86.3 97.0 64.5 58.0 86.2 56.1 93.0 57.1 73.0
RBF 84.6 76.7 92.3 96.4 66.6 73.6 90.4 96.2 93.3 76.8 84.8
Sigmoid 0.7 21.0 34.8 67.5 32.3 33.6 77.4 57.5 38.7 13.5 36.8

DAGSVM succeeded in the classification of group 1 better than DAGKNN. Five
from the seven kernel funtions obtained over 78.7% accuracy. Particularly the quadratic
kernel function obtained a high accuracy being 86.7%. Almost the same accuracy was
the cubic kernel function which was only 0.3% inferior to the quadratic kernel function.
The third noteworthy kernel was RBF which obtained nearly 85% accuracy. The same
classes, as in DAGKNN, NEM, AUR and NIG were the hardest classes to identify.
Classes BIT, SET, MYX, SIL and ELM got very high classification rates, since the
results of these classes were over 93%. Classes NEM, AUR and NIG were the three
hardest classes to classify as in the corresponding DAGKNN case.

Table 8. Results (%) with different distance alternatives and k values in group 2

LEU LIM BAE CHE PEL IGN HYD AME CAL HAB Mean accuracy
Euclidean k = 3 74.7 87.9 66.8 78.4 68.9 68.4 99.9 61.4 91.5 43.8 75.1

k = 5 75.5 89.2 76.8 78.6 68.5 68.0 99.6 63.6 94.2 40.2 76.5
k = 7 74.5 88.7 77.4 79.1 67.2 63.1 100.0 62.7 93.9 35.7 75.5

Cityblock k = 5 75.5 87.5 71.7 76.9 69.0 65.5 100.0 60.7 97.6 38.0 75.3
k = 7 73.5 88.1 74.9 76.9 68.4 64.9 100.0 60.8 96.0 35.1 75.0
k = 9 72.3 88.0 76.8 78.7 66.6 64.2 100.0 60.5 96.2 32.3 74.8

Correlation k = 3 80.1 85.7 66.6 77.5 68.1 58.8 99.2 55.6 88.5 30.9 72.8
k = 5 81.6 86.9 71.3 78.4 68.1 57.9 98.4 52.5 87.3 26.4 73.0
k = 7 81.2 85.6 70.3 78.8 66.2 55.2 98.2 52.6 88.2 28.1 72.4

Cosine k = 3 80.9 86.0 72.5 77.3 73.3 58.1 98.4 56.5 90.7 43.0 75.0
k = 5 80.1 86.2 69.8 77.6 71.5 55.5 98.2 56.7 92.1 43.4 74.3
k = 7 81.0 85.6 68.2 76.2 70.6 53.4 98.2 57.8 91.5 39.2 73.6

Tables 8 and 9 show the compelling results for group 2. Compared to Table 6 the
general level of classification decreased a bit. Now, the best accuracy was gained by the
Euclidean metric when k = 5, but all the accuracies still were within 5% range. An eye-
catching detail was that the class HYD obtained a perfect 100% classification rate four
times when using DAGKNN, but in Table 9 we do not see any kernel function which
would have managed to do this. Another very well recognized class was CAL which had
almost 98% classification rate. Furthermore, classes LEU and LIM achieved above 80%
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Table 9. Results (%) with different kernel functions in group 2

LEU LIM BAE CHE PEL IGN HYD AME CAL HAB Mean accuracy
Linear 80.5 92.6 65.5 79.5 71.8 67.1 99.1 61.4 92.3 74.8 78.7
Pol. d = 2 80.0 94.7 74.6 80.0 71.7 73.8 99.2 69.4 96.3 72.5 81.4
Pol. d = 3 75.7 91.0 73.7 81.1 62.3 70.2 99.2 68.0 85.3 70.5 78.1
Pol. d = 4 53.5 81.2 61.5 67.9 43.2 47.4 99.6 59.8 71.3 50.4 63.9
Pol. d = 5 35.2 73.0 48.3 60.3 25.5 50.3 98.4 50.6 70.9 35.2 54.5
RBF 82.6 92.4 75.5 80.9 83.6 71.3 99.8 65.8 91.9 75.2 82.2
Sigmoid 27.8 7.1 37.7 43.3 44.6 24.4 94.5 49.4 72.3 4.4 38.5

classification rates which is always a good result. Other classes obtained below 80%
classification rates and especially HAB distinguished from all classes having clearly
under 50% classification rate. Also, classes IGN and AME were quite poorly recognized
since they obtained below 70% classification rates. Rest of the classes were identified
above 70%, but still under 80% classification rates.

Table 10. Results (%) with different distance alternatives and k values in group 3

GED CER CAE ARC MUC SER LUC PIS SUL CHI Mean accuracy
Euclidean k = 1 95.7 98.4 77.4 97.0 55.5 74.2 75.9 90.6 67.5 87.5 82.4

k = 3 95.1 98.4 77.7 97.1 51.7 78.7 79.6 87.9 70.0 90.6 83.1
k = 5 93.5 98.4 76.0 98.5 51.1 77.7 81.1 88.1 71.2 89.3 82.9

Cityblock k = 1 95.3 98.4 77.5 98.2 56.4 76.0 78.9 89.2 73.1 84.8 83.2
k = 3 94.7 98.4 78.3 97.9 54.5 79.3 79.0 87.4 71.0 91.4 83.6
k = 5 94.0 98.4 77.7 98.5 53.3 78.5 79.3 89.0 73.3 89.9 83.5

Correlation k = 1 93.9 98.4 78.0 99.2 54.0 71.5 69.4 86.7 56.9 83.9 79.8
k = 3 94.7 98.2 80.5 100.0 51.8 73.2 74.2 85.7 44.3 84.5 79.6
k = 5 95.1 98.2 77.5 100.0 48.1 76.4 77.3 85.7 44.3 79.1 79.1

Cosine k = 1 94.2 98.4 79.0 99.8 56.3 68.0 73.6 90.7 50.3 84.6 80.1
k = 3 95.5 98.4 80.7 100.0 51.4 71.8 79.0 86.3 48.8 87.0 80.7
k = 5 95.1 98.4 76.5 100.0 49.3 73.7 81.0 87.8 48.0 84.4 80.2

When in group 1 five kernel functions achieved better accuracies than the maximum
accuracy with DAGKNN, now in group 2 four kernel functions had better accuracies
than the maximum accuracy, 76.5%, with the DAGKNN. However, the best kernel func-
tions were again the quadratic and RBF kernels which obtained classification rates over
80%. The RBF obtained the highest classification rate being 82.2%. Class HYD had a
nearly perfect score and was clearly the most distinguished class together with CAL and
LIM among all classes. Below 90% but above 80% classification rates were obtained
for LEU, CHE and PEL. The lowest identifications were attained to the classes BAE,
IGN, AME and HAB which got below 80% classification rates. When doing a search
for equal classwise results between Tables 8 and 9, our eyes are focused on classes LEU,
BAE, CHE, HYD and CAL. Other classes obtained larger differences. The general level
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of DAGSVM results was lower than in Table 7 and this tendency was seen analogously
in DAGKNN results. It needs to remember that the results between groups are not di-
rectly comparable since they consist of a totally different species and the group sizes
vary greatly between groups.

Next we have classification results in group 3. In Table 10 we obtained interesting
results. Firstly, the level of classification between different species was widely spread.
Secondly, classes GED, CER, ARC, PIS and CHI were identified very well having
above 90% classification rates and, specially CER was recognized with a nearly perfect
score with all measures and ARC obtained a perfect classification when using corre-
lation and cosine measures. Classes CAE and LUC got above 80% classification rates
with cosine and Euclidean measures. Other classes were left below 80% classification
rate and the most difficult class to recognize was MUC having the maximum classifi-
cation rate below 60%. Accuracies were also separated since Euclidean and cityblock
metrics achieved accuracies over 82%, but cosine and correlation measures were left
below 81% accuracies.

Table 11. Results (%) with different kernel functions in group 3

GED CER CAE ARC MUC SER LUC PIS SUL CHI Mean accuracy
Linear 92.7 96.7 81.3 98.5 66.2 79.9 73.4 89.6 84.8 88.9 85.3
Pol. d = 2 95.0 96.7 78.6 97.4 61.9 72.5 79.7 93.2 73.7 83.5 83.5
Pol. d = 3 92.3 95.6 79.9 78.7 58.3 66.3 71.6 86.1 66.2 72.3 77.2
Pol. d = 4 89.2 91.4 75.8 64.4 53.9 64.9 65.7 82.7 69.2 75.4 73.5
Pol. d = 5 77.8 87.6 72.9 54.2 52.4 62.4 63.7 78.0 65.9 69.0 68.5
RBF 93.1 96.7 80.9 98.3 61.3 81.9 79.7 91.7 81.2 92.3 85.9
Sigmoid 52.7 59.0 49.6 93.1 15.4 32.8 45.0 81.6 17.8 7.8 46.5

When compared DAGKNN accuracies with the DAGSVM accuracies, DAGKNN
accuracies were left behind the DAGSVM accuracies. The linear and RBF kernel func-
tions gained better accuracies than the maximum accuracy in the DAGKNN results.
Three kernel functions of the seven possible were distinguished from the rest. These
were the linear, quadratic and RBF kernel functions and these three kernel functions
were also the best ones in Table 11. It seems that the quadratic and RBF kernels are the
best choices for this classification task. In classwise examination, again, classes GED,
CER, ARC, PIS and CHI were the best classifiable classes. This is consistent with the
DAGKNN results. Furthermore, in the cases of CAE, SER and LUC differences be-
tween the best results of DAGKNN and DAGSVM were not large. The most significant
differences came in classes MUC and SUL. Class MUC was identified almost 10%
better with DAGSVM than with DAGKNN. Moreover, class SUL was recognized over
11% better in DAGSVM with the linear kernel function. With the linear and RBF kernel
functions above 85% accuracy was achieved when the quadratic kernel obtained 83.5%
result. The cubic, 4th and 5th degree of the polynomial kernel functions and Sigmoid
got below 80% accuracies.

DAGKNN succeeded in the classification of the fourth group quite similarly to group
1 classification. The Euclidean and cityblock metrics, when k = 3 or k = 5, got 79%
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Table 12. Results (%) with different distance alternatives and k values in group 4

TAN LEP SIG NEV HIR IBI OUL GAM CAP DIC Mean accuracy
Euclidean k = 1 86.1 71.8 95.3 93.9 59.3 51.3 88.0 89.6 65.6 70.4 78.4

k = 3 90.6 80.9 95.3 93.0 54.6 60.0 94.3 88.3 60.3 63.7 79.8
k = 5 93.0 80.0 96.0 94.2 48.2 51.3 97.7 84.8 60.8 65.4 79.0

Cityblock k = 3 90.9 83.1 95.8 93.8 57.1 56.0 97.8 88.8 63.1 58.6 80.4
k = 5 92.7 80.7 96.3 95.0 48.6 47.0 98.4 84.5 63.4 63.1 78.9
k = 7 92.9 82.2 97.1 95.8 43.2 40.9 97.8 82.4 62.1 61.4 77.7

Correlation k = 1 89.0 63.1 89.9 92.2 56.2 61.9 93.3 89.3 67.5 46.0 76.6
k = 3 94.5 60.3 91.9 93.1 58.0 56.5 99.7 87.2 60.7 47.4 77.1
k = 5 96.9 58.9 94.5 94.2 55.7 47.4 100.0 85.3 61.6 55.2 77.2

Cosine k = 1 88.3 67.8 90.1 93.2 63.2 59.3 95.8 89.6 64.7 52.2 78.1
k = 3 91.0 69.6 97.4 96.6 58.0 55.2 99.7 88.8 58.1 48.4 78.4
k = 5 93.2 72.0 96.6 93.9 48.7 48.1 100.0 84.7 61.9 51.2 77.2

or higher accuracy, but the difference between the worst and the best accuracy was only
less than 4%, so the same trend continued in group 4 classification than in the previous
ones. Three from seven kernel functions achieved better accuracy than DAGKNN with
the cityblock metric when k = 3. In this particular case DAGKNN obtained an accuracy
over 80%. The linear, quadratic and RBF kernels performed above 83% accuracy which
is a very good result and the highest accuracy 86.3% was reached by the RBF. When
examining the DAGKNN results more closely, we noticed that a large part of the highest
classification rates were among the correlation and cosine results.

Table 13. Results (%) with different kernel functions in group 4

TAN LEP SIG NEV HIR IBI OUL GAM CAP DIC Mean accuracy
Linear 90.6 72.0 88.1 96.9 70.4 77.3 94.7 89.8 81.4 75.0 84.2
Pol. d = 2 88.5 83.3 93.0 97.5 70.1 68.3 93.5 80.9 78.5 70.0 83.2
Pol. d = 3 80.5 78.9 81.3 90.3 53.8 64.4 91.6 67.8 64.3 54.4 73.8
Pol. d = 4 68.2 73.0 69.8 77.8 50.4 55.9 85.8 62.3 63.7 51.6 66.3
Pol. d = 5 65.2 68.2 63.8 70.5 47.1 48.7 81.6 59.7 61.0 52.2 62.2
RBF 93.7 83.6 94.5 95.6 73.7 71.9 93.9 91.7 75.7 78.3 86.3
Sigmoid 72.4 44.5 41.5 84.5 33.8 36.6 58.8 42.8 34.2 25.3 49.7

The best classification results can be divided into three categories. Firstly, the classes
TAN, SIG, NEV and OUL got excellent classification rates being above 96%. Espe-
cially, in the case of class OUL we obtained a perfect 100% classification rate with cor-
relation and cosine measures. Compared to DAGSVM, where the classes also achieved
above 90% classification rates, there are not any perfect scores. Secondly, in the DAG-
KNN classification rates of classes LEP and GAM were located into interval 83%-90%.
The best classification rate of class LEP in the DAGSVM was nearly identical with the
classification rate in DAGKNN. Thirdly, the rest of the classes in DAGKNN had below
71% classification rates and these classes were consistently classified better with DAG-
SVM. The RBF kernel function in Table 13 obtained six topmost classification rates
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Table 14. Results (%) with different distance alternatives and k values in group 5

AGA RAD GYR FUS DIG TUB ATH OPH PAR WOR Mean accuracy
Euclidean k = 1 90.7 84.7 62.8 81.2 71.5 65.8 46.3 72.7 56.0 88.8 73.8

k = 3 93.7 75.4 76.0 85.8 80.0 65.2 49.0 54.9 56.8 86.4 75.0
k = 5 91.2 80.3 82.1 86.4 84.1 62.1 44.7 46.9 53.0 82.0 75.0

Cityblock k = 1 90.3 88.0 78.3 85.7 81.5 66.5 63.2 67.4 56.0 83.8 78.4
k = 3 89.9 80.4 81.2 88.0 87.8 74.2 55.7 62.4 58.5 88.8 79.0
k = 5 89.4 82.5 84.1 85.3 86.6 69.2 46.8 47.2 52.2 88.8 76.5

Correlation k = 1 85.6 72.4 65.3 74.8 85.6 64.7 40.5 73.0 44.3 74.8 70.4
k = 3 83.5 69.0 73.4 79.5 94.4 76.5 38.8 70.5 53.7 84.5 73.9
k = 5 78.4 68.3 76.8 76.4 92.3 80.0 29.0 72.2 34.4 83.9 71.2

Cosine k = 1 89.0 71.6 61.7 76.7 85.2 61.5 47.3 71.3 56.0 82.1 72.0
k = 3 84.8 71.7 73.8 81.1 93.0 76.7 46.5 70.5 56.0 87.3 75.6
k = 5 82.6 69.6 78.0 77.5 91.8 77.7 33.0 71.5 38.2 86.7 72.7

from all classes and the rest of the classes were classified with the highest classification
rates when the linear and quadratic kernel function were used. More details about the
results of group 4 can be found from Tables 12 and 13.

Table 15. Results (%) with different kernel functions in group 5

AGA RAD GYR FUS DIG TUB ATH OPH PAR WOR Mean accuracy
Linear 91.8 75.8 82.5 83.9 86.9 84.5 86.5 69.6 74.4 80.7 82.6
Pol. d = 2 85.7 78.3 78.1 89.3 83.4 69.8 75.8 51.2 60.9 87.7 77.9
Pol. d = 3 84.5 62.3 75.1 87.6 77.9 70.3 73.0 32.7 47.8 71.7 70.7
Pol. d = 4 82.8 57.0 68.6 87.2 70.7 62.5 69.2 22.9 48.8 65.0 66.1
Pol. d = 5 76.8 57.0 60.8 85.9 66.1 55.7 70.3 26.6 52.2 64.6 63.7
RBF 85.6 89.1 87.1 83.2 86.6 79.7 72.2 70.7 74.1 87.7 82.9
Sigmoid 27.4 60.3 64.0 68.9 46.7 51.4 21.8 54.4 16.2 31.6 46.4

In the last group the classification level of DAGKNN was spread out more wide
interval than in the previous cases. Table 14 shows that the accuracies were spread from
70.4% to 79% which was achieved by the cityblock metric. The highest classification
rates were obtained among the Euclidean, cityblock and correlation distances. Two of
ten classes were identified above 90% classification rate and these two classes AGA and
DIG gained 93.7% and 94.4% results. Classes RAD, FUS and WOR were recognized
with classification rate 88% or 88.8%. Also, classes GYR and TUB gained classification
rates of 80% or higher. Classes ATH, OPH and PAR were the hardest classes to classify
and from these OPH gained 73% and the rest were left below 64% results. Compared
to DAGKNN, DAGSVM (see Table 15) did not succeeded much better. Now, only two
of seven kernel functions got higher accuracies than 79%. These were the linear and
RBF kernel functions and their corresponding accuracies were 82.6% and 82.9%. The
linear kernel obtained five times the topmost classification rate among all classes and
the RBF got four times the topmost results. Only the class AGA was classified with a
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classification rate over 90% in DAGSVM, in DAGKNN there were two classes which
got above 90% classification rate. Classes ATH, OPH and PAR were also the hardest
classes to identify as it was in DAGKNN case. The best classification rates of the rest
of the classes were between 84.5% and 89.1%. Accuracies of the linear and RBF kernel
function were very close to each other since they had only 0.3% difference. The linear
and RBF kernel functions were the only ones that achieved above 80% accuracies when
taking into account also the results of DAGKNN.

4 Discussion

We applied in this paper DDAG learning structure to SVM and k-NN classifiers. DAG-
SVM was applied to benthic macroinvertebrate identification in [5] with great success
and it inspired us to examine how DAGKNN succeeds in this classification problem
compared to DAGSVM. Generally, in all groups the linear, quadratic and RBF kernel
functions and from these kernels especially the quadratic and RBF showed their power
in this classification task. DAGKNN method did not manage to obtain higher accura-
cies than DAGSVM, but it is still a very comparable classification method since the
simplicity of k-NN compared to SVM is from the pratical and computational point of
view much more user-friendly. The DAGKNN method contains only two parameters:
the choice of distance and k value. In SVM the choice of a kernel function and the
tuning of the parameters are the key factors for successful classification. How to find
the right kernel and the right parameter values can be computationally demanding prob-
lem as Table 6 showed. How to speed up the parameter tuning and how to choose the
right kernel functions are problems to be researched more closely in the future. Also,
we need to examine how other machine learning methods such as Linear Discriminant
Analysis or Naïve Bayes manage in benthic macroinvertebrate classification when us-
ing the DDAG learning structure. Furthermore, other multi-class methods of SVMs and
classification methods need to be considered in the further research. Feature selection
is an important factor in classification problems. In this paper we solved this problem
by using the scatter method [8] which is a novel approach. From the results we can con-
clude that the scatter method is a valid feature selection method for the classification
of benthic macroinvertebrates. Results also showed that the fully automated benthic
macroinvertebrate identification is possible when the classifiers are tuned up.
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Abstract. In this work, we present the use of Shannon and Simpson Diversity 
Indices as texture descriptors for lung nodules in Computerized Tomography 
(CT) images. These indices will be proposed to characterize the nodules into 
two classes: benign or malignant. The investigation is done using the Support 
Vector Machine (SVM) for classification in a dataset consisting of 73 nodules, 
47 benign and 26 malignant; the results of the methodology were: sensitivity of 
85.64%, specificity of 97.89% and accuracy of 92.78%. 

Keywords: Lung Nodules, Computer-aided diagnosis (CADx), Shannon and 
Simpson Diversity Indices. 

1 Introduction 

The causes of cancer can be very diverse; they can be external or internal to the  
organism. The external causes are related to the environment and to the habits of a 
sociocultural environment. The internal causes are, in most cases, genetically prede-
termined, and are connected to the ability of the organism to fight against external 
aggressions. These factors can interact in a variety of ways, increasing the probability 
of malignant transformations in normal cells [1]. 

The appearance of cancer depends on the intensity and time of exposition of the 
cells to the carcinogenic agents. For example, the risk of a person developing lung 
cancer is directly proportional to the number of cigarettes smoked per day and to the 
number of years smoking [1]. 

Lung cancer is the commonest type of malignant tumors, presenting an increase of 
2% per year in the worldwide incidence. 90% of the diagnosed cases are related to the 
use of tobacco and its derivatives [1]. 
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In Brazil, the estimative for new cases of lung cancer for 2011 were of 27,630, 
from which 17,800 occur among men and 9,830 among women [2]. 

The easiest way of diagnosing lung cancer is through an x-ray of the chest, asso-
ciated to a computerized tomography. These technologies can help specialists in the 
early detection of lung cancer. Also, through the use of information from the images, 
it is possible to develop computer aided systems that help diagnosing the nodule and, 
act as a second opinion to the analysis of the exams. CAD systems are those that help 
specialists in the detection of regions of interest in the exam, but do not make the 
diagnosis. CADx systems do suggest a diagnosis (malignant or benign, for example). 
These systems used image processing techniques to make the auxiliary diagnosis. 

In image processing many computational methodologies have been developed for 
the task of detection and diagnosing of lung cancer using CT exams. In [3], a set of 
three geometrical features was evaluated as a form of distinguishing between nodules 
and non-nodules using Support Vector Machine (SVM) as classifier. The results 
achieved by them were 100% of correct classification. In [4], a computer aided lung 
nodule detection scheme based on enhanced analysis of voxel in CT image was pre-
sented. The best results were obtained with sensitivity = 0.9375, accuracy = 0.8782 
and specificity = 0.8766. In [5], it is proposed a new segmentation algorithm based on 
region growing for detection of lung nodules in CT images. The experimental results 
showed that the method is robust and promising, achieving sensitivity of  80.9%, with 
0.23 false positives per slice. In [6], an alternative method of diagnosing malignant 
lung nodules through their shape is proposed.  Preliminary experiments on 109 lung 
nodules (51 malignant and 58 benign) resulted in the 94.4% of correct classification 
(for the 95% confidence interval). In [7] is proposed method for diagnosis of malig-
nant nodules using a proprietary base containing 109 nodules (51 malignant and 58 
benign). Using the spatial distribution of intensities of images resulted in 96.3% accu-
racy in classification. 

Diversity indices have been used in texture analysis to provide discriminant infor-
mation among lung nodules. In Silva [8], Simpson's index, associated to the three 
geometrical features of Souza [3], was proposed for the classification with respect to 
the nature of the nodule (malignant or benign) and achieved accuracy of 100%, speci-
ficity of 100% and sensitivity of 100%. 

In this paper, we propose a methodology for lung nodule diagnosis through the use 
of Shannon and Simpson’s indices, which will be an aid in the evaluation of the diag-
nosis by the doctor. 

This work is organized as follows: in Section 2, we describe how the images were 
obtained, the preprocessing of the images through histogram equalization, the seg-
mentation of the nodules in the images, and present a discussion about the use of Di-
versity Indices (Shannon and Simpson’s Index) as discriminant measurement in the 
diagnosis of lung nodules, the selection of features and the use of SVM as classifica-
tion techniques. In Section 3, we present the experiments. In Section 4, the results are 
presented and discussed. Finally, we present the conclusions in Section 5. 
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2 Methodology 

In this work the proposed methodology follows the steps seen in Fig. 1. The first step 
is the acquisition of the image, which was obtained from a patient's chest CT exam. 
Step 2 is the preprocessing of the image through histogram equalization. Step 3 is the 
segmentation of the tri-dimensional volume of the nodule. Step 4 is the extraction of 
representative features of the nodules, through the use of the Shannon and Simpson's 
indices. In step 5, the features are selected using LDA. Right after that, the classifica-
tion of the nodules into benign or malignant is determined by the SVM. The last step 
is the validation of results. 

 

Fig. 1. Stages of the methodology 

2.1 Image Acquisition 

In this work, we used images made available by the US National Cancer Institute 
(NCI), created from a repository of images, which is the result of the formation of a 
consortium of institutions, known as LIDC (Lung Image Database Consortium) [9]. 

The Lung Image Database Consortium - LIDC is a group which aims to establish 
standard formats and management processes for pulmonary images, technical reports 
and clinic data necessary to the development, training and evolution of algorithms 
intended to detect and diagnose lung cancer. 

In the LIDC base, all the images are in the DICOM format and have 16 bits per 
voxel. The base supplies an XML file with contour information for the slices, some 
features such as sphericity, texture, and malignancy with values ranging from 1 to 5 
for lung nodules larger than 3 mm. And, only the information about the centroid for 
nodules smaller than 3 mm. So, from the 84 exams available in this base, only 58 
exams present contour information. A contour is formed by pairs of coordinate points 
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(x,y) which bound, in each image of the exam, the region where the specialist found 
the nodule. 

The process of annotating the nodules of the LIDC base was performed by four 
specialists in two stages. In the first stage, each radiologist analyzed the exams indivi-
dually. In the second stage, the results of the four analysis of the first stage were pre-
sented together to the four radiologists. During this stage, each radiologist reanalyzed 
the exams and made again their annotations freely. 

There is no imposition for consensus; all nodules indicated by the radiologists' re-
vision are taken into account and recorded. So, it is possible to have different diagno-
sis for the same nodule. In this work, we consider only one instance per nodule, with 
the objective of minimizing the impact of subjectivity in the exams. The classification 
regarding malignancy or benignity is obtained first with the calculations presented in 
[10], which summarizes into one single value the nodular features made by up to four 
specialists through computing the mode or the median. According to the result of this 
summary, in this work we consider that malignant nodules are those cases which 
present malignancy semantic values of moderately suspicious or highly suspicious, 
and benign nodules are those cases which present characteristics of highly or mod-
erately indicated benignity. As contour, we adopt the one that contains larger bounds. 
As a total, we obtained 73 nodules (47 benign and 26 malignant). 

2.2 Preprocessing with Histogram Equalization 

The histogram of a digital image with gray levels in the range kk nrh =)( , where kr is 

the kth  gray level and kn  is the number of pixels in the image which have gray level 

kr . Histogram manipulation can be used effectively for image enhancement [11]. 

The equalized histogram using Cumulative Distribution Function (CDF) kS can be 

obtained by: 
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where 10 << kr  (normalized gray level) and 1,...,2,1,0 −= Lk  ( L is the gray level 

number). 
This work uses the technique of histogram equalization to enhance image features 

present in the nodules, improving the performance to the later stages of the methodol-
ogy. Figure 1 illustrates this application. 

2.3 Lung Nodule Segmentation 

For segmenting the nodules, we get information about their contour from the exam 
database XML file. As previously mentioned, this file contains the coordinates of the 
nodule based on the analysis criterion of each specialist. The segmentation also  
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follows the summary presented in section 2.1, where only the larger bound is chosen 
to represent the instance of the nodules described by up to four specialists. 

2.4 Features Extraction Using Diversity Indices 

In Ecology, the term diversity is the variety and variability among living organisms 
and the ecological complexes in which they occur. 

A diversity measure is an extremely reductionist parameter, which aims to express 
all the structural complexity of an ecological community through one single number. 
In the wide range of available methods for measuring diversity, we may highlight, due 
to the widespread use, non-parametric indices (or heterogeneity indices), such as 
Shannon's and Simpson's indices, which we will use in this work. 

2.4.1 Shannon's Index 
Originated from information theory [12], Shannon index is one of the most widely 
used indices. Probably its origin and its association with concepts such as entropy 
contribute to this [13]. The index is based on the principle that the diversity, or infor-
mation, in a natural system can be measured in a similar way to the information con-
tained in a code or a message. It assumes that individuals are randomly sampled from 
an infinitely large community, and that all species are represented in the sample [14]. 
The Shannon index is calculated from the equation 2: 

 
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where ip is the proportion of individuals found in species i , calculated as Nnp ii /= , 
where in  is the number of individuals in species i  and N  is the total number of in-
dividuals in the community. S  is the total number of species. 

The values obtained through Shannon's index vary between zero, when there is just 
one species, and the log of S, when all species are represented by the same number of 
individuals [12]. 

Shannon's Index were calculated considering the voxels of the volume under anal-
ysis as the individuals of the population and their intensities as the species.  

2.4.2 Simpson's Index 
The Simpson's Index is a second order statistical spatial feature that has been used by 
Ecology specialists to determine the biodiversity of species in a region [15]. Its main 
functionality is to summarize the representation of this diversity in a single value 
capable of qualifying this region as either very heterogeneous or uniform. 

Simpson's Index takes into consideration the richness of the species, that is, the num-
ber of species present in an area, and still, the regularity of such species, what is a mea-
surement of the relative abundance of each species [16] [17]. With these considerations  
 



Lung Nodules Classification in CT Images Using Shannon and Simpson Diversity Indices 459 

 

it is possible to analyze which community in a region is more diversified. The Simp-
son's Index is the measurement of the probability of two individuals, randomly selected 
from a sample, to belong to the same species i  among the species j existing in the 

sample, as in Equation 3 [18]. 

 
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ip = . For each i it is found the probability )( ip for the occurrence of the 

specie i ; n represents the occurrence of individuals from species i  and N  is the total 
of individuals in the sample. The index is normally used according to Equation 1 
when the sample is obtained by sampling process, not being possible to exactly de-
termine the number of individuals in this sample. For a finite sample, where the total 
amount of individuals is known, the Simpson's Index can be obtained, still, through 
Equation 4 [19]. 
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The values obtained for the Simpson's Index range from 0 to 1, where the value 0 
represents infinite diversity in the sample and 1 means that there's no diversity. 

Simpson's Index were calculated analogously to Shannon’s Index, considering the 
voxels of the volume under analysis as the individuals of the population and their 
intensities as the species.  

2.5 Support Vector Machine 

Support Vector Machines (SVM), is a method to estimate the function classifying 
data into two classes [20]. The basic idea of SVM is to construct a hyperplane as the 
decision surface in such a way that the margin of separation between positive and 
negative examples is maximized. 

The SVM term comes from the fact that the points in the training set which are 
closer to the decision surface are called support vectors. SVM achieves this surface by 
the structural risk minimization principle that is based on the fact that the error rate of 
a learning machine on the test data is bounded by the sum of the training-error rate 
and a term that depends on the Vapnik-Chervonenkis (VC) dimension [21]. 

The process starts with a training set of points lix n
i ,...,2,1, =ℜ∈ where each point 

ix belongs to one of two classes identified by the label }1,1{−∈iy . The goal of max-

imum margin classification is to separate the two classes by a hyperplane such that 
the distance to the support vectors is maximized. 

The construction can be thought as follows: each point x in the input space is 
mapped to a point )(xz Φ= of a higher dimensional space, called the feature space, 
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where data is linearly separated by a hyperplane. The nature of data determines how 
the method proceeds. Data can be linearly separable, nonlinearly separable and with 
impossible separation. The key property in this construction is that we can write our 
decision function using a kernel function ),( yxK which is given by the function )(xΦ  

that maps the input space into the feature space. Such decision surface has the  
equation: 
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where )().(),( ii xxxxK ΦΦ= and the coefficients ia  and b  are the solutions of a con-

vex quadratic programming problem [22], namely 
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where 0C > is a parameter to be chosen by the user, which corresponds to the 
strength of the penalty errors and iξ  is a slack variable that penalizes training errors. 

2.6 Selection of Features Using Stepwise Linear Discriminant Analysis 

The selection of variables is a stage intended to reduce the dimensionality of the fea-
tures space by reducing or eliminating irrelevant attributes. This stage must occur in 
such a way that the loss of relevant information is the smallest possible and with no 
negative influence in the classification performance after it ends. For this purpose, we 
used the stepwise linear discriminant analysis (LDA). 

LDA looks for linear combinations of the input variables which best determine the 
separation of the supplied classes [23]. 

Instead of looking for a particular form of distribution, LDA uses an empirical ap-
proach to define the linear decision planes in the attributes space. The discriminant 
functions used in LDA are constructed from linear combinations of the variables, in 
such a way that the distinction between classes is maximized. 

 xxxxy nn '...2211 ββββ =+++=  (7) 

The problem is then reduced to finding an adequate vector β . The basic idea behind 
discriminant analysis is to determine how different the classes are with respect to the 
mean of a variable, and then use this variable to make a group suitable for the new 
sample [24]. 
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Two computational methods can be used to determine a discriminant function: the 
simultaneous (direct) method and the stepwise method. 

The simultaneous estimation involves the computation of the discriminant function 
in such a way that all independent variables are taken into consideration together. So, 
the discriminant function is computed with basis on the whole set of independent 
variables, regardless of the discriminant power of each independent variable [25]. 

In the stepwise estimation, a variable is selected with basis on its significance and, 
after each stage, the most significant variables are extracted to form a set of data for 
investigation. The process is started by choosing the best discriminant variable. The 
starting variable then pairs one of the other independent variables, one by one, and the 
variable which is more capable of improving the discriminant power of the function, 
combined with the first variable, is chosen. After each stage of incorporation of va-
riables, comes the stage where the previously chosen variables may be discarded. The 
procedure ends when no variable is included or discarded. 

In this work, we apply the Linear Discriminant Analysis to determine the variables 
which best discriminate the nodules with respect to their nature (malignant or benign) 
using the stepwise method to select the independent variables that best discriminate 
the classes in order to reduce the dimensionality of the variables for the model. This is 
done to reduce the processing time in the classification step and trying to eliminate 
correlated features that may prejudice the training of the SVM. 

2.7 Validation of the Classification Method  

In order to evaluate the methodology with respect to its power of characterizing the 
proposed classes, we tried to obtain the sensitivity, specificity and accuracy mea-
surements for all the analysis performed in the study. Sensitivity is given by TP /(TP 
+ FN), specificity is obtained by TN/(TN + FP), and accuracy is given by (TP + 
TN)/(TP + TN + FP + FN), where TP is true-positive, TN is true-negative, FP is 
false-positive and FN is false-negative [26] [27]. This way, the malignant lung no-
dules correctly computed are reported as true positives. 

3 Experiments 

In order to extract the texture features, we applied two different forms of analysis. In 
the first one, the features were obtained considering the areas of interest formed by 
concentric circles as shown in Fig. 2. In the second analysis, the area of interest was 
represented by circular rings, determined by two concentric circles, as in Fig. 3. Our 
objective with these forms of extraction is to determine differences in the diversity 
patterns for benign and malignant nodules in each region of study from the nodule 
bounds to its center. 
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Fig. 2. Analysis applied to the nodule by means of concentric circles containing 6 radiuses 

 

Fig. 3. Analysis applied to the nodule by means of circular rings containing 6 external radiuses 

We determined the size of the circles by finding the central point, center of mass, 
of each nodule and then computing the distance of this central point to the most dis-
tant point of each nodule. This way, we get a radius R that represents a greater possi-
ble measurement for the construction of a circle which circumscribes the nodule or 
still, in the analysis by rings, the maximum allowed outer radius. From the radius R, 
we got the others values of radiuses as 1/6R, 1/3R, 1/2R, 2/3R and 5/6R. These are 
represented as r1, r2, r3, r4, r5 e r6 (value of R). 

For the classification stage with the SVM classifier, we used the LIBSVM library. 
During this stage, we used a proportion percentage between training and test of 50/50 
(Tr/Te) and a total of 73 nodules from the LIDC base, where 47 are benign and 26 are 
malignant. The cases used in each subgroup were randomly selected from the total. 

The proposed methodology also intends to use different tonality scales in order to 
obtain a better description of texture. For this analysis, the sample is quantized in 8,12 
and 16 bits. Each level received different labels, generating three quantization levels 
presented in the results as Q8, Q12 and Q16. The objective of this approach is to en-
hance the texture features present in different quantization levels, reinforcing the ca-
pacity of the feature extractors used. 

4 Results 

Table 1 shows the mean results for sensitivity (Se), specificity (Sp) and accuracy (A) 
in five classifications after the stage of selection of variables in the approaches by 
rings or by spheres in the three quantization levels described (Q8, Q12 and Q16)  
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using the two Diversity Indices (DIs): Shannon (Sh) or Simpson (Si). The best result 
of the experiment is in this table, with sensitivity of 85.64%, specificity of 97.89% 
and accuracy of 92.78%. The values in Table 2 are also the mean of the classification 
results, but for these results, all the sixty six variables generated by the experiment 
were submitted to the selection stage. Table 3 shows the current state of the art. 

Table 1. Results using the selected features in each quantization, approach and diversity index 

Q8 
Ring s  Spheres  

DI Se (%) Sp (%) A( %) DI Se (%) Sp (%) A( %)

Sh 54.94 87.65 76.67 Sh 69.94 79.10 74.44 

Si 38.14 71.96 58.33 Si 18.53 92.35 65.56 
Q12 

Ring s  Spheres  

DI Se (%) Sp (%) A( %) DI Se (%) Sp (%) A( %)

Sh 61.71 91.06 80.00 Sh 84.54 92.31 89.44 

Si 81.90 73.39 76.11 Si 53.15 83.78 71.11 
Q16 

Ring s  Spheres  

DI Se (%) Sp (%) A( %) DI Se (%) Sp (%) A( %)

Sh 81.64 99.17 93.33 Sh 85.64 97.89 92.78 

Si 66.03 74.36 71.11 Si 62.85 78.48 72.78 

Table 2. Result using the selected features from all quantizations, approaches and diversity 
indices 

Q8, Q12 and Q16 
Rings and Spheres 

DIs Se (%) Sp (%) A( %)  

Sh and Si 84.64 94.36 90.56 

Table 3. Comparison of related works for lung nodules classification 

Methodology Database Se(%) Sp(%) A(%) 

(SILVA, 2009) [3] PRIVATED 100,00 100,00 100,00 

(EL-BAZ, NITZKEN, et al., 2010) [6] PRIVATED 92,15 94,82 94,49 

(EL-BAZ, GIMEL'FARB, et al., 2011) [7] PRIVATED 92,00 100,00 96,36 

PROPOSED METHODOLOGY LIDC 85,64 97,89 92,78 

 
After forming some subsets with the variables generated by both diversity indices 

and repeating the selection stage in each approach (rings and spheres) and in each 
different quantization, the outputs were the same obtained with Shannon's index only, 
which denotes the non-linear distribution of these combinations of features. In the test 
where all variables were inserted as input for the process of selection of variables, 
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only three were selected, contemplating the quantizations Q8, Q16 and both diversity 
indices in the analysis in spheres with radius r1. The values obtained from this test 
(Table 2) were close to those obtained by Shannon's Index in the regions of rings and 
spheres in Q16, also highlighting the similar stability during the five classifications 
with generated the mean presented in the table. This shows that there can be important 
features in differents quantizations and in Simpson's index, despite the individual use 
did not present a high discriminant power. 

During the whole experiment, the most frequent approaches were a1 and r1, is 
known by studying the morphology of nodules that these regions (which correspond 
to the inner regions of the nodule) present relevant morphological aspects, such as 
presence of necrosis, calcification and fat, which are important for the classification 
of the nodules as malignant or benign. During almost the whole experiment, we also 
observed higher values in the specificity, compared to sensitivity. This may be a result 
of the unbalance of the database, where most nodules are benign. 

Analyzing the works proposed in the literature, we can observe that the proposed 
methodology achieves results comparable to the best ever published, as shown in 
Table 3. Although, sometimes, some values are lower than for some measures, show 
that the experiments performed on the task of classification of pulmonary nodules in 
malignant and benign appear promising. This fact encourages further study, consider-
ing, even for use in conjunction with other existing methodologies. 

It is important to stress that, for a fair comparison of the cited methodologies, it 
would be necessary to use the same images in all of the works. Besides, there should 
be some standard parameters, such as resolution, bits per voxel, protocol, etc. Another 
factor which should be common to the works is the used sample, because the metho-
dologies should use the same data for the training and test stages 

5 Conclusions 

This work presented the Shannon and Simpson Diversity Indices as texture descrip-
tors for lung nodules. The results of using the SVM classifier are promising, achiev-
ing sensibility of 85.64%, specificity of 97.89% and accuracy of 92.78%. Although 
the best results have been obtained with larger number of bits per voxels and with the 
use of Shannon index in both approaches, the selection of variables from the whole 
set returned values generated by Simpson's index in images with low number of gray 
levels, and even if the individual results of this configuration have not been superior 
in the experiment, they show that the quantization technique and Simpson's index may 
have important elements to distinguish nodules. All these aspects encourage deeper 
studies in the use if these diversity indices in the classification of lung nodules 
through SVM.  

According to the results, we intend to develop future works with the use of other 
methods for selecting variables (such as Principal Component Analysis, Genetic Al-
gorithms) and the use of other databases to check whether the behavior is similar to 
the present experiment.  
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Abstract. This study analyses different methods of diagnostic feature selection 
in the problem of classification of the blood cells in leukemia. The analyzed 
methods belong to the wrapper and filter methods and cover wide range of  ap-
proaches to feature selection problem. In particular they cover 7 methods, each 
of them working on different principle. As a results of this preprocessing stage 
we define the best (according to the applied method)  set of features which is 
next used as the input for the Gaussian kernel SVM classifier. The last step of 
blood cell recognition is the integration of the results of application of all me-
thods. The numerical results of experiments will be presented and analyzed. 

Keywords: diagnostic features, selection methods, classifier, ensemble of clas-
sifiers. 

1 Introduction  

The problem of optimal selection of the feature set used in classification problems  
belongs to the most crucial steps in the classification process.  In any classification 
problem  after the automatic feature extraction we are in disposition of many features 
of different classification power. Some of them may be meaningless or redundant and 
present no recognition ability. In the process  of feature selection we tend to delete 
such features  to obtain higher generalization performance of the classifier and also to 
accelerate the classification process.  

In practice two approaches to feature selection are applied. One of them is the 
wrapper and the second filter method [5], [14]. In the wrapper approach the process of 
feature selection is associated with the classification of data and checking the actually 
acquired generalization ability of the trained classifier. Usually in this selection 
process we operate with the set of many features at the same time. In filter approach 
we apply the selection methods which are not associated with any classification tool. 
We simply investigate the measure of contribution of each feature for the characteri-
zation of the problem.  

The selection methods represent the local optimization techniques and the global 
optimality of resulting feature set is not guaranteed. Moreover each selection method 
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usually results in different set of features and application of them as the input infor-
mation for the classifier may lead to different results of classification. In typical ap-
proach we choose the set which guarantees the best results on the validation data. 
However better results of  classification may be obtained if we integrate the results of 
application of each set of features into the ensemble of classifiers responsible for the 
final decision.  

Observe that each classifier generates the classification decision which is indepen-
dent from each other. All of them may be burdened by some errors, which vary from 
classifier to classifier and usually are also independent. Combining all individual 
results together allows to compensate some errors and in this way to reduce their av-
erage level. 

The paper  will present and compare 7 different methods of feature selection. They 
include the Fisher method,  correlation of the feature with a class, application of linear 
and nonlinear Support Vector Machine (SVM), principal component analysis (PCA), 
independent component analysis (ICA) as well as application of genetic algorithm. 
These methods will be compared on the difficult example of recognition of two 
neighboring blood cell types of the bone marrow. The experiments are performed by 
using support vector machine of the Gaussian kernel working as the classifier.  

In the final step of  classification we apply the ensemble of classifiers, each  apply-
ing different sets of features. It will be shown that integrating the results of individual 
classifiers  into final outcome of classification allows to improve the generalization 
ability of the classification system and reduce the total error. 

2 Problem Statement 

The presentation and comparison of the feature selection techniques  will be done on 
the example of recognition of blood cells of the bone marrow.  This is an important 
problem in leukemia at the recognition of the development stage of the illness and 
proper treatment of the patients [11]. The specialist recognize different cell lines de-
velopment in the bone marrow: the erythrocyte, monocyte, lymphocyte, plasma and 
granulocytic series. A lot of different blast cell types belonging to these lines have 
been defined up to now by the specialists. They differ by the size, texture, shape, den-
sity, color, size of nucleus and cytoplasm [11].  

The difficulty of cell recognition follows from the fact that there are large varia-
tions among the cells belonging to the same family  and the fact that there is a great 
similarity of the cells belonging to different classes, especially the neighbours. Ob-
serve that the transition from one cell type to the neighbouring one is continuous and 
even expert is in trouble for recognizing the exact moment of transition from one 
class to the next one. 

In automatic recognition of many classes, especially at application of the most effi-
cient SVM classifiers,  the most often used approach is one-against-one in which we 
recognize between only two classes. For each pair of classes we have to select the 
optimal set of features providing the best generalization ability of the automatic clas-
sification system. The most difficult is the recognition of two neighboring cell types, 
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and all our considerations will be devoted to this problem. From the family of  blood 
cells we have selected two neighboring cell types: the neutrophilic metamyelocyte 
(class 1) and the neutrophilic band (class 2). They represent the succeeding stages of 
development of the granulocytic line of the cells. These cell types represent the most 
difficult classes for recognition, since their shape is very similar and at the same time 
there is a great variety of the their representatives in one class.  Table 1 presents some 
possible cases of these two cell families. 

Table 1. The typical representatives of the cells belonging to neutrophilic metamyelocyte and 
neutrophilic band 

neutrophilic 
metamyelo-
cyte  
(class 1) 

  
neutrophilic 
band  
(class 2)  

  
 
In our investigations we have used 99 metamyelocytes and 146 representatives of 

neutrophilic bands. The data base of these blood cells has been created in cooperation 
with Hematology Hospital in Warsaw. The bone marrow smear samples have been 
collected from more than 40 patients suffering from myelogenous leukemia. The im-
age was digitized using Olympus microscope with the magnification of 1000x and 
digital camera of resolution 1712x1368 pixels. The picture was saved in RGB format. 
The smears have been processed by applying standard method of May-Grunwald-
Giemsa (MGG). 

 

Fig. 1. The 3-dimensional PCA plot presenting the distribution of 87-dimensional data belong-
ing to two neighbouring cells families: neutrophilic metamyelocyte and neutrophilic band 
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Each cell of the family has been described by the numerical descriptors related to 
such details as the shape, size of the cells, granulation, texture, distribution of inten-
sity, colour, histogram, gradient of the image, etc. In general they refer to the descrip-
tion of texture of image, geometry of cells, statistical parameters as well as colour 
histograms determined for the whole cell and nucleus [11]. As a results of this process 
we have defined 87 descriptors forming the potential diagnostic features to be used by 
the classifiers. However due to high similarity of the neighbouring cells the numerical 
descriptors characterizing both families occupy similar positions in the high dimen-
sional space. Good illustration of the difficulty is the principal component analysis 
(PCA) map of the 87-dimensional vectors of these descriptors to the 3-dimensional 
space presented in Fig. 1. 

It is evident that both classes of cells occupy similar region in a 3-dimenional rep-
resentation. The representations of both classes interlace each other and are difficult 
to recognize. We have to look for better numerical representation of the cells, by 
eliminating the least important descriptors and limiting their number to the most sig-
nificant values. 

3 Feature Selection 

The main task of the selection procedure of the numerical descriptors is to choose 
these features which are best correlated with the class under recognition [2], [5]. Good 
feature should be stable for samples belonging to the same class (the smallest possible 
variance) and at the same time it should differ significantly for different classes. The 
feature assuming similar values for different classes has no discriminative power and 
may be treated as the noise from the classification point of view. On the other side the 
individual feature should cooperate well with the other members of the selected set to 
provide the highest possible generalization ability of the applied classifier. There are 
many different selection methods belonging in general to wrapper and filter ap-
proaches [4-6], [13]. Each of these approaches measures the importance of the feature 
according to its own strategy, not necessary globally optimal. Therefore their applica-
tion to feature selection brings usually different results. In our work we apply and 
then combine together 7 methods. They include the Fisher method,  correlation of the 
feature with a class, application of linear Support Vector Machine (SVM), nonlinear 
kernel, principal component analysis (PCA), independent component analysis (ICA) 
as well as application of the genetic algorithm. All of them have been implemented on 
the Matlab platform [9]. 

To assess properly the discrimination ability of the selected set of features we have 
used them as the input signals to the SVM classifier at application of the cross valida-
tion approach. In this approach we split the data into 10 approximately equal groups 
covering the same proportion of both classes. Nine groups are used in learning and the 
last one is left for testing the learned classifier. The procedure is repeated 10 times, 
every time at different choice of testing group of data. As the measure of accuracy of 
the classifier we treat the average of all these 10 classification trials. To determine the 
optimal number of features we have repeated the cross validation procedures at  
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application of different number of features, changing them successively from one up 
to 87. The minimum value of the cross validation error will indicate the optimal num-
ber of features. 

3.1 Fisher Method 

The basic criterion in this method is relied on the values of variance and means of the 
data samples belonging to each class. The variance of the features corresponding to 
cells belonging to one class should be as small as possible. Moreover the positions of 
means of feature values for the data of different classes should be separated as much 
as possible. The feature of the standard deviation value higher than the distance be-
tween two neighboring class centres is useless for these two particular classes recog-
nition, since it does not distinguish between them. In Fisher method the assessment of 
the feature f for distinction between class A and B is done on the basis of the discrim-
ination coefficient SAB(f), defined in the way [5] 
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In this definition cA and cB are the mean values of the feature f in the class A and B, 
respectively. The variables σA and σB represent the standard deviations determined for 
both classes. The large value of SAB(f) indicates good potential separation ability of 
the feature f for these two classes. On the other side small value of it means that this 
particular feature is not good for the recognition between classes A and B.  

 

Fig. 2. The distribution of the cross validation errors for the recognition of two classes at appli-
cation of different number of features according to Fisher method (Nf=36, minE=19.6%) 

Application of Fisher method includes few stages. In the first one each feature 
from the 87 members of potential feature set is analyzed using (1). Then the features 
are ordered according to their discrimination values (from the highest to the lowest). 
In the last step we train Gaussian kernel SVM for recognition of classes at application 
of different number of selected features, starting from one (best) feature and then 
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adding successively the next ones. In the applied cross validation approach the classi-
fication process is repeated 10 times, each time using  9 groups of data for learning 
and one group for testing.  

Fig. 2 shows the results of this cross validation approach in the form of the mean of 
classification errors at different population of the best features forming the input to 
the SVM classifier (Nf is the optimum number of features and minE represents the 
minimum error). We can see quite important diversity of results. Inclusion or exclu-
sion of the particular feature increases or decreases the recognition ability of the clas-
sifier. The results of classification depend also on the composition of the data used in 
experiments, due to their random way of selection. The best result of recognition of 
two classes has been obtained at selection of 36 best features. The mean error of the 
recognition of testing set corresponding to this choice of features was equal 19.6%. 

3.2 Correlation of the Feature with the Class 

The discriminative power of the candidate feature f for the recognition of the particu-
lar class can be also measured by the correlation of this feature with the class [13]. Let 
us assume that the target class k is one between the classes forming target vector of 
the recognized classes, denoted by d. Let us assume that the feature f is described by 
its unconditional and conditional means { }fEmc =  and { }kfEmck = . Assume that 

the variance of f is known, ( ){ }2)var( cmfEf −= . The correlation between f and d is 

derived from the covariance vector cov(f,d), related by the respective variance. The 
discriminative power of the feature f is measured as the squared magnitude of the 
correlation vector corr(f,d), i.e.,  
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discriminative power of the feature f is then given in the form [13] 
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where K denotes the number of recognized classes (K=2 in our case). The results of 
numerical experiments show that the importance of the succeeding features selected 
in this way was similar to the results of Fisher method. The Pearson correlation coef-
ficient between the measures of the discriminative powers of the features calculated 
by applying Fisher and class correlation methods was equal 0.94. The cross validation 
experiments at application of different number of the best features have shown that 
the optimum number of features was this time equal 6. At this number the mean value 
of the cross correlation error of classification of the testing set was equal 18.27%.  
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Fig. 3. The distribution of the cross validation errors at different number of features at applica-
tion of correlation of the feature with a class (Nf=6, minE=18.27%) 

3.3 The Feature Selection Based on the Application of the Multiple Input 
Linear SVM 

This is the well known and widely used selection method proposed originally by 
Guyon and Vapnik [6]. The ranking of the features is done here at application of all 
features as the input to the linear kernel SVM working as a classifier. The linear ker-
nel SVM is used as the classifier, because this kernel does not deform the original 
impact of the features on the result of the classification. The decision function of the 
N-dimensional input vector x is a linear function defined as D(x)=wTx+b with the 
weight vector w and bias b dependent of the linear combination of the training pat-
terns (xk, dk) belonging to the support vectors [12]. 

 

Fig. 4. The distribution of the cross validation errors for the recognition of two classes at appli-
cation of different number of features according to the linear SVM (Nf=9, minE=15.74%) 
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The method is based on the idea, that the absolute values of weights of a linear 
classifier produce a feature ranking. The feature associated with the larger weight is 
more important than that associated with the small one. All values of weights are 
arranged in decreasing order and only the most important should be selected. To find 
the optimal number of the features we have performed many experiments of learning 
the Gaussian kernel SVM at application of different number of the features chosen 
successively according to their position after ranking. This was done according to the 
same cross validation procedure as in the previous experiments.  

Fig. 4 presents the results of these cross validation trials in the form of mean values 
of errors at different populations of feature set. At 9 feature set we observe the signif-
icant decrease of the classification error and this number of the best features was as-
sumed as the optimal one. The mean error of the recognition of testing set correspond-
ing to this choice of features was equal 15.74%. 

3.4 The Feature Selection Based on the Application of Nonlinear Kernel 

In this approach we use the Gaussian kernel 

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the measure of similarity of vectors x and xj, that is D(x, xj)= K(x, xj). Let us assume 
that class 1 is represented by n1 and class 2 by n2 patterns. Then the average similarity 
of data belonging to one (kth) class is described by 
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Good candidate for feature should be characterized by high value of mk for k=1, 2. At 
the same time the similarity of the features characterizing the patterns belonging to 
opposite classes should be as low as possible. The average between class similarity is 
described by 
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On the basis of these measures we can define the measure of separability of two 
classes by the feature f as follows 
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High value of S12(f) means good discrimination ability of the feature f . We have im-
plemented this approach in the following way. Starting from full set of features in 
each iteration of the algorithm we search for the feature which removal maximizes the 
measure of separability of the remaining set. At any search after removing ith feature 
we define the modified value of separability measure  
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The highest value of this measure points to the feature that should be eliminated from 
the set. The next iterations start from the already obtained reduced set. The process is 
continued up to the minimal number of features guaranteeing the best performance of 
the classifier. In each step we have applied the width of the Gaussian function 

2/N=σ , where N is the size of the actual feature set. 
To find the optimal number of features we have followed this step by the already 

presented cross validation approach implemented by Gaussian kernel SVM. The re-
sults in the form of the mean classification error at different number of optimally 
selected feature sets are presented in Fig. 5. The optimum number of features corres-
ponds to the set containing 27 selected features. The mean value of the classification 
error of the testing set at this point was equal 19.80%.  

 

Fig. 5. The distribution of the cross validation errors for the recognition of two classes at appli-
cation of different number of features selected according to the nonlinear SVM (Nf=27, 
minE=19.8%) 

3.5 Principal Component Analysis for Feature Extraction and Selection 

Principal Component Analysis represents a classical statistical technique for analyz-
ing the covariance structure of multivariate statistical observations, enhancing the 
most important elements of information. It reveals the structure behind the correlation 
of many variables and is described as the linear transformation y=Wx, mapping the 
N-dimensional original feature vector x into K-dimensional output vector y, where 
K<N. The vector y preserves the most important elements of original information and 
W is the PCA transformation matrix composed of the eigenvectors of the correlation 
matrix Rxx associated with the set of feature vectors xi.  

In distinction to the above presented techniques this approach operates not on the 
original features but on the linear combination of them. Similarly to the other methods 
there is still a problem of determining the optimal number of principal components 
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that will be used as the features applied in the classification process. This problem 
was solved by learning many different SVM classifiers of Gaussian kernel in the cross 
validation mode. The results of this approach are presented in Fig. 6. 

The best results of classification  correspond to the application of 19 most impor-
tant (corresponding to the highest eigenvalues of the covariance Rxx matrix) principal 
components. The mean classification error of the recognition of testing set at this 
feature set was equal 24.30%. 

 

Fig. 6. The distribution of the cross validation errors for the recognition of two classes at appli-
cation of different number of PCA created features (Nf=19, minE=24.3%) 

3.6 Independent Component Analysis for Feature Extraction and Selection 

Independent component analysis (ICA) is a computational method for separating a 
multivariate signals into additive subcomponents assuming the mutual statistical in-
dependence of the non-Gaussian source signals [1]. These subcomponents represent 
the independent source signals extracted from the measured set of signals. As these 
signals we will treat the numerical descriptors characterizing the succeeding blood 
cells. At N descriptors and M representatives of them we have N streams of data 
forming the “time” series of M entries described by the matrix X. The ICA decom-
poses this matrix into another matrix Y of the independent rows using linear relation 

 WXY =  (8) 

where W is the ICA NN ×  transformation matrix. The mechanism of decomposition 
is relied on such choice of matrix W, which guarantees the vectors forming matrix Y 
to be far from normal as much as possible. Different measures of non-Gaussianity 
may be applied in practice: kurtosis, negentropy, mutual independence, etc. [1], [4]. 
We have applied here the kurtosis. In practical implementation of ICA we have ex-
ploited the library FastICA [1]. In the first step the whitening procedure by using  
PCA of data is performed. The additional advantage of this step is ordering the  
components according to their energetic values measured by the proper eigenvalue of  
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the covariance matrix. The second step of ICA is performed on this whitened set of 
vectors, rearranged according to their energetic impact (from the highest to smallest 
values).   

 

Fig. 7. The distribution of kurtosis of the original features (the solid line) and the features fol-
lowing from ICA transformed data (the dashed line) 

Fig. 7 depicts the distribution of the values of kurtosis for the original set of 87 fea-
tures (solid line) and the kurtosis corresponding to the independent set of the same 
population (the dotted line). The original set as the mixture of the independent com-
ponents is close to the normal and the kurtosis is rather low (the average value was 
equal 6.36). After ICA decomposition the kurtosis corresponding to independent 
components is very high, especially for the most important components. The average 
value of kurtosis of the whole data set after ICA transformation was now 46.72 and 
for the first 24 most important components its value exceeds 100.  

 

Fig. 8. The distribution of the cross validation errors for the recognition of two classes at appli-
cation of different number of ICA created features (Nf=43, minE=23.8%) 
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Fig. 8 presents the results of the cross validation procedure of classification of data 
using different number of the most important independent components as the features 
(from one to all of them). This time the lowest value of classification error rate is 
obtained at application of 43 ICA features. The percentage error of classification of 
the testing set in this case was equal 23.80%. 

3.7 Selection of the Features Using Genetic Algorithm 

Genetic algorithm (GA) represents another approach to feature selection. It belongs to 
the stochastic family inspired by the evolutionary biology such as inheritance, muta-
tion, selection, and crossover and is able to find the global minimum of the optimized 
function [7], [10]. It consists of selecting parents for reproduction, performing cross-
over with the parents, and applying the operation of mutation to the bits representing 
children. The evolution starts from a population of randomly generated individuals 
and happens in generations. In each generation, the fitness of every individual in the 
population is evaluated, multiple individuals are stochastically selected from the cur-
rent population (based on their fitness function values), and modified (recombined 
and possibly mutated) to form a new population. The new population is then used in 
the next iteration of the algorithm. It was proved that the genetically inspired selection 
process guides the evolutionary algorithm towards ever-better solutions [7]. 

In the feature selection problem we have used the binary code representation of the 
individual feature. The value one in the chromosome means the inclusion of the  
 

 

Fig. 9. The diagram of the genetic algorithm used for the feature selection 
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particular feature, zero – lack of this feature in the vector x. In the experiments we 
have applied an elitist strategy of passing two fittest population members to the next 
generation. This guarantees that the fitness is never declined from one generation to 
the next, which is the desirable property in our application. 

Each chromosome is associated with the input vector x applied to the SVM clas-
sifier of the Gaussian kernel (the value 1 means real inclusion of the feature and zero 
– no such feature in a vector). The classifier is trained on the learning data and then 
tested on the validation data set. The testing error function on the validation data 
forms the basis for the definition of the fitness function (the error function taken with 
minus sign). The genetic algorithm maximizes the value of the fitness function by 
performing the subsequent operations of selection of parents, the crossover among the 
parents and finally the mutation. The fitness takes into account the classification error 
(the difference between the real class denoted by dk and the actual class yk indicated 
by the classifier) and act in the direction of minimizing the number of selected fea-
tures Nf. To get such effect  we have defined the fitness in the following form 

 
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where α is the weighting coefficient adjusted by the user. The roulette wheel has been 
applied for selection. The general diagram illustrating the genetic algorithm applied 
for the best feature selection is presented in Fig. 9. The terminating conditions of the 
genetic algorithm apply the fixed number of generations reached, allocated computa-
tion time reached, the highest ranking solution's fitness reached or reached a plateau 
such that successive iterations no longer produce better results.  In application of this 
algorithm we have applied the crossover probability Pc=0.8, mutation probability 
Pm=0.01, population equal 20 and the elitist strategy with two most fit individuals. 

The algorithm is automatically ended, when in the last 25 generations no im-
provement of fitness function of the best individual was observed. As a result of such 
processing we have selected in this way 27 features resulting in 15.62% of average 
classification error in cross validation mode on the testing data. 

As we see each selection method has chosen different numbers of features treated 
as optimal.  We can observe quite significant variety of the selected features. When 
we compared them together we have found that only 4 of them have been selected by 
all investigated methods. These features include: mean value of pixels of nucleus 
gradient of green color, skewness of histogram of gradient of the green color of the 
whole cell, ratio of the nucleus area to its convex area and the mean distance of pixels 
of the nucleus to its central pixel. This is due to the fact that each method relied on 
different principle of operation and none of them is globally optimal. 

4 Ensemble of Classifiers and Final Results of Classification 

Analysing the results of single selection it is evident that the best results of classifi-
cation correspond to the application of genetic algorithm. However we should be 
aware that the results of other methods may carry also significant portion of infor-
mation that should be not ignored. Therefore we propose to apply the additional 
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stage of classification in the form of ensemble of classifiers, voting together for 
elaboration of final decision [8]. The general form of the ensemble system applied 
here is presented in Fig. 10. 

The features selected by using different methods are put to the input of SVM clas-
sifiers of Gaussian kernel, responsible for recognition of the class of the cell [12]. 
Since each classifier undertakes its decision on the basis of different sets of features, 
their votes may be different. The integrating system considers all partial decisions of 
SVM classifiers and develops the final classification result.  

 

Fig. 10. The general scheme of the ensemble of classifiers  

The important point is to choose the appropriate method of integrating these partial 
results together, providing the highest efficiency of the whole recognizing system. 
The simplest  one is the majority voting [3], [8]. In this method the winning class 
corresponds to the this one, which was pointed by the highest number of classifiers. 
More advanced method is the application of an additional SVM classifier as an inte-
grator. In this case we have to teach the additional SVM network to undertake proper 
decision by using the learning data set. The learning data for this classifier are formed 
by the decisions of 7 classifiers of the preceding stage, corresponding to the learning 
set and known destinations associated with them. The SVM integrator is learned on 
the learning data and tested in cross validation mode. In the same way as for individ-
ual classifiers we have split the whole data into 10  parts. Nine of them were used for 
learning and the last one tor testing. The whole process was repeated 10 times by 
exchanging the part of data left for testing.  

Table 2. The confusion matrix of the classification results of the testing data by an ensemble of 
classifiers at application of SVM as an integrator 

 Ratio of samples recog-
nized as class 1 

Ratio of samples recog-
nized as class 2 

Class 1 83.90% 16.10% 
Class 2 12.46% 87.54% 

 
Table 2 presents the average results in the form of the confusion matrix at applica-

tion of SVM as an integrator. The diagonal entries of this matrix represent right rec-
ognition rate of cells and the off diagonal – the misclassification rate. Each row 
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presents how the cells of particular type have been classified. The column indicates 
how many cells have been recognized as the type mentioned in this column. The av-
erage misclassification ratio of the system defined as the ratio of all misclassified 
cases to all cases under recognition was equal 14.28%. The best results of the individ-
ual classifier relied on genetic algorithm was improved from 15.62% to 14.28%.  

5 Conclusions 

The paper has presented and compared different methods of diagnostic feature selec-
tion for the recognition of two classes of blood cells in leukemia. The features se-
lected in each method have been applied as the input signals to SVM classifiers. Since 
each method produced different number of features the results of classification differ 
a lot. We have combined them into an ensemble and integrated into one final recogni-
tion system by using the additional stage of the SVM classifier. As a result of such 
integration we have got the improvement of the accuracy of final recognition results. 
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Abstract. This paper introduces three approaches, which use McIntosh’s Diver-
sity index to extract breast tissue features from mammographic images, for later 
classification, through Support Vector Machine (SVM), into mass and non-
mass. In order to implement the diversity index, it is necessary to define the 
element that will represent the species in the image. So, in the first approach, 
the intensities of the pixels of the image are treated as species, and the texture 
statistic used is the histogram. Considering the spatial relations of direction and 
distance between pixels, we adopted a second approach, using GLCM as texture 
statistic, where the species are represented by pairs of pixels, and the third ap-
proach, using GLRLM as texture statistic, where the species are represented by 
gray level run lengths. We achieved an accuracy of 60.25% with the first ap-
proach, 99.00% with the second one and 99.75% with the third one. 

Keywords: Mammography, McIntosh’s Diversity Index, GLCM, GLRLM, 
Breast Tissues, SVM. 

1 Introduction 

Breast cancer is a serious public health problem, in both developed and emergent 
countries. It occurs more often among women, corresponding to 22% of the new cases 
every year. The mean five-year survival rate throughout the world is about 61%. This 
kind of cancer is relatively rare before 35 years of age, but its incidence increases 
rapidly after this age. In 2010, in Brazil, the estimations for breast cancer, also valid 
for 2011, point to 49,240 new cases (INCA, 2010). Following the guidelines of the 
American Cancer Society (ACS, 2010) for early detection of breast cancer increases 
the possibility of diagnosing it in a starting stage, possibly resulting in a successful 
treatment. 

Mammography is presently the best technique for early detection of impalpable le-
sions of the breasts which have high chances of being a curable cancer. It is a radio-
graphy of the breast, usually taken from two views (x-ray images taken from different 
angles) of each breast. This procedure produces a black-and-white image of the breast 
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tissue, either as a large film or as a digital computer image, which is read and inter-
preted by a radiologist (ACS, 2010). 

Recent evidences prove that mammography offer a significant benefit for women 
aging around 40 years old. Nevertheless, mammography also has limitations: it may 
miss some kinds of cancer, and this leads the monitoring of cases which are not can-
cer, including biopsies, but is still a very effective and valuable tool to reduce the 
suffering and deaths by breast cancer (ACS, 2010). With the beginning of the use of 
mammograms, it was noticed a reduction of the mortality rates associated to this pa-
thology. 

Computer-based support tools for radiologists, CAD/CADx (Computer Aided De-
tection/Computer Aided Diagnosis), have been developed in the last years to improve 
the performance of the analysis of mammograms, through the identification of le-
sions, classification of regions or objects of interest, becoming, rapidly, a well ac-
cepted clinic practice to help radiologists in the interpretation of mammograms 
(MELLO-THOMS et al. 2007).  

The commonest approach for the development of CAD/CADx systems involve the 
procedures of features extraction, performed either by a computer system or manually 
by the radiologists (PAPADOPOULOS, 2005). Many techniques employed for the 
extraction of features use texture attributes, since they approximate the evaluation 
made by the human vision. In mammographic images, these attributes can supply a 
description of the breast tissue  

We propose, in this study, the use of the McIntosh’s diversity index 
(MCINSOTSH, 1967) for the extraction of features from tissues in mammographic 
images, taking into consideration the capability of this index to compare the species 
diversity between samples with different sizes. The index is computed through the 
Euclidean distance, which is the measurement used to dimension the similarity be-
tween datasets, making the comprehension easier. Although this index is not much 
used in the literature, in (STANDDON et al., 1997), we can see that it managed to 
show differences between burned and intact mineral soils, which were not detected by 
Shannon’s diversity index, largely used in Ecology. Due to these aspects, we consider 
this index as a strong candidate for the discrimination of breast tissues as mass and 
non-mass. So, in this work, we explore the McIntosh diversity index pooled with 
image processing and pattern recognition techniques. 

This work is organized as follows: related studies are presented in Section 1.1. Sec-
tion 2 gives a description of the McIntosh diversity index, the Histogram, the Gray 
Level Co-Occurrence Matrix (GLCM) and Gray Level Run Lengths Matrix 
(GLRLM). Section 3 presents a detailed description of the methodology and of the 
evaluation used in this work. Section 4 presents and discusses the achieved results. 
Finally, Section 5 brings the conclusion. 

1.1 Related Work 

Many studies have been developed, supplying efficient methodologies to help in the 
detection and diagnosing of breast cancer. In (MOHANY et al., 2011), it is proposed 
a system for classification of regions of interest of mammographic images into benign 
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or malignant. They used a set of 19 features, computed from the GLCM and GLRLM, 
achieving accuracy of 94.9% and, in an extra analysis, with 12 of the 19 original fea-
tures, 92.3%. In (JUNIOR et al., 2009), it is introduced a methodology for discrimina-
tion of regions extracted from mammograms into mass and non-mass, using Moran’s 
index and Geary’s coefficient as texture attribute. They used SVM as classifier, 
achieving an accuracy of 99.39%, sensitivity of 100% and specificity of 98.94%. In 
that same study, the classification of masses as benign or malignant achieved an accu-
racy of 88.31%, sensitivity of 84.78% and specificity of 93.55%. In (SOUSA, 2011), 
the use of Shannon’s diversity index is proposed, in two approaches, as texture mea-
surement for classification, through SVM, of breast tissues into mass and non-mass, 
with accuracy of 99.88%, sensitivity of 99.94% and specificity of 99.78%. In (MERT 
et al., 2011), they propose the classification of breast masses into benign and malig-
nant, where 30 features are initially extracted and only two are selected, through the 
ICA dimensionality reduction algorithm, achieving, through the SVM classifier with 
quadratic kernel, an accuracy of 94.41%. With basis on the above studies, we can see 
that the methodologies based on texture features and pattern recognition present 
promising results in the detection of cancer through mammograms.  

2 Materials and Methods 

This section contains the description of the materials and methods used to describe 
and discriminate the tissues of the mammographic image samples in the classes mass 
and non-mass, through the application of the McIntosh diversity index to the histo-
gram of the image, in a first approach, to the GLCM matrix, in a second approach, 
and to the GLRLM matrix, in a third approach. 

2.1 McIntosh’s Diversity Index 

The study of diversity is used in Ecology to determine the variety of species present in 
a community or area. The use of indexes, despite they do not represent the total com-
position of a community, allows us to dimension the richness, the equality and the 
diversity of the species in the different environment studied. These indexes are useful 
to monitor and predict the environmental changes, and were initially developed for 
Macroecology (KENNEDY & SMITH, 1995). The concept of diversity involves two 
parameters: richness, which corresponds to the number of species, and relative abun-
dance, which is the number of individuals that determines the species occurring in a 
location or sample (PIANKA, 1994). Communities with the same richness may differ 
in diversity depending on the distribution of individuals among the species 
(MCINTOSH, 1967). The computation of the diversity index results in a single num-
ber. According to (MAHAFEE & KLOEPPER, 1997), the diversity index using a 
single number to represent a given situation is advantageous, since it makes compari-
sons easier in experiments, and enables the elucidation of changes occurring in the 
related communities. In the McIntosh diversity index, a community can be thought of 
as a point in an S-dimensional hypervolume and the Euclidean distance from the 
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community to the origin can be used as a diversity measurement (MAGURRAN, 
2004). The distance is known as U  and is computed as: 

 
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where s  is the number of species (richness), and in  is the number of individuals 

(relative abundance) of the species i . The diversity of any sample is formally given 
by: 
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represents the total number of individuals in the sample. The value 

of diversity increases when the size of the sample ( N ) increases and is useful only 
when samples with the same size are compared (MCINTOSH, 1967).  Another McIn-
tosh diversity index, which does not depend on N , is given by:  
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This index has the advantage of expressing the observed diversity as a proportion of 

the absolute maximum diversity )( NN −  in a given N and varies from 0, if there 

is just one species, to 1, if the diversity is maximum (MCINTOSH, 1967). This index 
is useful when samples with different sizes are compared. 

2.2 Histogram 

A histogram (GONZALES & WOODS, 2002) is a first order statistic which 
represents the frequency of the gray levels of the pixels in the image. The histogram 
of a digital image, with gray levels in the interval ]1,0[ −L , is defined by a vector, 

where the value of each cell i , denoted by )(iH , represents the number of pixels in 

the image with gray level i . 

2.3 GLCM – Gray Level Co-occurrence Matrix 

Given a spatial relation among pixels that form a texture, the elements of the Gray 
Level Co-Occurrence Matrix (GLCM) describe the frequency at which occur the tran-
sitions of gray levels between pairs of pixels. Causing variations in the spatial relation 
by means of alterations in the orientation and distance between the coordinates of the 
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pixels, we can obtain several co-occurrence matrixes, from which we extract the mea-
surements used to analyze the textures (HARALICK, 1973).  

More specifically, each cell ),( ji  of the co-occurrence matrix works as a counter 

and stores the frequency, denoted by ),,,( θdjiP , with which two pixels occur in 

the image, separated by a distance d , in a direction θ , one with color i  and the 
other with color j . The computation of the element of the co-occurrence matrix, for 

the directions 0o, 45o, 90o and 135o, is described by four equations (HARALICK, 
1973): 

 }),(,),(,,0|)),(),,{(()0,,,( jnmfilkfdnlmknmlkdjiP ===−=−#=  (4) 

 }),(,),(,,|)),(),,{(()45,,,( jnmfilkfdnldmknmlkdjiP o ==−=−=−#=  (5) 

 }),(,),(,0,|)),(),,{(()90,,,( jnmfilkfnldmknmlkdjiP o ===−=−#=  (6) 

 }),(,),(,,|)),(),,{(()135,,,( jnmfilkfdnldmknmlkdjiP o ===−=−#=  (7) 

where “ # ” denotes the number of pairs )),(),,(( nmlk  of the set and ),( yxf  

denotes the gray level function in the pixel ),( yx . 

Figure 1b illustrates the structure of the GLCM, built from the image of Figure 1a. 
The size of the GLCM is LxL , where L  is the maximum number of gray levels 

that the image may have. In the image (Figure 1a), for example, there is three pairs of 
pixels with distance 2 and horizontal alignment, where the first pixel has gray level i  
and the second one has gray level j . So, the input ),( ji  of the GLCM registers the 

frequency 3)0,2,,( =ojiP . 

 

 
(a) (b) 

Fig. 1. (a) Image with NxM pixels. (b) Gray Level Co-occurrence Matrix (
od 0,2 == θ ) 
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2.4 GLRLM – Gray Level Run Length Matrix 

Given an image, we may define a gray level run as a set comprised of consecutive 
pixels, with the same gray level and collinear in a given direction. The number of 
pixels in this set denotes the length of the run. In order to synthesize the information 
obtained from these runs, we may compute Gray Level Run Length Matrixes 
(GLRLM), where each element, represented by ),j,i(P θ , contains the number of 

runs with size j  (length), having i  as gray level of its pixel, and the parameter θ  as 

the orientation of the line segment formed by the pixels (GALLOWAY, 1975). The 
computation of the element of the GLRLM (BEBIS et al., 2006) is defined as follows: 

 }]),(,),(|),[{(),,( jiinmfnmCARDjiP === θτθ  (8) 

where ),( nmf  denotes the gray level function in the pixel ),( nm , and ),( θτ i  is 

the length of the gray level run i  and direction θ , e CARD  stands for the cardinali-
ty of the set (number of elements). The values adopted for θ  are 0o, 45o, 90o and 
135o. It is necessary to compute the GLRLM for each direction. 

Figure 2b illustrates the structure of the GLRLM, built from the image of Figure 
2a. The size of the GLRLM is KxL , where L  is the maximum number of gray 

levels that the image may have, and K  is the longest gray level run length in the 
image, with respect to the direction θ . In the image (Figure 2a), for example, there 

are four gray level runs i , with length 3 and horizontal direction. So, the input )3,(i  

of the GLRLM registers the frequency 4)0,3,( =oiP . 

 

 
 

(a) (b) 

Fig. 2. (a) Image with NxM pixels. (b) Gray Level Run Length Matrix )0( o=θ  
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3 Proposed Methodology  

In this section, we introduce the proposed methodology to discriminate breast tissues, 
in mammographic images, into the mass and non-mass classes. 

3.1 Database 

In this study, we used samples of digitized mammograms from the DDSM - Digital 
Database for Screening Mammography (HEATH et al. 2000), which is freely availa-
ble over the Web. The images containing suspect areas (masses) are followed by a file 
containing the description of the lesion (overlay), where the number, location, type, 
contour and diagnosis of the lesions are informed. We used 800 samples, from which 
400 correspond to normal tissues (non-mass) and 400 correspond to masses. The mass 
tissue samples were extracted from the contour of the lesions, through the application 
of a bounding box over the contour, despising the pixels between the contour and the 
bounding box and considering in the features extraction stage only the pixels inside 
the contour, like in (JÚNIOR et al., 2009). The samples of non-masses were taken 
from mammograms without suspect of anomalies. All the samples extracted in this 
stage had different sizes, since we tried to keep as much information as possible about 
the texture present in the mass tissues. We opted to use them this way in the next 
stages, considering the advantage of some diversity indexes, such as McIntosh’s, of 
being relatively independent of the sampling effort. With relatively small sample, we 
are able to obtain a diversity value that will not change much as we increase the sam-
pling effort, allowing us to directly compare communities studied with different sam-
pling efforts (LLOYD et al., 1968; MAGURRAN, 2004).  

3.2 Features Extraction and Classification 

For the extraction of features, we performed some experiments, with the samples 
undergoing a pre-processing by means of the global histogram equalization 
(GONZALES et al., 2002), and other samples without pre-processing. The key func-
tion of the pre-processing is the improvement of the image in order to increase the 
chances of success of the next steps. So, we could observe the possible improvements 
achieved by the equalization. Later, in each sample, we perform uniform quantiza-
tions with 8, 16, 32, 64, 128 and 256 gray levels. So, we intend to aggregate the tex-
ture features present in the different quantizations, intending to increase the capability 
of discriminating tissues.  

From each quantization, we compute a McIntosh diversity index (equation 3) to 
describe the texture of the sample. This computation is proposed through three inde-
pendent approaches. 

In the first approach, the idea is to compute the diversity of gray levels in the im-
age and use it as texture attribute. So, the species are represented by the gray levels. 
Since the histogram (Section 2.2) registers the frequency of each gray level (species) 
of the image, we are able to extract the species richness ( s ) from it, represented by 
the number of non-null inputs (bins) of the histogram, and the relative abundance of 
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each species, represented by the value of each bin. So, the parameters s , N and U , 
needed for the computation of the McIntosh diversity index (equation 3), are obtained 
in the following manner:  

 }0,0)(|)({ LiiHiHs <≤≠#=  (9) 
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where “ # ” is the number of elements of the set and )i(H  denotes the value of the 

input of the histogram (frequency of the gray level i ). Once we had computed a di-
versity index for each quantization, the resulting features vector presented 6 variables. 

In the second approach, the idea is that if a tissue presents, in general, the texture 
more homogeneous than another one, it is probable that it has a higher concentration 
of co-occurrences of homogenous pixels (pairs of pixels with the same gray level), 
what suggests the diversity index of these pairs of homogeneous pixels as a texture 
attribute. In this case, the species are represented by the pairs of homogeneous pixels 
of gray level i , separated by a distance d , and aligned to a direction θ . So, the 
GLCM turns out to represent the distribution of the species of the region of interest. 
This way, from the GLCM we obtain the species richness ( s ), represented by the 
number of non-null inputs of the matrix, and the relative abundance of each species, 
represented by the value contained in each of these non-null inputs. So, considering 

),,,( θdjiP  the value of the input ),( ji  of the GLCM, then the values of the 

parameters s , N and U , necessary for the computation of the McIntosh diversity 
index (equation 3) are obtained in the following manner: 
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that is, is the number of inputs ),,,( θdjiP , different from zero of the main di-

agonal ( ji = ) of the GLCM. If, for example, a GLCM of a sample of tissue, with 

256 gray levels, presents the co-occurrence frequencies of homogenous pixels, of gray 
levels 120, 125, 170 and 182, with distance 2 and direction 0o, like 

30)0,2,120,120( =oP , 45)0,2,125,125( =oP , 35)0,2,170,170( =oP  and 

70)0,2,182,182( =oP , then the computation of the parameters N and U of the 

McIntosh diversity index from this GLCM will be: 
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So, the value of the McIntosh diversity index is computed as: 
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In this approach, the values adopted for the direction θ  were 0o, 45o, 90o and 135o, 
and for the distance d  the values were 1, 2, 3, 4 and 5. This way, since we needed a 
GLCM for each θ  and d , and we considered six quantizations, the resulting features 
vector had 120 texture attributes (5 distances x 4 directions x 6 quantizations). 

In the third approach, we start from the assumption that if a tissue has, in general, 
many long gray level runs and few short runs (rough texture) and another tissue has 
many short gray level runs and few long runs (thin texture), then the variety of gray 
level runs of the first tissue tends to be smaller than that of the second tissue because, 
in order to fulfill an area, the long runs arrange themselves in a smaller number than 
the short ones, which causes a smaller distribution of runs. So, assuming that, in gen-
eral, the mass tissue has thin texture and the non-mass tissue has a rough texture, or 
vice versa, then we propose the computation of the diversity of the gray level run 
lengths as a texture attribute, in order to enable the discrimination of these tissues. In 
order to adapt the concept of ecologic diversity, in this case, we adopt the representa-
tion of the entity species as a gray level run i , length j  and direction θ . So, the 

GLRLM (Section 2.4) turns out to represent the distribution of the species in the re-
gion of interest. So, we extract from the GLRLM the species richness ( s ), 
represented by the number of non-null inputs of the matrix (equation 13), and the 
relative abundance of each species, represented by the value contained in each of 
these non-null inputs. Considering ),,( θjiP  as the value of the input ),( ji  of the 

GLRLM for the direction θ , then the values of the parameters s , N and U , needed 
for the computation of the McIntosh diversity index (equation 3), are obtained as 
follows: 

 }0),,(|),,({ ≠#= θθ jiPjiPs  (13) 
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Since we need a GLRLM for each direction, we used four of them, making θ  equal 
to 0o, 45o, 90o and 135o. So, for the six quantizations considered, it was generated a 
features vector with 24 variables.  
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In all the approaches, each features vector was classified by means of Support Vec-
tor Machine (SVM)(VAPNIK, 1998; NOBLE, 2006), with the RBF (radial base func-
tion) kernel, more commonly used in pattern recognition problems.  

4 Results and Discussion 

In the classification stage, the set of features vectors was divided into two groups: 
training and test. Both groups are formed by vectors of mass and non-mass features. 
For each one of the three approaches, we ran 5 repetitions of training and test, through 
random selection. From the total of samples, 50% were used for training and 50% for 
test. In the training stage, using the RBF kernel, it is necessary to estimate, for each 
repetition, the value of two parameters, C andγ  (table 1), which allow the SVM to 

optimize the classification model and obtain the best accuracy for each problem. In 
order to estimate these parameters, from training samples, we used the script grip.py, 
which is part of the package LIBSVM (CHANG et al., 2010). To validate the classifi-
cation results, we used the measurements of sensitivity, specificity and accuracy 
(BLAND, 2000). 

Table 1 presents the minimum, maximum and mean accuracies found in each ap-
proach, for both equalized and non-equalized samples. In the first approach (histo-
gram), the non-equalized samples presented maximum accuracy of 60.25%, against 
59.00% in the equalized samples. The equalization, in this case, brought no improve-
ment. The second approach (GLCM), on the other hand, was considerably influenced  
 

Table 1. Classification accuracy of the three approaches 

Approach Equalized  C  γ  Accuracy (%) 

with Histogram

No 
Minimum 819.0 8.0 53.50 
Maximum 0.03125 8.0 60.25 

Mean   58.25 

Yes 
Minimum 0.125 8.0 55.25 
Maximum 2048.0 0.007812 59.00 

Mean   57.65 

with GLCM   

No 
Minimum 32768.0 0.125 85.75 
Maximum 32768.0 0.125 90.00 

Mean   88.05 

Yes 
Minimum 32768.0 0.5 96.75 
Maximum 32768.0 0.5 99.00 

Mean   98.00 

with GLRLM  

No 
Minimum 512.0 0.5 99.25 
Maximum 512.0 0.5 99.75 

Mean   99.55 

Yes 
Minimum 2048.0 2.0 99.00 
Maximum 2048.0 0.5 99.50 

Mean   99.15 
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by the equalization, since there was a mean increase of 9.95% in the accuracy. The 
explanation for this, in a first situation, is that the equalization of an image in 256 
gray levels causes, besides the increase in contrast between the intensities of the pix-
els, a reduction in the number of intensities, which means a reduction in the species 
richness. In a second situation, the equalization extends the interval of gray levels in 
the image to [0, 255] in such a way that, in each quantization, there is an increase in 
the species richness and redistribution of the relative abundances, when compared  
to the species richness and relative abundances with basis on the respective quantiza-
tions of the non-equalized image. It is probable that both situations increase the  
differences between the respective diversity indexes of some samples of mass and 
non-mass which, so far, without equalization, would be very close, and so improving 
the discrimination of these samples. We can see in table 1 that the third approach 
(GLRLM), with non-equalized samples, presented the best result, with accuracy of 
99.75%.  

Table 2 presents the best results for each approach. The first approach presented a 
high number of false positives, which affected negatively the specificity and accuracy. 
In the approaches with GLCM and GLRLM, the rates of false positives and false 
negatives were considerably low, leading to good accuracies, above 99% in both. We 
can notice the high influence of the spatial relations of distance and direction in the 
discrimination of tissues, since there was an accuracy improvement, from 60.25%, in 
the first approach, to something around 99.00%, in the approaches with GLCM and 
GLRLM. 

Table 2. Best performance results for each approach 

Approach TP FP TN FN Sensitivity Specificity Accuracy 
with Histogram 146 106 95 53 73.37% 47.26% 60.25% 

with GLCM 210 4 186 0 100.00% 97.89% 99.00% 
with GLRLM 189 0 210 1 99.47% 100.00% 99.75% 

5 Conclusion 

In this work, we achieved significant results for the classification of breast tissues as 
mass and non-mass, adopting concepts of species richness and relative abundance, 
used in the study of ecologic diversity, through the McIntosh’s diversity index, and 
texture information statistics, such as GLCM and GLRLM, generated from mammo-
grams. Among the three approaches, we noticed the problem of the inability of the 
McIntosh diversity index to condensate texture information from the histogram of the 
sample (first approach), since the maximum accuracy in this approach was of 60.25%. 
With maximum accuracies of 99.00% for the second approach (with GLCM), and 
99.75% for the third one (with GLRLM), we conclude that the spatial relations of 
distance and direction between pixels were decisive for the success of the methodolo-
gy. Due to the generation of fewer variables and the achievement of the best accuracy, 
the approach with GLRLM is more efficient that the approach with GLCM, and 
represents a smaller computational cost for the SVM classifier. As future studies, we 
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intend to extend the approach with GLCM, starting from the computation of the di-
versity of gray level transitions between pairs of pixels, and employ the new ap-
proach, with GLGLM (Gray Level Gap Length Matrix), which, according to (XINLI, 
1994), is complementary to the GLRLM and provides more texture information, with 
may be useful in the extension of the methodology to the classification of masses as 
benign and malignant. 
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Abstract. An investigation into the extraction of useful information
from the free text element of questionnaires, using a semi-automated
summarisation extraction technique to generate text summarisation clas-
sifiers, is described. A realisation of the proposed technique, SARSET
(Semi-Automated Rule Summarisation Extraction Tool), is presented
and evaluated using real questionnaire data. The results of this approach
are compared against the results obtained using two alternative tech-
niques to build text summarisation classifiers. The first of these uses stan-
dard rule-based classifier generators, and the second is founded on the
concept of building classifiers using secondary data. The results demon-
strate that the proposed semi-automated approach outperforms the other
two approaches considered.

Keywords: Questionnaire Data Mining, Text Summarisation, Text
Classification.

1 Introduction

Questionnaires are a useful and common research tool used for collecting infor-
mation from groups of respondents in many problem domains. Questionnaires
are typically comprised of closed-ended and open-ended questions, the answers
are stored in tabular and free text formats respectively. While extracting useful
information from the tabular part of questionnaires is straightforward (for exam-
ple using well established data mining or statistical techniques), extracting useful
information from the free text part is more challenging because, in most cases,
the texts are short, unstructured and contain misspelled words, poor grammar,
and abbreviations and acronyms related to a specific domain. A number of ap-
proaches aimed at the extraction of useful information from questionnaires have
been reported in the literature, either directed at the tabular element of ques-
tionnaire data [4], or the free text element [1,7,9,12,21,23] or both [10,11,19,20].

There are a number of ways in which we can attempt to extract useful informa-
tion from text. For example, we can attempt to use Natural Language Processing
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(NLP) [14] or Information Retrieval (IR) [3] techniques. However, given the un-
structured nature of questionnaire free text data these approaches are unlikely
to produce an appropriate result. The approach proposed here is to use clas-
sification techniques to extract meaning from free text whereby a sequence of
previously generated classifiers are applied to the texts and the resulting class
labels interpreted as a summarisation. The advantages of using this approach is
that it avoids the use of Natural Language Processing (NLP) techniques which
are not readily applicable to unstructured text. More specifically a rule based
approach to text classification is promoted as this offers the additional advantage
that the reasons for classifications can be easily provided. Note that if desired
the tabular data element of the questionnaires can be processed in conjunction
with the free text element so as to enhance the final classification result.

This paper presents a semi-automated classification technique called SARSET
(Semi-Automated Rule Summarisation Extraction Tool) which aims to support
document summarisation classification. The motivation for SARSET is as fol-
lows. Previous work conducted by the authors experimented with the use of
standard classification techniques. Using these techniques it was discovered that
it was not possible to build effective text summarization classifiers. The main
reason for this was the inadequacy of the training data. There were two rea-
sons for this: (i) the free text element typically consisted of very few words (less
than 20) and (ii) the small number of examples associated with each of the large
number of class labels that would typically be required. The research team there-
fore investigated the use of secondary data (and proposed the CGUSD system
reported in [7]). The theory here was that given a sufficiently substantial repos-
itory of secondary data it would be possible to build classifiers that could then
be applied to the questionnaire data. Although this was an interesting idea, the
results were not as good as expected. This lead the authors to conclude that the
only way that the desired classifiers could be built was via the intervention of
domain experts. Hence SARSET.

SARSET allows domain experts (users) to select phrases from questionnaire
returns in a training set that may be appropriate for inclusion in the antecedent
of classification rules. SARSET then automatically generates variations of the
suggested phrases, using a synonym database and “wild card” characters, and
produces a rule set based on this collection of phrases. SARSET then identifies
and displays examples from the training sets that are “covered” by the rules. The
user can then select appropriate rules to be included in the final classifier and
specify exceptions associated with particular rules. Exceptions are phrases (that
includes one or more wild cards) that may be covered by a rule antecedent but
which should not be used to classify a particular free text example; the concept
of exceptions will be made clearer later in the text.

SARSET was evaluated using a corpus of questionnaire returns from veteri-
nary practices (where each questionnaire was concerned with a single consulta-
tion) collected as part of the SAVSNET (Small Animal Veterinary Surveillance
Network) project [18]. The results obtained using SARSET were compared with
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the results obtained using standard rule based classification techniques and the
previously proposed classification using secondary data technique.

The rest of this paper is organised as follows. A short review of related work is
presented in Section 2, and a formal definition of the problem domain is presented
in Section 3. SARSET is then described in detail in Section 4. A brief overview
of the SAVSNET project is given in Section 5 together with a description of the
SAVSNET veterinary questionnaire corpus. Section 6 presents a comprehensive
evaluation of SARSET. A summary of the main findings and some discussion
and conclusions are presented in Section 7.

2 Related Work

A number of approaches aimed at the extraction of useful information from
questionnaires have been proposed in the literature. Some of this work focuses
on the tabular element of questionnaire data [4], some on the free text part
[1,7,9,12,21,23] and some on both [10,11,19,20]. It is the work on the free text
element that is of interest with respect to this paper.

In recent years the amount of research related to questionnaire data mining
has been growing under the influence of the following factors:

1. The accessibility and use of computers and the internet; which, in turn, has
facilitated the use of on-line questionnaires in order to automatically collect
opinions or commentaries concerning particular topics.

2. The desire of public and private institutions to speed up the process of gath-
ering and analysing information from people (e.g. opinion about politicians,
satisfaction with certain products, prevalence of medical conditions in a spe-
cific population group, etc.) through the digitalisation and automation of
questionnaires and surveys to improve decision making (facilitated by 1).

An interesting trend in questionnaire data mining research is that most of the
techniques proposed have been developed in Japan. A possible reason is the
popularity of the Kansei Engineering method [17] in Japan. This method aims to
design and produce products based on the feelings and impressions of consumers.
Feedback from consumers is obtained through questionnaires and surveys, either
paper based or electronically based; to which statistical, and more recently data
mining techniques, have been applied to extract useful information.

A number of approaches aimed at the extraction of useful information from
the free text element of questionnaires have been proposed in the literature.
Some examples can be found in [1,9,21,23]. In [23], two statistical learning tech-
niques (rule analysis and correspondence analysis) were combined and used on
a balanced set of questionnaires. Here the free text was split into phrases and
words so as to extract characteristics regarding individual analysis targets (ob-
jects from questionnaires, e.g. cars) and relationships between the characteristics
of the targets. The structure of the free text answers within the questionnaires
in [23] does not seem to be an issue even though the answers are short (one sen-
tence); however it should be noted that the answers are in Japanese, a language
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whose word representation and text structure is different to that of English, thus
requiring a different analysis style.

In [21], based on co-occurrence analysis, a semi-automated system for ex-
tracting keywords from the free text element of questionnaires and visualising
the relationship among sentences is described. A text mining technique called
Hierarchical Keyword Graph (HK Graph) was used to extract the keywords and
to represent them in a hierarchical structure. In the HK Graph technique, the
free text was first divided into words and the keywords selected by the user, then
the co-occurrences between the selected keywords and other words in the text
was calculated and the words with the highest co-occurrence values extracted
and represented as a hierarchical graph structure. A set of statistical techniques,
known as Multi Dimensional Scaling (MSD), was used to interactively cluster
the respondents in a visual space based on the similarity between extracted
keywords. Finally, the HK Graph was used to visualise the relationship among
the extracted keywords from each cluster. In [1] a domain expert’s interpreta-
tion of free text was compared to the automated performance of the keyword
co-occurrence text mining algorithm included in the Wordstat software.

Hiramatsu et al. [9] presented a system to support the analysis of open-ended
questions by extracting only atypical or unexpected opinions present in the an-
swers. The system classified opinions as typical or atypical. Three methods to
extract atypical opinions were presented: (i) based on the ratio of typical word
combinations in the sentences of an answer (the basic method), (ii) based on the
keyword distance obtained after identifying keywords in the opinions and com-
paring them with words contained in a typical word database and (iii) based on
the use of delimiters to split sentences in the opinions into phrases.

From the literature we can also identify approaches that combine question-
naire tabular data and free text, and apply data mining techniques to the com-
bined data. Examples include [11,19,20]. In [11] an automated method was pre-
sented based on Probabilistic Latent Semantic Indexing (PLSI) to extract useful
information from documents with both fixed (tabular data) and free (free text)
formats, such as questionnaires, by representing both the tabular data and the
free text as matrices, merging them, weighting their contents and clustering them
according to similarity measures. The clusters are then analysed using statisti-
cal techniques. The semi-automated approach presented in [19] was aimed at the
generation of hypothesis from questionnaire data by applying text clustering to
the free text element and classification to the tabular element. While the text
clustering process was semi-automated, the evaluation of the clusters generated
against the classified tabular data was automated. The method was comprised
of four steps: (i) clustering the free text, (ii) identifying interesting clusters, (iii)
exploring the content in the clusters and (iv) formulation of hypotheses. In [20]
it was suggested that the tabular and free text part of questionnaires can be used
as ontology components (e.g. classes, relations and instances). In this context,
the ontologies were used as a mechanism for: (i) semi-automatically focusing the
mining process, (ii) for assisting in the interpretation of the discovered knowledge
and (iii) for exposing the results on the semantic web.
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As already noted the authors have previously proposed an automated ques-
tionnaire summarisation classification technique called Classifier Generation Us-
ing Secondary Data (CGUSD) [7]. The technique was founded on the idea of
generating a classifier using an alternative source of free text data and then ap-
plying this to the “primary” questionnaire data. The motivation here was similar
to that given for this paper; experiments conducted using standard classification
techniques had indicated that the desired summarisation could frequently not
be produced, because sufficient training data was unavailable with respect to the
text summarisation classification task which typically featured a large number
of classes and few example records for each. This approach was also applicable
with respect to applications where we wish to build and apply a classifier to
questionnaire data, but have no labelled data with which to “train” the clas-
sifier. The results obtained, although not as good as expected, indicated that
CGUSD, despite requiring further refinement, did present a potential solution
in cases where no training data is available to train a classifier. The results also
prompted the view, promoted in this paper, that manual intervention by domain
experts is essential if we wish to extract meaning from the free text element of
questionnaires.

3 Problem Formalisation

SARSET is directed at the summarisation of questionnaire returns. The input is
a collection of n questionnaires, Q = {q1, q2, . . . , qn}, where each questionnaire
comprises a tabular component and a free text component, qi = {Ti, Si} (where
i is a numeric questionnaire identifier). The tabular component, in turn, com-
prises a subset of a global set of m attribute-value pairs, A = {a1, a2, . . . , am};
thus Ti ⊆ A. The text element comprises sequences of words, numbers, punc-
tuation and other printable characters. We indicate the set of tabular compo-
nents as T = {T1, T2, . . . , Tm} and the set of free text components as S =
{S1, S2, . . . , Sm}. The objective is then to summarise the free text element of
the questionnaires by searching for patterns in the document set that lead to
particular classifications according to a number of classes C = {C1, C2, . . . , Cn}.
Note that we indicate the complete set of labels using the identifier C. Each
class in C has a set of class values associated with it, Ci = {ci1 , ci2 , . . . , cik}
(where k is the number of values). Thus we have a multi-class problem. Given
a pattern (phrase) s, that might indicate a class value cij , this can be ex-
pressed in the form of a classification rule s ⇒ cij . The idea is that we have
a separate rule base, comprising rules of the from s ⇒ cij associated with
each class, R = {R1, R2, . . . , Rn}, and that these rule bases can then be ap-
plied to summarise (classify) a questionnaire collection. The overall objective is
thus to translate the input Q = {q1, q2, . . . , qn} to a sequence of sets of labels
{{c11, c12 , . . . , c1n}, {c21 , c22 , . . . , c2n}, . . . , {cn1 , cn2 , . . . , cnn}} such that one set
of labels {ci1 , ci2 , . . . , cin} is associated with each questionnaire qi and which
serves as a summary for that questionnaire.
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4 Classifier Generation Using SARSET (Semi-Automated
Rule Summarisation Extraction Tool)

In this section the SARSET methodology is described in more detail. SARSET
comprises 5 steps as shown in Figure 1 (each is considered in the following sub-
sections). Broadly the SARSET process can be described as follows:

1. The user identifies a relevant phrase and the system automatically identifies
variations of this phrase to give a set of phrases P .

2. The system extracts the subset of questionnaires in D that feature (are
“covered” by) the phrases in P .

3. If a suitable phrase pi can be identified in P (one that serves to identify a
class value ci): (i) generate a classification rule with pi as the antecedent and
ci as the consequent, and add to R, (ii) if necessary add exceptions to the
exceptions base, (iii) remove pi from P . Otherwise go to 5.

4. Repeat 3
5. Exit if a suitably effective classifier has been generated. Otherwise go to 1.

Note that the process requires a training set D comprising the free text elements
of a set of questionnaires. The “documents” in D are pre-processed so that num-
bers and symbols are removed, but keeping phrase delimiters such as commas,
semicolons and full stops in order to have a clean but coherent free text from
which the domain experts can identify relevant phrases.

4.1 Phrase Identification and Generation of Phrase Variations
(Step 1)

The first step in the SARSET process, as indicated above, involves the partici-
pation of a user (this might be a domain expert). In the graphical user interface
(GUI) of SARSET, the first document di ∈ D is presented to the user, who
then identifies a phrase relevant to the application domain which describes the
document in terms of some summary class type. For example in the case of
the SAVSNET veterinary questionnaires we typically have three main types of
classes: Symptoms, Diagnosis and Treatments. The user identified phrase is con-
ceptualised as an ordered sequence of k (1 ≤ k ≤ 5) words that includes at
least one keyword as determined by the user, and one or more non-keywords
(punctuation is ignored). Phrase variations are then generated for the identified
phrase, whereby non-keywords are replaced with “wild card markers” which can
be matched to any word using a one-to-one matching. The idea here is that given
a likely phrase that may become part of a classification rule, similar phrases shar-
ing the same pattern may also be useful. For the phrase variation construction
the synonyms of the keyword(s) selected are also considered in order to broaden
the coverage of the phrase pattern and its related phrases. The synonyms used
are identified automatically using a Lucene1 index that contains the synonyms
defined in the WordNet2 database.
1 http://lucene.apache.org/core/
2 http://wordnet.princeton.edu/

http://lucene.apache.org/core/
http://wordnet.princeton.edu/
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Fig. 1. The SARSET methodology

For example, suppose the phrase “continue with bland diet” has been iden-
tified and suppose the set of keywords is K = {diet}. Consequently the set of
non-keywords is W = {continue, with, bland}. SARSET automatically builds all
the variations of this phrase. Including synonyms we get:

P = {{continue, with, bland, diet}, {?, with, bland, diet},
{continue, ?, bland, diet}, {continue, with, ?, diet}, {?, ?, bland, diet},
{?, with, ?, diet}, {continue, ?, ?, diet}, {?, ?, ?, diet}, {?, bland, diet},
{continue, ?, diet}, {?, diet}, {continue, with, bland, dieting},

{?, with, bland, dieting}, {continue, ?, bland, dieting},
{continue, with, ?, dieting}, {?, ?, bland, dieting}, {?, with, ?, dieting},

{continue, ?, ?, dieting}, {?, ?, ?, dieting}, {?, bland, dieting},
{continue, ?, dieting}, {?, dieting}}
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(|P | = 22). In the above the first phrase is the phrase identified by the user, the
following 10 are variations identified by the system, and the following 11 are the
original phrase and its variations using “dieting” as a synonym for “diet”.

4.2 Identification of Questionnaires Covered by Identified Phrases
(Step 2)

The second step is the automatic retrieval of documents in D which are covered
by the identified phrase in the set P . SARSET presents a list of the phrases
ordered according to the frequency with which they appear in D, and gives the
probabilities with which each phrase is associated with each class. The frequency
and the probabilities associated with each phrase allows the user to determine
their relevance with respect to the classification task. If desired, the user can
inspect the documents covered by each phrase to see the context in which the
phrase appears (for example so as to identify potential exceptions).

4.3 Rule Generation (Steps 3 and 4)

In steps 3 and 4 the user attempts to identify suitable phrases to be included in
classification rules. This process continues until no more phrases can be identi-
fied. For each identified phrase a rule is constructed and added to the rule set R
so far. An example of a generated rule is: ? ? bland diet⇒ Diarrhoea, in which
the antecedent of the rule is comprised by a phrase variation and the consequent
by the name of a class. The appropriateness of phrases is judged by their asso-
ciated frequency count and probability values. If, once a rule is generated, the
user can identify exceptions these are included in an exceptions base. As already
noted exceptions are phrase patterns that should not be covered by particular
identified rules. Documents that are covered by generated classification rules are
not removed from the document set. The argument for not removing documents
in our approach is that the free text element of questionnaires may contain more
than one phrase that can be considered relevant. The generated classification
rules are ranked according to their sensitivity; high ranked rules are “fired” be-
fore other rules. They are also sorted according to the size of their antecedent
(number of words) to facilitate efficient matching.

4.4 Continuation of the Process or Exit (Steps 5)

The overall process continues until a suitably effective classifier is arrived at.
Due to its semi-automated nature, typically this will be when all documents in
the training set are covered by at least one rule in R or no more rules can be
generated.

4.5 Applying Classification Rules to Unseen Documents

Once the classifier has been generated it may be applied to summarise unseen
questionnaires. In practice several classifiers will be produced to cover different
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aspects of the questionnaire set. As already noted with respect to the SAVSNET
data three distinct classifiers are anticipated: (i) Symptoms, (ii) Diagnosis and
(iii) Treatments. To apply classifiers generated using the SARSET methodology,
the document collection to which the classifiers are to be applied must first be
pre-processed in a similar way as the document collection that was used to gen-
erate the rules, that is, by removing numbers and symbols and by keeping phrase
delimiters (commas, semicolons and full stops). A collection of feature vectors,
as used with respect to some text classification systems, was not produced be-
cause it was not necessary and because it would have been computationally
expensive to generate. Phrases of k (1 ≤ k ≤ 5) words size are then identified
in the documents and the classification rules applied according to their ranking
and antecedent size (i.e. rules whose antecedent comprises 2-words are applied
to 2-words phrases). Phrases from an unclassified document that match the an-
tecedent (a phrase pattern) of a classification rule are classified according to
the rule that is “fired” first. In the case where a document cannot be classified
because there is no phrase pattern that matches any of the phrases in the doc-
ument a default class is selected (the class that appears most frequently in the
training set).

5 The SAVSNET Application

The focus of the work described in this paper is the collection of questionnaire
returns obtained as part of the SAVSNET (Small Animal Veterinary Surveillance
NETwork) project [18]. SAVSNET is an initiative that is currently in progress
within the Small Animal Teaching Hospital at the University of Liverpool in
the UK. The objective of SAVSNET is to provide information on the frequency
of occurrence of small animal diseases (mainly in dogs and cats). The project
is partly supported by Vet Solutions, a software company whose software is
used by some 20% of the veterinary practices located across the UK. Some 30
veterinary practices, all of whom use Vet Solutions’ software, have “signed up”
to the SAVSNET initiative.

The SAVSNET veterinary questionnaires comprise a tabular (tick box) and a
free text section. Each questionnaire describes a consultation and is completed
by the vet conducting the consultation. The tabular section of the questionnaires
includes attributes that are associated with general details concerning the consul-
tation (e.g. date, consultation ID, practice ID), while others are concerned with
the “patient” (e.g. species, breed, sex) and its owner (e.g. postcode). The free text
section of the questionnaires usually comprises notes made by the vet, which typ-
ically describe the symptoms presented, the possible diagnosis and the treatment
to be prescribed. It is the free text section that we are interested in summarising,
although in some cases the free text element of the questionnaires is left blank.

6 Evaluation

For experimental purposesweused two subsets of the SAVSNETquestionnaire cor-
pus, concentrating on symptoms; we refer to these two subsets as SAVSNET-840-4
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and SAVSNET-984-3.These subsets were selected in consultationwith domain ex-
perts who took into account their interestingness (in terms of Veterinary Science)
and the amount of data available. SAVSNET-840-4 is comprised of 840 records and
4 class values: (i) Aggression, (ii) Diarrhoea, (iii) Pruritus and (iv) Vomiting (thus
C = {Aggression,Diarrhoea, Pruritus, V omiting}). SAVSNET-984-3 is com-
prised of 984 records and 3 classes: (i) Diarrhoea, (ii) Vomiting and (iii) Vomiting
and diarrhoea (thus C = {Diarrhoea, V omiting, V om&Dia}). Some statistical
information concerning the two data sets is presented in Tables 1, 2 and 3. Note
that bothdata sets are extremely unbalanced.Note also that the classVom&Dia in
SAVSNET-984-3 is comprised of records inwhichdiarrhoea andvomitingwere pre-
sented together, such records are not included under the V omiting or Diarrhoea
classes.

Table 1. Information of the data sets

Data set Number of classes Number of records Min - Max size of
documents (in words)

SAVSNET-840-4 4 840 3 - 223

SAVSNET-984-3 3 984 1 - 322

Table 2. Number of records per class
in SAVSNET-840-4

Free Text

Class Num. %

Aggression 34 4.05
Diarrhoea 315 37.50
Pruritus 352 41.90
V omiting 139 16.55

Total 840 100.00

Table 3. Number of records per class
in SAVSNET-984-3

Free Text

Class Num. %

Diarrhoea 591 60.06
V omiting 273 27.74
V om&Dia 120 12.20

Total 984 100.00

The evaluation was conducted by comparing the operation of: (i) standard
classifiers generated from the data, (ii) standard classifiers generated from sec-
ondary data and applied to the primary data (CGUSD) and (iii) classifiers gener-
ated using SARSET. In the first two cases the preprocessing of the free text was
similar: stop words (common words that are not significant for the text summari-
sation process) were removed, stemming was applied using an implementation
of the Porter Stemming algorithm [22] and keywords were identified with the
well established TF-IDF (Term Frequency - Inverse Document Frequency) mea-
sure [13]. TF-IDF weights were calculated for each term and the most significant
terms, according to their weight, were selected.

For the Classifier Generation Using Secondary Data (CGUSD) approach, the
required secondary data set consisted of medical abstracts obtained from the
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MEDLINE database, which comprises around 21 million citations for biomed-
ical literature, including journals and books3. The abstracts were extracted
using PubMed4; PubMed includes many options for searching the MEDLINE
database. In our case we used one search query for each of the identified class
labels (see Tables 2 and 3) and the “English Language” and “animals” options
available in PubMed. In each case r (the maximum number of documents to be
retrieved) was set to 500, however for some classes there were less than 500 doc-
uments. Thus the final secondary data set for SAVSNET-840-4 comprised 1,974
documents; whilst the SAVSNET-984-3 secondary data set comprised 1,128 doc-
uments. A detailed description of CGUSD can be found in [7].

For the two first automated approaches the standard classification technique
applied was the TFPC (Total From Partial Classification) algorithm [6], which
is a Classification Association Rule Mining (CARM) approach based on the
Apriori-TFP (Total From Partial) Association Rule Mining (ARM) algorithm
[5]. Apriori-TFP, in turn, is founded on the classic Apriori algorithm [2]. For
the evaluation, comparisons were conducted using a range of support threshold
(σ) values from 0.5 to 2.5 incremented in steps of 0.5, and a range of confi-
dence threshold (γ) values from 50% to 80% incremented in steps of 10%. The
evaluation metrics used were overall accuracy expressed as a percentage and
the Area Under the receiver operating Curve (AUC) [8]. The later was deemed
to be appropriate because of the unbalanced nature of the input data. For the
first approach the reported results were obtained using stratified Ten-fold Cross
Validation (TCV); the results are presented in Tables 4 and 5. For the CGUSD
approach the accuracy and AUC values were obtained as a result of applying
the generated classifier to the entire primary data set; the results are presented
in Tables 6 and 7. With reference to Tables 4, 5, 6 and 7, as might be expected,
the best results were obtained using a low support threshold coupled with a high
confidence threshold. With respect to the results presented in Tables 4 and 6
it should be noted that similar experiments were reported in [7]. However the
experiments reported in this paper used a more refined preprocessing of the data
than in the case of the previous reported experiments. The results reported in
this paper, using the first two approaches applied to the SAVSNET-840-4 data
set, are therefore an improvement over the previously reported results.

For the SARSET approach a 50:50 training-test set split was adopted. The
classifiers were generated according to the best knowledge of veterinary science
possessed by the lead author (who is not a Veterinary Scientist). The classifiers
were then evaluated using the test sets. Evaluation was also conducted by ap-
plying the classifiers to the training sets and the entire data (training and test
set). TCV was not used because of the resource intensive nature of the SARSET
approach. The results obtained with SARSET are presented in Table 8.

Inspection of the results presented in Tables 4, 5, 6, 7 and 8 indicate that,
with respect to the AUC values, SARSET produces a better performance than
the other two techniques. Considering accuracy, SARSET also outperformed the

3 http://www.nlm.nih.gov/databases/databases_medline.html
4 http://www.ncbi.nlm.nih.gov/pubmed

http://www.nlm.nih.gov/databases/databases_medline.html
http://www.ncbi.nlm.nih.gov/pubmed
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Table 4. Standard classification applied to SAVSNET-840-4

σ γ = 50% γ = 60% γ = 70% γ = 80%
Acc (%) AUC Acc (%) AUC Acc (%) AUC Acc (%) AUC

0.5 76.31 0.5466 76.67 0.5526 76.55 0.5511 76.19 0.5672
1.0 75.00 0.4991 75.36 0.4978 74.17 0.4812 70.83 0.4556
1.5 74.05 0.4933 74.17 0.4909 72.74 0.4683 68.69 0.4353
2.0 70.12 0.4567 72.14 0.4637 67.86 0.4286 71.19 0.4455
2.5 71.19 0.4657 71.55 0.4676 68.69 0.4321 67.14 0.4209

Table 5. Standard classification applied to SAVSNET-984-3

σ γ = 50% γ = 60% γ = 70% γ = 80%
Acc (%) AUC Acc (%) AUC Acc (%) AUC Acc (%) AUC

0.5 66.53 0.4280 67.35 0.4488 66.32 0.4456 64.47 0.4260
1.0 63.96 0.3935 64.37 0.4067 64.37 0.3924 62.31 0.3706
1.5 63.13 0.3827 63.54 0.3730 62.20 0.3575 62.31 0.3570
2.0 63.44 0.3902 63.44 0.3731 62.82 0.3719 62.51 0.3592
2.5 60.97 0.3685 61.79 0.3535 60.76 0.3477 60.35 0.3333

Table 6. CGUSD applied to SAVSNET-840-4

σ γ = 50% γ = 60% γ = 70% γ = 80%
Acc (%) AUC Acc (%) AUC Acc (%) AUC Acc (%) AUC

0.5 56.55 0.4929 56.90 0.5024 53.81 0.4898 52.74 0.4827
1.0 49.40 0.3966 44.52 0.4544 42.50 0.4439 51.43 0.3983
1.5 59.05 0.4684 40.48 0.4335 59.76 0.4665 59.52 0.4629
2.0 60.48 0.4769 60.95 0.4735 59.76 0.4665 59.52 0.4629
2.5 60.36 0.4745 60.24 0.4672 28.45 0.4268 58.93 0.4594

Table 7. CGUSD applied to SAVSNET-984-3

σ γ = 50% γ = 60% γ = 70% γ = 80%
Acc (%) AUC Acc (%) AUC Acc (%) AUC Acc (%) AUC

0.5 52.73 0.4138 50.88 0.4252 47.79 0.4181 48.20 0.4066
1.0 46.14 0.3628 45.21 0.3624 43.56 0.3621 40.58 0.3746
1.5 42.53 0.3767 41.19 0.3733 39.75 0.3708 37.59 0.3656
2.0 34.09 0.3374 32.13 0.3314 30.38 0.3264 30.07 0.3294
2.5 33.88 0.3417 31.82 0.3317 30.18 0.3273 29.97 0.3309

Table 8. SARSET applied to SAVSNET-840-4 and SAVSNET-984-3

SAVSNET-840-4 SAVSNET-984-3
Acc (%) AUC Acc (%) AUC

Entire data set 78.21 0.7429 66.36 0.7861
First half 79.57 0.7530 67.35 0.7880
Second half 77.32 0.7364 66.39 0.7900
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other techniques except in the case where standard techniques were applied to
the SAVSNET-984-3 data set where results were competitive. However, given
the unbalanced nature of the SAVSNET-840-4 data set AUC is a much better
measure of the quality of the different techniques. It should also be emphasised
again that the classifiers produced using the SARSET methodology were not
generated by a domain expert but by the lead author. If a domain expert had
been used it is suggested that even better classification results could have been
obtained.

7 Conclusion

This paper has reported on SARSET (Semi-Automated Rule Summarisation
Extraction Tool), which supports a semi-automated approach to the generation
of text summarisation classifiers. SARSET was tested using the free text ele-
ment of two questionnaire data sets (SAVSNET-840-4 and SAVSNET-984-3).
The results of the experiments were compared against the results obtained us-
ing two alternative techniques to build text summarisation classifiers, the first
using standard rule-based classifier generators and the second (CGUSD) using
secondary data related to the domain of the questionnaires. The motivation for a
semi-automated classification technique was that most established techniques do
not perform well with respect to small unstructured texts, such as those found in
the free text element of questionnaires. The generation of rule-based classifiers
using SARSET relies to some extent on the knowledge and criteria of domain
experts, who are required to search for and identify relevant phrases within
the document collection that can be used for the construction of classification
rules. The SARSET methodology ends when the domain experts considers the
rule base to be sufficiently comprehensive. The results obtained indicate that
SARSET is a useful tool for generating rule-based classifiers from unstructured
free text. In the context of the AUC measure it outperformed the standard clas-
sification and the CGUSD techniques to which it was compared. Although the
results were of a satisfactory nature, it is suggested that classifiers generated by
experienced domain experts will be even more comprehensive. It is also worth
noting that SARSET can be easily adapted and used in other domains, making
it a technique with general applicability.
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Abstract. Malicious PDF files have been used to harm computer secu-
rity during the past two-three years, and modern antivirus are proving
to be not completely effective against this kind of threat. In this pa-
per an innovative technique, which combines a feature extractor module
strongly related to the structure of PDF files and an effective classifier, is
presented. This system has proven to be more effective than other state-
of-the-art research tools for malicious PDF detection, as well as than
most of antivirus in commerce. Moreover, its flexibility allows adopting
it either as a stand-alone tool or as plug-in to improve the performance
of an already installed antivirus.

1 Introduction

The ways in which hackers try to violate the security of computer systems have
been constantly evolving. Operating systems have become more secure, as secu-
rity fixes are constantly released, and the possibility of finding Zero-Day Vulnera-
bilities1 is reduced. Therefore, third parties applications (such as Adobe Reader,
Microsoft Outlook, etc.) and the file formats they read have become the most
targeted ones by the attackers.

The PDF file format is nowadays widely used to read documents, and it is
common to think that it is safe. However, its security has been harmed during
the past years. The applications that are commonly used to open them have
been targeted by cyber-criminals, who have been trying to discover bugs or
vulnerabilities that might allow them to gain control of the computer systems
used to read a PDF file. Moreover, the spectrum of the attacks is widened by the
presence of third-party plugins connected to such applications, which often suffer
from bugs that, although discovered, are not patched on time. Once these systems
have been exploited, they might also be used by cyber-criminal organizations as
part of botnets. This problem has been clearly reported by Symantec and IBM
in their 2009 and 2010 security reports [2,3].

Attackers have also become smarter and many countermeasures established
by software houses such as Adobe are now bypassed. Most of the attacks focus
on bypassing the most advanced protections, so the development of a system

1 Vulnerabilities discovered and not yet patched.

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 510–524, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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which can be robust against the widest variety of attacks (including possible
new ones) will be crucial to address this threat.

In this paper, we present a new tool for the detection of malicious PDF files,
where PDF-specific features are employed to build a statistical classifier through
machine learning. This paper presents six sections beyond this one. Section 2
provides a basic description of the PDF file format structure. Section 3 presents
a basic approach to the most important attacks that harm PDF files and readers.
Section 4 is a list of the previous works and tools about PDF security. Section
5 presents the method we have adopted to develop our tool. Section 6 provides
the results and the performance of our tool, as well as a comparison with the
most important antivirus on the market and with Wepawet [1] and PJScan [17],
a powerful tool academically developed. Section 7 closes the paper with the
conclusions.

2 An Overview of PDF Technology

2.1 A Brief History

PDF is the acronym of Portable Document format, and it is a widely used stan-
dard to exchange documents. Firstly introduced in 1990, it became available for
public domain in 1993; in 1994, Adobe Reader, the software used to read PDF
files, became free. Nowadays, PDF is one of the most used formats to read and vi-
sualize documents, along with DOC (DOCument) and ODT (OpenDocumenT),
respectively used by Microsoft Word and Open Office. There is a good reason
for this, as the PDF format is flexible, allows for high typesetting quality with
relatively small memory usage, and it is recognized among different software
platforms and applications.

2.2 PDF Structure

A PDF file is structured as a sequence of dictionary objects (marked by “<<”and
“>>”), logically connected to each other: each object can be followed by a
compressed stream of data. Each dictionary object contains simpler types of
objects (number, array, names), which provide information about the actions
performed by the object itself. The stream of data can contain text, images,
codes that are processed using the information provided by the objects in the
dictionary. Objects can be pages, fonts, images, embedded code. Figure 1 shows
an example of this structure, obtained with the PDF CanOpener, an Acrobat
plug-in by WindJack Solutions [4].

We will not describe the details of the objects in the picture, as it is not the
purpose of this paper. However, it is possible to visualize the same structure in
a textual way (RAW mode), in which the information on the type of actions
performed by the object are represented by keywords, which are identified by
the tag “/”.
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Fig. 1. A graphical representation of a PDF document structure

3 Attacks against PDF Documents

3.1 Attack Types

Due to its flexible object structure, the PDF file format can host Java, Flash
code, and a variety of other applications. However, this can bring to a lot of
security issues, that may support several types of attacks [5]. In the following
we summarize the main security issues.

– Javascript code issue: some malicious Javascript code can be directly injected
by the attacker using specific APIs (Application Program Interface) inside
a PDF file, in order to exploit a vulnerability of the application that is
supposed to read it. An example is reported in the CVE-2009-4324.2

– Launch actions: a PDF file may be crafted in order to launch special com-
mands on the operating system, usually after a user confirmation (popup
message). A critical example is reported in the CVE-2010-2883.

– Embedded files: a PDF file may contain attached files, which can be extracted
and opened by the reader. This may be used to hide malicious executables.
See, for instance, the CVE-2010-1240.

– Embedded Flash applications: a PDF file may contain Flash applications
(stored as embedded SWF files), as well as malicious ActionScript code.
See, for instance, the zero day CVE-2010-3654.

3.2 Evasion Techniques

Attackers often employ obfuscation and encryption techniques in order to bypass
IDS and Antivirus. Here is a short description of the most important ones.

2 CVE stands for Common Vulnerabilities and Exposures and it is a dictionary which
classifies the discovered vulnerabilities. It was developed by MITRE, a non-profit
organization featuring more than 7000 engineers who work in Applied Systems En-
gineering and Advanced Technology, and it is considered a vulnerability classification
standard.
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– GoToEmbedded actions: a PDF file can be embedded inside another PDF
file, and a special command can be issued so that Adobe Reader automati-
cally opens the embedded PDF file without notifying the user. This feature
may be used to hide a malicious PDF file within a normal PDF file.

– Encryption: a PDF file may be encrypted with a password. However, if an
empty password is used, Adobe Reader will open it directly without asking
the user.

– Parser “flexibility”: it is possible to introduce slight variations on the header
of the PDF file in order to bypass too strict antivirus.

3.3 Typical Attack Procedure

Understanding how an attack is typically performed is important to the purposes
of our analysis. We will now provide a typical sequence of steps that are adopted
when an attack occurs, but we will not go into the details of the exploiting
techniques adopted, as it is not the aim of this paper.

1. Opening a malicious PDF file, usually sent by spam. The malicious PDF
file could contain SWF, HTML and JS files, Javascript and ActionScript
code, and even embedded malicious PDF files. These elements are usually
obfuscated in order not to be detected by IDS.

2. Depending on the type code/file embedded, some exploiting techniques are
adopted, such as:
– Buffer Overflow, in which malicious code is inserted in memory areas

outside the bounds allowed for the program. [6]
– Return Oriented Programming (ROP), in which the flow of the program

is redirected to a memory area containing the malicious code, using a
specific memory address. [7]

– Heap Spraying (HS), in which the heap area of the memory is filled with
multiple copies of an object containing malicious code, in order to bypass
some countermeasures against ROP. [8]

– JIT Spraying (JITS), in which Just In Time (JIT) compilers are used
to make writable areas of the memory that should be not writable, and
then to inject malicious code into those area. [9]

3. Thanks to the exploit, shellcode embedded inside the PDF file is copied in
main memory and executed.

4. The shellcode triggers the download of a “trojan horse”program and au-
tomatically executes it, compromising the whole security of the computer
system.

4 Related Works on PDF Security

4.1 General PDF Security Research

PDF security is a rather new field of research. Many researchers have been
working in order to discover new threats and to produce some tools that can
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improve the quality of the PDF analysis. Stevens developed PDFid, a parser
that has been used in our experiments [10]: it is able to provide a detailed list of
the objects contained in a PDF file, as well as their frequencies (i.e. how many
times they appear inside a file). An impressive insight into the vulnerabilities of
the PDF files have also been provided by Contagio [11], which also gave us part
of the dataset used in our analysis. New tricks and ways of exploiting Adobe
vulnerabilities were also described by Cova [12]. Dixon [13] is also helping the
scene, providing new tools for malware analysis and a very useful database of
malicious files found in the net, along with their characteristics and statistics of
the most recurring objects.

4.2 State-of-the-Art Malicious PDF Detection Tools

There are not many academic tools specifically related to PDF security. Most of
the available tools detect many types of malware at the same time, and some in-
clude PDF as well. We will now provide a brief description of the most important
ones.

CWSandbox. This tool has represented an important breakthrough in malware
analysis. CWSandbox [14] is a sophisticated platform capable to extract the dy-
namic behavior of a computer system once a certain (e.g. suspicious) file is opened
and executed. Files are executed in a controlled (virtual) environment and a de-
tailed report of the raised operating system events is built. While this tool is not
able to tell whether a file is is malicious or not, its reports can be used for manual
analysis or even to generate a set of features for automatic classification.

Wepawet. One of the first academic tools specifically designed to detect PDFfiles
isWepawet [15][1], an onlinemalwaredetection system that detectsmaliciousURL
and PDF files. It extends the approach introduced by CWSandbox by including a
features extraction and classification system. It is a machine learning tool which
focuses on Javascript attacks: it extracts, deobfuscates and classifies Javascript
code within PDF files. To this end, the tool analyses specific commands as-
sociated to malicious files, as well as the order in which those commands are
executed. The tool employs a Bayesian classifier, which appears to be good for
the purposes of the analysis.

Nozzle. It is a specific tool developed to detect Heap Spraying attacks [8].
Although it has not been specifically designed to detect malicious PDF files, it
can be a very useful resource, as many PDF files implement HS attacks.

MDScan. This is one of the most recent and advanced tools created, and it was
specifically designed to detect malicious Javascript code inside a PDF file [16].
Basically, it implements a hybrid approach: first, it scans the PDF document
in order to retrieve Javascript code, i.e. it searches for the objects related to
Javascript routines (static part), and then it executes the code using a Javascript
interpreter (dynamic part). The main difference from Wepawet is the way the
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malware files are classified: MDScan analyzes the part of the memory in which
the Javascript routines are written, and heuristics are adopted to determine
whether or not the code is malicious.

PJScan. This tool has been recently developed by Laskov and Šrndić, and it
extracts the features used for the classification from the Javascript code embed-
ded in the PDF file, using a static N-gram analysis. It then uses a one-class SVM
to classify the files. This tool only analyzes files that have embedded Javascript
code [17].

Due to their public availability and the possibility of performing massive scans,
we have been able to compare the performance of our tool with Wepawet and
PJScan.

5 A New PDF Detector

In this paper a new tool called PDF Malware Slayer (PDFMS) is presented.
PDFMS is an advanced tool to the detection of malicious PDF files, based on
machine learning. This tool is composed by:

– A data retrieval module, which retrieves the files for the training/testing
phases.

– A feature extractor module, which determines the type of features used by
the classifier.

– The classifier itself.

We will now focus on the methodology adopted to develop the feature extractor
module, as well as the guidelines behind the choice of the classifier. The data
retrieval module will be analyzed in section 6.1.

5.1 Feature Extraction

This is themost importantphase of theproject, as an incorrect choice of the features
would not make the classifier work well. Malicious code is always contained inside
a data stream, which is compressed. However, analyzing data stream as a whole
can be quite complex, due to wide variety of PDF objects. Moreover, focusing on
a particular kind of object (e.g. Javascript or ActionScript) may allow to detect
only a portion of PDF attacks. To overcome this problem, we characterize PDF
files according to the set of embedded keywords. It is worth noting that a PDF
reader needs to recognize some specific PDF keywords in order to execute actions,
opening images, and so on. Thus, the occurrence of each keyword can be useful to
understand the high-level behavior of PDF readers when a PDF file is opened, and
discriminate between malicious and legitimate PDFs.
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Towards this goal, we perform two steps:

1. Let us consider two sets, composed by malicious or legitimate PDFs, re-
spectively. For each of these two sets, we enumerate PDF keywords and, for
each keyword, its relative frequency is computed (multiple occurrences of
a keyword within a single file are considered only once). Then, for either
malicious or benign files, we identify the group of keywords having the high-
est frequency (i.e. highest centroid) by means of a K-Means clustering with
K = 2. The base feature set is defined by the union of the corresponding two
clusters. For each keyword within this set, we add its obfuscated version (if
it appears at least once on benign or malicious files) to build the final feature
set. For instance, if keyword /JS is within the base feature set, and there is a
obfuscated version of this keyword, namely /JSoffus, we will include /JSoffus
in the final feature set.

2. The feature vector for each PDF file is obtained by computing the frequency
of each keyword in the feature set.

Fig. 2 shows the structure of the feature extractor.

Fig. 2. PDFMS Feature Extractor

5.2 Classification

The type of features chosen for this problem does not provide particular hints for
the choice of a classification algorithm. During the experimental phase, different
classifiers such as Naive Bayes, SVM and Decision Trees (in particular using
Random Forests), have been considered. After having determined which classifier
has the best accuracy and stability on the training model, we have performed
a comparison between the accuracy of our system on the test set and the one
of other systems, both commercial and academic. See the next section for more
information.
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6 Results

6.1 Data Collection

Basically, both malicious and benign files are used for the training phase. This
choice was made because there are not only differences between malicious and
benign PDF files, but also common points. Hence, using both classes for training
could be a reasonable choice. The data has been retrieved from:

– An interface to the Yahoo search engine [18], which randomly downloaded
PDF files using random keys from a dictionary (benign source).

– A huge dataset provided by the Contagio team [11] (benign and malicious
files). This choice was made because finding a lot of malicious samples on
search engines is a very difficult task, as most of PDF malicious files are sent
using spam3. Therefore, using the Yahoo Search Engine to retrieve malicious
files would not bring good results.

The dataset obtained in this way was divided into a training set and a test set.
The division was made randomly, although using two basic criteria:

– The number of the benign and malicious files in the training set must be the
same, in order to attain a balanced training set.

– The number of the test set samples must be high, in order to provide reliable
results. Hence, we decided to use a number of test samples close to the
number of the training ones.

Fig. 3 shows the structure of the data retrieval module.

Fig. 3. PDFMS Data Retrieval Module

The 25% of the dataset has been obtained from the Yahoo Search Engine,
whilst the other 75% from the Contagio dataset. The total number of files is

3 With the term SPAM we define advertisements sent through e-mail, blogs or search
engines. In particular, an attack performed using SPAM usually requires the user
to download a file related to the advertisement and open it (most of times it is an
executable one, but also PDF ones).
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21146: 11157 malicious files and 9989 benign ones. The training set is composed
by 6000 benign plus 6000 malicious files, whilst the remaining samples formed
the test set. The malicious files in the training set contain a high variety of
attacks (mainly Javascript and ActionScript embedded code), which implement
all the techniques described in Section 3.3. The chosen division brought to 12000
files for the training set and 9146 files for the test set, formed by 3989 benign
files and 5157 malicious ones.

6.2 Feature Extraction

The number of objects determined from the malicious part of the training set is
10354, and the highest total frequency of a keyword appearing in the malicious
set is 5945. Fig. 4 shows the results of the clustering performed on the malicious
part. On the y axis the frequency of the object is reported.

Fig. 4. Malicious training set clustering

As it can be seen, the first 28 objects having higher frequency value (i.e. with
the highest occurrence) were considered characteristic by the clusterer.

The number of the objects determined from the benign part of the training
set is 650357, and the highest number of occurrences for a single object is equal
to 5965. The difference between the malicious part is evident, as genuine files
contain a wider variety of objects compared to the malicious ones. Fig. 5 shows
the clustering plot for the benign files.

The 156 objects with the highest frequency were considered characteristic by
the clusterer (red cluster)4. Finally, the objects obtained from the cluster related

4 One of the last red points seems a bit under the blue one, but this is just because of
the jitter, i.e. a random noise introduced to separate the points in order to provide
a better visualization of the clusters. With zero jitter the instances are perfectly
ordered.



A Pattern Recognition System for Malicious PDF Files Detection 519

Fig. 5. Benign training set clustering

to the benign files were merged with the ones obtained from the cluster related to
the malicious files: this operation returned 168 objects. Considering the presence
of the obfuscated instances of the objects considered, the final number of features
is 243, as 75 objects out of 168 appear at least once in their obfuscated form.

6.3 Choice of the Classifier

We have performed our tests on Bayesian, SVM, J48 and Random Forests, using
a 10-folds Cross Validation repeated 10 times and a split-test (66% training, 34%
test) repeated 50 times. Table 1 shows the accuracy (in percentage) attained by
different classifiers. The standard deviation is reported between brackets.

Table 1. A comparison of the best classifiers with a 10-folds Cross Validation and a
split test

Classifiers Cross Validation Split Test (66% training)

Complement Naive Bayes 98.65 (0.32) 98.63 (0.15)
SVM Linear Kernel 99.39 (0.25) 99.29 (0.14)
J48 Decision Tree (C = 0.25) 99.59 (0.22) 99.57 (0.14)
Random Forests (18 trees, 165 features) 99.88 (0.1) 99.82 (0.07)

Random forests provided the highest accuracy. Its accuracy is significantly
better than the one provided by other classifiers. This has been proved with a
paired T-test with a significance of 0.05.
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6.4 Accuracy on the Test Set

After the cross-validation phase, we have analyzed the accuracy of the classi-
fiers on the test set. We have compared the accuracy provided by the proposed
PDFMS technique with the 20 most effective antivirus in commerce5. The anal-
ysis of the test set using these antivirus was made using Virus Total [19], a
service which provides the virus scan results from more than 40 antivirus. Ta-
ble 2 shows the attained results. This table shows also a comparison between
PDFMS, Wepawet and PJScan: this comparison is interesting because both tools
were developed in an academic environment.

Table 2. A comparison of PDF Malware Slayer accuracy with the other antivirus in
commerce

Antivirus Test Set False Positives Test Set False Negatives Total Score

PcTools 0 (0%) 10 (0.19391%) 10
PDF Malware Slayer 1 (0.02507%) 23 (0.446%) 24
GData 33 (0.82728%) 8 (0.15513%) 41
Kaspersky 8 (0.20055%) 35 (0.67869%) 43
Nprotect 6 (0.15041%) 47 (0.91138%) 53
Bitdefender 9 (0.22562%) 49 (0.95017%) 58
Avast5 2 (0.05014%) 59 (1.14408%) 61
Symantec 79 (0.7714%) 31 (1.5319%) 110
Sophos 1 (0.02501%) 134 (2.59841%) 135
ClamAV 26 (0.65179%) 140 (2.71476%) 166
NOD32 4 (0.02501%) 177 (3.43223%) 181
Commtouch 24 (0.60155%) 207 (4.01396%) 231
McAfee-GW-Edition 6 (0.15041%) 259 (5.0223%) 265
Ikarus 1 (0.02507%) 272 (5.27438%) 273
Microsoft 2 (0.05013%) 290 (5.62342%) 292
AVG 32 (0.08022%) 299 (5.79795%) 331
F-Prot 1 (0.02507%) 343 (6.65115%) 344
eTrust-Vet 0 (0%) 385 (7.46558)%) 385
VIPRE 24 (0.60165%) 406 (7.87279%) 430
Fortinet 0 (0%) 530 (10.27773%) 530
Norman 22 (0.55152%) 648 (12.56545%) 670
PJScan 0 (0% out of 25) 483 (11.14958% out of 4332) 483
Wepawet 0 (0% out of 1565) 4664 (90.84534% out of 5134) 4664

Table 3. AND Logic when using PDFMS as a plugin

PDFMSBenign PDFMSMalicious

PcToolsBenign Benign Malicious
PcToolsMalicious Malicious Malicious

5 Most effective means that have produced the highest accuracy on the test set.
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Table 4. Performance improvements using PDFMS as a plugin

Antivirus Test Set False Positives Test Set False Negatives Total Score

PDFMS+PcTools 1 3 4
PcTools 0 10 10
PDF Malware Slayer 1 23 24

Test set False Positives is the number of benign files detected as malicious and
Test set False Negatives is the number of malicious files detected as benign; in
brackets we provide their percentage values. Total Score is a value given by the
sum of false positives and false negatives, and it is used as an index of the total
number of errors made by the classifier. As it can be seen, PDFMS performs
exceptionally well, since its accuracy is just slightly below the most accurate
tool (PCTools antivirus). It performs much better than Wepawet, although our
analysis was conditioned by upload errors, probably due to a server overload,
and we did not have the possibility to use an offline version of the tool. It
also performs better than PJScan, which could not analyze all the test set files
because of the internal structure of the tool (see section 4). For these two tools, we
have therefore reported only the results related to the files correctly analyzed. To
have another interesting idea of the good performance of our PDFMS tool, Fig.
6 shows the ROC chart related to the test set analysis (the Wepawet and PJScan
percentage results are related to the correctly analyzed files). On the y axis the
percentage of true negatives is reported, whilst on the x axis the percentage of
false positive. The more an antivirus stays on the upper left corner of the chart,
the more it is considered effective.

Our tool was also designed not only to be used stand-alone, but also as a
plug-in for existing antivirus. In particular, we have adopted an AND logic

Fig. 6. ROC Chart for test set analysis
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approach, in order to improve the malicious files detection rate. We have there-
fore combined the performance of PDFMS with the ones attained by PC TOOLS,
the commercial tool that provided the highest performance.

Table 3 shows the detection mechanism. In other words, classify a sample as
benign only if both tools classify it as benign. Table 4 shows the comparison
between PDFMS stand-alone, PcTools stand alone and PDFMS used as a plug-
in of PcTools. As it can be seen, the malicious detection rate is dramatically
improved, making the score index almost perfect. However, there is a trade off,
as the false positives score is slightly increased. A zoomed ROC chart (Fig. 7)
referred to table 4 better shows this.

Fig. 7. Zoomed ROC Chart for PDFMS different ways of working

6.5 Weaknesses

Although the system has proved to be very effective, it has some structural
weaknesses. Firstly, the same objects that are found in benign files can be also
found in malicious ones, meaning that the same object can bring malicious or
benign code. What allows PDFMS to correctly establish the maliciousness of
the file is the value of the single frequencies of many characteristic objects inside
a data stream. Consequently, while PDFMS is able to establish whether or not
the PDF file is malicious, it cannot say anything about the type of vulnerability,
because it doesn’t analyze the code within such a stream. What’s more, if an
attacker learned how many times certain objects have to appear inside the file
in order for it to be considered benign by the tool, it might bypass PDFMS by
injecting those specific keywords inside the file. An improvement of the parser
is in progress in order to avoid this kind of attack.
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7 Conclusions

In this paper, a new system to detect malicious PDF files has been presented.
It is a machine learning-based system, strongly related to the internal structure
of the file format, easily reproducible, and effective against several types of at-
tacks. It is also possible to use it in different ways according to user needs. The
accuracy value shows that the system performs better than the vast majority
of commercial antivirus. Moreover, it performs much better than Wepawet, a
powerful tool academically developed. In fact, our tool is specialized on the de-
tection of PDF attacks, while Wepawet has been developed to detect a number
of threats including malicious PDF files. Thus, specialization appears to be very
important to detect this kind of threat. Our tool can also scan any type of PDF
file, whilst academic tools such as PJScan can analyze just PDF files carrying
Javascript code. The proposed system can be further improved by testing its
robustness against new vulnerabilities and improving the parsing process. This
tool might also be part of a Multi Classifier System, in which every classifier is
specialized in detecting specific threats. As the attacker strategies improve, the
challenge for the future is making our security systems more robust against the
widest variety of threats, giving them even the possibility to predict new ones.
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Abstract. Text Categorization (TC) has attracted the attention of the research 
community in the last decade. Algorithms like Support Vector Machines, Naïve 
Bayes or k Nearest Neighbors have been used with good performance, 
confirmed by several comparative studies. Recently, several ensemble 
classifiers were also introduced in TC. However, many of those can only 
provide a category for a given new sample. Instead, in this paper, we propose a 
methodology – MECAC – to build an ensemble of classifiers that has two 
advantages to other ensemble methods: 1) it can be run using parallel 
computing, saving processing time and 2) it can extract important statistics 
from the obtained clusters. It uses the mean co-association matrix to solve 
binary TC problems. Our experiments revealed that our framework performed, 
on average, 2.04% better than the best individual classifier on the tested 
datasets. These results were statistically validated for a significance level of 
0.05 using the Friedman Test.  

Keywords: Text Categorization, Ensemble Classification, Consensus 
Clustering, Text Mining. 

1 Introduction 

In the last decade the Information Retrieval (document management tasks) has 
attracted a major attention of the machine learning research community due to the 
high number of electronic documents available on and offline. One of the most 
relevant tasks is Text Categorization (TC): it consists in labeling automatically a 
document with a certain category, based on its content.  

This problem is solved using supervised classification algorithms. From the 
document set, a feature space is extracted based on a set of unique, uncommon and 
frequent terms which are evaluated for each document. Many comparative studies 
have been presented in the last years to understand which classifiers should be the 
most adequate to the TC domain problems [1-7]. 

In the last years, some ensemble approaches were also considered to improve the 
TC performance. In this paper, we present a distinct methodology to ensemble as 
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many classifiers – distinct algorithms or just the same algorithm with different 
parameters – as defined into a single one using the mean co-association technique 
(commonly applied in the consensus clustering area [8]) – the MECAC (Ensemble 
Classification using Mean Co-Association Matrix).  

Our motivation was to build a new ensemble framework returning more than a 
simple category for a new sample, as many state-of-art TC algorithms (ensemble and 
individual ones) do. The authors wanted to extract other kind of metrics useful to 
better understand the results and/or determine how the categories evolve in time (i.e. 
clusters birth, merge, etc. like it is presented in the novelty detection problems [9]). 

We considered four state-of-art classifiers for single-label TC to carry in our 
experiments: Support Vector Machines with a linear kernel (SVM-linear), k Nearest 
Neighbors (kNN), Naïve Bayes (NB) and Neural Networks (NNET). Firstly, we build a 
baseline ensemble method (ENS-b) for comparison against the ensemble approach we 
propose. ENS-b uses the majority class considered among the base classifiers (we used 
four models, one model per algorithm). Secondly, we used the same base learners to 
build two ensembles using MECAC: ENS1, that used all the four models, and ENS2 
that used all except NB. Finally, we compared the four base learners, ENS-b, ENS1 and 
ENS2 using three performance metrics: macro avg./micro avg. F1-measure and Cohen-
Kappa to classify document collections of Reuters-21578 dataset [10]. Our experiments 
show the utility of our methodology for TC: despite the good results presented by all 
individual classifiers, our best ensemble improved the results of the best individual 
classifier in each data block by 2.04% (on average). These results were statistically 
validated for a significance level of 0.05 using the Friedman Test. 
This paper is structured as follows. Section 2 states a brief description of the problem 
and some related work. Section 3 presents formally our approach. Section 4 describes 
how we tested the methodology to a concrete problem. Firstly we describe the dataset 
and the preprocessing applied. Secondly, we present the ensemble building process. 
Finally, we point the metrics we used to evaluate each considered approach. Section 5 
presents the experimental setup used and the results obtained. It also presents a 
discussion about those results. Section 6 concludes and describes the future work we 
intend to carry on. 

2 Problem Overview  

Multiple approaches to binary TC were presented in the last decades using some well-
known classifiers. However, it is usually difficult to know which one is the best to 
classify our current text documents [4]. In the literature, there are several comparative 
studies between distinct classifiers in order to evaluate their performance. In [4], a study 
to compare Support Vector Machines (SVM), k Nearest Neighbors (kNN) and Naïve 
Bayes (NB) is presented to perform binary TC. It concludes that all the algorithms 
should be considered as long as the optimal parameter settings could be used for each 
one. In [7], SVM, NB, logistic regression and LLSF (Linear Least Square Fit) are also 
compared. All but NB consistently achieve a top performance. Another algorithm 
usually considered for this task is the neural network (NNET) one [2]. 
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Despite this straight forwarding knowledge achieved with single supervised 
learning techniques, the community attention changed its main focus in the last years: 
the researchers tend to use complex and advanced techniques to solve these problems. 
Many hybrid techniques to build ensembles of classifiers for TC have been recently 
used [11]:  i) using different subsets of training data with a single learning method, ii) 
using different parameter settings with a single learning method (e.g. using different 
initial weights for each neural network in an ensemble) and iii) using different 
learning methods. The scenario considered in this work is the iii). It is commonly 
observed that the ensemble accuracy is superior when compared to its base classifiers: 
in [6] it is used the Dempster’s rule of combination to ensemble SVM, kNN and 
Rocchio [12]: the ensemble accuracy is, on average, 2.68% better than the best base 
classifier; in [5] the authors present a framework to combine multiple NNET and it is 
compared to kNN, SVM, single-NNET and Decision Tree (DT) using a single 
dataset; it achieves an improvement of 2,7% (of F1 measure); the use of 
AdaBoost.MH and AdaBoost.MHKR to solve multi-label TC problems in [13] shows 
gains from 1 to 4% (F1).  

We found motivation to develop this work due to a particular issue: the majority of 
the existing approaches to TC give only one kind of information about a new sample 
(i.e., a text document): the category. How can we know if this is the most suitable 
one? Should this sample belong to a new and inexistent system category? The 
unsupervised learning techniques can provide different kinds of information [14-16] 
about their categories (i.e. clusters). We applied a hybrid approach of both supervised 
and unsupervised learning trying to get the best from the two learning approaches: 
different kinds of information and better classification accuracy. 

The contribution of this work is a new framework to combine results from different 
classifiers using a weighted mean co-association matrix. At author’s best knowledge, 
this kind of methodology was never applied to build a classifier ensemble on TC 
problems. 

3 Methodology 

The problem we solve here is the construction of an ensemble to do binary 
classification of single-labeled text documents. This is done using a weighted mean 
co-association matrix (firstly proposed to do consensual clustering in [8]) that 
measures the consensus between all the classifiers to attribute the same class to 
all existing pairs of text documents. This matrix contains the distances between 
every pair of documents considered. Finally, we use clustering to separate the 
documents into distinct categories and SVM-linear to label the clusters. This general 
idea for our methodology (MECAC) can be divided into three simple steps: 1) the 
classifiers training; 2) the calculus of the agreement matrix between the test 
documents and the input classifiers; 3) the documents clustering. The MECAC is 
briefly presented in Fig. 1 and it is be described in detail further in this section. 

Let X={x1, x2…xn} be a set of n single labeled two classes (Class1 and Class2) 
text documents and C={c1, c2…ck} be a set of k classifiers of interest.  
These classifiers can be obtained using only one algorithm (with different parameter 
settings, using different training sets or different feature subsets) or using different 
algorithms. Then, the classifiers are combined. 
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Fig. 1. MECAC: Ensemble Classification using Mean Co-Association Matrix 

Step 1 – The Classifiers Training 

A set of classifiers is generated by applying k classification algorithms to our training 
set X. π = ሼπଵ, πଶ … π୩ሽ contains the class determined by the classifiers to our test set." 

Step 2 – The calculus of the Agreement Matrix 

We present an algorithm that creates a new distance measurement based on the 
agreement between the k classifiers. Let M (s x s) be a quadratic matrix as large as 
the number of test documents. The values in the matrix measure the agreement 
between the classifiers to categorize equally both documents. The mean co-
association matrix [8], represents the classification agreement between all classifiers. 
The values in the matrix are obtained as follows: M (i, j) =  ቄ 2ୟିଵ if a ൐ 0  0 if a = 0 , i, j ϵ ሼ1, … , sሽ   (3.1) 

where a is the number of classifiers that classified equally the documents i and j, 
independently on the true class of both documents. This matrix measures the agreement 
of the classifiers to label equally each pair of documents. This information is directly 
about the similarity between each pair of documents - then the category is calculated 
based on it. The weights (the pow used to calculate the agreement instead of a simple 
sum) were introduced to enhance the agreement achieved between all classifiers: it 
is measured exponentially to express its consensus relevance. This weighted measure 
is one of the main contributions of this work because it innovates the calculus of 
the distance between text documents for binary TC (the simple sum proposed in [8] 
performs worst in the current context). Such distance highlights the agreement between 
the classifiers (i.e. the similarity between the documents). 

After its normalization (we divide all the values in the matrix for its maximum 
value), it is possible to transform the matrix M into the quadratic matrix ࣞ (s x s), as 
follows: ࣞ = 1 െ M୫ୟ    (3.2) 
where ma is the previously referred maximum. 

Step 3 – The Document Clustering 

We use the matrix ࣞ as input for a clustering algorithm of interest like k-means. We 
split the test set into 2 unlabeled partitions because this is a binary classification 
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problem. To label them, we used a known robust classifier for binary classification: 
SVM with a linear kernel [2, 4, 11]. We set the labels to the partitions by choosing the 
resulting majority class for the given partition, training the algorithm with the same 
training set used to train the classifiers in C. A pseudo-code representation of our 
framework is presented in Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Pseudo code of MECAC, the proposed ensemble methodology 

4 Methodology Application 

In this section, we describe how we carried out our experiments. Firstly we describe 
the data set used and the preprocessing applied to it. Then, we briefly review how we 
adapted our methodology to build our ensemble in this case and finally present the 
metrics applied to compare our methodology versus the remaining approaches. 

Procedure Ensemble Classification using Mean Co-Association Matrix (MECAC) 
 
Input:   

a set of n documents to categorize X={x1, x2,…,xn} 
a set of k classifiers C={c1, c2,…,ck} 
an user-defined percentage p to form the test set 

 
Declarations:  

s is a integer representing the number of documents in the test set (n*p) 
class is a matrix of labels: classifiers*labels (k*s) 
m is an integer quadratic matrix s*s defined with zeros 

 
Body: 

1. Define the test set S using s documents in X 
2. Define the training set T with the remaining t documents in X 
3. For each ci in C 

{ 
 3.1 Train the classifier ci using the categorized documents in T 
 3.2 Use the trained classifier ci to categorize the documents in S 
 3.3 Save the resulting labels in class[i,] 
} 

4. For each o between 1 and s 
For each j between 1 and s 

For each b between 1 and k 
For each i between b+1 and k 

IF (class[b,o] == class[i,j]) 
IF(m[o,j]==0) 

m[o,j]=1; 
ELSE 

m[o,j]=m[o,j]*2; 
5. Use m as input of k-means algorithm to form 2 clusters of documents: k1 and k2. 
6. Use the SVM-linear algorithm trained on the T set to classify the documents in k1 

and k2. 
7. The categories corresponding to each cluster are chosen by determining the majority 

class obtained in each one of them in the previous step. 
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4.1 Dataset 

The data contained in the “Reuters-21578, Distribution 1.0 corpus” is freely available 
for experimentation purposes from [10]. It consists of news stories appeared on the 
Reuters newswire in 1987. There are 5 groups of categories in the dataset but just the 
TOPICS group is commonly used in TC experimental research. These groups have 
135 categories and a total of 12902 documents. 

In Table 1 the categories per dataset and the total number of documents per 
category is shown. In this work we considered just 7 categories out of the total 135. 
Those documents were used to form five distinct datasets (DS1 to DS5) with pairs of 
categories (binary classification).  

Table 1. Datasets description and relation with the categories 

Category Nr. Docs.  
 

Dataset 

 
 

Class1 

 
 

Class2 
Coffee 143 
Crude 334 
Grain 401 DS1 Wheat Money-Fx 
Interest 335 DS2 Sugar Interest 
Money-Fx 344 DS3 Sugar Crude 
Sugar 180 DS4 Interest Coffee 
Wheat 208 DS5 Grain Crude 

4.2 Preprocessing 

One of the most important stages in TC is the preprocessing one. The uncommon 
words must be extracted from each document.  Then, such words are used as features 
for the classification task.  

We used the tm_map function from R software [17]. Firstly, we removed the 
existing XML code. Then, we turned the text into plain text. Thirdly, we removed the 
stop words and then the extra whitespaces. Finally, we converted the text to lowercase 
and we removed the punctuation and the existing numbers.  

Then, we did feature selection using three metrics [1, 2, 4]: (1) the Minimum Word 
Length (MWL), the minimum term length to consider it informative; (2) the 
Minimum Document Frequency (MDF), the minimum number of documents 
containing this term in their corpus to consider it informative; and (3) the Information 
Gain (IG) to impose an ordering on a set of attributes. Finally, the terms are weighted 
by term frequency and inverse document frequency (tfidf) [18]. We used these 
heuristics due to its simplicity and good performance [1, 4, 19].  

4.3 Ensemble Building 

This section demonstrates how we have adapted the previously presented 
methodology to the problem described in Section 2. The k-means was chosen as 
clustering algorithm due to its simplicity, efficiency and efficacy as well as its many 
applications over the last decades [21-23]. We set both the MWL and the MDF as 3. 
The min.info parameter of the IG heuristic was set to 0.005. These parameters where 
used in all the experiments described in this paper. We developed all the work using 
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the R-project and the following supervised classification algorithms: NNET, kNN, 
SVM with a linear kernel and NB. This choice was made due to its high popularity 
and performance in TC [1, 2, 4-6, 8, 19].   

The R packages used to implement the algorithms are identified in Table 2. In 
general, the functions default parameters (from the R) were used. The exceptions, i.e., 
the user-defined parameters, are described next.  

The NNET implementation used to carry out the experiments had 4 main 
parameters: the size (measures the number of units in the hidden layer); the decay and 
rang (they set the weight decay and measure the initial random weights, respectively) 
and the maxit (it sets the maximum number of iterations). They were set to 2, 5eିସ, 
0.1 and 400, respectively.  

Table 2. Identification of the R packages used to test the considered classifiers 

Classification Algorithm R package Package Reference 
Neural Network [nnet] [20] 
K Nearest Neighbors [class] [20] 
Support Vector Machine [e1071] [21] 
Naïve Bayes [RWeka] [22] 

 
The classifiers described were used to build three ensembles: ENS1 is an ensemble 

build using MECAC from all base classifiers and; ENS2 only uses the three most 
accurate base classifiers as input to MECAC. Finally, we built a baseline ensemble to 
compare our approaches with – ENS-b. It uses the majority class among all 
classifiers. In a tie scenario, the class is randomly chosen. Some metrics were used to 
compare the ensembles accuracy versus each individual algorithm considered. 

4.4 Evaluation Metrics 

The metrics to evaluate prediction accuracy uses the confusion table with the notions 
of true positive, false positive, false negative and true negative (TP, FP, FN and TN). 
However, these notions are not meaningful in TC. A contingency table is presented in 
Table 3 naming the correspondences between the two classes and that nomenclature. 

Table 3. Contingency table for TC 

 Classifier  Observation
Document Classification Predicted Class1 TP (hits) FP (incorrect classif.) 

Predicted Class2 FN (incorrect classif.) TN (hits) 
Total  Observed Class1 Observed Class2 

 
Two widely used metrics in TC to test classifiers’ accuracy are the macro 

averaged F1 measure [3] and the micro averaged one [23]. The macro avg. F1 is 
computed locally over each category. It can be obtained as a weighted average of two 
other metrics: MPrecision and MRecall (averages of the precision and recall for both 
classes). In micro-averaging, F1 is obtained by computing globally over all category 
decisions. The referred metrics can be obtained as follows: 
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MPrecision = ቆ TPTPశFPା TNTNశFNଶ ቇ , MRecall = ቆ TPTPశFN ା TNTNశFP ଶ ቇ (4.1)  Macro avg. Fଵ ୫ୣୟୱ୳୰ୣ = 2 ൈ MP୰ୣୡ୧ୱ୧୭୬ൈMRୣୡୟ୪୪MP୰ୣୡ୧ୱ୧୭୬ାMRୣୡୟ୪୪ (4.2) 
 ω = TPTPାFP =  ∑ ்௉೔ಾ೔సభ∑ (்௉೔ା ி௉೔)ಾ೔సభ  , ρ = ቀ TPTPାFNቁ = ∑ ்௉೔ಾ೔సభ∑ (்௉೔ା ிே೔)ಾ೔సభ  (4.3) 

 Micro avg. Fଵ ୫ୣୟୱ୳୰ୣ = 2 ൈ ன஡னା஡ (4.4) 
 

We also considered the kappa coefficient (or Cohen kappa) [24] as accuracy metric. It 
is a statistical measure of inter-rater agreement for qualitative (categorical) events. It 
is computed as: k = P(ୟ)ିP(ୣ)ଵିP(ୣ)  (4.5) 

 
where ܲ(ܽ) is the relative observed agreement between the predicted and the actual 
categories. ܲ(݁) is the hypothetical probability of chance agreement. The observed data 
is used to calculate the probabilities of each observer randomly identifying each category. 
If the classifiers are in complete agreement then ݇ = 1. If there is no agreement among 
the predictions (other than what would be expected by chance) then ݇ ൏ 0.  

5 Results 

In this section, the results obtained with our dataset are presented, statistically validated 
and discussed. Our experimental setup was the well-known 5-fold cross validation. We 
used it for each one of the five datasets considered, forming 25 data blocks. We used the 
results obtained in each partition of the cross validation process with both F1 measures 
(macro and micro) and the Cohen Kappa. In Fig. 3, an averaged comparison between all 
the classifiers using the three considered metrics is displayed. The results for both F1 
measures are presented in detail in Table 4 and Table 5. 

Secondly, we validated these results using the Friedman Test like we present 
below. Finally, we discuss the experiments achievements. 

5.1 Results Validation (Friedman Test) 

The statistical validation of these results was done using the Friedman rank test as 
proposed by Iman and Davenport [25]. We have compared the best individual 
classifier (SVM-linear), our best ensemble (ENS2) and our baseline ensemble ENS-b 
using the results obtained through the macro averaged F1-measure on the 25 data 
blocks extracted. The ranks obtained are presented in Table 6.   

The P-value obtained for the null hypothesis of equivalence between the three 
predictors was 0.01256. This hypothesis was rejected for a significance level of 0.05. 



 

The post-hoc analysis is
level of 0.05 are displayed
the variance as well as the l

The positive significance
better than ENS-B and th
significantly worse than E
superior to the remaining 

Table 4. Performance obtain
extracted using the Macro-Av
better than the best individual 

Block SVM 
DS1-1 0.895
DS1-2 0.904
DS1-3 0.923
DS1-4 0.913
DS1-5 0.903
DS2-1 0.927
DS2-2 0.914
DS2-3 0.906
DS2-4 0.914
DS2-5 0.903
DS3-1 0.927
DS3-2 0.914
DS3-3 0.906
DS3-4 0.937
DS3-5 0.893
DS4-1 0.902
DS4-2 0.938
DS4-3 0.951
DS4-4 0.914
DS4-5 0.938
DS5-1 0.806
DS5-2 0.813
DS5-3 0.862
DS5-4 0.870
DS5-5 0.877

Fig. 3. Comparison betwee
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s presented in Fig. 4: the tests validated for a significa
d in white and the remaining in grey. The boxes repres
lower and upper limits of the tests. 
e in the left hand box means that the ENS2 is significan
he negative in the right hand means that the SVM

ENS2, demonstrating that our method is significan
ones for binary text classification problems. 

ned from the seven considered algorithms on the 25 blo
veraged F1-Measure. The ENS-2 performed, on average, 2,0
classifier: SVM. 

kNN NB Nnet ENS1 ENS2 ENS-B
50 0.8901 0.6720 0.8978 0.9058 0.9058 0.8750 
44 0.8811 0.7442 0.8699 0.9138 0.9138 0.9058 
30 0.8776 0.6822 0.9170 0.9327 0.9327 0.9327 
33 0.8603 0.5496 0.9133 0.9133 0.9133 0.8902 
37 0.8621 0.7218 0.9532 0.9335 0.9335 0.9242 
71 0.9373 0.8594 0.9353 0.9193 0.9373 0.9271 
40 0.9011 0.8264 0.9429 0.9136 0.9271 0.9373 
67 0.9067 0.8308 0.9371 0.9067 0.9067 0.8605 
40 0.8767 0.8504 0.9420 0.9203 0.9476 0.9679 
34 0.9346 0.8943 0.9489 0.9566 0.9465 0.9275 
71 0.8409 0.8957 0.9037 0.9044 0.9271 0.9271 
49 0.9281 0.8415 0.9496 0.9149 0.9149 0.9044 
67 0.8455 0.9139 0.9065 0.8752 0.8836 0.8940 
73 0.9313 0.7619 0.9571 0.9350 0.9476 0.9476 
32 0.8604 0.8026 0.9118 0.9230 0.9355 0.8922 
24 0.9043 0.8571 0.8421 0.8868 0.8865 0.8341 
88 0.8456 0.8627 0.8846 0.8452 0.9267 0.8470 
10 0.9145 0.7170 0.8772 0.9197 0.9510 0.8879 
45 0.8944 0.8302 0.8519 0.8901 0.9267 0.8497 
88 0.8705 0.8889 0.8727 0.9283 0.9388 0.9388 
67 0.7560 0.7193 0.7869 0.7840 0.8229 0.8090 
33 0.7065 0.6441 0.8305 0.8033 0.8385 0.8105 
20 0.8336 0.8673 0.7692 0.7967 0.8540 0.8682 
05 0.8482 0.8595 0.8444 0.9008 0.9249 0.9113 
72 0.8358 0.7879 0.8661 0.8636 0.9052 0.8980 
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Table 5. Performance obtained from the seven considered algorithms on the 25 blocks 
extracted using the Micro-Averaged F1-Measure 

Block SVM kNN NB Nnet ENS1 ENS2 ENS-B
DS1-1 0.9241 0.9167 0.6720 0.9241 0.9315 0.9315 0.9103
DS1-2 0.9306 0.9150 0.7442 0.9091 0.9371 0.9371 0.9315
DS1-3 0.9429 0.8923 0.6822 0.9333 0.9496 0.9496 0.9496
DS1-4 0.9362 0.9041 0.5496 0.9362 0.9362 0.9362 0.9200
DS1-5 0.9296 0.8921 0.7218 0.9650 0.9510 0.9510 0.9444
DS2-1 0.9504 0.9571 0.8594 0.9353 0.9420 0.9571 0.9504
DS2-2 0.9420 0.9275 0.8264 0.9429 0.9437 0.9504 0.9571
DS2-3 0.9371 0.9371 0.8308 0.9371 0.9371 0.9371 0.9091
DS2-4 0.9420 0.9118 0.8504 0.9420 0.9412 0.9640 0.9778
DS2-5 0.9333 0.9565 0.8943 0.9489 0.9710 0.9635 0.9466
DS3-1 0.9504 0.8722 0.8957 0.9037 0.9362 0.9504 0.9504
DS3-2 0.9429 0.9496 0.8415 0.9496 0.9429 0.9429 0.9362
DS3-3 0.9371 0.8741 0.9139 0.9065 0.9155 0.9231 0.9296
DS3-4 0.9571 0.9583 0.7619 0.9571 0.9571 0.9640 0.9640
DS3-5 0.9254 0.9037 0.8026 0.9118 0.9385 0.9559 0.9265
DS4-1 0.8400 0.8571 0.8571 0.8421 0.8235 0.8302 0.7547
DS4-2 0.9057 0.7586 0.8627 0.8846 0.7860 0.8846 0.7692
DS4-3 0.9259 0.8727 0.7170 0.8772 0.8772 0.9259 0.8421
DS4-4 0.8627 0.8400 0.8302 0.8519 0.8302 0.8846 0.7500
DS4-5 0.9057 0.8077 0.8889 0.8727 0.8889 0.9057 0.9057
DS5-1 0.7521 0.6903 0.7193 0.7869 0.7840 0.7937 0.7778
DS5-2 0.7387 0.6182 0.6441 0.8305 0.8033 0.8033 0.7705
DS5-3 0.8235 0.7899 0.8673 0.7692 0.7967 0.8167 0.8333
DS5-4 0.8527 0.8254 0.8595 0.8444 0.9008 0.9173 0.9023
DS5-5 0.8615 0.8125 0.7879 0.8661 0.8636 0.8906 0.8837

5.2 Discussion 

Some of the results presented confirm previous studies [2, 4, 7]: Fig. 3 shows that 
SVM performs, on average, better than kNN and NB algorithms, confirming the good 
results of SVM for binary classification, as reported in the literature [4].  It does not 
share this characteristic with the other two classifiers which are known for their good 
results in multi-class problems. However, several comparative studies in TC also 
compare algorithms known as good binary classifiers against other algorithms known 
as good multi-class classifiers [2, 4, 7]. 

It is possible to conclude directly from Table 4 and Table 5 that both ensembles 
(ENS1 and ENS2) present, in all datasets, better or equal results than the best base 
classifier. Anyway, all classifiers presented an excellent performance for the datasets 
considered (all F1- measure values are above 78%). The ensembles built also present a 
superior performance to our baseline ensemble – ENS-b, the majority class one – in 
both metrics considered. On average, our best ensemble ENS2 performed 2.04% 
better than the best individual classifier in each block (using the F1-macro aver. 
metric).This methodology presents two advantages that distinguish it among other 
ensemble approaches also used in TC. Firstly, it can be run using parallel computing: 
the classifiers can operate independently in different machines and the results can be 
 



 

Table 6. On the right hand, the
each fold considered 

Block SVM
DS1-1 0.89
DS1-2 0.90
DS1-3 0.92
DS1-4 0.91
DS1-5 0.90
DS2-1 0.92
DS2-2 0.91
DS2-3 0.90
DS2-4 0.91
DS2-5 0.90
DS3-1 0.92
DS3-2 0.91
DS3-3 0.90
DS3-4 0.93
DS3-5 0.89
DS4-1 0.90
DS4-2 0.93
DS4-3 0.95
DS4-4 0.91
DS4-5 0.93
DS5-1 0.80
DS5-2 0.81
DS5-3 0.86
DS5-4 0.87
DS5-5 0.87
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e ranks of the Friedman test. On the left hand, the F1 obtained

Data Group Friedman Rank
M ENS2 ENS-B SVM ENS2 ENS-B
50 0.9058 0.8750 2 1 3

044 0.9138 0.9058 3 1 2
30 0.9327 0.9327 3 1.5 1.5
33 0.9133 0.8902 1.5 1.5 3

037 0.9335 0.9242 3 1 2
71 0.9373 0.9271 2.5 1 2.5
40 0.9271 0.9373 3 2 1

067 0.9067 0.8605 1.5 1.5 3
40 0.9476 0.9679 3 2 1

034 0.9465 0.9275 3 1 2
71 0.9271 0.9271 2 2 2
49 0.9149 0.9044 1.5 1.5 3

067 0.8836 0.8940 1 3 2
73 0.9476 0.9476 3 1.5 1.5
32 0.9355 0.8922 2 1 3

024 0.8865 0.8341 1 2 3
88 0.9267 0.8470 1 2 3
10 0.9510 0.8879 1.5 1.5 3
45 0.9267 0.8497 2 1 3
88 0.9388 0.9388 2 2 2

067 0.8229 0.8090 3 1 2
33 0.8385 0.8105 2 1 3

620 0.8540 0.8682 2 3 1
05 0.9249 0.9113 3 1 2
72 0.9052 0.8980 3 1 2

 Average: 2.22 1.52 2.26
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concentrated in a single computer to ensemble them, saving processing time – many 
state-of-art ensemble methodologies (e.g., boosting) have not such characteristic. For a 
large set of text documents, this characteristic can provide a true major advantage versus 
the majority of the ensemble frameworks proposed in TC [5, 6, 12, 13]. 

Secondly, we can extract several statistics from the obtained clusters. These 
statistics can be useful to validate the results that, commonly, are not possible to 
obtain neither using other ensemble methods. In Table 7 we present three evaluation 
metrics for the clusters obtained in our datasets.  

We used the clusters.stats function on the [fpc] R package to proceed with this 
experiments. The Pearson Gamma [15] (normalized gamma) is a metric that measures 
the correlation between the distances and a 0-1 vector where 0 means the same cluster 
and 1 for different clusters. The Entropy [16] (also called variation of information) 
measures the amount of information lost and gained in changing from clustering C to 
clustering C’. The Dunn index [14] aims to identify dense and well-separated clusters. 

The clusters obtained present, in general, a good quality. We want to enhance the 
high correlations obtained in the Pearson Gamma to justify it. However, there are 
several types of metrics that can be extracted. To see more about this issue, the author 
should read the section 4 in [15]. Such metrics can be accurately used to detect new 
and/or unknown categories in the system (i.e. novelty detection [26]). 

The ensemble with the best performance is the ENS2. This ensemble only uses 
kNN, NNET and SVM-linear classifiers while ENS1 has an additional base classifier: 
NB. Since NB is globally the worst among the four base classifiers (Fig. 3), this 
explains the worse results of ENS1 against ENS2. Despite these results, the authors 
believe that increasing the number of distinct algorithms used in the ensemble will 
increase its accuracy but we cannot sustain this based in this specific study. 

Some questions remain open: 1) are all the base classifiers of the ensemble useful 
in all the input space or better results could be obtained by selecting locally the subset 
of classifiers to predict each given example? 2) Can MECAC be useful in other binary 
classification problems than TC ones? 3) Can we use the extracted statistics to do 
novelty detection on the system categories? The dynamic selection of classifiers is an 
issue already explored in other research areas [27]. The multi label classification is an 
important problem in TC that can be addressed by MECAC…but how well does it 
performs in that contest? The novelty detection in TC is not a new topic [26] but can 
our methodology be also accurate in such task?  

All these issues should be explored for TC in our future research. 

Table 7. Statistics about the clusters obtained using co-mean association matrix ensemble 
method 

DataSet PearsonGamma Dunn Entropy 
DS1 0.8578 0.5714 0.6249
DS2 0.8894 0.5714 0.6320
DS3 0.8330 0.5714 0.6273
DS4 0.9371 0.6667 0.5771
DS5 0.8829 0.5000 0.6852
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6 Conclusions and Future Work 

In this paper, we proposed a new ensemble method for classification to improve the 
accuracy of TC (single-label documents to be categorized into a binary classification 
problem).  

The MECAC (Ensemble Classification using Mean Co-Association Matrix) 
algorithm uses the mean co-association matrix, usually used in consensual 
clustering problems [8]. We have used this method for the resolution of a TC 
problem. However, it can be used for the resolution of any binary classification 
problem. Different base learners can be used. At author’s best knowledge, such 
approach was never considered for classification and, consequently, it was never 
considered for TC problems. 

To test it, we decided to use four different classifiers with the same preprocessing 
and parameters: k Nearest Neighbors, Neural Networks, SVM with a linear kernel and 
Naïve Bayes. We compared it with three different ensembles: a common baseline, 
ENS-B that uses the majority class voted among all individual classifiers; ENS1, that 
used all the referred classifiers as input of our methodology and ENS2 that used all 
like ENS1 except Naïve Bayes. Finally, we compared those using well known 
accuracy metrics (both macro and micro averaged F1- measure and Cohen-K) on five 
datasets of interest. This research pointed out two advantages of this methodology 
over other ensembles used in TC: 1) it can be run using parallel computing - which 
other commonly used TC ensemble classifiers cannot - and (2) we can extract useful 
statistics from the obtained clusters ,  that are not available neither using other 
ensemble approaches  nor using individual classifiers.  

Our results also demonstrated that our methodology is a real contribution to the 
practical application of TC: our ensemble performed on average 2.04% better 
than the best individual classifier and this results were statistically validated using 
a significance level of 0-05.   

In author’s opinion, this methodology still has some points to work out in its 
different steps like 1) pruning classifiers by choosing them dynamically for each 
given example or 2) reduce the well-known k-means’ random start effects. However, 
we want to highlight the main contribution of this work: the introduction of the 
mean co-association matrix is a new and unused way to simultaneously measure 
the similarities between a pair of text documents and to define an ensemble of 
classifiers, improving the decision process. The work in this paper is a validation of 
this concept. Therefore, our studies pointed out new issues on this research topic:  

 
• How this approach performs in other problems than TC?  
• Can this approach be successfully adapted for multi-class problems?  
• How can we use this statistics to find out when you need to create new 

categories in our system?  
 

The last question is important to highlight one possible main advantage of MECAC 
facing other ensembles in a TC streaming classification problem over the time: in 
author’s opinion, the obtained clusters can also be used to discover whether it is 
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necessary to create a new category for a new sample. It could be done using the 
extracted metrics like it is proposed in other novelty detection research works [9].  

Experiments will be carried out to proceed with this work. 
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Abstract. The quality of extracted features is the key issue to text min-
ing due to the large number of terms, phrases, and noise. Most existing
text mining methods are based on term-based approaches which extract
terms from a training set for describing relevant information. However,
the quality of the extracted terms in text documents may be not high
because of lot of noise in text. For many years, some researchers make use
of various phrases that have more semantics than single words to improve
the relevance, but many experiments do not support the effective use of
phrases since they have low frequency of occurrence, and include many
redundant and noise phrases. In this paper, we propose a novel pattern
discovery approach for text mining. This approach first discovers closed
sequential patterns in text documents for identifying the most informa-
tive contents of the documents and then utilise the identified contents to
extract useful features for text mining. We develop a novel fusion method
based on Dempster-Shafer’s evidential reasoning which allows to combine
the pieces of document to discover the knowledge (features). To evaluate
the proposed approach, we adopt the feature extraction method for in-
formation filtering (IF). The experimental results conducted on Reuters
Corpus Volume 1 and TREC topics confirm that the proposed approach
could achieve excellent performance.

Keywords: Text Mining, Information Filtering, Pattern Summariza-
tion, Sequential Patterns

1 Introduction

As the increasing amounts of documents stored electronically, text mining (TM)
has more attentions to support users for coping with the problem of information
overload. TM typically involves the process of finding non-trivial and useful
knowledge in a text collection. Typically, TM tasks include text categorization,
text clustering, and document summarization [19]. The key challenge of TM
is how to guarantee the quality of extracted knowledge (features) from text
documents due to lot of noise in text.

Most existing text mining methods were developed based on term-based ap-
proaches. These approaches basically extract a set of keywords (terms) in a doc-
ument to form a vector for a text representation. Weights associated with terms,

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 540–554, 2012.
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such as frequency counts, are given to represent the importance of the terms in a
document. A variety of machine learning (ML) techniques, such as SVMs, Roc-
chio, Genetic Algorithms, and Neural Network, are often applied to extract knowl-
edge according to training documents [14]. The advantages of term-basedmethods
include efficient computational performance and good statistic quality of terms.
However, term-based methods often encounter the challenging problems such as
very high dimensionality of text data and uncertain meaning of words. For many
years, phrases have been used in someTMmethods [12,27,15,5], as they havemore
discriminative andmore semantics than single words. However,many experiments
do not support the utilisation of phrases for textmining since they have poor statis-
tic quality and many of them are generated without meaning [18].

In the presence of these set backs, some studies adopted data mining to discover
various patterns in text [7,22,28]. Such patterns have the potential for text mining
since they have predictive power, and allow to capture semantic relationships exist-
ing among terms in sentences, paragraphs, or even thewholedocument.Manynoisy
patterns could be automatically removedw.r.t. a certain frequency.Moreover, data
mining has developed advanced methods for eliminating redundant patterns and
noisy patterns (e.g., closed patterns [26], Maximal patterns [1], and pattern sum-
marization [24,25]). However, a new challenge for pattern mining is how to guaran-
tee the quality of extracted knowledge for effective text mining.

Motivated by the above problems, we propose a novel pattern discovery ap-
proach for effective text mining. This approach basically discovers closed se-
quential patterns in text documents, and then utilise them to extract the most
informative contents for the documents. After thatm we extract useful features
from the identified contents using a novel data fusion method based on Dempster-
Shafer’s evidential reasoning which allows to combine the pieces of document.
The main advantages of using the fusion method include: 1) the no-requirement
of a complex training process and parameter tuning to build an accurate model,
2) this model is efficient and effective for processing a high volume of documents,
and 3) the model can be interpretable. We evaluate the proposed approach by
implementing the feature extraction method for information filtering (IF) and
compared to state-of-the-art IF models. The experimental results conducted on
Reuters Corpus Volume 1 and TREC topics confirm that the proposed model
could achieve the excellent filtering performance.

In summary, our contributions include

– We propose a novel feature extraction method for text mining based on
pattern discovery.

– We present how to utilise the results of pattern mining to improve the effi-
ciency and effectiveness of text mining.

2 Related Work

Trying to discover high-quality features in text has become a major concern in
both information retrieval and text mining communities [18]. Some researchers in
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text mining have tried to explore new kinds of features whose semantic informa-
tion is rich such as [5], multi-words [12,27], and concepts [15]) since they believe
that the high-level features should perform better than single words to describe
the topic of document. Although some works illustrated the effective use of the
high-level features for text mining, the challenging issue is that the number of
the features generated is typically much higher than that of single words. This
problem can lead to not only the efficiency challenges, but also the degraded
performance. Some of them have tried to avoid these problems by extracting
meaningful features with the help of natural language processing (NLP) tech-
niques [15]. However, the quality of the features extracted by the NLP methods
often relies on the accuracy of NLP techniques used.

From the perspective of data mining, some works adopted data mining to
extract various text patterns such as itemsets and sequential patterns [11,7,22].
Such patterns have the potential for text mining since they have predictive power
and meaningful context information w.r.t. frequency. Among these patterns,
closed sequential patterns have the great potential for improved text catego-
rization and filtering [7,22,21,28] due to the reasons of a reasonable number of
generated patterns and a lossless compression. In [7], the experimental results
demonstrated the text classifier formed by closed sequential patterns outper-
forms the classifier generated by frequent ones and can comparable with SVM’s
classifier. In [21,28], largely improvements of filtering performance was achieved
by utilising closed sequential patterns discovered in text documents to extract
useful terms for information filtering.

Nevertheless, the question how to deal with the large amounts of discovered
patterns in text to improve both the efficiency and effectiveness of text min-
ing remains open [28]. Although data mining has developed advanced methods
for extracting a concise yet informative representation that describes the whole
collection of patterns such as pattern profiles [25], compressed sets [24], and dis-
criminative patterns [6]. [6]. However, these methods mostly focus on extracting
the results to a user for further analyzing, but may remain difficult to make good
use of them to improve performance of text mining. According to [21,28], the
utilisation of discovered patterns in text has been limited by the problem of low
frequency of occcuring patterns in text, especially large patterns that are never
utilised. Unlike these approaches, we summarize the results of pattern mining
to extract the useful contents of document, and then combine them to improve
the efficiency and effectiveness of text mining.

3 Basic Definitions

In this section, we give the brief definitions of sequential patterns and closed
sequential patterns in text. In this paper, all documents are divided into para-
graphs. So, a given document d yields a set of paragraphs PS(d). Let D be a
collection of documents, including a set of positive (relevant) documents, D+,
and a set of negative (irrelevant) ones, D−.

Let T = {t1, t2, . . . , tm} be a set of terms which are extracted from D+. Given
X be an ordered list of terms, or a sequence of terms, i.e., X =< t1, . . . , tr >
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(ti ∈ T ) in document d, coverset(X) denotes the covering set of X for d, i.e.,
coverset(X) = {dp|dp ∈ PS(d), X ⊆ dp}, where dp denotes a paragraph of
document. Based on this, the following definitions are given.

Definition 1 (Absolute and Relative Supports). The absolute support of
X is the number of occurrences of X in PS(d) : supa(X) = |coverset(X)|. The
relative support of X is the fraction of the paragraphs that contain the sequence

: supr(X) = |coverset(X)|
|PS(d)| .

Definition 2 (Sequential patterns). A sequence of terms X is called sequen-
tial pattern if its supa (or supr) ≥ min sup, a minimum support.

Definition 3 (Closed patterns). We say that a pattern p is closed if there is
no any super-pattern q of p such that supa(p) = supa(q).

Paragraph Terms

dp1 t1 t2
dp2 t3 t4 t6
dp3 t3 t4 t5 t6
dp4 t3 t4 t5 t6
dp5 t1 t2 t6 t7
dp6 t1 t2 t6 t7

(a) A set of paragraphs

Frequent Pattern Covering Set

{t3, t4, t6} {dp2, dp3, dp4}
{t3, t4} {dp2, dp3, dp4}
{t3, t6} {dp2, dp3, dp4}
{t4, t6} {dp2, dp3, dp4}
{t3} {dp2, dp3, dp4}
{t4} {dp2, dp3, dp4}
{t1, t2} {dp1, dp5, dp6}
{t1} {dp1, dp5, dp6}
{t2} {dp1, dp5, dp6}
{t6} {dp2, dp3, dp4, dp5, dp6}
(b) Sequential patterns and covering sets

Fig. 1. An example of sequential and closed patterns

Figure 1(a) lists six paragraphs for a given document d, where PS(d) =
{dp1, dp2, . . . , dp6}, and duplicate terms are removed. Assume min sup = 3
(Supa), ten sequential patterns would be extracted as shown in Table 1(b).
As shown in Figure 1(b), patterns {t3, t4, t6} and {t6} are closed ; whereas the
remaining ones are non-closed, and could be removed.

To improve the efficiency, we use an algorithm SPMining(D+,min sup) de-
veloped in our previous work [22] (also used in [21,28]). The SPMining algo-
rithm finds all closed sequential patterns (hereafter patterns) in paragraphs of a
document that have a frequency above a minimum frequency constraint min sup
(We do not repeat this algorithm here because of the length limitation of the
paper).

For all positive documents di ∈ D+, the SPMining algorithm generates a set
of patterns as the following vector:

−→
di = 〈(pi1 , fi1) , (pi2 , fi2) , . . . , (pim , fim)〉 (1)

where pij in pair (pij , fij ) denotes a pattern pj in document di associated with
its frequency count fij (i.e., Supa). The result of applying this algorithm to all
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positive documents is to yield a collection of n vectors, which can be expressed
as follows:

η =
{−→
d1,
−→
d2, . . . ,

−→
dn

}
(2)

where n = |D+|.

4 Mining Informative Contents

In general, a text contains pieces of elements such as terms, phrases, sentences,
or even paragraphs involving spans of text on different semantic levels. When a
text was mined, patterns discovered in the text capture interesting relationships
existing among terms at a defined level of granularity. For example, given a text is
segemented into paragraphs, all patterns discovered in the text can be interpreted
as pieces of knowledge that represent frequencies of some terms containing within
the paragraphs. Thus, we utilise the discovered patterns in the text to extract
the most informative content for describing the topic of document. Consequently,
we define the summarization problem as follows:

Definition 4 (Pattern Summarization). Given a set of patterns P =
{α1, α2, . . . , αn} that are mined from a text T contains a set of m text elements
T = {φ1, φ2, . . . , φm} where m < n. Pattern summarization is to extract the K
most useful elements of text that contain the patterns where K ≤ m.

Thus, the problem of using patterns in text is transformed into the problem
of extracting the K most informative set of text elements. In this paper, we
adopted a Maximal Marginal Relevance based feature seslection method, called
Maximal Marginal significance (MMS), proposed in [23]. Basically, the MMS
method selects features through a gain function g defined as g(α) = S(α) −
Max
β∈FS

R(α, β), where S(α) equals a function assigning a significant score to the

pattern α, R(α, β) denotes a function that computes the redundancy between
the two patterns α and β, and FS is a set of features already selected. According
to the gain function, a pattern is selected if it is highly significant and contains
very low redundancy to the features already selected. However, the definitions
of the functions S and R needs to be specified according to a given domain.

Let di be a positive document that contains m text elements, i.e., di =
{α1, α2, α3, . . . , αm}, we define the significance score to measure the importance
of each element according to the following function:

Si(φj) =

∑
αk⊆φj

w(αk)× Supa(αk)

|{αk|αk ⊆ φj}| (3)

where φj be an element in the document di, Supa(αk) indicates the support
(frequency) of the pattern αk in the document, and w(αk) returns the weight
of the pattern αk associated with a given measure. In this work, we adopted a
weighting algorithm proposed in [22] to determine the weights of the patterns
as follows:

w(αk) =
|{da|da ∈ D+, αk ∈ da}|
|{db|db ∈ D,αk ∈ db}| (4)
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According to Eq.(3), the weight of the text element φj can be determined by
summarizing the weights of the patterns contained by it. The denominator of
this function is to normalise long elements.

To maximize the information of text, the selected elements should overall
provide very low redundancy each other. We calculate the semantic similarity
between two segments φk and φj by using the Jaccard’s coefficient [20] (also
used in [23]), and then define the part of redundancy measurement as follows:

Ri(φj , φk) =
|φk ∩ φj |
|φk ∪ φj | ×min(Si(φk), Si(φj)) (5)

where |φk∩φj | returns the intersection of patterns contained in both the segments
φk and φj respectively.

Once the gain function was defined, we perform a greedy search method as
follows. For all positive documents di ∈ D+ that consists of a set of n text
segments, we start an empty set for FS . In each iteration, we expand the set
FS with the segment α that maximizes the gain function g with the remaining
segments in this document. We keep on expanding FS till the number of selected
segments equals k or no segments remain.

It is possible that the selected elements may contain many extraneous (noisy)
terms. For example, considering paragraphs dp5 and dp6 in Figure 1(a) contains
term t7 that are infrequent. It is necessary to remove the noisy terms contained
in these elements when they are selected for profiling the document. Let φj

be a text segment containing patterns α1, α2, . . . , α�. We perform to remove
infrequent terms contained in each element selected.

5 A Pattern Fusion Model

In this section, we present a pattern fusion model for using the patterns extracted
from text documents. This model is developed based on evidential reasoning
which allows to formally combine knowledge to make inferences.

5.1 Transferable Belief Model (TBM)

Although many evidential reasoning techniques have been developed for applica-
tions, such as a combination of classifiers [2], the method proposed in this paper
is to adopt Transferable Belief Model (TBM) [16], a statistical technique for for-
mally representing and combining knowledge based on Dempster-Shafer theory.
In comparison with other reasoning methods, the TBM allows to represent un-
certainty (probability) about related events to perform reasoning, and does not
require much training data and prior information like Bayesian technique [16].
In TBM, a two-level structure is present: the credal level where beliefs are enter-
tained and the pignistic level where beliefs are used to make decisions. When a
decision must be made, beliefs at the credal level are transformed into beliefs at
the pignistic level. Figure 1 describes the process of pattern fusion for informa-
tion filtering. According to Figure 1, a user profile that represents user interest
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Fig. 2. The pattern fusion model for information filtering

consists of a set of m terms extracted from positive documents D+. Each positive
document represented by a list of k patterns can be viewed as an expert that
states their opinions (weights) to specific propositions (i.e., termsets) in a pool
of evidence according to their matching in the expert document. The weights
assigned by these documents are pooled, and then are encoded into supports
(weights) of each term in the user profile.

5.2 Evidential Mapping

We start to extract a set of m terms, denoted as Ω, from positive documents
for profile representation. To reduce the dimensionality of text documents, we
extract the set of terms from all the specific patterns extracted in positive docu-
ments, i.e., Ω = {t1, t2, . . . , tm}. After that, we define a support (mass) function
m : 2Ω → [0, 1] that assigns weights to some propositions in the space (i.e., 2Ω)
associated with a document.

For all positive documents di ∈ D+, the mass function mi can be defined as
follows:

mi(A) =

{
0 if A = ∅;

Si({λj |λj⊆di,λj=A})∑
B⊆Ω Si({λr |λr⊆di,λr=B}) , otherwise

(6)

where A,B ∈ 2Ω, mi(A) denotes a mass function that assigns a weight to propo-
sition A associated with the pattern λj extracted in the document di.

5.3 Weight Fusion

A challenging problem of data fusion methods is how to handle conflicts from
multiple sources of data. Dempster’s rule of combination is often used to combine
evidence supported by two mass functions defined on a common space. Given
mi and mj be two mass functions associated with sources i and j respectively,
this rule is given as follows:

mi⊕j(Z) =
1

κ
×

∑
X∩Y=Z

mi(X)×mj(Y ) (7)
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where X,Y ∈ 2Ω and κ =
∑

X∩Y 
=∅ mi(X) × mj(Y ). This rule computes a
measure of agreement between two bodies of evidence concerning propositions
discerned from a common space. It is a commutative and associative operation
that focuses only on propositions supported by both bodies of evidences. This
numerator is the sum over all conjunctions that support a proposition. The
denominator is a normalisation factor that ensures the mass function constraint.

For situations when belief functions are fused as an accumulate function of
the evidence, the Dempster’s combination constraint often produces counter-
intuitive results [10]. The objective of the proposed approach is to combine belief
functions for induction that will necessarily accumulate discovered knowledge in
text documents.

Let mi and mj be two support functions associated with documents di and dj
respectively. Assume that mi contributes weights to a body of evidence: (X1, X2,
. . . , Xl) and mj contributes weights to a body of evidence: (Y1, Y2, . . . , Yn). The
following rule of combination is used to fuse the two mass functions to a new one.

mi⊕j(Z) =
1

2

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

mi(Xs) + mj(Yr) if Xs = Z, Yr = Z

mi(Xs) if Xs = Z, ∀r : Yr �= Z

mj(Yr) if Yr = Z, ∀s : Xs �= Z

(8)

where mi⊕wj(Z) be the combined mass function that assigns a weight to propo-
sition Z ∈ 2Ω The combination rule is also cumulative, commutative, and asso-
ciative. We use this rule to combine all mass functions associated with positive
documents to obtain a new function mD+ , i.e.,

mD+(Z) = (((m1 ⊕m2)⊕m3)⊗ . . .⊗m|D+|(Z)) (9)

for all propositions Z ∈ 2Ω.

5.4 Reasoning

Once the weights were pooled, we use the belief knowledge to accurately eval-
uate weights to each element ti in the user profile Ω according to the following
function:

wΩ
i =

∑
ti∈Ω,ti∈Z

mD+(Z)

|Z| (10)

where ∀A ∈ Ω and mD+(Z) be a function obtained by Eq. (8), and |Z| equals
the cardinality of proposition Z in the space Ω. It is easy to examine the term
weighting function is a pignistic probability function in TBM [16].

In order to utilise the profile Ω for document filtering, a document evaluation
function is built as follows:

rel(d) =
∑

j∈d
wΩ

j (11)
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where rel(d) returns a score assigned to the document d, wΩ
j is the weight of

term j in the profile Ω. A high value assigned to the document can imply that
the document tends to be highly relevant to the user.

6 Experimental Evaluation

6.1 Experimental Dataset

Reuters Corpus Volume 1 (RCV1) data collection [13] is used to test the proposed
model, namely the Pattern Fusion model (PFM). This dataset consists of all and
only English language stories proposed by Reuter’s journalists between 1996-08-
20 to 1997-08-19, a total of 806,791 documents that cover very large topics and
information. TREC (2002) has developed and provided 50 assessor topics [17]
for the filtering track, aiming to building a robust filtering system. These topics
were developed by human assessors of the National Institute of Standards and
Technology (NIST), called assessor topics. According to [4], 50 topics are stable
and sufficient for conducting high quality experiments. This research hence uses
RCV1 and the 50 assessor topics to evaluate the proposed model.

6.2 Data Preprocessing and Measures

For each assessor topic, its data collection is split into two sets: a training set and
a test set. All documents are marked in XML and some meta-data information.
In order to avoid bias in experiments, we remove all meta-data information and
perform a common basic text processing for all documents, including stop-words
removal according to a given stop-words list and stemming terms.

The effectiveness is measured by five different means: The precision of the
top 20 returned documents (top − 20), F1 measure, Mean Average Precision
(MAP), the break-even point (b/p), and Interpolated Average Precision (IAP)
on 11−points. Precision (p), Recall (r), and F1 are calculated by the following
functions:

p =
TP

TP + FP
, r =

TP

TP + FN
,F1 =

2 ∗ p ∗ r

p + r

where TP is the number of documents the system correctly identifies as positives;
FP is the number of documents the system falsely identifies as positives; FN is
the number of relevant documents the system fails to identify.

6.3 Baseline Models and Settings

We grouped baseline models into two main categories. The first category includes
a number of data mining (DM) based models for IF:

– PTM [22]: This method efficiently extracts closed sequential patterns from
relevant training documents for document filtering. Weights assigned to each
pattern are used to represent the relevance.
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– PDM [21]: This work proposed a novel term weight method for information
filtering (IF) using data mining, called a pattern deploying method (PDM).
Instead of normal term evaluations, each term in a training document is eval-
uated based on their appearance in all closed sequential patterns extracted in
the document. The experimental results in [21] showed that PDM can largely
improve filtering performance as compared with PTM and state-of-the-art
IF models such as Rocchio and Pr.

– IPE [28]: This work proposed to improve the effectiveness of PDM [21]. A
method for revising weights of features (terms) in positive documents was
developed to reduce the effects of noisy terms with the help of non-redundant
documents.

For data mining models, the minimum support threshold (min sup) is an impor-
tant parameter and is sensitive to a given data set. We set this constraint to 0.2,
which means 20% of the number of paragraphs in a document for all the models
since it was recommended as the best value for this data collection [22,21,28].

The second category includes the two state-of-the-art term-based relevance
feedback methods for IF:

– Rocchio [8]: This method generates a Centroid for representing user pro-
files by extracting terms from positive documents and performing to revise
weights of the terms with negative documents. The centroid c of a topic can
be generated as follows:

α
1

|D+|
∑
−→
d ∈D+

−→
d

||−→d || − β
1

|D−|
∑
−→
d ∈D−

−→
d

||−→d || (12)

where ||−→d || be normalized vector for document d. α and β be a control pa-
rameter for the effect of relevant and non-relevant data respectively. Accord-
ing to [8,3], there are two recommendations for setting the two parameters:
α = 16 and β = 4; and α = β = 1.0. We have tested both accommodations
on assessor topics and found the latter recommendation was the best one.
Therefore, we let α = β = 1.0.

– Support Vector Machine (SVM) : Several researchers have shown the
linear SVM is one of the most effective text classifiers [9,14]. We would
compare it with the proposed model. However, the SVM here is used to
rank documents rather than to make a binary decision, and it only uses terms
based features extracted from training documents. We describe the details
as following: Given a linear function h(x) =< w.x > +b where h(x) = +1 if
< w.x > +b ≥ 0; otherwise h(x) = −1. where x is the input vector; b ∈ R is

the bias and < w.x > is the dot product of w and x. w =
∑l

i=1 yiαixi for
the given training data:(xi, yi), . . . , (xl, yl), where xi ∈ R

n and yi = +1(−1),
if document xi is labelled positive (negative). αi ∈ R is the weight of the
sample xi and satisfies the constraint:

∀i : αi ≥ 0 and
l∑

i=1

αiyi = 0 (13)
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For the purpose of ranking, b can be ignored. For the documents in a train-
ing set, we know only what are positive (negative), but not which one is
important. We assign the same αi value (i.e., 1) to each positive document
first, and then determine the same αi (i.e., α′) value to each negative doc-
ument based on the Eq. (8). Therefore, a testing documents d is scored by
the function r(d) = w.d where . means inner products ; d is the term vector
of the testing document; and

w =

⎛⎝ ∑
di∈D+

di

⎞⎠+

⎛⎝ ∑
dj∈D−

djα
′

⎞⎠
For each topic, we also choose 150 terms in the positive documents, based on tf
× idf values for all ML-based models since it is the best average value for all the
assessor topics.

6.4 Quality of Extracted Features

Here we aim to determine the best quality of extracted features with respect
to top−k elements extracted from training documents. Figure 3 illustrates the
results of varying top−k percentages of extracted features in each document
associated with Mean Average Precision (MAP) on all assessor topics. According
to Figure 3, the best MAP performance on the assessor topics was achieved using
just top−40 percentages of extracted features in a document for constructing the
user profile while selecting more features tended to reduce the performance. This
is since more extraneous (noisy) terms may be included.

Fig. 3. Mean Average Precision (MAP) w.r.t. top−k percentages of selected features

6.5 PFM vs. Pattern Mining Models

The results of overall comparisons between the proposed model and all data
mining models have shown in Table 1. The most important findings revealed in
this table are that both PDM and IPE models largely outperforms PTM that
uses directly patterns over all the standard measures with the slight increase in
IPE as compared to PDM. The results support the effective use of patterns in
text to extract useful terms in text documents.
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Table 1. Comparison results of PFM with all DM-based methods on all assessor topics

Model top-20 MAP b/p Fβ=1

PFM 0.545 0.473 0.457 0.458
IPE [28] 0.493 0.441 0.429 0.440
PDM [21] 0.496 0.444 0.430 0.439
PTM [22] 0.406 0.364 0.353 0.390

%Chg +10.54% +7.26% +6.53% +4.10%

Table 2. Comparison results of PFM with all ML-based methods on all assessor topics

Model top-20 MAP b/p Fβ=1 Avgt

PFM 0.545 0.473 0.457 0.458 53.32
SVM 0.447 0.408 0.409 0.421 150.0

Rocchio[8] 0.416 0.391 0.392 0.408 150.0

%Chg +21.92% +15.91% +11.73% +8.78% −64.45%

Table 3. p−values for the representative models comparing with PFM on all the
assessor topics

Model top-20 MAP b/p Fβ=1

IPE 0.0078 0.0096 0.0165 0.0283
PDM 0.0100 0.0025 0.0023 0.0026
SVM 0.0002 0.0064 0.0042 0.0122

We also compare PFM with IPE. As seen in Table 1, PFM perform better
than IPE with +7.10% (max +10.54% on top − 20 and min +4.10% on Fβ=1)
in percentage change on average over the standard measures. The encouraging
improvements of PFM is also consistent and significant on 11−points as shown
in Figure 4. These results support the highlights of effectively handling the dis-
covered patterns in text.

6.6 PFM vs. Term-Based Models

As shown in Table 2 and Figure 5, both Rocchio and SVM models that are
based on keyword-based models perform over PTM, where SVM performs better
than Rocchio over all the measures. This illustrates keywords remain the very
effective concept for text mining since they have good statistic quality. However,
the results compared between the term-based models and the remaining data
mining models (i.e., IPE, PDM, and PFM) confirm that patterns are much
more effective to accurately evaluate weights of terms in text documents than
normal statistical evaluations that rely on raw data. In comparisons with SVM,
the excellent performance was achieved by PFM with +14.58% increasing in
average (max +21.92% on top−20 and min +8.78% on Fβ=1). Furthermore, the
average number of terms used in the user profile extracted by PFM is much less
than that of both the term-based models with −64.45%.
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Fig. 4. Comparison performance results with data mining based models

Fig. 5. Comparison performance results with term-based models

7 Conclusion

In the present paper, we solved the challenging problem of dealing with sequen-
tial patterns discovered in text documents for effective text mining by proposing
a novel pattern discovery method for extracting useful features in text. This
method discovers closed sequential patterns from documents, and then summa-
rizes them to identify the most informative contents for the documents. We also
present a novel fusion method based on evidential reasoning for dealing with
the extracted contents to discover useful features for text mining. We promote
the proposed approach by implementing a novel information filtering (IF) model.
The experimental results conducted on Reuters Corpus Volume 1 data collection
and TREC topics support that the IF model could significantly achieve the best
performance of filtering as compared to state-of-the-art IF models. We believe
that the proposed approach is very promising for effective text mining.
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Abstract. Measuring inter-document similarity is one of the most essential 
steps in text document clustering. Traditional methods rely on representing text 
documents using the simple Bag-of-Words (BOW) model. A document is an 
organized structure consisting of various text segments or passages. Such single 
term analysis of the text treats whole document as a single semantic unit and 
thus, ignores other semantic units like sentences, passages etc. In this paper, we 
attempt to take advantage of underlying subtopic structure of text documents 
and investigate whether clustering of text documents can be improved if text 
segments of two documents are utilized, while calculating similarity between 
them. We concentrate on examining effects of combining suggested inter-
document similarities (based on inter-passage similarities) with traditional inter-
document similarities following a simple approach for the same. Experimental 
results on standard data sets suggest improvement in clustering of text 
documents. 

Keywords: Text Document Clustering, Text Segmentation, Document 
Similarity. 

1 Introduction 

With a large explosion in the amount of data found on the web, it has become 
necessary to devise better methods to classify data. A large part of this web data (like 
blogs, webpages, tweets etc.) is in the form of text. Text document clustering 
techniques play an important role in the performance of information retrieval, search 
engines and text mining systems by classifying text documents. The traditional 
clustering techniques fail to provide satisfactory results for text documents, primarily 
due to the fact that text data is very high dimensional and contains a large number of 
unique terms in a single document. Most of these documents do not particularly deal 
with a single topic, which makes it difficult to classify them under a single category. 
Such a scenario, thus gives rise to need for clustering methods which can classify 
documents on the basis of topic on which the document is primarily written i.e. theme 
of most of the passages or segments which combine together to form the whole 
document. 
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Text documents are often represented as a vector where each term is associated 
with a weight. The Vector Space Model [13] is a popular method that abstracts each 
document as a vector with weighted terms acting as features. Most of the term 
extraction algorithms follow “Bag of Words” (BOW) representation to identify 
document terms. While such a representation is simple and easy to understand, it 
suffers from two problems. One, it relies heavily on vocabulary used by the author to 
calculate similarity between two documents. A pair of documents might be on similar 
topics, but still score very low on similarity value because of different set of terms 
being used in two documents. Two, it considers whole document as a single semantic 
unit. Two documents may talk about related topics and share common vocabulary, but 
they could still be judged dissimilar because of other unrelated topics present in the 
two documents, if one or both of the documents consist of varying topics. While the 
first problem can be tackled using dictionaries or a “wordnet” like lexical database 
[7], applying clustering algorithm to semantically independent units of text might help 
in reducing the defiling effect of drifting topics (as text segments on similar topics 
would be judged similar while those on unrelated topics as dissimilar) and varying 
length problem (as text segments are going to be of same fixed size). It is our intuition 
that calculating document-document similarity with the help of text segments of a 
particular length may help in improving quality of clustering by solving varying 
length problem and drifting topics problem to a small extent. 

In this paper, our primary aim is to investigate whether segmenting a document 
into various independent units could help in improving the clustering of text 
documents or not. So, we present a simple algorithm to efficiently calculate inter-
passage similarities between text segments of two different documents and then 
effectively integrate these values with those obtained from considering each 
document as a single semantic unit, to obtain better clustering of text documents. 
Throughout this paper, we use text segments or text windows interchangeably and 
assume them to be same i.e. a segment of document consisting of a particular number 
of words which we refer to as “Window Size”. 

The rest of the paper is organized as follows. Section 2 briefly describes the related 
work. Section 3 explains the process of term segmentation in a text document and 
motivation behind this paper. Section 4 describes our approach to the calculation of 
similarity between two documents. Section 5 and 6 describe experimental results and 
the conclusion respectively.   

2 Related Work 

Many Vector Space Document based clustering models make use of single term 
analysis only. To further improve clustering of documents and rather than treating a 
document as a bag of words, considering term dependency while calculating 
document similarity has gained attention.[8, 14] 

Passage retrieval is the task of retrieving only those segments of text which are 
relevant to a particular information need. It has been extensively utilized in the field 
of information retrieval to improve the quality of retrieval [2, 3] and improve 
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performance of question answering systems [1]. [6] utilizes segmentation of web 
pages to improve the quality of web search. 

In [4], fragments of legal text documents are clustered. However, no segmentation 
algorithm is needed as legal documents are decomposable. [12] proposes passage-
based text categorization model, which segments a document and then passage 
categories are merged into document categories to achieve final categorization of 
documents. Perhaps, the more closely related works are [5] and [11]. In [5], authors 
evaluate the impact of text segmentation on query specific clustering of text 
documents. [11] focuses on clustering of multi-topic documents using text segments. 
Our work is different from [11] in two aspects majorly. First, our focus is not on multi 
topic documents and second, we attempt to investigate effects on hard clustering, if 
similarity between text segments is also included in combined similarity between two 
documents, while [11] attempts to improve soft clustering of multi-topic documents 
utilizing each text segment as an independent semantic unit. 

3 Basic Idea 

The basis of this work is the intuition that two documents should be considered more 
similar for the purpose of clustering, if the set of common terms between the two 
documents are contained in a small region as compared to two other documents in 
which these terms are highly scattered across the documents. Traditional vector space 
model based techniques ignore the density of region in which these common terms 
fall and thus judge many similar (dissimilar) documents as dissimilar (similar). 

3.1 Text Segmentation 

Text segments can be categorized into three kinds of passages: discourse, semantic, 
and window. Discourse passages rely on the logical structure of the documents 
marked by punctuation. Semantic passages are obtained by partitioning a document 
into topics or sub-topics according to its semantic structure (e.g. TextTiling [10]). The 
third type of passages which are fixed-length passages or windows, are defined to 
contain a fixed number of words and were introduced in [9]. 

For the sake of simplicity, we use the fixed length passages in our experiments. We 
use both non-overlapping and overlapping passages to investigate effect of 
combining inter-document and inter-passage similarities on text document clustering. 
 
Example: Document = “The flash washes out the photos, and the camera takes very 
long to turn on.”  Window Size = 4 

 
1. Non-Overlapping Passages are following 

 
Passage 1: “The flash washes out”  Passage 2: “the photos and the” 

Passage 3: “camera takes very long” Passage 4: “to turn on” 
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2. Overlapping Passages with size of overlap = (Window size / 2)  are 
following 
 

Passage 1: “The flash washes out” Passage 2: “washes out the photos” Passage 3: “the photos and the” 

Passage 4: “and the camera takes” Passage 5: “camera takes very long” Passage 6: “very long to turn” 

Passage 7: “to turn on”   

4 Similarity Computation  

Let D be a document set with N number of documents: 

D = {d1 ,d2 ,d3 ……. dN} 

Where dn = { t1,t2,t3 …… tm }  and dn is the nth  document in corpus and ti is ith term in 
document dn.           

4.1 Traditional Inter-document Similarity  

We calculate inter-document similarity by calculating cosine similarity between two 
document vectors with each feature weighted using tf-idf method.  

Tf-idf weight : log൫1 ൅ ݐ (݂௧,ௗ)൯ כ log (1 ൅ ܰ ௧ൗݔ )                          (1) 

where tf(t,d) is term frequency of term t in document d and N is the total number of 

documents in corpus and tx is the number of documents in which term t occurs. 

Cosine similarity between two document vectors ݀ଵሬሬሬሬԦ  and ݀ଶሬሬሬሬԦ is calculated as, 

                       ܵ݅݉ௗ(݀ଵ,݀ଶ)= ௗభሬሬሬሬሬԦ.ௗమሬሬሬሬሬԦหௗభሬሬሬሬሬԦหหௗమሬሬሬሬሬԦห                                               (2) 

4.2 Passage-Based Inter-document Similarity 

For a document d consisting of m terms and assuming window size of w, document d 
will be segmented into  
 
1. k windows for non-overlapping text windows 

     where ݇ = ቂ௠௪ቃ  if (݉ % ݓ = 0)  ܽ݊݀ ቀቂ௠௪ቃ ൅ 1ቁ ݓ % ݉ ) ݂݅ ൐ 0) . 

 
2. k windows for overlapping text windows with size of overlap equal to (ݓ 2ൗ ) 

     where k =ቀቂ௠௪ቃ െ 1ቁ ݓ % ݉) ݂݅ = 0) ܽ݊݀ ቂ௠௪ቃ ݓ % ݉) ݂݅  ൐ 0) . 

  
A window or passage too is represented using a feature vector with terms present in 
the passage being its features and tf-idf weighting scheme used to weigh these 
features. However, for weighting terms of passages, each passage is considered as a 
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single document and all the passages of a single document together are treated as the 
full corpus.  

Let d1 consists of { r21 P........P,P } and d2 of { ''
2

'
1 .........., sPPP }, and assuming r <

s, then passage-based inter-document similarity for d1 and d2 is: 

ܵ݅݉௣൫݀ଵሬሬሬሬԦ, ݀ଶሬሬሬሬԦ൯ =  ෍ ୫ୟ୶ (ௌ௜௠൫௉೔,௉ᇲೕ൯)ೝ೔సభ ௥                          (3) 

Where, j varies from 1 to s and inter-passage similarity ),( '
ji PPSim is cosine 

similarity between feature vectors of two passages. 

4.3 Combined Similarity Measure 

Let traditional inter-document similarity for documents d1 and d2 be represented as 
Simd(d1,d2) and suggestedpassage-based inter-document similarity as Simp(d1,d2), then 
combined or effective similarity between  d1 and d2 is : 

Sim(d1,d2) = α*Simp(d1,d2) + (1-α)* Simd(d1,d2)                               (4)  

Where α is similarity blend factor [8] and 0 .1≤≤ α  

5 Experimental Results 

We conducted experiments to investigate the effectiveness of our method i.e. using 
both inter-document and inter-passage similarities together in improving text 
document clustering. The experiments were conducted for two types of fixed-length 
passages i.e. overlapping and non-overlapping. It is important to note we do not 
apply any kind of dimensionality reduction on original document vector which 
consists of only single term features since our aim is to investigate whether inter-
passage similarities can be successfully utilized to improve clustering or not. In other 
words, we want to credit any improvement or deterioration in clustering to the 
suggested similarity measure.  

5.1 Data Sets 

We used two data sets, out of which one is a web document data set1, manually 
collected and labeled from Canadian websites and second is a collection of articles 
posted on various USENET newsgroups. It is a subset of full 20-newsgroup dataset. It 
is available from the UCI KDD archive2.  While web data set has moderate overlap 
between different classes, mini 20-newsgroup data set has varying overlap between 
different classes. Average length of a document in UW-Can data set is much greater 
than that of a document from mini 20-newsgroup dataset. 

                                                           
1 Link to web data set : http://pami.uwaterloo.ca/~hammouda/webdata 
2 Link to mini newsgroup data set:  http://kdd.ics.uci.edu/ 
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Table 1. Showing data description 

Data 
Set 

Name Type # of 
docs. 

Classes Avg. #of 
words 
/doc 

1. UW-Can HTML 314 10 469 
2. Mini 20-

newsgroups 
USENET 2000 20 151 

5.2 Evaluation Measure 

We use F-measure score to evaluate the quality of the clustering. F-measure combines 
precision and recall by calculating their harmonic mean. Let there be a class i and 
cluster j, then precision and recall of cluster j with respect to class i are as follows: 

,݅)݊݋݅ݏ݅ܿ݁ݎܲ                 ݆) = ௡೔ೕ௡ೕ , ܴ݈݈݁ܿܽ(݅, ݆) =  ௡೔ೕ௡೔                                      (5) 

where 

• nij is the number of documents belonging to class i in cluster j. 
• ni is number of documents belonging to class i. 
• nj is the number of documents in cluster j. 

Then F-score of class i is the maximum F-score it has in any of the clusters : 

                                             F(i) = 
ଶכ௉௥௘௖௜௦௜௢௡כோ௘௖௔௟௟(௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟)                                   (6) 

The overall F-score for clustering is the weighted average of F-score for each class i: 

௢௩௘௥௔௟௟ܨ                                                  =  ∑ (௡೔೔ ∑(ி(௜) כ ௡೔೔                                                   (7) 

 
Higher F-score suggests better clustering as produced clusters are mapping to original 
classes with higher accuracy. 

5.3 Clustering Algorithm 

For clustering, we use Group Hierarchical Agglomerative Clustering with complete 
linkage with the help of a java based tool3.  

5.4 Baseline Approach 

We chose traditional tf-idf weighting based single term approach as our baseline 
approach since our aim is to investigate whether clustering can be improved by 
 

                                                           
3 Link to tool : http://www.cs.umb.edu/~smimarog/agnes/agnes.html 
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Table 2. Showing baseline value of F-score with traditional vector based approach, for both the 
data sets 

Data Set Baseline Value 
UW-Can 0.7782 

Mini 20-newsgroups 0.35126 
 

combing traditional inter-document similarities with inter-passage similarities, as 
suggested by us.  

5.5 Results 

Results have been summarized in Table3. For experiments with non-overlapping 
segments, we obtained maximum improvement of 7.39 % and 10.86 % in F-Score 
for UW-Can dataset and mini 20-newsgroups data set respectively. For experiments 
with over-lapping segments, we obtained maximum improvement of 10.04 % for 
UW-Can data set and 7.02 % for mini 20-newsgroup data set. For every experiment 
with overlapping segments, size of overlap is equal to half of window size. 

Table 3. showing maximum improvement in terms of F-score  over baseline  approach with 
values of parameters like Window Size and Similarity Blend Factor 

Data set Text Segments Window 
Size 

Similarity Blend 
Factor α 

Maximum % 
improvement 
in F-score 

UW-Can Non-Overlapping 225 0.45 7.39 % 
UW-Can Overlapping 425 0.45 10.04 % 
Mini 20-Newsgroup Non-Overlapping 150 0.45 10.86 % 
Mini 20-Newsgroup Overlapping 225 0.6 7.02 % 

5.5.1 Graphs for Selected Values of Parameters Window Size and Similarity 
Blend Factor α 

For all the experiments, similarity blend factor α assumes only five values i.e. 0.4, 
0.45, 0.5, 0.55 and 0.6 as we want α to be moderate, so that the effectiveness of our 
method could be judged fairly. Similarity blend factor of 0.45 performs best for most 
of the experiments with both the data sets as evident from Fig 2, Fig 4, Fig 6 and Fig 
8. If Fig 1and Fig 5 are compared with Fig 3 and Fig 7, it is clear that a larger value 
of window size is required for better performance when dealing with overlapping 
windows. Window sizes used for mini 20-newsgroups are smaller as compared to 
those used for UW-Can. This is in accordance with their average document length. 
Performance will be reduced if larger windows are used for smaller documents.  
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1. For Data Set UW-Can 
 
1.1 For Non-overlapping Text Segments 

 

 

Fig. 1. Varying F-Score for different values of Window Size with α = 0.45 

 

Fig. 2. Varying F-Score for different values of α with Window size of 225. 

1.2 For Overlapping Text Segments 

 

Fig. 3. Varying F-Score for different values of Window Size with α = 0.45 
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Fig. 4. Varying F-Score for different values of α with Window size of 225 

   2. For Data Set Mini 20-Newsgroups 
 
2.1.1 For Non-Overlapping Text Segments 

 

 

Fig. 5. Varying F-Score for different values of Window Size with α = 0.45 

 
 

Fig. 6. Varying F-Score for different values of α with Window size of 225 
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2.2  For Overlapping Text Segments 
 

 

Fig. 7. Varying F-Score for different values of Window Size with α = 0.45  

 

Fig. 8. Varying F-Score for different values of α with Window size of 225 

6 Conclusion and Future Work 

The presented approach might not provide best results but are definitely promising. It 
is to be kept in mind that the purpose of this paper is not suggesting an alternative 
clustering algorithm for text documents, but to determine whether document 
clustering can be improved or not, by combined usage of both inter-document and 
inter-passage similarities. There are many other possibilities such as to investigate 
effect on models other than vector space model, to take different similarity measure, 
to apply different weighting schemes for terms belonging to a text segment. In the 
future, we are working on developing a model which is suitable and makes use of 
inter-passage similarities more efficiently. Based on the results obtained, it is our 
intuition that if such a simple approach can improve the clustering then a more 
complex and complete approach can prove to be very useful and produce much better 
clustering. 
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Abstract. In recent years, improvement in ubiquitous technologies and
sensor networks have motivated the application of data mining tech-
niques to network organized data. Network data describe entities repre-
sented by nodes, which may be connected with (related to) each other
by edges. Many network datasets are characterized by a form of auto-
correlation where the value of a variable at a given node depends on the
values of variables at the nodes it is connected with. This phenomenon
is a direct violation of the assumption that data are independently and
identically distributed (i.i.d.). At the same time, it offers the unique op-
portunity to improve the performance of predictive models on network
data, as inferences about one entity can be used to improve inferences
about related entities. In this work, we propose a method for learning to
rank from network data when data distribution may change over time.
The learned models can be used to predict the ranking of nodes in the
network for new time periods. The proposed method modifies the SVM-
Rank algorithm in order to emphasize the importance of models learned
in time periods during which data follow a data distribution that is sim-
ilar to that observed in the new time period. We evaluate our approach
on several real world problems of learning to rank from network data,
coming from the area of sensor networks.

1 Introduction

In recent years, learning preference functions has received increasing attention
due to its potential application to problems raised in information retrieval, ma-
chine learning, data mining and recommendation systems [1], [6], [11].

As in many data mining tasks, when facing the problem of learning preference
functions, new research frontiers in new application domains require capabilities
of dealing with structured and complex data that in most of cases can be rep-
resented as data networks. In fact, networks have become ubiquitous in several
social, economical and scientific fields ranging from the Internet to social sciences,
biology, epidemiology, geography, finance and many others. Indeed, researchers
in these fields have proven that systems of different nature can be represented
as networks [18]. For instance, the Web can be considered as a network of web-
pages, which may be connected with each other by edges representing various

P. Perner (Ed.): MLDM 2012, LNAI 7376, pp. 566–577, 2012.
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explicit relations, such as hyperlinks. Sensor networks are networks where nodes
represent sensors and edges represent the (spatial) distance between two sensors.

This particular organization of data adds additional complexity to the task
at hand since networked data are characterized by a particular form of auto-
correlation [14] according to which a value observed at a node depends on the
values observed at neighboring nodes in the network [20]. The major difficulty
due to the autocorrelation is that the independence assumption (i.i.d.), which
typically underlies machine learning methods, is no longer valid. The violation
of the instance independence has been identified as the main responsible of poor
performance of traditional machine learning methods [17]. To remedy the nega-
tive effects of the violation of independence assumptions, autocorrelation has to
be explicitly accommodated in the learned models.

Moreover, in the real world, network data may evolve over time. This evolution
can be both in the structure of the network (nodes can be added or removed,
edges can be added or removed) and in the distribution of the attribute values
associated with the nodes. As an example, consider a sensor network whose nodes
collect temperature, humidity, etc. at single positions in a specific environment.
In this case, new sensors can be either added to the network or removed from
it as well as the underlying data distribution of some variables may change.
Indeed, as observed by Swanson [21], in this situation, data can be affected by
temporal autocorrelation according to which two values of the some variable are
cross correlated over a certain time lag.

In this paper, we argue that a method for learning preference functions from
network data should take both network and temporal autocorrelation into ac-
count. At this aim, we propose two solutions, both based on the well known
SVMRank algorithm [15]. The proposed solutions allow us to learn preference
functions over a series of consecutive time intervals by taking network auto-
correlation into account. The first solution uses a fading factor that allows the
algorithm to give more importance to models learned in recent time periods
than models learned in the past. The second solution allows the algorithm to
give more importance to models associated to more correlated time intervals
than models associated to less correlated time intervals. This means that, while
models learned according to the first solution give more importance to the order
in which the time intervals are considered, in the second solution, more im-
portance is given to the similarity between data distributions observed in two
distinct time intervals (periodicity, if present, can be captured).

The paper is organized as follows. The next section reports relevant related
work. Section 3 describes the proposed approaches. Section 4 describes the
datasets, experimental setup and reports relevant results. Finally, in Section
5, some conclusions are drawn and some future work are outlined.

2 Related Work

The task considered in this work is that of preference leaning functions. The aim
of the methods developed in this field is to learn a ranking model which returns
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the output predictions in the form of a ranking of the examples given in input.
It is possible distinguish three types of ranking problems [5]:

– Label ranking: the goal is to learn a “label ranker” in the form of an X →
SY mapping, where the input space X is the feature space and the output
space SY is given by the set of all total orders (permutations) of the set of
labels Y.

– Instance ranking: an instance x ∈ X belongs to one among a finite set of
classes Y = y1, y2, . . . , yk for which a natural order y1 < y2 < . . . < yk is
defined.

– Object ranking: the goal is to learn a ranking function f(·) which, given a
subset Z of an underlying referential set Z of objects as an input, produces
a ranking of these objects.

In this work we consider the object ranking problem, where objects x ∈ X are
described in terms of an attribute-value representation, but can be linked each
other on the basis of a network structure. As training information, an object
ranker has access to exemplary rankings or pairwise preferences of the form
xi > xj suggesting that xi should be ranked higher than xj .

Studies reported in the literature solve this problem by resorting to two alter-
native solutions. The first solution determines a function that assigns a numerical
value to each element of a set, then the same is used to sort the items. The second
solution aims at learning preference functions, which permit to perform pairwise
comparisons in order to define a relative order between two objects [8,13,3]. The
first solution is generally more efficient but it is applicable only when a single
total order between objects is acceptable. While, when not all the objects have
to necessarily be included in the ranking, the second solution is preferable. Since
pairwise total orders can lead to define partial orders, in this work we consider
the first solution.

Concerning this solution, Herbrich et al. [12] propose to learn a function which,
given an object description, returns an item belonging to an ordered set. The
function is determined so that a loss function is minimized. A similar approach
was proposed by Crammer et al. [4], in which the learned functions are modeled
by perceptrons. Tesauro [22] proposed a symmetric neural network architecture
that can be trained with representations of two states and a training signal that
indicates which of the two states is preferable. In the framework of constraint
classification [9,10], some authors exploit linear utility functions to find a way
to express a constraint in the form fi(x) − fj(x) > 0, in order to transform the
original ranking problem into a single binary classification problem.

However, most of the works presented in the literature neither consider the
possible network structure according to which examples can be arranged nor
consider the possible evolution of the network. Exceptions are represented by
ranking algorithms used in information retrieval to rank web pages by taking
hyperlinks into account (e.g. PageRank-like algorithms [19]). In this case, how-
ever, the possible evolution of the network is not taken into account. In addition,
they do not consider autocorrelation properly since they do not consider the fact
that the values observed at a node depend on the values observed at linked nodes
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in the network. Other exceptions are represented by approaches that resort to
a multi-relational data mining framework which implicitly takes autocorrelation
into account [2,16]. These works, however, resort to the second solution since
they are able to obtain a relative order between two objects.

3 Learning Ranking Functions with Different Time
Windows

Support vector machines (SVMs) are a set of related supervised learning meth-
ods used for classification and regression. The foundations of SVMs have been
presented by Vapnik in [23] and are related to the computational learning theory.

In the classical classification case, the problem solved by SVMs can be for-
malized in the following way: given a set of positive and negative examples
{(x1, y1), (x2, y2), . . . , (xn, yn)}, where xi ∈ X ⊆ R

m (xi is a feature vector) and
yi ∈ {−1,+1}, an SVM identifies the hyperplane in R

m that linearly separates
positive and negative examples with the maximum margin (optimal separating
hyperplane). In the case of network data, the weights associated to the edges
allow us to represent nodes as examples and their position in the feature space.
In this way, the identified hyperplane takes into account the “position” of the
examples in the feature space.

In this work, we exploit SVMs in order to rank examples instead of generating
an optimal separating hyperplane. Indeed, this idea is not novel and in SVM-
Rank1 [15] an optimization problem that permits the definition of a ranking
function is defined.

In detail, SVMRank algorithm resolves the following optimization problem:
Given a training set (x1, y1), . . . , (xn, yn) with xi ∈ R

m and yi ∈ Y , where
xi represents the example and yi its ordinal value in the ranking, the problem is
to find a ranking function h : Rm → R defined as h(x) = wTx, such that the
following optimization problem is solved:

argminw,ξ≥0 :
1
2 �wT · �w + Cξ

s.t.∀(i, j) ∈ P, ∀cij ∈ {0, 1} : 1
|P |w

TΣ
|P |
i=1cij(xi − xj) ≥ 1

|P |Σ
|P |
i=1cij − ξ

where ξ is a slack variable, P is the set of pairs (i, j) for which example xi has a
higher rank than example xj , i.e. P = {(i, j)|yi > yj} and C is a positive regu-
larization constant. The regularization constant in the cost function defines the
trade-off between a large margin and misclassification error (i.e. empirical risk
minimization). Intuitively, this formulation finds a large-margin linear function
h(x) that minimizes the number of pairs of training examples that are swapped
w.r.t. their desired order.

However, this optimization, permits us to learn a ranking model for static
training data. In our case, we can learn a different ranking model for each time

1 Downloaded from
http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html

http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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interval. The models can then be combined in order to identify the final model
to be used for the next time interval.

More formally, let

S′ =
z⋃

t=1

St (1)

be the complete training dataset where St = {(xt,1, yt,1), . . . , (xt,nt , yt,nt)} rep-
resents the training dataset for the t-th time-interval, z be the total number of
time-intervals.

Then the following optimization problem is solved:

argminwt,ξ≥0 :
1

2
wT

t · wt + Cξ (2)

s.t.∀(t = 1, . . . , z), ∀(xt,i, xt,j) ∈ St, ∀cij ∈ {0, 1} :
1
|P |w

T
t Σ

|P |
i=1cij(xt,i − xt,j) + 1− ς(xt,i, xt,j , S

′, Sz+1) ≥ 1
|P |Σ

|P |
i=1cij − ξ

where Sz+1 represents the nodes of the network at the z + 1 time interval (on
which prediction is performed) and ς(xt,i, xt,j , S

′, Sz+1) modifies the constraint
by considering both network autocorrelation and possible dependence with mod-
els observed at previous time windows.

In order to compute ς(xt,i, xt,j , S
′, Sz+1), two variants are considered. In the

first variant (called SV MRankR), the function ς(xt,i, xt,j , S
′, Sz+1) emphasizes

recent data with respect to past data:

ς(xt,i, xt,j , S
′, Sz+1) =

t

z
+ dist(xt,i, xt,j) (3)

where dist(xt,i, xt,j) is the distance between node i and node j and t
z is a fading

factor.
In the second variant (called SV MRankT ), the function ς(xt,i, xt,j , S

′, Sz+1)
emphasizes the models observed at previous time windows which are (supposed
to be) more similar to the model at time z + 1. This similarity is computed ac-
cording to the Durbin-Watson statistic [7] d(S′, Sz+1) defined on all the features
and all the nodes2:

d(S′, Sz+1) =
1

m

∑
l=1,...,m

⎛⎝ 1

n

∑
i=1,...,n

Σz+1
t=2 (e

(l)
t,i − e

(l)
t−1,i)

2

Σz
t=1e

(l)
t,i

2

⎞⎠ (4)

where e
(l)
t,i is the value of the l-th feature of xt,i. When there is high positive

(negative) temporal autocorrelation, d(S′, Sz+1) approaches to 0 ( 4 ), if there
is no temporal autocorrelation, d(S′, Sz+1) approaches to 2.

Once all wt, t = 1, . . . , z are computed, the average vector w = 1/z
∑

t=1,...,z

wt

is the ranking vector used in the prediction of the ranking for nodes at time

2 Computation of d(S′, Sz+1) only considers nodes that are present in all time windows
in S′.
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z +1. In particular, the orthogonal projection of nodes over w implicitly defines
the ranking (see figure 1).

Fig. 1. A ranking function that perfectly ranks objects according to their label

In this variant, the function ς(xt,i, xt,j , S
′, Sz+1) is defined as:

ς(xt,i, xt,j , S
′, Sz+1) = d(S′, Sz+1) + dist(xt,i, xt,j) (5)

Intuitively, the first solution returns a final model that gives more importance
to models learned in the recent time period than models learned in the past,
while the second solution returns a final model that considers the relationship
between values separated from each other by a given time lag, computed with
the Durbin-Watson statistic.

The two variants are implemented by exploiting a modified version of the
algorithm proposed in [15], where new constraints are used. Similarly to what
proposed in [15], also in our case, the considered optimization problem in (2) can
be solved in logarithmic time by means of the algorithm reported in Algorithm
1, where c+ = [c+i ]i=1,...,n and c− = [c−i ]i=1,...,n are vectors whose values are
defined as follows:

c+i = |{j|(xj , yj) ∈ St ∧ yi > yj ∧ ((wTxi)− (wTxj) < 1 + 1− ς(xt,i, xt,j, S
′, Sz+1))}|

c−i = |{j|(xj , yj) ∈ St ∧ yj > yi ∧ ((wTxj)− (wTxi) < 1 + 1− ς(xt,i, xt,j, S
′, Sz+1))}|

Intuitively, these are constraints over false positive and false negative errors that
take constraints in (2) into account. Coherently, constraints in (2) are also taken
into account in the definition of the stopping criterion (line 24).

4 Experiments

In order to evaluate the effectiveness of the proposed solution, we performed
experiments on three real world datasets, that is, Intel Lab Database, California
Truck and Portuguese rivers database. In all the experiments, we set C=20 (after
preliminary experiments aiming at identify the best C value among the values
in the set {10, 15, 20, 30}). In the experiments, in turn, we used the last time
interval as testing set.
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Algorithm 1. Training Ord. Regr. SVMs

Input: S = ((x1, y1), ..., (xn, yn)), C

1: W ← �
2: repeat
3: (w, ξ) ← argminw,ξ>0

1
2
�wT · �w + Cξ

4: s.t.∀(c+, c−) ∈ W : 1
|P |w

TΣn
i=1(c

+
i − c−i )xi ≥ 1

2|P |Σ
n
i=1(c

+
i − c−i )− ξ

5: sort S by decreasing wTxi

6: c+ ← 0; c− ← 0
7: nr ← number of examples with yi = r
8: for r = 2 to R do
9: i ← 1; j ← 1; a ← 0; b ← 0
10: while 1 ≤ n do
11: if yi = r then
12: while (j ≤ n)

∧
(wTxi − wTxj < 1) do

13: if yi < r then
14: b++; c−j ← c−j + (nra+ 1)
15: end if
16: j ++
17: end while
18: a++; c+i ← c+i + b
19: end if
20: i++
21: end while
22: end for
23: W ← W

⋃
{(c+, c−)}

24: until 1
2|P |Σ

n
i=1(c

+
i −c−i )− 1

|P |Σ
n
i=1(c

+
i −c−i )(w

Txi)+1−ς(xt,i, xt,j, S
′, Sz+1)) ≥ ξ+ε

In order to evaluate the learned ranking models, we used the Spearman’s rank
correlation coefficient.

Spearman’s rank correlation coefficient is the non-parametric alternative to
correlation and can be used when the data do not meet, as in this case, the as-
sumptions about normality, homoscedasticity and linearity. Let Sz+1 =
{(xz+1,1, yz+1,1), . . . , (xz+1,nz+1 , yz+1,nz+1)} be the real dataset at time z + 1
and y′

z+1,i = h(xz+1,i) be the estimated ranking for the example xz+1,i, the
Spearman’s rank correlation coefficient is defined as:

ρ =

∑
i=1,...,nz+1

(yz+1,i − yz+1)(y
′
z+1,i − y′

z+1)√∑
i=1,...,nz+1

(yz+1,i − yz+1)2(y′
z+1,i − y′

z+1)
2

(6)

where yz+1 (y′
z+1) is the average ranking. ρ ranges in the interval [-1,1], where

-1 means negative correlation in the ranking and 1 means perfect ranking.
Intel Lab Database contains real information collected from 54 sensors de-

ployed in the Intel Berkeley Research lab between February 28th and and March
21st, 2004. The sensors which we consider in this experiment have collected
timestamped temperature, humidity and luminosity values once every 31 sec-
onds. Networks are built by considering the spatial distance between sensors
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Table 1. Intel lab Dataset: Spearman’s rank coefficient

Train Test SVMRank SVMRankR SVMRankT
1 2 3 0.8743061 0.8743061 0.9021739

1 2 3 4 0.9531683 0.9532839 0.9529370

1 2 3 4 5 0.9237974 0.9382516 0.9364014

1 2 3 4 5 6 0.9153561 0.9210222 0.9240286

1 2 3 4 5 6 7 0.9084181 0.9087650 0.9084181

1 2 3 4 5 6 7 8 0.5570074 0.5498381 0.5514569

1 2 3 4 5 6 7 8 9 0.8592738 0.8591581 0.8632053

1 2 3 4 5 6 7 8 9 10 0.8953515 0.8943108 0.8931544

1 2 3 4 5 6 7 8 9 10 11 0.8441258 0.8236586 0.8375346

1 2 3 4 5 6 7 8 9 10 11 12 0.8316373 0.8156799 0.8341813

1 2 3 4 5 6 7 8 9 10 11 12 13 0.7602624 0.7513586 0.7514743

1 2 3 4 5 6 7 8 9 10 11 12 13 14 0.7264974 0.7209470 0.8169229

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0.8147259 0.8111413 0.9021739

and the target attribute is represented by the temperature (we removed temper-
ature and we used the temperature ranking as y value). In the experiments, we
only considered working days and we used 1-day time-intervals, this means that
we built 15 networks in all.

In Table 1, results of the Spearman’s rank correlation coefficient are re-
ported. They show, as expected, that SV MRankR and SV MRankT in most
of cases outperform the SV MRank algorithm. By comparing SV MRankT with
SV MRankR, it is possible to see that SV MRankT shows better performances.
This is due to the consideration that taking also into account temporally dis-
tant time windows is beneficial. Moreover, in presence of a fast concept drift,
the algorithm is not able to immediately adapt to the data. This last aspect is
confirmed by results on day 12, when there is small temporal autocorrelation
with day 11 (see Table 2).

The Portuguese rivers dataset holds water’s information of the rivers Douro e
Paiva. The dataset may be incomplete because the controls are manually done
and are not done systematically. The original dataset is composed of a fact table
and six additional relational tables: The fact table (ANALYSIS) contains infor-
mation on the measures under control (pH, % Coliformi Bacteria, conductivity,
turbidity, % Escherichia Coli Bacteria) and the gathering method. Additional ta-
bles are directly (or indirectly) connected to ANALYSIS according to a snowflake
logic schema. They are: PARAMETERS (that are considered in the analysis),
INSTITUTIONS (that collected data), DAY, CONTROL POINTS and PATH
(that specifies the position of a control point according to the course of the
rivers). From the table PATH we got the course of the river and the position
of the control points in order to build the network structure. The weights on
the edges represent the navigation distance between the control points (in all we
have 115 control points). We considered data aggregated by year and for each
node, we represented institution, gathering method, pH, % Coliformi Bacteria,
conductivity, turbidity, % Escherichia Coli Bacteria. Aggregation is performed
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Table 2. Durbin-Watson - Intel lab dataset

Temporal Series Durbin-Watson

1 - 2 0.0010

2 - 3 0.0017

3 - 4 0.0010

4 - 5 0.0004

5 - 6 0.0028

6 - 7 0.0006

7 - 8 0.0006

8 - 9 0.0033

9 - 10 0.0048

10 - 11 0.0008

11 - 12 0.2649

12 - 13 0.0003

13 - 14 0.0013

Table 3. Portuguese rivers dataset: Spearman’s rank coefficient

Train Test SVMRank SVMRankR SVMRankT
2004-2005 2006 0.2969208 0.3643695 0.4024926

2004-2005-2006 2007 0.3592375 0.3526392 0.4761730

2004-2005-2006-2007 2008 0.2459677 0.2203079 0.4769061

2004-2005-2006-2007-2008 2009 0.2078445 0.2214076 0.4226539

by considering mode (average) for discrete (continuous) values. In all, we consid-
ered 6 years (from 2004 to 2009). The experiments are performed using the pH
feature as target since it is recognized to be a good indicator of river pollution.

Results of the Spearman’s rank correlation coefficient (reported in Table 3)
show that SV MRankR is not able to improve SVMRank algorithm. This is
mainly due to the fact that this dataset does not exhaustively represent the
network structure. However, as in the case of the Intel Lab dataset, SV MRankT
significantly outperforms SVMRank and SV MRankR.

The California traffic dataset concerns the traffic on the highways of Califor-
nia. The dataset is taken from http://traffic-counts.dot.ca.gov/index.htm. The
experiments are carried out using the following independent attributes observed
by sensors on highways: the percentage of trucks, the percentage of 2-axle ve-
hicles, the percentage of 3-axle vehicles, the percentage of 4-axle vehicles, the

Table 4. Durbin-Watson - Portuguese rivers dataset

Temporal Series Durbin-Watson

2004-2005 0.0004

2005-2006 0.0002

2006-2007 0.0001

2007-2008 0.0001

2008-2009 0.0338
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Table 5. California traffic dataset: Spearman’s rank coefficient

Train Test SVMRank SVMRankR SVMRankT
2001-2002 2003 0.7489309 0.7398230 0.7484557

2001-2002-2003 2004 0.7484557 0.7419486 0.7417657

2001-2002-2003-2004 2005 0.7402829 0.7255635 0.7402272

2001-2002-2003-2004-2005 2006 0.7465108 0.7412590 0.7468870

2001-2002-2003-2004-2005-2006 2007 0.7456102 0.7376070 0.7447633

2001-2002-2003-2004-2005-2006-2007 2008 0.7462663 0.7490326 0.7500496

2001-2002-2003-2004-2005-2006-2007-2008 2009 0.7370597 0.736184 0.7375568

percentage of 5-axle vehicles. The goal is to rank sensors’ positions on the basis
of the sum of the volumes of traffic on a road in both directions. Each sensor
represents a node in the network (in all, we have 969 sensors), while weights
on the edges represent the driving distance between two sensors. However, the
network is not fully connected and only nodes whose driving distance is less than
25 miles are connected (in all, there are 34093 edges). The dataset refers to the
period 2001-2009 and for each year, a network is created.

Results of the Spearman’s rank correlation coefficient confirm results obtained
on previously analyzed datasets. Moreover, SV MRankT performances improve
with an increasing history. This result can be motivated by the high temporal
autocorrelation of the dataset (see Table 6).

Table 6. Durbin-Watson - California traffic dataset

Temporal Series Durbin-Watson

2001-2002 0.0013

2002-2003 0.0017

2003-2004 0.0014

2004-2005 0.0009

2005-2006 0.0005

2006-2007 0.0007

2007-2008 0.0010

2008-2009 0.0002

5 Conclusions

In this paper we have faced the problem of mining ranking models from net-
worked data whose data distribution may change over time. The proposed
method modifies the well known SVMRank algorithm in order to emphasize the
importance of models learned in time periods during which data follow a data
distribution that is similar to that observed in the time period for which predic-
tion has to be made. Extensions are framed in an ensemble learning framework
and allow us to take both network and temporal autocorrelation into account.
At this aim, we propose two solutions. The first solution uses a fading factor
that allows the algorithm to give more importance to models learned in recent
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time periods than models learned in the past. The second solution allows the
algorithm to give more importance to models associated to more correlated time
intervals than models associated to less correlated time intervals.

We evaluate our approach on several real world problems of learning to rank
from network data, coming from the area of sensor networks. Experimental re-
sults empirically prove that the second solution significantly outperforms the
first solution in capturing the concept drift.
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Abstract. Peer-to-peer (P2P) networking has introduced a major shift in the 
application and traffic mix of the Internet and established itself as the main 
driver of increasing traffic volume. The high requirements of some P2P applica-
tions result in network operational issues: these applications consume vast 
amounts of network resources and can prevent mission critical applications 
from accessing the network. Therefore the ability to correctly identify them can 
be crucial for many network management and measurement tasks. In this paper 
some flow-based statistical features of Internet traffic are investigated in order 
to detect P2P traffic. We propose a system to identify the BT traffic, which is 
one of the most popular and problematic P2P applications using support vector 
machines. The accuracy of 94.5% was achieved for recognizing encrypted traf-
fic which is a very promising result.  

Keywords: Internet traffic classification, support vector machines, feature se-
lection, mutual information. 

1 Introduction 

The concept of identifying protocols and applications through analysis of network traf-
fic is known as “traffic classification”. Techniques for traffic classification are used in 
many different applications, such as Quality of Service (QoS) assignments, traffic shap-
ing, Intrusion Detection Systems (IDS) [2] and in network forensics solutions. 

In recent years, Peer-to-Peer (P2P) file-exchange applications have overtaken Web 
applications as the major contributor of traffic on the Internet [1]. Recent estimates 
put the volume of P2P traffic at 70% of the total broadband traffic. P2P is often used 
for illegally sharing copyrighted   music, video, games, and software. The legal rami-
fication of this traffic combined with its aggressive use of network resources has ne-
cessitated a strong need for identification of network traffic by application type.  

The P2P paradigm has proven to be much more efficient than client-server com-
munication especially for fast distribution of large amounts of data, since bottlenecks 
at servers are avoided by distributing requested data and the available access capacity 
over a global community of recipients. 

The high requirements of some P2P applications result in network operational issues: 
these applications consume vast amounts of network resources and can prevent mission 
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critical applications from accessing the network. On the other hand, P2P applications 
can cause security and legal troubles for network administrators. Therefor having the 
ability to correctly identify them can be essential for several network management and 
measurement tasks, including traffic engineering, service differentiation, perfor-
mance/failure monitoring, and security. P2P not only results in increased network com-
plexity due to the enormous volume of traffic, but also requires huge extra costs such as 
the cost of upgrading the infrastructure and network repartitioning [3][4].  

In this work we are trying to identify encrypted BitTorrent traffic by using some 
flow-based statistical features. Support vector machines (SVMs) are used to classify 
BitTorrent traffic from the aggregate Internet traffic.  

The rest of this paper is organized as follows: Section 2 is about related works. 
Section 3 is a brief review of P2P and BitTorrent architecture. Section 4 demonstrates 
the structure of the P2P traffic identification system proposed in this work and the 
corresponding steps. In Section 5 the theory of SVM is concisely discussed. In Sec-
tion 6 the experimental results are presented and  Section 7 is the conclusion. 

2 Related Work 

There are two conventional approaches for Internet traffic classification: 1) port-based 
method and 2) deep packet inspection (DPI). The first method classifies the applica-
tion type using the official Internet Assigned Numbers Authority (IANA) list. Initially 
it was considered to be simple and easy to implement port-based in real time. Howev-
er, mapping traffic to applications based on port numbers is now ineffective since 
many P2P applications now use dynamically assigned ports and other known port 
numbers (e.g. http and ftp) for their sub transactions to disguise their traffic [5][6].  

In the DPI approach packet payloads are examined to search for exact signatures of 
known applications [6][7]. In this method the protocol specific string in the payload 
can be used for identification, so the P2P traffic can be identified through analyzing 
the characteristic bit strings in packet payload [7][8]. Sen et. al [8] suggest an efficient 
method for detecting the P2P application traffic through application level signatures. 
They identify the application-level signatures by examining some available documen-
tations and packet-level traces, and then use the identified signatures to develop on-
line filters that can efficiently and accurately track the P2P traffic even on high-speed 
network links. M. Roughan et. al [9] provide a solution framework for measurement-
based identification of traffic for QoS based on statistical application signatures. 

DPI technique is broadly used in commercial tools such as Ipoque, CISCO NBAR, 
Sandvine, and SonicWall. However, there are a couple of limitations associated with 
this method: this technique only identifies traffic for which signatures are available 
and therefor is not adaptive to the new emerging protocols. Second, it can cause pri-
vacy concerns. And finally this technique will fail if payload is encrypted. The last 
problem is the most important reason that makes DPI techniques impractical for de-
tecting P2P traffic since most of the popular P2P protocols, such as BitTorrent (BT) 
are using payload encryption to avoid detection.   

Considering the limitations and drawbacks of the aforementioned approaches, ma-
chine learning (ML) techniques have become a popular alternative in classifying 
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flows based on application protocol payload-independent statistical features such as 
packet length and inter-arrival times, flow lengths, etc. 

Each traffic flow is characterized by the same set of payload-independent statistical 
features. A ML classifier is built by training on a representative set of flow instances 
where the network applications are known. The trained classifier can be applied to 
determine the class of unknown flows. Statistical analysis based approach treats the 
problem of application classification as a statistical problem.  

ML-based approach is independent of packet payload inspection so it is robust to 
encryption. Also it is scalable and adaptive when new protocols join. Different classes 
of traffic based on different applications, different features, and various supervised 
and unsupervised, deterministic and probabilistic ML methods have been utilized 
during the recent years in order to classify network traffic flows [5][10][11]. Each 
flow is described by a set of statistical features and associated feature values and ac-
cordingly classify by a machine learned classifier.  The idea of using ML techniques 
for flow classification was first introduced in the context of intrusion detection [13]. 
Moore et al. [12] used a Naive Bayes classifier which was a supervised machine 
learning approach to classifying internet traffic. Williams et al. [10] compared five 
machine learning algorithms, among these algorithms, C4.5 achieved the highest ac-
curacy in their results. McGregor et al. [14] used Expectation Maximization (EM) 
algorithm to cluster flows, but the reported results are not very promising. Zander et 
al. [15] extended this work by using an EM algorithm called Auto Class, and found 
the optimal feature subset for classifying traffic. 

In this work our focus is on identification of BitTorrent (BT) traffic only as cur-
rently it is the most popular p2p file-sharing protocol in North America and pretty 
much all around the world. Based on the latest Internet traffic report by Sandvine, 
BitTorrent, and P2P traffic in general, is still dominant in all geographical regions. In 
North America, Latin America and Asia-Pacific, P2P traffic is responsible for the vast 
majority of all upstream traffic. BitTorrent remains the most used file-sharing proto-
col in North America, and the total amount of P2P traffic is still very significant. 
Sandvine’s research reveals that on an average day, 53.3% of all upstream traffic can 
be attributed to P2P applications. The bandwidth usage patterns during peak hours are 
slightly different, but still a massive 34.31% of all upstream traffic can be attributed 
to BT at these times.  

According to Sandvine’s traffic analysis, the normalized aggregate of all traffic 
(up/down) during peak hours puts P2P traffic at 19.2% during the first months of 
2010. Interestingly, this is up from 15.1% in 2009, which shows that P2P traffic is 
growing strongly, not only in absolute numbers but also as a share of total Internet 
traffic in North America.  

Different flow-based statistical features are going to be investigated in order to find 
the most effective and discriminative variables for identifying BT traffic. SVMs 
which is a powerful supervised classifier is going to be used for classifying the traffic. 

3 BitTorrent Architecture Overview 

The P2P data dissemination model has become widely popular for a variety of appli-
cations including streaming multimedia, voice-over-IP (VoIP) and file sharing. This is 
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largely a consequence of the many benefits that P2P architectures offer in comparison 
to the traditional client/server communication model. The P2P data broadcasting 
model has become extensively popular for a variety of applications including stream-
ing multimedia, voice-over-IP (VoIP) and file sharing. This is mainly a result of the 
many advantages that P2P architectures offer in comparison to the traditional 
client/server communication model. 

BT is the most popular P2P protocol for file sharing applications. Sharing a file 
with BT is very simple and proceeds as follows: 

1. The file is broken into several fixed-sized pieces. A cryptographic hash is com-
puted for each piece to ensure integrity as pieces are shared. This aims to prevent 
data corruption by malicious peers who distribute invalid pieces. Pieces are further 
sub-divided into fixed-sized blocks which are typically 16KB in size. 

2. To advertise a file’s availability for download with BT, a metadata file is created 
and published on the web. This metadata file contains a unique identifier called an 
info hash that is derived from the semantic description of the file, the cryptographic 
hashes of each piece, a link to a tracker server that helps to organize the peers, the 
number of pieces, and the piece size. Optionally, other information may be in-
cluded. 

3. Once the metadata file has been obtained, a new peer wishing to start sharing the 
file queries the tracker server to obtain a list of other peers who are currently shar-
ing the file. Since the peer list may be arbitrarily large, the tracker typically replies 
with a fixed number of randomly selected peers. This also helps to balance the traf-
fic load over the participating peers. 

4. The peer requests specific parts of the file, in a non-sequential manner, addressed 
by piece number and offset. 

The tracker functionality may be implemented as a centralized server, a distributed 
hash table, or a gossip-based peer discovery mechanism and uses a standard HTTP 
interface. By querying the tracker, a peer implicitly registers itself with the tracker’s 
peer list and may subsequently receive requests from other peers for particular parts 
of the file that the peer has obtained. In BitTorrent’s vernacular, peers who possess a 
full copy of the file being shared are called seeders and peer who are still download-
ing are called leechers. The general protocol behavior is shown in Fig 1. 

Once a peer has completed a download, they may continue to participate in the 
protocol to help other peers download, or they may leave. BitTorrent does attempt to 
mitigate selfish peer behavior by incorporating a “tit-for-tat” mechanism into the 
piece request process. In essence, it attempts to promote fairness and reciprocity in the 
piece sharing. 

BT has achieved excessive popularity for its ability to efficiently share files. How-
ever, it creates several important issues for network operators and copyright enforce-
ment agencies: 

Peers sharing files use a substantial amount of bandwidth in both down and up-
load directions due to the aggressive behavior of BT. On the other hand, broadband 
Internet service providers (ISPs) have an obligation to their customers for providing a 
reasonable QoS, even during the peak hours. Excessive BT usage on these networks 
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complicates effective network management. Consequently, ISPs from around the 
world have adopted various policies for throttling or explicitly blocking BT traffic. 

The second issue with BT is the copyright enforcement concerns. Experience has 
shown that BT’s decentralized nature has made it an attractive tool for users wishing 
to share copyright protected media content such as popular music, movies, and televi-
sion programs. In the client/server model, copyright holders or law enforcement agen-
cies may easily identify infringing content and request the hosting server to remove 
the content, or face a penalty defined by the local legal system. However, with a de-
centralized P2P protocol like BT, it is challenging for copyright holders or law en-
forcement agencies to contact each individual peer, since there could be millions of 
peers distributed. Definitively identifying peers who participate in illegal file sharing 
is a significant challenge. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. File transfer with BT 

4 Proposed P2P Identification System 

Figure 2 shows the basic structure of the proposed P2P identification system. Details 
about each step are explained in the following sections. 

4.1 Database 

The database used in this research is captured from a local computer using WireShark  
tool. Wireshark is a free and open-source packet analyzer. It is used for network trouble-
shooting, analysis, software and communications protocol development, and education. 

A total of 5 hours of traffic was collected while running a couple of BitTorrent and 
µTorrent clients for downloading video and music files. All other applications were 
closed during P2P application running. Another 2 hours of traffic was collected while 
running other non-P2P applications including file downloading, live streaming, web 
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Each flow is represented by a set of statistical features and associated feature val-
ues. A feature is a descriptive statistic that can be calculated from one or more pack-
ets. Thus, a flow can be thought of as a ܦ௧௛ dimensional vector, where ܦ is the total 
number of calculated features and where each feature value in the vector represents a 
different statistic about the packets collected by that flow. NetMate (Network Mea-
surement and Accounting System) was used to generate flows, and to compute feature 
values. NetMate is a flexible and extensible network measurement tool that can be 
used for accounting, delay/loss measurement, packet capturing and much more. The 
main advantage over other existing tools is that it can be easily extended due to its 
modular (class-based) structure and dynamic loadable packet processing and informa-
tion export modules. 

Table I shows the 30 features calculated by NetMate. Flows are bidirectional with the 
first packet determining the forward direction. Our system is completely independent of 
the payload data and features like IP addresses and source/destination port numbers to 
avoid problems concerned with this type of information described in section 2. 

4.4 Feature Selection and Classification 

The task of selecting the most relevant features in a classification task can be viewed 
as one of the fundamental problems in the field of machine learning. The perfor-
mance, robustness, and usefulness of a classification algorithm are improved when 
relatively few features are involved in the classification. By selecting the most rele-
vant subset from the original feature set, we can increase the performance of the clas-
sifier and at the same time decrease the computation cost.  

In essence, the reduction of the original feature set to a smaller one preserving the 
relevant information while discarding the redundant ones is referred to as feature 
selection (FS). The aim is to achieve the minimum classification error rate. Many 
methods have been proposed in the literature for feature selection. In this work for FS 
we are using minimum redundancy-maximum relevance criteria which is based on 
maximum statistical dependency. This method is briefly explained in the following 
section. 

Feature Selection Using Maximum Statistical Dependency Criterion 

In feature selection using maximum statistical dependency criteria, minimal error is 
achieved by maximizing the statistical dependency of the target class c  on the data 
distribution in the subspace (and vice versa). This scheme is called maximal depen-
dency (Max Dependency) [16].  

The success of a feature selection algorithm depends critically on how much in-
formation about the output class is contained in the selected features. Using Fano’s 

inequality, the minimal probability of incorrect estimation eP  of class c  using in-

puts x


 is lower bounded by 

( | ) 1 ( ) ( ; ) 1

log loge

H c x H c I x c
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N N

− − −≥ =
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                       (1) 



 Machine Learning-Based Classification of Encrypted Internet Traffic 585 

Where H  and I  are entropy and mutual information respectively. Because the 
entropy of class, ( )H c ,  and the number of classes N  is fixed, the lower bound of 

eP  is minimized when ( ; )I x c  becomes the maximum. Thus, it is necessary for 

good feature selection methods to maximize the mutual information ( ; )I x c . 

In other words, the purpose of feature selection is to find a feature set S  with m  

features { }ix , which jointly have the largest dependency on the target class c : 

max ( , ), ({ , 1,..., }; )iD S c D I x i m c= =                       (2) 

But since finding the joint probability in equation (2) is not easy, an alternative crite-
rion could be maximal relevance which is defined as: 

1
max ( , ), ( ; )

| |
i

i
x S

D S c D I x c
S ∈

=                           (3) 

which approximates equation 2 with mean value of all mutual information values 

between individual feature ix  and class c . 

However, there might still exit redundant features in the selected feature subset. 
When two features are redundant, they highly depend on each other and as a result the 
respective class-discriminative power would not change if one of them were removed 
[17]. The minimum redundancy is defined as: 

    
2

,

1
min ( ), ( ; )

| |
i j

i j
x x S

R s R I x x
S ∈

=                           (4) 

The two criteria defined in equation 3 and equation 4 can be combined as a maxi-
mum-relevant minimum-redundancy (MRMR) criterion. The combined criterion is 
defined as: 

max ( , ),D R D Rφ φ = −                             (5) 

Classification 

Machine learning methodology is an artificial intelligence approach to establish and 
train a model to recognize the pattern or underlying mapping of a system based on a 
set of training examples consisting of input and output patterns. There are two phases 
in ML algorithms: learning or training the system with known data and testing where 
the system performance is tested with new data. 

In this work Least Squares SVMs (LS-SVMs) is used as a classifier. A brief over-
view of SVMs is presented in the next section. 
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5 Support Vector Machines 

SVM was introduced first by Vapnik and co-workers [19], and it is such a powerful 
classification method that in the few years since its introduction has outperformed 
most other classifiers in a wide variety of applications. SVM is used in applications of 
regression and classification; however, it is mostly used as a binary classifier. SVM is 
based on the principle of structural risk minimization. The optimal boundary is found 
in such a way that maximizes the margin between two classes of data points. 

SVM is based on kernel functions, which are used to map data points to a higher 
dimensional feature space in order to be linearly separable. The optimization problem 
here is the dual optimization problem which is solved by Lagrangian method and 
making use of very important Karush-Kuhn-Tucker (KKT) conditions. Equation 6 
shows the dual optimization problem for SVM classifiers:                                            

     
= =

−=
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n
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jijijii xxKyyW

1 1,
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αααα              (6) 
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where 0≥iα  are the Lagrange multipliers and ).( ji xxK


 is the kernel function. 

Among the different kernel functions, the most common kernels are polynomial, 
Gaussian Radial Basis function (RBF) and multi-layer perception (MLP). 

The final decision rule can be expressed as: 

* *
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= +                             (7) 

where and denote the number of support vectors and the non-zero Lagrange 

multipliers corresponding to the support vectors respectively.  
In this work Least Squares Support Vector Machines (LS-SVMs) are used. LS-

SVMs are reformulations to the original SVMs which lead to solving linear KKT 
systems. In LS-SVMs the inequality constraints in SVM are replaced with equality 
constraints. As a result the solution follows from solving a set of linear equations 
instead of a quadratic programming problem which we have in original SVM formu-
lation of Vapkin, and obviously we can have a faster algorithm. 

The primal problem of the LS-SVMs is defined as: 

                  (8)  
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Table 1. List of calculated features by NetMate 

List of Calculated Features 

1. protocol (TCP, UDP)  16. max forward inter arrival time 

2. total forward packets 17. std dev forward inter arrival time  

3. total forward volume 18. min backward inter arrival time  

4. total backward packets  19. mean backward inter arrival time  

5. total backward volume  20. max backward inter arrival time  

6. min forward packet length  21. std dev backward inter arrival time  

7. mean forward packet length  22. duration of the flow  

8. max forward packet length  23. min active time 

9. std dev forward packet length  24. mean active time 

10. min backward packet length  25. max active time 

11. mean backward packet length  26. std dev active time 

12. max backward packet length  27. min idle time 

13. std dev backward packet length  28. mean idle time 

14. min forward inter arrival time  29. max idle time 

15. mean forward inter arrival time  30. std dev idle time 

where γ is a parameter analogous to SVM’s regularization parameter (C ). 
The main characteristic of LS-SVMs is the low computational complexity compar-

ing to SVMs without quality loss in the solution. 

6 Experimental Results 

MRMR feature selection algorithm sorts out the features based on the criteria given in 
Equation 5. Order of features is given in Table 2. LS-SVM is used in order to find the 
first m features in the set which gives the best result in terms of classification accura-
cy. As Fig 3 illustrates, the first 19 features presented in Table 2 give us the best iden-
tification rate. After that the accuracy starts to drop again.  

Figure 4 shows the histograms for some of the features, where the blue line corres-
ponds to BT traffic and the green line to non-P2P traffic. As it can be seen for forward 
packet length non-P2P traffic flows expand over higher values compared to BT flows. 
For backward packet length, on the other hand, BT traffic has higher values. This 
could be justified since in BT architecture the actual data is going in both direction 
among peers whereas in the client/server scheme the actual data is going from server 
to client mostly. Also as part (e) demonstrates, BT traffic is mostly running over UDP 
while TCP is used for the mail part of non-P2P applications.  
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The selected features by the feature selection unit are fed to a LS-SVM with RBF 
and linear kernel functions. For the purpose of comparison study linear discriminant 
classifier with perceptron criterion function, k-nearest neighbors (k-NNs) classifier 
and K-means clustering algorithm were also applied to the data set. 
 

 

 

 
 
 

 
 
 
 

 
Fig. 3. Feature selection procedure using MRMR criteria 

Table 2. Order of features selected based on MRMR criteria 

Order of features by MRMR criteria 

1. total forward volume 16. mean idle time 

2. total backward packets  17. protocol (TCP, UDP)  

3. total backward volume  18. total forward packets 

4. mean forward packet length  19. min forward packet length  

5. max forward packet length  20. min backward packet length 

6. std dev forward packet length  21. mean backward packet length 

7. std dev active time 22. std dev backward packet length 

8. min active time 23. max forward inter arrival time 

9. mean active time 24. max backward packet length 

10. max active time 25. min idle time 

11. duration of the flow  26. mean backward inter arrival time 

12. mean forward inter arrival time  27. min backward inter arrival time 

13. std dev forward inter arrival time  28. min forward inter arrival time 

14. max idle time 29. max backward inter arrival time 

15. std dev idle time 30. std dev backward inter arrival time 
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Table 3. Error rate and training time achieved by different classifiers for overall BT 
classification 

 
Classification Method 

SVM 
linear kernel 

SVM 
RBF kernel 

LDA k-NNs K-means 

Error rate 20.9% 3.7% 36.1% 10.2% 45.4% 

Training time (sec)  25.6 31.8 4.5 No training! No training! 

Table 4. Comparision of ML approach and DPI for encrypted and non-encrypted P2P traffic 

Application 
BT-movie downloading 

not encrypted 
µT-movie downloading 

encrypted 

Recognition rate by ML 91.6% 94.5% 

Recognition rate by DPI 92.3% 2.4% 
 
Table 3 reports the error rates and training times achieved by different classifiers. 

As it shows, the minimum error rate of 3.7% is obtained by SVM with RBF kernel 
function. Using a linear kernel degrades the performance to 20.9% error rate but it is 
slightly faster than SVM with RBF kernel. Linear discrimant classifier does not per-
form very well in terms of accuracy but compared to SVM the training time is shorter. 
Another drawback with this method is that it is dependent on the initial values and 
there is always the problem of local minimas. k-NN algorithm does not involve any 
training phase and it is a very simple algorithm. The error rate obtained by this me-
thod is 10.2%. An obvious disadvantage of the k-NN method is the time complexity 
of making predictions when number of training samples is very large. Suppose that 

there are  training examples in . Then applying the k-NN method to one test 
example requires time, compared to just  time to apply a linear clas-

sifier such as a perceptron. K-means algorithm is a very fast and easy to implement 
clustering algorithm because of simplicity of the algorithm. However, for rather high-
dimensional problems such as this one, it does not yield a satisfying result. Also with 
different initial values different results are obtained.All the parameters, such as kernel 
function parameters, learning rate, and number of nearest neighbors, were adjusted 
empirically. The best overall accuracy of 93.6% was achieved by SVM with RBF 
kernel which is a very promising result. Table 4 compares the recognition results for 
BT traffic achieved by our ML-based system proposed in this paper using SVM with 
RBF kernel and DPI method. For the traffic which is not encrypted the performance 
of DPI method is accurate. However, for encrypted traffic DPI completely fails since 
it is not possible to examine the payload for finding the string patterns. Our method 
on the other hand performs very well because it is totally independent of payload. The 
encrypted traffic was collected using µTorrent (µT) which is a client of BT. µT pro-
gram is designed to use minimal computer resources while offering functionality 
comparable to larger BT clients and is mostly encrypted.   

n mR
)(nmO )(mO
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(a) 

 
                 (b) 

     
(c) 

 
                  (d) 

     
(e) 

 
                  (f) 

     
(g) 

 
                  (h) 

Fig. 4. PDF’s for different features. In each graph the green bars show the BT’s PDF and the 
blue bars show the non-P2P’s PDF. (a) max forward packet length (b) mean forward packet 
length (c) mix backward packet length (d) max backward packet length (e) std forward inter-
arrival time (f) std backward inter-arrival time (g) protocol (TCP/UDP) (h) std backward 
length. 
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7 Conclusion 

In this work first we proposed a system to identify the BT traffic, which is one of the 
most popular and problematic P2P applications, based on ML methodology. The pro-
posed system is independent of both IP addresses and payload information in order to 
evade the issues concerned with these two methods explained in Section 2. Our sys-
tem is merely based on some statistical values calculated from traffic flows and LS-
SVMs. Thirty flow-based statistical features are calculated from the flows and the 
most effective subset of feature is identified using feature selection algorithm. The 
overall accuracy of 93.6% was achieved through this approach. Our experimental 
results show that the most effective features for identifying BT traffic are forward 
packet lengths, backward volume, backward packet lengths, forward inter-arrival 
time, idle and active time and their variations. Our system shows a superior perfor-
mance where DPI method fails for recognition of encrypted traffic. 
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Abstract. This paper investigates the possibility of using ensemble algorithms 
to improve the performance of network intrusion detection systems. We use an 
ensemble of three different methods, bagging, boosting and stacking, in order to 
improve the accuracy and reduce the false positive rate. We use four different 
data mining algorithms, naïve bayes, J48 (decision tree), JRip (rule induction) 
and iBK( nearest neighbour), as base classifiers for those ensemble methods. 
Our experiment shows that the prototype which implements four base classifi-
ers and three ensemble algorithms achieves an accuracy of more than 99% in 
detecting known intrusions, but failed to detect novel intrusions with the accu-
racy rates of around just 60%. The use of bagging, boosting and stacking is un-
able to significantly improve the accuracy. Stacking is the only method that was 
able to reduce the false positive rate by a significantly high amount (46.84%); 
unfortunately, this method has the longest execution time and so is inefficient to 
implement in the intrusion detection field. 

Keywords: Intrusion detection system, bagging, boosting, stacking, ensemble 
classifiers. 

1 Intrusion Detection System 

Intrusion detection is a process of gathering intrusion-related knowledge occurring in 
the process of monitoring events and analyzing them for signs of intrusion [1]. There 
are two basic IDS approaches: misuse detection (signature-based) and anomaly detec-
tion. The misuse detection system uses patterns of well-known attacks to match and 
identify known intrusions. It performs pattern matching between the captured network 
traffic and attack signatures. If a match is detected, the system generates an alarm. 
The main advantage of the signature detection paradigm is that it can accurately 
detect instances of known attacks. The main disadvantage is that it lacks the ability to 
detect new intrusions or zero-day attacks [16][17].  

The anomaly detection model works by identifying an attack by looking for beha-
viour that is out of the normal. It establishes a baseline model of behaviour for users 
and components in a computer or network. Deviations from the baseline cause alerts 
that direct the attention of human operators to the anomalies [17][18]. This system 
searches for anomalies either in stored data or in the system activity. The main advan-
tage of anomaly detection is that it does not require prior knowledge of an intrusion 
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and thus can detect new intrusions. The main disadvantage is that it may not be able 
to describe what constitutes an attack and may have a high false positive rate 
[16][17][18]. We will develop a hybrid IDS which combines both misuse detection 
and anomaly detection system, but this paper focuses on the first technique. 

2 Data Mining for IDS 

Data mining studies automatic techniques for learning to make accurate predictions 
based on past observations [2]. In the intrusion detection case, data mining can be used 
to build a system that can distinguish intrusions or anomalies from normal network 
traffic. To build this kind of system, the first step is for the machine learning algorithms 
to learn the training dataset, which contains both normal traffic and intrusions. This 
learning phase results in a model that can be used to determine whether the network 
traffic is normal or an intrusion. There are many possible algorithms that can be used in 
the intrusion detection problem; their performance is measured using accuracy rate and 
false positive rate. In order to achieve a higher accuracy and lower false positive rate, 
many data mining researchers have proposed various ensemble learning approaches. It 
is well known in the data mining literature that the appropriate combination of a number 
of weak classifiers can yield a highly accurate global classifier [1].  

3 Ensemble Classifier  

An ensemble classifier is a method which uses or combines multiple classifiers to 
improve robustness as well as to achieve an improved classification performance from 
any of the constituent classifiers. Furthermore, this technique is more resilient to noise 
compared to the use of a single classifier. This method uses a ‘divide and conquer 
approach’ where a complex problem is decomposed into multiple sub-problems that 
are easier to understand and solve. 

Ensemble approaches [2][15] have the advantage that they can be made to adapt to 
any changes in the monitored data stream more accurately than single model techniques. 
An ensemble classifier has better accuracy than single classification techniques. The 
success of the ensemble approach depends on the diversity in the individual classifiers 
with respect to misclassified instances [3]. According to Polikar [4], there are four ways 
to achieve this diversity, the first is to use different training data to train single classifi-
ers, the second is to use different training parameters, the third is to use different fea-
tures to train the classifiers and the final one is to combine different types of classifier. 

Dietterich [5] reported that there are three main reasons why an ensemble classifier 
is usually significantly better than a single classifier. Firstly, the training data does not 
always provide sufficient information for selecting a single accurate hypothesis. Se-
condly, the learning processes of the weak classifier might be imperfect, and thirdly, 
the hypothesis space being searched might not contain the true target function while 
an ensemble classifier can provide a good approximation. 

In this paper we evaluated and analyzed three different ensemble classifier tech-
niques, called bagging, boosting and stacking, using various weak classifiers, such as 
nearest neighbour, decision tree, rule induction and naïve bayes; these were applied 
on a network intrusion dataset [11][12][13]. 
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3.1 Bagging 

Bagging, which means bootstrap aggregation, is one of the simplest but most success-
ful ensemble methods for improving unstable classification problems. For example, 
weak classifiers, such as decision tree algorithms, can be unstable, especially when 
the position of a training point changes slightly and can lead to a very different tree. 
This method is usually applied to decision tree algorithms, but it also can be used with 
other classification algorithms such as naïve bayes, nearest neighbour, rule induction, 
etc. The bagging technique is very useful for large and high-dimensional data, such as 
intrusion data sets, where finding a good model or classifier that can work in one step 
is impossible because of the complexity and scale of the problem.  

Bagging was first introduced by Leo Breiman [6] to reduce the variance of a pre-
dictor. It uses multiple versions of a training set which is generated by a random draw 
with the replacement of N examples where N is the size of original training set. Each 
of these data sets is used to train a different model. The outputs of the models are 
combined by voting to create a single output. Details of the bagging algorithm and its 
pseudo-code were given in [10]. 

3.2 Boosting 

Boosting, which was introduced by Schapire et al.[7], is an ensemble method for 
boosting the performance of a set of weak classifiers into a strong classifier. This 
technique can be viewed as a model averaging method and it was originally designed 
for classification, but it can also be applied to regression. Boosting provides sequen-
tial learning of the predictors. The first one learns from the whole data set, while the 
following learns from training sets based on the performance of the previous one. The 
misclassified examples are marked and their weights increased so they will have a 
higher probability of appearing in the training set of the next predictor. It results in 
different machines being specialized in predicting different areas of the dataset [8].  

In this paper, we select an AdaBoost algorithm, which is one of the most widely used 
boosting techniques for constructing a strong classifier as a linear combination of weak 
classifiers. The AdaBoost algorithm was first introduced by Freund and Schapire [9] 
and has been shown to solve many of the practical difficulties of earlier boosting algo-
rithms, since it has solid theoretical foundation and produces very accurate predictions. 
Details of the boosting algorithm and its pseudo-code were given in [10]. 

3.3 Stacking 

Stacking or stacked generalization, is a different technique of combining multiple 
classifiers. Unlike bagging and boosting, stacking is usually used to combine various 
different classifiers, e.g. decision tree, neural network, rule induction, naïve bayes, 
logistic regression, etc. Stacking consists of two levels which are base learner as lev-
el-0 and stacking model learner as level-1. Base learner (level-0) uses many different 
models to learn from a dataset. The outputs of each of the models are collected to 
create a new dataset. In the new dataset, each instance is related to the real value that 
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it is suppose to predict. Then that dataset is used by stacking model learner (level-1) 
to provide the final output [8]. For example, the predicted classifications from the 
three base classifiers, naïve bayes, decision tree and rule induction can be used as 
input variables into a nearest neighbour classifier as a stacking model learner, which 
will attempt to learn from the data how to combine the predictions from the different 
models to achieve the best classification accuracy.  Details of the boosting algorithm 
and its pseudo-code were given in [10]. 

4 Experimental Settings 

The following section describes the intrusion data sets used in the experiment, the 
performance metric used to evaluate the proposed system and the experimental set-
tings and its results. 

4.1 Intrusion Dataset  

One of the most widely used data sets for evaluating intrusion detection systems 
(IDS) is the DARPA/Lincoln Laboratory off-line evaluation dataset or IDEVAL [11].  
IDEVAL is the most comprehensive testset available today and it was used to develop 
the 1999 KDD Cup data mining competition [12]. In this experiment, we use the 
NSL-KDD intrusion data, which was provided to solve some problems in KDD’99, 
particularly that its training and test sets contained a huge number of redundant 
records with about 78% and 75% of the records being duplicated in the training and 
test sets, respectively. This may cause the classification algorithms to be biased to-
wards these redundant records and thus prevent it from classifying other records [13].  

Table 1. List of intrusions in training and testing data 

Intrusions which exist in both  
training and testing data 

Intrusions which only exist  
in testing data 

back, buffer_overflow,  ftp_write, 
guess_passwd, imap, ipsweep, land, loadmo-
dule, multihop, neptune, nmap, phf, pod, 
portsweep, rootkit, satan, smurf, spy, teardrop, 
warezclient, warezmaster 

apache2, httptunnel, mailbomb, mscan, 
named, perl, processtable, ps, saint, 
sendmail, snmpgetattack, snmpguess, 
sqlattack, udpstorm, worm, xlock, 
xsnoop, xterm 

 
The intrusion data set consists of forty different intrusions classified into four main 

categories: DoS (Denial of Service), R2L (Remote to Local Attack), U2R (User to 
Root Attack) and Probing Attack. The training dataset consists of 25,191 instances 
and the testing dataset consists of 11,950 instances. The testing data set has many 
intrusions which do not exist in the training data, as shown in table 1. 

4.2 Performance Metric 

We use accuracy rate and false positive rate as the performance criteria based on the 
following metric shown in Table 2 below.  
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Table 2. Performance metric 

 Actual Result 
Intrusion Normal 

Predicted 
Result 

Intrusion True Positive (TP) False Positive (FP) 

Normal False Negative (FN) True Negative (TN) 

 
True Positive (TP) is a condition when an actual attack is successfully detected by 

the IDS and True Negative (TN) is a condition when no attack has taken place and no 
IDS alert is raised. False Positive (FP) is an alarm/alert that indicates that an attack is 
in progress when in fact there was no such attack. False Negative (FN) is a failure of 
IDS to detect an actual attack [19]. The accuracy rate and false positive rate are meas-
ured using these following formulas: 

݁ݐܽݎ ݕܿܽݎݑܿܿܣ  = TPାFNTPାTNାFPାFN ݁ݒ݅ݐ݅ݏ݋ܲ ݁ݏ݈ܽܨ ,(1) = ி௉TPାFP (2) 

4.3 Experimental Settings 

We apply various data mining algorithms in the misuse detection module in order to 
find the best method for detecting intrusion based on accuracy, false positives and 
speed (computation time). We use four single algorithms from the Weka Data Mining 
Tools: Naïve Bayes, iBK, Jrip and J48, then apply these algorithms into three  
different ensemble classifiers, which are bagging, boosting and stacking, as shown in 
Figure 1 below.  

These algorithms were executed on a PC with Intel Xeon quad core processors 
2.67 GHz and 12 Gb RAM. In the first experiment, we use 10-fold cross validation as 
a performance measurement while in the second experiment we use testing data 
which contains many new intrusions. 

 

 

Fig. 1. Misuse detection model 

4.3.1.     Cross Validation 
For performance measurement, we first use the 10-fold cross validation technique, 
which only needs training data. In 10-fold cross-validation, the original training data 
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is randomly partitioned into 10 subsamples. Of the 10 subsamples, a single subsample 
is retained as the validation data for testing the model, and the remaining 9 subsam-
ples are used as training data. The cross-validation process is then repeated 10 times 
with each of the 10 subsamples used exactly once as the validation data. The 10 re-
sults from the folds then can be averaged to produce a single estimate. The results of 
the first experiment are given in Tables 3 and 4 below. 

Table 3. The performance of ensemble classifiers using 10-fold cross validation 

Algorithm 
Accuracy False Positive 

Single Bagging Boosting Single Bagging Boosting 

Naïve Bayes 89.59% 89.57% 94.56% 10.60% 10.70% 5.30% 

iBK 99.44% 99.44% 99.44% 0.60% 0.60% 0.60% 

Jrip 99.58% 99.71% 99.73% 0.40% 0% 0.30% 

J48 99.56% 99.67% 99.80% 0.40% 0.30% 0.20% 

 
In the stacking method, we use three different algorithms as base learners and an 

algorithm as a stacking model learner. We use various combinations of naïve bayes, 
iBK, J48 and JRip. The classifications predicted by the base learners will be used as 
input variables into a stacking model learner. Each input classifier computes predicted 
classifications using cross validation from which overall performance characteristic 
can be computed. Then the stacking model learner will attempt to learn from the data 
how to combine the predictions from the different models to achieve maximum classi-
fication accuracy. The stacking algorithm experiment results are given in the Table 4. 

Table 4. The performance of stacking algorithm using 10-fold cross validation 

Base 
Learner 

Stacking Model 
Learner 

Accuracy 
(%) 

False 
Positive (%) 

Naïve Bayes 

Jrip 99.64% 0.40% iBK 

J48 

Jrip 

Naïve Bayes 99.75% 0.30% iBK 

J48 

Naïve Bayes 

iBK 99.51% 0.50% J48 

Jrip 

Naïve Bayes 

J48 99.63% 0.40% iBK 

Jrip 
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4.3.1.1.     Results. Overall, all the algorithms achieved good results, with the highest 
accuracy being 99.80% and the lowest being 89.59%. Tables 3 and 4 above show that 
Adaboost when implement with J48 as a weak classifier achieves the highest accura-
cy, which is 99.80%, with a false positive (FP) rate of 0.30%. On the other hand, the 
J48 Bagging algorithm achieves the lowest FP rate of 0%. Unfortunately the computa-
tion time of the three ensemble classifiers are all very high; the slowest one is stack-
ing followed in turn by boosting and bagging.  

Table 5. Accuracy improvement on 10 fold cross validation experiment 

Algorithm Single  
Classifier 

Accuracy Improvement 

Bagging % Boosting  % Stacking % 

Naïve Bayes 89.59% 89.57% -0.02% 94.56% 5.55% 99.75% 11.34% 

iBK 99.44% 99.44% 0.00% 99.44% 0.00% 99.51% 0.07% 

Jrip 99.58% 99.71% 0.13% 99.73% 0.15% 99.64% 0.06% 

J48 99.56% 99.67% 0.11% 99.80% 0.24% 99.63% 0.07% 

 
Table 5 and Table 6 show that the use of the bagging, boosting and stacking algo-

rithms did not improve the accuracy significantly. Only the use of boosting and stack-
ing on the Naïve Bayes algorithm were able to improve the accuracy, by 5.55% and 
11.22% respectively, while the others showed a less than 1% improvement. 

Table 6. False positive reduction on 10 fold cross validation experiment 

Algorithm Single 
Classifier 

False Positive Improvement 

Bagging % Boosting % Stacking % 

Naïve Bayes 10.60% 10.70% -0.94% 5.30% 50.00% 0.30% 97.17% 

iBK 0.60% 0.60% 0.00% 0.60% 0.00% 0.50% 16.67% 

Jrip 0.40% 0.30% 25.00% 0.30% 25.00% 0.40% 0.00% 

J48 0.40% 0.30% 25.00% 0.20% 50.00% 0.40% 0.00% 

 
While the three ensemble algorithms failed to improve the accuracy, they succeed 

in reducing the false positive rates. Bagging was able to reduce the false positive rate 
by up to 25% when implemented with Jrip and J48, boosting by up to 50% for Naïve 
Bayes and J48, and stacking by up to 96.23% for Naïve Bayes. 

4.3.2.    Testing Data 
In the second stage, we implement various single algorithms against the training data 
set to build an intrusion model then apply this model to the testing data which con-
tains a lot of unknown attacks (see Table 1). The results are given in Tables 7 and 8 
below.  
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4.3.2.1.    Results. Overall none of the algorithms in the misuse detection module 
performed very well in detecting data with a lot of new intrusions. The best accuracy 
was only 67.90%, which was achieved by the stacking algorithm with iBK as a model 
learner and three other algorithms (Naïve Bayes, Jrip and J48) as base classifiers. 
Bagging was only able to improve it by less than 1% in three methods (Naïve Bayes, 
iBK, J48) while boosting failed to improve any method. The stacking method was 
able to improve the accuracy to 6.90% (Naïve Bayes) and 8.05% (iBK).  

Table 7. Accuracy improvement using testing data experiment 

Algorithm Single 
Classifier 

Accuracy Improvement 

Bagging % Boosting  % Stacking % 

Naïve Bayes 55.77% 56.10% 0.59% 37.60% -32.58% 59.62% 6.90% 

iBK 62.84% 
 

62.95% 0.18% 20.90% -66.74% 67.90% 8.05% 

Jrip 63.69% 59.40% -6.74% 18.40% -71.11% 64.31% 0.97% 

J48 63.97% 64.51% 0.84% 18.80% -70.61% 61.23% -4.28% 
 

The bagging algorithm failed to reduce the false positive rates in three base clas-
sifiers (Naïve Bayes, iBK, JRip) and was only able to reduce it by 1.12% with J48 as 
a base classifier. Boosting is worse than bagging because it failed to reduce the false 
positive rates on all four base classifiers.  

Table 8. False positive reduction using testing data experiment 

Algorithm Single 
Classifier 

False Positive Improvement 

Bagging % Boosting  % Stacking % 

Naïve Bayes 34.80% 35.10% -0.86% 37.60% -8.05% 18.50% 46.84% 

iBK 20.90% 20.90% 0.00% 20.90% 0.00% 17.40% 16.75% 

Jrip 18.00% 19.00% -5.56% 18.40% -2.22% 16.90% 6.11% 

J48 17.90% 17.70% 1.12% 18.80% -5.03% 19.60% -9.50% 

 
Stacking algorithm is the only approach which was able to reduce the false positive 

rates significantly, with a 46.84% reduction on Naïve Bayes, a 16.75% reduction on 
iBK and a 6.11% reduction on JRip, even though it failed on J48 (-9.50%). 

Figure 2 shows that the use of bagging, boosting and stacking significantly in-
creases the execution time. The slowest is stacking followed in turn by bagging and 
boosting. The stacking method was able to reduce the false positive rate, but it would 
be too slow to implement in a misuse detection module. The bagging method, espe-
cially when applied to the iBK and Naïve Bayes algorithms, did not increase the ex-
ecution time significantly and only improves the accuracy by 0.18% (iBK) and 0.59% 
(Naïve Bayes). Furthermore, bagging failed to reduce the false positive rate in either 
algorithm.  
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Fig. 2. Execution time comparison for single classifier bagging, boosting and stacking 

5 Conclusions 

We investigated the possibility of using ensemble algorithms (bagging, boosting and 
stacking) to improve the performance on network intrusion detection systems. Our 
experiment shows that a misuse detection module which implements four base clas-
sifiers and three ensemble algorithms achieves an accuracy of more than 99% in de-
tecting known intrusions, but failed to detect novel intrusions with the accuracy rates 
of around just 60%. The use of bagging, boosting and stacking is unable to signifi-
cantly improve the accuracy. Stacking is the only method that was able to reduce the 
false positive rate by a relatively high amount; unfortunately, this method has the 
longest execution time which is a serious disadvantage in the intrusion detection field. 
Of the four single classifiers used, J48 outperformed the three other methods by 
achieving the highest accuracy rates and the lowest false positive rate, with a relative-
ly fast execution time. To improve the ability to detect new intrusions, we propose to 
develop an anomaly detection module and integrate both systems to produce a hybrid 
intrusion detection system. 
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Abstract. The paper presents a problem of stamp shape classification,
where an input stamp is given as a bitmap containing binary values.
While every stamp features a specific geometrical form coming from the
de facto standards of stamping process, thus it can be classified as round,
oval, square, rectangular or triangular. We assume to have a detected
stamp and in this paper we deal with the stage of features extraction and
reduction, by means of Point Distance Histogram (at the stage of features
extraction) and Principal Component Analysis and Linear Discriminant
Analysis (at the stage of dimensionality reduction). The final classifi-
cation employs similarity evaluation involving hand-drawn templates,
ideal shapes and average descriptors calculated for the entire database.
Despite the fact that there are only several basic stamp shapes, the task
is not trivial since there are many variations in size, silhouette and com-
plexity of individual stamps. It should be emphasized that the scanned
document may be degraded in quality thus extracted stamp can be dis-
torted (the silhouette may be discontinuous and/or can be noised). The
paper provides some experimental results on real documents with differ-
ent types of stamps and a comparison with a classical Discrete Cosine
Transform (DCT) and PCA applied on image matrix.

1 Introduction

Classification and recognition of two-dimensional shapes are classical Computer
Vision problems with huge bibliography and very robust and efficient algorithms
[1]. However not all algorithms can be applied to any specific task. The problem
of stamp shapes classification and recognition has been addressed in the scientific
literature in several works related to stamps or logo detection [2,3,4,5,6].It has
emerged from the task of seal imprint identification on bank checks, envelopes,
and transaction receipts in mid-1980s [2]. However, it should be noticed that the
reliable recognition of stamps in the documents has not been solved in any sat-
isfactory way till today. One of the most advanced method of stamps detection
found in the scientific literature [4] scans for stamps considered as regions with
analytically shaped contours, however in that work these regions are limited to
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oval (round) shapes only. Other methods look for stamps given as sets of “cor-
ners” and detect them using some fuzzy rules [6]. The other possible approach
to stamp detection employs color segmentation and simple geometrical features
to extract stamps from documents [7,8]. It is rather easy to define the features
that can be employed to describe stamps that can be found in the documents. In
this paper we focus on official stamps since they play a meaningful role in prac-
tical tasks. Typical stamps which can be found in paper documents have specific
characteristics, which are derived from the process of stamping. These char-
acteristics (e.g. shape, complexity, typical patterns) have evolved during many
centuries into de facto standards. The analysis of the problem shows that the
shape of stamp defines its category, thus the official stamps are in most cases
round. There are four other classes that cover most of the shapes of stamps
(given in the order of descending popularity): oval, rectangular, square and tri-
angular. Sample members of these classes are presented in Tab.1. As it can be
seen, they are often regular and without distinct decorations. Typical stamp, no
matter of the shape, consists of regularly-shaped silhouette with clearly visible
text and mere ornaments. Hence, the class can be determined by analysis of the
general shape. While any method that uses analytically described shape (e.g.
generalized Hough transform) can be applied to the task of stamp detection, the
classification has to employ more task-oriented descriptors.

Table 1. Sample official stamps, divided into five classes

class exemplary stamps

rectangular

square

triangular

round

oval
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The general motivation of the research presented in this paper is a shortage
of algorithms that are able to classify visual objects such as stamps. The appli-
cation area of this kind of an algorithm is broad, ranging form law-enforcement
forces, law offices, official archives and any other institutions that utilize stamp-
ing technique. Instead of browsing large sets of images stored on digital media,
the proposed software approach is able to retrieve images that contain objects
recognized as certain stamps. This paper extends the research described in [7,8]
in the area of classification. Moreover, the benchmark database has been ex-
tended and covers wider range of stamps variants and their distortions.

The algorithms of initial stamps processing have been presented in [7,8]. Both
lead from stamp detection to the stamp localization and extraction. Further
in this paper we describe a procedure of stamp classification, which is divided
into several stages: calculation of Point Distance Histogram (PDH), reduction of
features dimensionality by means of Principal Component Analysis/Karhunen
Loeve Transform (PCA/KLT) and Linear Discriminant Analysis (LDA) followed
by distance calculation by means of Euclidean Metrics. The flow of computations
is presented in Fig. 1. Detailed description of each stage is presented in the
following sections.

Extracted

Stamp

Calculate
PDH �� Descriptor

PCA/LDA
transform �� Reduced

Features

Calculate
distance �� Class

Fig. 1. Process of feature extraction, reduction, and classification

2 Features Extraction/Reduction

2.1 Point Distance Histogram Representation

We assume that an input image of a document is stored in a file with possibly
lossless compression, high spatial resolution and full color range. The process of
stamp detection, localization and extraction was previously described in [7,8].
Localized stamps are extracted from an image and passed to recognition stage
in which a particular object is not precisely identified, but only it is assigned
to one of few basic classes, corresponding with the most common stamp shapes.
Those shapes indicate the type of a stamp.

Having the above assumptions in mind, for the experiments presented in this
paper, a shape description algorithm was applied at the first stage of the stamp
shape representation, preceded by its localization and extraction. Usually in
this context the so-called shape descriptors are applied. They are supposed to
describe a shape in a way that makes this representation invariant to shape
transformations and robust to as many problems as possible. The most common
planar contour shape deformations can be divided into three main groups. The
first one includes the affine transformations, e.g. translation, scaling, rotation.
The second group covers two problems connected with the varying number of
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points on the outline. The first one is the noise that results in a local change
of point’s co-ordinates. The second is the occlusion. It results in more global
deformations of a shape — lack or addition of part of an object. The third
group of problems is strictly related to the contour representation of a shape
and includes the direction of tracing the contour, starting point selection, and
the number of points. Since the shape analysis is one of the most explored
approaches to the problem of object recognition, there are many algorithms
developed so far [1,9]. The problem was investigated in [7] which lead to the
selection of a few state-of-art descriptors: 2D Fourier Descriptors, Point Distance
Histogram, Roundness, Moment Invariants and UNL-Fourier. As it turned out
the best results in the task of general shape classification were obtained for
Point Distance Histogram thus this method is chosen for further investigation.
Selected algorithm has some important advantages fulfilling the requirements
related to the scale and rotation invariance. It is a combination of the polar
transform and the derivation of the histogram. Thanks to this property the
descriptor is invariant to scaling, rotation and shifting. It is also invariant to
starting point selection and direction of contour tracing. Moreover, by setting the
number of the bins in the resultant histogram (the parameter r in the algorithm)
we can influence on the generalization ability. Therefore, the PDH was applied
to the problem of identification of particular types of stamps at the stage of their
description. The PDH approach has already been employed in the problem of
General Shape Analysis [7,8], which is close to similar shape retrieval. Here, it is
used for classification, which seems to be more difficult since the results should
be much more ’crisp’ that ’fuzzy’ answers given by GSA.

The Point Distance Histogram uses Cartesian-to-polar transformation. It
starts with calculation of the origin of this transform. Although any point can
be used for this purpose, here, the most popular one — centroid — is chosen [7].
The centroid is easy to calculate, and stable in the presence of affine transfor-
mations. Since the objects we are dealing with, consist of finite set of K points
p: p1, p2, . . . , pK in N

2, it is calculated according to the following formula:

S =
1

K

K∑
k=1

pk. (1)

In case of noise, the centroid calculation can suffer from some inaccuracies, yet
this problem is diminished by further dimensionality reduction stage. Using the
calculated centroid we achieve the polar coordinates of points describing the
stamp. They will be stored in two vectors — Θ for angles (in degrees) and P
for radii [7]. The values in the vector Θ are later converted into nearest integers
[7]. The elements in the vectors Θ and P are rearranged in accordance with the
increasing values in Θ and put into two new vectors denoted as Θ̂ and P̂ . Next
we check if there are any equal values in Θ̂ and only the one with the highest
corresponding value in P̂ is left while the others are removed. Thus, we create
a vector P̃ having only selected elements from P̂ (at most 360 elements). This
process is performed in order to eliminate repeating angular values by selecting
only the most distant from the centroid. Thanks to this only the outer points
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of the contour are selected. Moreover, the method gives a descriptor that is less
sensitive to the internal structure of an object. In further processing we create a
new vector Ṕ , where elements ρ́k are created from ρ̃k normalized to the maximal
value in P̃ [7]. Finally, the histogram is built — elements in Ṕ are assigned to r
bins in a vector H .

2.2 Features Dimensionality Reduction by Means of PCA/LDA

The volume of information to process should be reduced considerably to make the
system memory requirements lower. Since the dimensionality of resultant PDH
descriptors can be rather large (r > 25) it is necessary to introduce preliminary
reduction stage (PCA/KLT) in order to make it possible to employ LDA. Hence,
our procedure is divided into two main stages: preliminary reduction by means
of PCA/KLT and main reduction/clusterization using LDA.

In the first step we divide template descriptors, calculated according to the
above presented procedure, into K = 5 classes having in mind five most popular
shapes of stamps, i.e. round, oval, square, rectangular and triangular. For the
purpose of classification we have generated each template in two variants: as
ideal silhouettes and shapes drawn manually. They can be observed in Fig.2.
The PDH descriptors calculated for above mentioned templates are presented in
Fig.3 (first and second row). In order to increase recognition rate and match the
characteristics of the data (which will be described later in the paper), average
descriptors have been also calculated. They are the results of simple averaging
of all PDH descriptors in each class independently. They can be observed in the
last row of Fig.3.

Fig. 2. Templates used in the process of classification — 5 pairs consisting of ideal
silhouette and manually drawn template

First Analysis Stage: Principal Component Analysis. A PDH descriptor
of a template stamp j = {1, 2, . . . , J} denoted as Hj is a vector of dimensionality
1× r. In the first step, in order to normalize data, mean descriptor is calculated
as a proportion of sum of all database descriptors and their total number [10]:

H̄ =
1

J

J∑
j=1

Hj (2)

and removed from all templates in the database Ĥj = Hj − H̄, ∀j = 1 . . . J.
Next, once for the database templates, we build a covariance matrix C of r × r
elements. It corresponds to descriptors variance within the set [11]:

C =
J∑

j=1

ĤĤT . (3)
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Fig. 3. The PDH descriptors for templates used in the process of classification — ideal
silhouettes in the first row, manually drawn templates in the second and average PDH
descriptors calculated over the entire database — in the third row

Next, two matrices: D and V are calculated, which are in the following relation
with each other:

D = V TCV . (4)

Above matrices carry eigenvalues (D) and eigenvectors (V ) of the covariance ma-
trix C. It should be noted that this stage requires to solve the matrix equation
and is performed using adequate numerical methods [11]. It should be remem-
bered that proper diagonalization of above is possible only when V is orthogonal.
In order to form the transformation matrix FPCA, we sort elements on the diag-
onal of D in the descending order and select first p elements. From matrix V we
select p columns which are related to respective elements in eigenvalues matrix
(p ≤ r) and form transformation matrix FPCA of size r × p.

First Reduction Stage: Karhunen-Loeve Transform. For each descriptor
Hj from the database in order to get its reduced representation Xj we perform
the projection:

Xj = FT
PCA(Hj − H̄), ∀j = 1 . . . J ; (5)

The set consisting of Hj , ∀j = 1, . . . , J constitutes the intermediate template
database used for further processing, divided into K classes.

In figures below one can observe the reduced feature-space after the PCA
stage. Figure 4 presents a projection of stamp database onto first and second
components of PCA while Fig. 5 presents a projection onto first and third compo-
nents, respectively. The classes are denoted as follows: ×-rectangular, �-square,
'-triangular, �-oval, and ©-round. The objects in the space are distributed in
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Fig. 4. The features space (the two first principal components) for PDH/PCA approach
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Fig. 5. The features space (the first and the third principal components) for PDH/PCA
approach

a homogeneous manner and the centres of all classes are close to each other,
make successful recognition very complicated.

Second Analysis Stage: Linear Discriminant Analysis. A KLT-reduced
descriptor of a template stamp j = {1, 2, . . . , J} denoted as Xj is a vector of
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dimensionality 1 × p. First, we build two covariance matrices [11] W and B
related to within-class and between-class scatter in the set:

W =

J∑
j=1

(Xj − X̄k)(Xj − X̄k)T , (6)

where X̄k is a mean descriptor in k-th class, while

B =
K∑

k=1

(X̄k − X̄)(X̄k − X̄)T , (7)

where X̄ is an overall mean in the whole set.
Then, a total scatter covariance matrix is calculated:

Z = W−1B (8)

which is later decomposed into two matrices G and U , responsible for eigenvalues
and eigenvectors, respectively:

G = UTZU. (9)

Above matrices carry eigenvalues (G) and eigenvectors (U) of the covariance
matrix Z. From a matrix U we create transformation matrix FLDA in the same
way as in the case of PCA.

Second Reduction Stage: Karhunen-Loeve Transform. Having only s×p
elements in the transformation matrix FLDA (s < p) we obtain final reduced
descriptors Yj by a projection:

Yj = FT
LDAXj , ∀j = 1 . . . J ; (10)

The set consisting of Yj constitutes final template database used for further
processing, divided into K classes.

In figures below one can observe final reduced feature-space after the LDA
stage. Figure 6 presents a projection of stamp database onto first and second
components of LDA while Fig. 7 presents a projection onto first and third compo-
nents, respectively. The classes are denoted as follows: ×-rectangular, �-square,
'-triangular, �-oval, and ©-round. The feature space is much more ”friendly”
in a comparison to the PCA stage. The centres of all classes are close to each
other, make successful recognition employing any distance metric much more
probable.

2.3 Classification

The total number of (test) objects in the database is denoted as L. An i-th
object (stamp) presented for recognition is processed in the following manner.
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Fig. 6. The features space (the two first LDA components) for PDH/PCA/LDA
approach

Fig. 7. The features space (the first and third LDA components) for PDH/PCA/LDA
approach

First the PDH descriptor Hi is calculated, then it is centered and projected
into PCA feature-space, then it is projected into LDA feature-space. It should
be stressed that the average element H̄ and transformation matrix FPCA in the
PCA stage and FLDA in the LDA stage are calculated over J database templates
only, not involving L test images. In order to do the recognition we perform
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classification using distance calculation, namely we calculate the distance in the
reduced feature space using Euclidean metrics. The distance is equal to the
dissimilarity measure between two reduced shape descriptions (denoted as Xi

and Xj):

L2(Xi, Xj) =

√√√√ p∑
n=1

((x1(n)− x2(n))
2
. (11)

The classification uses a simple distance criterion. We choose the closest object
(or mean object), which implies a recognized class. Further in the paper we show
the results of the experiments performed on our own benchmark database using
three variants of distance calculation:

1. to the ideal templates (PCA components in a reference database are calcu-
lated for descriptors of ideal shapes only) — see first row of Fig.3,

2. to the drawn templates (PCA components in a reference database are cal-
culated for descriptors of hand drawn images only) — see second row of
Fig.3,

3. to the average descriptor in each class (PCA/LDA components of objects
constituting a reference database) — see third row of Fig.3, which presents
reconstructed descriptors for each class.

3 Experimental Results

The experiments were performed on a database consisting of bitmaps containing
scanned stamps, which were extracted from freely available images gathered from
the Internet. It should be stressed, that it is difficult to find a large dataset, espe-
cially a benchmark one, containing some thousands of stamp images. The stamps
in our own dataset were extracted form scanned images in a semi-automatic way
using the algorithms described in [7,8]. They were thresholded and stored in a
binary form. The size of bitmaps ranged from about 50× 50 to 256× 256 pixels,
depending of the source of the original image. All 140 stamps were divided into
5 classes: rectangular (48 elements), square (12 elements), triangular (11 ele-
ments), round (52 elements), and oval (17 elements). All stamps in the database
were divided into two non-overlapping subsets: learning set of J elements and
testing set of L elements in the random manner. First we wanted to evaluate the
performance of simple PDH/PCA approach, involving shape descriptor reduced
with help of global PCA, which means common covariance matrix for all ele-
ments in all classes. The classification was performed according to the approach
described in the above section, with three variants of distance calculation. The
results of the recognition are presented in Tab.2, where column ’ideal’ stands
for ideal templates, ’hand drawn’ — for manually drawn images, and ’average’
stands for average descriptors calculated for all learning images in each class
(they have been chosen using random manner from the whole set).

Then, we performed dimensionality reduction of PDH descriptors using two-
stage approach (PCA/LDA), with PDH/PCA descriptors calculated in the above
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Table 2. Recognition performance of PDH/PCA for different templates

ideal hand drawn average
PC PDH size (number of bins) PDH size (number of bins) PDH size (number of bins)

8 16 32 64 128 256 8 16 32 64 128 256 8 16 32 64 128 256
1 0.56 0.40 0.41 0.42 0.33 0.40 0.65 0.56 0.42 0.32 0.31 0.31 0.49 0.56 0.48 0.47 0.56 0.47
2 0.56 0.57 0.58 0.58 0.55 0.49 0.66 0.68 0.65 0.64 0.61 0.61 0.71 0.71 0.69 0.69 0.70 0.70
4 0.64 0.59 0.51 0.57 0.59 0.50 0.72 0.66 0.66 0.68 0.67 0.59 0.76 0.76 0.76 0.76 0.77 0.79
8 0.64 0.59 0.51 0.57 0.59 0.50 0.72 0.66 0.66 0.68 0.67 0.59 0.76 0.76 0.76 0.76 0.77 0.79
16 - 0.59 0.51 0.57 0.59 0.50 - 0.66 0.66 0.68 0.67 0.59 - 0.76 0.76 0.76 0.77 0.79
32 - - 0.51 0.57 0.59 0.50 - - 0.66 0.68 0.67 0.59 - - 0.76 0.76 0.77 0.79
64 - - - 0.57 0.59 0.50 - - - 0.68 0.67 0.59 - - - 0.76 0.77 0.79
128 - - - - 0.59 0.50 - - - - 0.67 0.59 - - - - 0.77 0.79

Table 3. Recognition performance of PDH/PCA/LDA for different number of Princi-
pal Components (PC), PDH size and different hold-off schemes (output feature-space
is equal to 4)

a) J = 48, L = 92 b) J = 69, L = 71 c) J = 109, L = 31
PC PDH size PDH size PDH size

16 32 64 128 256 16 32 64 128 256 16 32 64 128 256
12 0.69 0.73 0.76 0.82 0.77 0.80 0.80 0.80 0.83 0.77 0.77 0.74 0.77 0.77 0.71
16 - 0.76 0.80 0.81 0.75 - 0.83 0.87 0.89 0.75 - 0.74 0.77 0.84 0.77
20 - 0.71 0.78 0.79 0.78 - 0.76 0.80 0.85 0.82 - 0.71 0.81 0.74 0.77
24 - 0.60 0.73 0.79 0.77 - 0.77 0.79 0.85 0.83 - 0.77 0.81 0.74 0.81
32 - - 0.63 0.69 0.69 - - 0.79 0.83 0.79 - - 0.84 0.74 0.81
40 - - 0.41 0.54 0.55 - - 0.68 0.80 0.82 - - 0.84 0.84 0.77
48 - - 0.23 0.17 0.25 - - 0.69 0.75 0.79 - - 0.77 0.77 0.77
50 - - 0.33 0.18 0.22 - - 0.62 0.76 0.80 - - 0.74 0.77 0.77

presented manner. The final dimensionality, after second reduction, was s = 4,
since there are 5 classes of stamps. There were three types of set hold-off schemes:
a)J = 48, L = 92, b)J = 69, L = 71, and c)J = 109, L = 31. The detailed results
are presented in the following table (Tab. 3).

The results confirm the superiority of two-stage dimensionality reduction in-
volving PCA/LDA over the traditional PCA approach. With the same output
dimensionality, the performance of the first one is lower by 2%-10%, depend-
ing on the learning set size. The closer analysis of the results shows that failed
recognition refers to ambiguous objects in the testing database. Some of them
were shown in Fig.8. As it can be seen, most of them have discontinuous edges
or are not conforming with strict class properties. The other possible reason for
the unsuccessful recognition may come from mixing squares and rectangles in
one object (being one stamp actually).

oval round square rectangular rectangular

Fig. 8. Sample ambiguous objects lowering the recognition rate
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The detailed, 5-class confusion matrix for PDH/PCA/LDA with parameters
L = 69, J = 71, r = 128, p = 16, s = 4 (which actually give the best overall
recognition rate) is presented in table below (see Tab 4).

Table 4. Confusion matrix for specific parameters selection

rectangular square triangular round oval

rectangular 24 0 0 0 0

square 0 6 0 0 0

triangular 2 0 4 0 0

round 0 0 0 26 0

oval 2 0 2 2 3

As it can be seen, some classes are much more distinguishable than the others,
e.g. rectangular, square and round shapes give 100% successful recognition, while
the other shapes gave some errors. It is probably because of the fuzzy borders
between shape definitions (i.e. round and ova or triangular and oval).

In order to evaluate the performance of the presented method in a compari-
son to several previously proposed algorithms we performed some experiments.
They involved reducing the dimensionality of input images by means of classical
DCT2, applying PCA on the bitmaps, joining PDH representation with DCT
and PCA. All these algorithm were using the most optimal parameters, namely
the parameters giving the best recognition rate. The results of the experiments
are presented in Tab.5, where column ’highest rate’ represents the best recog-
nition rate, ’mean rate’ shows mean recognition rate within one algorithm (and
different parameter configurations). It can be clearly seen that the best results
gives joint approach involving PDH, PCA and LDA calculated for all objects in
the testing database.

Table 5. Recognition performance of different recognition algorithms

method direct DCT direct PCA PDH/DCT PDH/PCA PDH/PCA/LDA

highest rate 0.57 0.75 0.76 0.79 0.89

mean rate 0.41 0.61 0.74 0.77 0.81

4 Summary

The proposed image recognition algorithm has, among others, the following use-
ful features: robustness to the noise, high processing speed, and it can be easily
adapted to low computing power devices. The algorithm presented in the paper
was developed for the specific purpose, namely the identification of stamp types
extracted from digital images. It is divided into two main stages. At the first
stage, the processed stamp (binary matrix) is represented using a shape descrip-
tor. In the paper the Point Distance Histogram was applied for this purpose.
This choice was influenced by the advantages of this descriptor, particularly
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useful in the considered problem (e.g. invariance to the affine transforms of pla-
nar shape, generalization property). As it turned out two important conclusions
arose during the experiments. First of all, increasing the number of bins in the
obtained histogram may lower the recognition performance. It comes from the
fact that in case of stamp images, which are small in size, the number of points
on the silhouette could be too low. At the second stage, Principal Component
Analysis/ Karhunen-Loeve Transform was used with additional Linear Discrim-
inant Analysis-based reduction. The dimensionality reduction performed on de-
scriptors calculated by means of PDH have shown, that only four first output
components are useful for classification purposes. Moreover, the intermediate
dimensionality (after PCA) is crucial and should be not more than 16.

The algorithm PDH/PCA/LDA gives practically applicable approach which
reaches high recognition rates. The possible area of applications of this algorithm
is broad and was briefly described in the introductory part of the paper.

It should be noted, that the presented algorithm may be extended to a more
general approach, giving a possibility to solve any other problem related to
shape classification. Its main advantages are a low-dimensional feature vector
and simple comparison stage, which is very desired property when it comes to
hardware implementation.
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Abstract. Classification methods have been widely used during last years in 
order to predict patterns and trends of interest in data. In present paper, a 
multiclassifier approach that combines the output of some of the most popular 
data mining algorithms is shown. The approach is based on voting criteria, by 
estimating the confidence distributions of each algorithm individually and 
combining them according to three different methods: confidence voting, 
weighted voting and majority voting. To illustrate its applicability in a real 
problem, the drill wear detection in machine-tool sector is addressed. In this 
study, the accuracy obtained by each isolated classifier is compared with the 
performance of the multiclassifier when characterizing the patterns of interest 
involved in the drilling process and predicting the drill wear. Experimental 
results show that, in general, false positives obtained by the classifiers can be 
slightly reduced by using the multiclassifier approach. 

Keywords: Classification, multiclassifier, drill wear prediction, pattern 
identification. 

1 Introduction 

In the machine-tool sector, emerging industrial processes and methodologies due to 
technological improvements in manufacturing lines require new valid solutions when 
detecting failures and scheduling maintenance operations [1]. Preventive and 
corrective maintenance procedures have been developed and widely used during the 
last years; nevertheless, there yet exist important maintenance gaps to be fulfilled [2]. 
The research activity done in this field is focused on how to predict that something 
unexpected is going to happen before it really occurs, with the aim of avoiding 
overhead costs derived from production line breakdowns and maintenance operations. 
Machinery builders and vendors usually provide preventive maintenance strategies, 
but they are focused on normal operating conditions [3]. Benefits derived from 
anomaly prediction are not only oriented to reduce costs and to optimize the machine 
lifecycle, but also to infer new relevant knowledge about the process and the most 
probable cause and propagation of the problem. 

The motivation regarding drill wear detection and prediction in the machine-tool 
processes is mainly focused on the loss of quality of the resulting holes as the drill 
used is close to the decline stage of its lifecycle. Into this work, new diagnosis 
methods regarding drill wear characterization and classification by means of a 
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multiclassifier approach is presented. Many authors have adopted approaches based 
on the combination of classifiers for resolving different problems and by using 
different combination rules and strategies [4]. The multiclassifier proposed in this 
study combines the outputs of different data mining techniques based on voting 
criteria and on the given label distribution, therefore more accurate predictions can be 
achieved. The goodness of this approach is compared with results obtained by each 
isolated classifier when addressing the drill wear problem, characterized by the 
presence of burr and roughness on holes drilled. Experiments performed consist on 
several drilling experiments, in which several process parameters are monitored and 
analyzed to extract the most relevant patterns associated to drill wear problem. It is 
demonstrated that the use of data mining algorithms provides a promising 
methodology and decision making support tool regarding drill substitution strategy. 

The layout of the paper is as follows: the problem under study and its 
characterization is introduced in Section 2; the data mining algorithms used and the 
multiclassifier approach are shown in Section 3; in Section 4 experimental results are 
analyzed and discussed; finally, conclusions of this study are presented in Section 5.   

2 The Drill Wear Problem 

The quality of the resulting workpiece in drilling process can be estimated by means 
of two physic parameters: burr and roughness in the resulting holes drilled [5]. The 
more wear is the drill, the less quality is obtained. For this reason, over certain 
threshold values it is strongly recommended to replace the drill in order to assure 
enough quality and to avoid its breakage, which can provoke serious safety problems 
and maintenance costs.  

The main motivation of this paper is to analyze how drill wear influences in the 
quality of the hole drilled and how to characterize it by means of most relevant 
patterns inferred from monitoring data. Several experiments regarding drilling process 
have been monitored in order to acquire the data needed to tackle with this study.  

2.1 The Drilling Process 

During drilling process, the intensity of the engine regulator of machine spindle and 
the intensity of the engine regulator of machine head are measured. The first one is 
related to force needed in each drilling operation, F, and the second one is the torque, 
T. The signals assessed show four significant points of interest that delimitate three 
cutting areas, as showed in Fig. 1. Those four points are the following:  

1. When the drill head comes into contact with the workpiece and is introduced into 
the material; the intensity of the signal increases. 

2. When all drill diameter is inside the workpiece. 
3. When the drill head exits from the surface of the workpiece; the intensity of the 

signal decreases. 
4. When the drill is totally outside the workpiece. 
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Table 2.   Supervised classification elements 

 X1 X2 Xi Xn C 

1 
    C1 

  
J 

    Cj 

  
N 

    CN 

 
In order to accomplish this task properly, data set should be wide enough since the 

more cases are available about the problem the more accurate will be the 
classification model. Applications based on supervised classification methods are 
very common as, in general, any complex system can be monitored obtaining data 
that are characterized and used to train a model able to classify new data based on 
previous evidences. 

3.3 Classification Algorithms 

According to [9], six of the most popular supervised data mining algorithms have 
been tested in present study. They are the following: 

1. Statistical learning methods. Naïve Bayes [10]: is a Bayesian algorithm built by the 
assumption of the conditional independence among the predictor variables, given 
the class value. 

2. Instance-based learning methods. k-Nearest Neighbour [11]: lazy-based learning 
method that given a new case finds the closest group of k cases in the training set, 
classifying the new case based on the predominance of a particular class in this 
neighborhood of size k. 

3. Support Vector Machines, SVM [12]. This algorithm builds linear functions, f(x), 
or hyperplanes, which separate the different classes of the training data set; thus, 
classification of a new case is made by testing the sign of this function.  

4. Artificial Neural Networks. RBF Network [13]: typically is a three-layer feedback 
network composed by one unique hidden layer with radial basis functions as 
activation functions and the input and output layers. 

5. Logic based algorithms. C4.5 algorithm [14] is an extension of ID3 algorithm [15] 
that builds a classification tree based on gain ratio criteria, defined as

)(),( ii XHCXI . The algorithm also includes a pruning of induced tree, based on 
a test of hypothesis.  

6. Rule induction methods. RIPPER algorithm [16] (Repeated Incremental Pruning 
Produce Error Reduction), is a rule induction algorithm that is an extension of 
IREP algorithm [17] (Incremental Reduced Error Pruning) and that consists of 
learning rules obtained by performing a process of repeated growing and pruning. 
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3.4 Validation Method 

The validation method used in present work is the 10-fold cross validation [18]. This 
method consists in dividing the data set { }),,...,(),...,,,...,( 1

111

1

NN

n

N

n cxxcxxD =  in f 

disjoint subsets of approximately the same size fi SSS ,,,,1  . For each subset Si the 

following procedure is repeated: Si is considered the test sample, so the training 
sample will be composed of the f – 1 other samples fii SSSS ,,,,, 111  +− , and is used 

to build the decision function d; classes from Si experiments are predicted by using d. 
This procedure is repeated for fi ,,1= . 

In our case, in order to validate the algorithms tested, a value of f = 10 is 
established; though there exists other values commonly used, i.e. f = n. When this 
occurs, the method is named leave-one-out cross validation. Compared with other 
error estimation methodologies, this method provides an estimator with little bias but 
a lot of variance. 

3.5 Multiclassifier Approach 

Having a data set { }),,...,(),...,,,...,( 1

111

1

NN

n

N

n cxxcxxD = , for each classifier mentioned 

in Section 3.3 a classification model is obtained and the label distribution for each test 
case ),...,( ''

1 nxxx =  is computed. Given these inputs, a multiclassifier approach is 

designed given three different kinds of experiments: 

• First experiment: confidence voting [19]. The multiclassifier will predict the label, 
y’, of each test case, x, based on the sum of the label distributions obtained by each 
classifier: 

 )(
)6,...,1(

)()(' ∀
=∈

=∗=
iCc

iix
i

yvIcdisty  . (1) 

In (1) v is a class label, yi is the class label for the ith classifier tested
)6,,1( =∈ iCci , )( icdist  is the distribution that ci obtained for class label v and I 

(·) is an indicator function to modify the sign of the confidence that returns the 
value 1 if its argument is true and -1 otherwise; a positive sign implies a correct 
prediction, whereas a negative sign implies a wrong prediction. 

• Second experiment: weighted voting [20]. Given the class distribution, a weighting 
of the classifiers based on its accuracy is performed. Prediction made by the 
multiclassifier will be based on the sum of such weights. 
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In (2) v is a class label, yi is the class label for the ith classifier tested 
)6,,1( =∈ iCci and I (·) is an indicator function that returns the value 1 if its 
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argument is true and -1 otherwise; a positive sign implies a correct prediction, 
whereas a negative sign implies a wrong prediction. 

• Third experiment: majority voting [21]. Once the list of labels for each test case is 
obtained by each classifier, the multiclassifier will predict the label, y’, of each test 
case, x, based on the majority label; the tie case is solved randomly, providing an 
arbitrary solution. 

 ∀
∈

==
zii Dyx

i
vx

yvIy
,

)(maxarg'  . (4) 

In (4) v is a class label, yi is the class label for the ith classifier tested 
)6,,1( =∈ iCci , and I (·) is an indicator function that returns the value 1 if its 

argument is true and 0 otherwise. 

The idea that is beyond these experiments is based on Voting concept, which is one of 
the simplest procedures when combining different classifier outputs in a vote-based 
framework: having C1, ,CN the set of classification models induced by a total of N 
different learning algorithms L1, , LN  and a database D with characteristic vectors, 
in order to classify a new instance the classifiers C1, , CN will be asked to get the 
class value they predicted.  

Into present work voting criteria is enhanced by computing distributions of class 
probabilities and thus obtaining a vector of degrees of confidence for all considered 
class labels. Those degrees of confidence will be the input of the multiclassifier 
approach, which will estimate the class value considering the three different 
experiments mentioned above. 

4 Experimental Results 

Experiments accomplished in this study envisage a total of 313 drilling processes 
using two different workpieces made of the same material, aluminium 7075. They are 
distributed as follows: 115 drilling processes related to first workpiece and 198 
drilling processes related to second workpiece. All holes have been drilled using a 
hard metal drill of 10 millimetres of diameter. Machining parameters considered have 
been the following: 200 m/min. of cutting speed and 0.3 millimetres of 
advance/revolution. 

The same training data and the same features are used to obtain each classification 
model, applying the 10-fold cross-validation method. Results obtained from this 
analysis are illustrated in table format, containing the accuracy of each isolated classifier 
and the multiclassifier approach, regarding the three different distribution-based 
experiments performed. The meaning of each numeric value in the tables is as follows: 

• Correctly Classified Instances: number of correctly classified instances from data. 
• Incorrectly Classified Instances: number of incorrectly classified instances from 

data. 
• Precision: estimation of the accuracy of the classifier provided that drill wear has 

been predicted.  
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 )/( fptptpprecision +=  . (5) 

In (5) tp is the rate of true positives predictions and fp is the rate of false positives 
predictions. 

• Recall: estimation of the ability of a classifier to select instances that are related to 
drill wear from the data set.  

 )/( fntptprecall +=  . (6) 

In (6) tp is the rate of true positives predictions and fn is the rate of false negative 
predictions. 

• F-Measure: the weighted harmonic mean of precision and recall. 
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recallprecision

recallprecision
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4.1 Burr detection 

A total of 104 holes have been analysed, after performing a simple sample selection 
process consisted in filtering samples that contained incorrectly measured signals. 
Discretization of continuous burr values measured has been established as follows, 
according to the values obtained and under the supervision of drilling process experts: 

• If burr level was under 150 microns, discrete value has been set to “low” 
• If burr level was between 150 and 300 microns, discrete value has been set to 

“medium” 
• If burr level was over 300 microns, discrete value has been set to “high” 

In the following tables results obtained by each isolated classifier tested are shown, 
based on the criteria mentioned above (see Table 3 and Table 4). 

Table 3.   Results obtained from Naïve Bayes, k-NN and SVM 

 Naïve Bayes k-NN SVM 
Correctly Classified Instances 71 (68.3 %) 77 (74 %) 78 (75 %) 

Incorrectly Classified Instances 33 (31.7 %) 27 (26 %) 26 (25 %) 
Precision 0.28 0.31 0.18 

Recall 0.54 0.36 0.18 
F-Measure 0.37 0.32 0.18 

Table 4.   Results obtained from RBF Network, C4.5 and RIPPER 

 RBF Network C4.5 RIPPER 
Correctly Classified Instances 85 (81.6 %) 82 (78.9 %) 84 (80.8 %) 

Incorrectly Classified Instances 19 (18.4 %) 22 (21.1 %) 20 (19.2 %) 
Precision 0.66 0.33 0.43 

Recall 0.36 0.27 0.27 
F-Measure 0.46 0.3 0.32 
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RBF Network obtained the highest average correct classification rate: 81.6%. In the 
case of the multiclassifier approach, as can be seen in Table 5, the burr prediction 
accuracy is, in general, slightly improved. Naïve Bayes was the classifier that 
presented the lowest percentage of goodness, 68.3%, much lower than percentages 
obtained by the three voting experiments. 

Table 5.   Final results obtained by applying the multiclassifier approach 

 Confidence 
voting method 

Weighted voting 
method 

Majority voting 
method 

Correctly Classified Instances 85 (81.6 %) 86 (82.7 %) 87 (83.6 %) 
Incorrectly Classified 

Instances 
19 (18.4 %) 18 (17.3 %) 17 (16.4 %) 

Precision 0.33 0.4 0.44 
Recall 0.27 0.36 0.36 

F-Measure 0.3 0.38 0.4 

 
Regarding the experiment related to confidence voting method, it is important to 

point out the information gain that implies working with class label distributions. This 
is really interesting from the point of view of an expert on the application field, 
providing an estimation of reliability for each prediction made. 

4.2 Roughness Detection 

Regarding roughness detection problem, 66 holes were analysed after performing a 
sample selection process as it was made in the case of burr detection problem. 
Resulting continuous roughness values were discretized as follows, according to the 
values obtained and under the supervision of drilling process experts:  

• If roughness values were under 2 microns, discrete value was set to “normal”  
• If roughness values were equal or over 2 microns, discrete value was set to “high” 

Results obtained from roughness analysis with regards to each isolated classification 
model are shown in the following tables taking into account previously defined 
criteria (see Table 6 and Table 7). 

Table 6.   Results obtained from Naïve Bayes, k-NN and SVM 

 Naïve Bayes k-NN SVM 
Correctly Classified Instances 47 (71.2 %) 45 (68.2 %) 41 (62 %) 

Incorrectly Classified Instances 19 (28.8 %) 21 (31.8 %) 25 (38 %) 
Precision 0.58 0.54 0.68 

Recall 0.56 0.61 0.38 
F-Measure 0.57 0.56 0.49 
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Table 7. Results obtained from RBF Network, C4.5 and RIPPER 

 RBF Network C4.5 RIPPER 

Correctly Classified Instances 42 (63.6 %) 46 (69.7 %) 43 (65.2 %) 

Incorrectly Classified Instances 24 (36.4 %) 20 (30.3 %) 23 (34.8 %) 

Precision 0.46 0.63 0.5 
Recall 0.35 0.3 0.3 

F-Measure 0.40 0.41 0.37 

 
As can be seen in tables showed above, the isolated classifier that best predicted 

the roughness levels was Naïve Bayes, obtaining 71.2% of well classified samples. 
This value coincides with performance obtained by the multiclassifier approach when 
using weighted voting method (see Table 8). Performance obtained from confidence 
and majority voting methods was slightly higher, 74.1%. The worst percentage of 
correctly classified instances was obtained by SVM algorithm: 62%.  

Table 8.   Final results obtained by applying the multiclassifier approach 

 Confidence 
voting method 

Weighted voting 
method 

Majority voting 
method 

Correctly Classified Instances 49 (74.1 %) 47 (71.2 %) 49 (74.1 %) 
Incorrectly Classified 

Instances 
17 (25.9 %) 19 (28.8 %) 17 (25.9 %) 

Precision 0.69 0.63 0.69 
Recall 0.48 0.38 0.48 

F-Measure 0.56 0.46 0.56 

5 Conclusions 

From experimental results presented in this paper, it can be concluded that 
multiclassifer approach predictions are, in general, more accurate than predictions 
made by isolated classifiers. However, it is important to stress that in some cases an 
individual classifier is able to guarantee a good performance; therefore, a further 
similarity analysis among classifiers should be accomplished in order to study this 
interesting behaviour. A balance between the expected accuracy of the classifier 
model and the time and resources needed should be also established in advance, in 
order to estimate the usefulness of having a more accurate combination of several 
classification models or just one less accurate but faster and lighter model. This is 
strongly recommended when data sets are composed of a great number of instances or 
when the quality of data is poor.  

Regarding the drill wear prediction problem, the following conclusions are drawn: 

• Drill wear prediction can be characterized by the presence of burr and roughness 
on holes drilled with the support of data mining techniques 

• When detecting burr, the multiclassifier approach experiment related to majority 
voting obtained the highest average correct classification rate: 83.6 % 
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• When detecting roughness, the multiclassifier approach experiments related to 
confidence values and majority vote of class labels obtained the best accuracy: 
74.1 % 

• In general, experimental results demonstrate that multiclassifier approach is able to 
slightly reduce the number of false positives obtained by most of the classifiers 
individually, which can lead to an incorrect drill wear substitution strategy 

• By means of classification algorithms it is possible to avoid poor drilling quality 
due to drill wear in an efficient and automatic way 

Future works in relation to this study will be oriented not only to predict burr and 
roughness more accurately, but also to infer relations between both parameters and 
how they make influence on drill wear over time, by considering different predictor 
variables and multiclass models. Different classification models can also be learnt for 
different feature recognition tasks in order to improve the accuracy of the 
multiclassifier, which will combine predictions made for each feature separately. The 
study must be also extended to different application sectors and domains. 
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Abstract. The related applications are limited due to the static characteristics 
on existing relatedness calculation algorithms.  We proposed a method aiming 
to efficiently compute the dynamic relatedness between Chinese entity-pairs, 
which changes over time. Our method consists of three components: using co-
occurrence statistics method to mine the co-occurrence information of entities 
from the news texts, inducing the development law of dynamic relatedness be-
tween entity-pairs, taking the development law as basis and consulting the ex-
isting relatedness measures to design a dynamic relatedness measure algorithm. 
We evaluate the proposed method on the relatedness value and related entity 
ranking. Experimental results on a dynamic news corpus covering seven do-
mains show a statistically significant improvement over the classical relatedness 
measure. 

Keywords: Dynamic relatedness measure, Co-occurrence statistics, News  
corpus. 

1 Introduction 

With the rapid development of information technology and Internet, a great deal of 
information emerges and goes out of the date in Internet. In such a dynamic environ-
ment, the relatedness of some entities changes over time. For example, the entity-pair 
(Japan, Earthquake) are not similar or related on the semantic level, but they are 
strong related after a big earthquake happened in Japan in March 11, 2011. As time 
goes on, people pay less and less attention to the Japanese earthquake events, entity-
pair (Japan, earthquake) slowly fade out of people's perspective, the degree of rela-
tedness between them is also gradually decreased. We call this kind of relatedness the 
dynamic relatedness. In the Web entity retrieval (WER), it is very important to  
capture the dynamic relatedness between entity-pairs for improving users’ search 
experience. However, the current relatedness calculation models only define the rela-
tedness as a static value and usually calculate it based on the similarity measure, 
which can’t meet that demand.  

                                                           
* Corresponding author. 
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We propose a new method that specially measures dynamic relatedness between 
entity-pairs. Firstly, we use co-occurrence statistics method to mining the co-
occurrence information of entities from the news texts. Secondly, we integrate time 
factor into a classical relatedness measure explained in section 3.3. Finally, given an 
entity-pair,(eଵ, eଶ), we design a function, ݈݁ݎ(eଵ, eଶ,  that returns a relatedness (ݐ
score at time  ݐ. In this paper, entities include four types of Chinese words, including 
company names, personal names, locations and proper names. 

Our contributions are summarized as follows: 

1. We induce development law of dynamic relatedness between entity-pairs in news 
documents, and take this development law as the basis to continue our further 
works. 

2. We present an efficient dynamic relatedness measure algorithm to compute the  
dynamic relatedness between entity-pairs. The proposed relatedness measure algo-
rithm aims at the dynamic corpus of text, but not the closed and static text collec-
tion, thus the algorithm is more generic and the results are more precise. 

3. We manually created a dataset of news texts covering seven domains (our dataset 
is explained in section 4.1) by crawling news from the Web, the total size of the 
dataset is1198M. We use this dataset to simulate a dynamic corpus of texts. We 
compare the proposed method against the classical relatedness measure (Genera-
lized) [10] on this dataset. Experimental results show that the proposed method 
significantly outperforms the Generalized  method.  

The rest of this paper is organized as follows. Section 2 discusses some related work. 
Our proposal of dynamic relatedness measure between entity-pairs appears in section 3. 
Experimental results can be found in Section 4, and conclusions appear in Section 5. 

2 Related Work 

At present, the main tasks of word relatedness focus on the research of word semantic 
relatedness. There are two types of calculation models for word semantic relatedness, 
the first is to calculate degree of relatedness among words according to the language 
knowledge and classification system; the second is statistics method, which usually 
uses learning model acquiring law of word co-occurrence to calculate the degree of 
relatedness among words. Concept statistics, parameter estimation and feature ac-
quirement are frequently used as the learning model. 

On the classification system methods, Agrawal et al. [1] present a relatedness com-
putation algorithm between words according to each word’s category, which essen-
tially is a kind of fuzzy collocation relationship of words. Silberschatz et al. [2] use 
semantic similarity and the semantic information from HowNet to calculate semantic 
relatedness. They take the similarity calculation as foundation, and integrate three 
kinds of influence factors into semantic relatedness calculation, the influence factors 
are hyponymy of HowNet, relationships between instances and vertical linkage be-
tween words. Liujun et al. [3] build Wikipedia category tree and present each word by 
a Wikipedia category vector, finally a Wikipedia dictionary which contains all  
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domains’ knowledge is constructed. The Wikipedia dictionary is applied to semantic 
relatedness calculation. ZHU Jinwei et al. [4] leverage two kinds of language re-
sources which are Tong YiCi CiLin and HowNet to measure the degree of relatedness 
between sentences. Though the relatedness measure is different from above methods, 
it is still based on the similarity and is not enough to consider the relationship between 
words, so there are still existing imperfect shortcomings on the relatedness measure. 
Except above mentioned problems, all methods mentioned above depend on a static 
and close knowledge base, it is difficult to update in time, as a result, the degree of 
relatedness are defined as a static value. Moreover, words are not well covered by 
manually created dictionaries such as WordNet [5], especially to entities. 

Table 1. Well-known measures for co-occurrence 

Measure name Measure Formulation 

The association strength ܥ௜௝ ௜ܵ ௝ܵ⁄  

The cosine ܥ௜௝ ට ௜ܵ ௝ܵൗ  

The Inclusion index ܥ௜௝/min ( ௜ܵ ௝ܵ) 

The Jaccard index ܥ௜௝/ ௜ܵ ൅ ௝ܵ െ  ௜௝ܥ

 
While employing statistics method to compute the degree of relatedness from a 

large-scale corpus can avoid above shortages. The most basic method is to measure 
the degree of relatedness through counting the relative co-occurrence frequency of 
words in the same text window. It is considered that the larger the frequency is, the 
closer the relatedness is. For example, CHEN Xiaoyu et al. [6] use the number of web 
pages which are returned by Web search engine to measure semantic relatedness be-
tween word-pair. It is supposed that the more the number of pages which contain 
word-pair appears, the closer the strength of relatedness is. Liu Jinpan et al. [7] sum-
marized several the most frequently used relatedness measures which are based on co-
occurrence statistics in computer science, as show in table 1. From the table 1, we can 
see that different methods which are based on co-occurrence statistics have been pro-
posed in the past; however, current relatedness measures lack some desirable proper-
ties for the dynamic relatedness between entity-pair. 

Besides, Google Insights developed by Google company can presents the dynamic 
phenomenon that varies with time between two words. As show in Figure 1, Google 
Insights is used for analyzing the queries of users and showing the attention for a 
certain phase via the search volume. The higher attention indicates that the terms 
contained in a query are searched by more users [8]. When we use word-pair (e.g. 
Japan and Earthquake) as a query to the Google Insights, the search volume of the 
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word-pair will be returned quickly by Google Insights. Let us suppose that larger 
frequency of word-pair means that the degree of relatedness between word-pair is 
larger. In this condition, we can use Google Insights for measuring the dynamic rela-
tedness between word-pair. However, the applications of Google Insights have some 
limitations:   

1. The data of Google Insights comes from a large number of query logs and these 
huge data must be analyzed. What’s more, it is difficult to get these data by ordi-
nary users. 

2. The query logs require a long time to accumulation, thus Google Insights cannot 
return results for all the queries. 

These above limitations hinder Google Insights from widely using. In this study, we 
explore a new relatedness measure which is more generic and the results are more 
precise. 

 

Fig. 1. Attention of “Japan” and “Earthquake” changes with time. [9] 

3 Methods  

3.1 Outline  

In this study, dynamic relatedness measure quantifies the degree of relatedness which 
changes over time between entity-pairs, considering not only similarity but also any 
possible relationship between them. Designing the dynamic relatedness measure algo-
rithm consists of three steps. Firstly, count the total frequency of each entity-pair in 
news texts and induce the development law of dynamic relatedness. Secondly, de-
compose the development process of dynamic relatedness into two sub-processes, and 
then solve each sub-process respectively. Finally, define the formula of dynamic rela-
tedness measure via merging the sub-processes appropriately. The subsequent sec-
tions will explain these steps in detail. 
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3.2 Development Law of Dynamic Relatedness between Entity-Pair 

In order to compute the dynamic relatedness between entity-pair, it is very helpful to 
know the trend of dynamic relatedness between entity-pairs. Classical relatedness 
measure which is based on co-occurrence statistics supposes that two words occur-
rence in the same text window (e.g. a sentence), certain relatedness must exist them 
[6]. According to this hypothesis, if two entities occurrence more frequently in the 
same text window during a specified period of time, they are more related to each 
other. The co-occurrence frequency of two entities can get quickly by statistics. Based 
on this consideration, we count the co-occurrence frequencies of 500 entity-pairs 
(they are all related) on everyday news. 
There are three observations on the development process of co-occurrence frequency 
for entity-pair, which can be concluded as: 

1. The co-occurrence frequency of each entity-pair through the same development 
process from increasing phase to stable phase and then to decreasing phase. Al-
though there are some ups and downs in the process, the general trends will not 
change. 

2. When the co-occurrence frequency of entity-pair comes to the stable phase, it will 
start with decrease, and the rate of decrease is fast at the beginning and then be-
come slow later (based on this theoretic, it produces the attenuation process, which 
will be explained in section 3.3). 

3. The co-occurrence frequency of entity-pair may become increasing suddenly dur-
ing the decreasing phase and when it goes to the stable phase, the trends will repeat 
the previous process (on this theory foundation, we also further discuss the impact 
process in section 3.3). 

 

Fig. 2. Development curve of the average co-occurrence frequency for entity-pairs 

As showed in Figure 2, the co-occurrence frequency of entity-pair experiences single 
development process which includes increasing phase, stable phase and decreasing 
phase. Since if entity-pair co-occur more times in the same text window during a spe-
cified phase of time, there will be larger degree of relatedness between them. The 
development trend of dynamic relatedness between entity-pair is consistent with the 
development trend of co-occurrence frequency of entity-pair. Naturally, we use the 
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development law of co-occurrence frequency of entity-pair as the development law of 
dynamic relatedness between entity-pair.  Based on the basic principle of the devel-
opment law, we will further discuss the development process of dynamic relatedness 
in section 3. 

3.3 Development Process of Dynamic Relatedness  

According to the Figure 2 and the development law of dynamic relatedness between 
entity-pairs, we can see that the changes of dynamic relatedness between entity-pairs 
mainly consist of the increase phrase and decrease phrase. Study when the dynamic 
relatedness is increasing and when it is decreasing, and the reasons for the increase 
and decrease are become the key parts of research. We decompose the development 
process of dynamic relatedness between entity-pair into two sub-processes, namely, 
the attenuation process and the impact process. Finally, we will use the two sub-
processes for defining the degree of dynamic relatedness between entity-pair.  

Attenuation Process. For a given entity-pair, even though the initial degree of rela-
tedness between them is large, if their co-occurrence frequency decreases, the degree 
of relatedness between them will fall gradually. We call this process as attenuation 
process. In order to accurately express how much the degree of relatedness have de-
creased, based on the decrease part of curve in the Figure 2, we use exponential func-
tion to fit the real decrease curve, as show in Figure 3. 

 

Fig. 3. Schematic diagram of a single attenuation process 

If ݐᇱ is initial time of the attenuation process, we denote the degree of relatedness 
between an entity-pair (݁ଵ, ݁ଶ)

 
by ݈݁ݎ௥௘௠௔௜௡௦(݁ଵ, ݁ଶ, -Using exponential regres .(ݐ

sion we can get：                                      ௥௘௟ೝ೐೘ೌ೔೙ೞ(௘భ,௘మ,௧)ௗ௧ = െ݈݁ݎߚ௥௘௠௔௜௡௦(݁ଵ, ݁ଶ,  (1) (ݐ

Here, ߚ is the natural attenuation coefficient. Integrating the equation (1) , we can get 
as follows, 
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,௥௘௠௔௜௡௦(݁ଵ݈݁ݎ                                 ݁ଶ, (ݐ = ,ଵ݁)݈݁ݎ ݁ଶ,  ᇱ)݁ିఉ(௧ି௧ᇲ) (2)ݐ

As shown in equation (2), the decreasing quantity of degree of relatedness between 
entity-pair is determined by the natural attenuation coefficient ߚ  and the long of 
attenuation time (i.e. ݐ െ  .(ᇱݐ
Impact Process. If an entity-pair no longer co-occurs or their co-occurrence frequen-
cy decrease, which implies people’s concern becomes less, so the degree of related-
ness between entity-pair will goes along with the attenuation process. During this 
phase, if the entity-pair co-occurs again, then the new co-occurrence frequency of the 
entity-pair will be considered as an external impact source which can reverse the at-
tenuation process and make the degree of relatedness between the entity-pair increas-
ing. It is called impact process. During this process, an impact exists whenever the 
external impact source exists, however, both actual demand and the time-consuming 
of impact process are considered, we simplify this question via setting a circle ܶ for 
the impact process, namely, we take an impact every other temporal distance ܶ into 
account. Consequently, the schematic diagram of a single impact process generally 
expressed as in Figure 4. 

 

Fig. 4. Schematic diagram of a single impact process 

As a statistical measure of co-occurrence, we compute the impact increment, ݈݁ݎ௜௡௖௥௘௔௦௘(݁ଵ, ݁ଶ, ܶ), between an entity-pair (݁ଵ, ݁ଶ) using a general co-occurrence 
measure formulations proposed by Ido Dagan [10]. So, the impact increment can be 
concluded as:                                    ݈݁ݎ௜௡௖௥௘௔௦௘(݁ଵ, ݁ଶ, ܶ) = ଶభ ೛ൗ ௙(௘భ,௘మ,்)(௙(௘భ,்)೛ା௙(௘మ,்)೛)భ ೛ൗ  (3) 

Where, ݂(݁ଵ, ܶ), ݂(݁ଶ, ܶ) separately denote the frequency of entities ݁ଵ, ݁ଶ 
appear-

ing alone during the circle ܶ. The value of  ݂(݁ଵ, ݁ଶ, ܶ) denotes the co-occurrence 
frequency of the entity-pair (݁ଵ, ݁ଶ) during the circle ܶ. ݌ is the adjustable parameter 
and its value scope is the real set. We can get the co-occurrence measure formulations 
mentioned in section 2 through regulating the value of  [7] ݌, this is why we choose 
Generalized to compute the value of impact increment. Equation (3) shows that the 
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value of impact increment between an entity-pair is determined by the co-occurrence 
frequency and the single frequency. 

Formula. During the development process of dynamic relatedness, we should take 
the increase into account because of the effect of the impact process and the decrease 
due to the attenuation process. Since our dynamic relatedness measure integrates an 
important time factor, we must update the former value of relatedness at all times. 
Actually, we take a simple strategy which updates former data every other circle ܶ 
and consider once attenuation process and impact process at the same time to make 
our algorithm highly effective. In that way, the degree of dynamic relatedness, ݈݁ݎ(݁ଵ, ݁ଶ, ,between an entity-pair (݁ଵ ,(ݐ ݁ଶ) can be expressed by equations (2) and 
(3) for nth attenuation process and impact process.                 ݈݁ݎ(݁ଵ, ݁ଶ, (ݐ = ,௥௘௠௔௜௡௦(݁ଵ݈݁ݎ ݁ଶ, (ݐ ൅ ,௜௡௖௥௘௔௦௘(݁ଵ݈݁ݎ ݁ଶ,  (ݐ

                                        = ,ଵ݁)݈݁ݎ ݁ଶ, ᇱ)݁ିఉ൫௧ି௧ᇲ൯ݐ ൅ 2ଵ ௣ൗ ݂(݁ଵ, ݁ଶ, ܶ)(݂(݁ଵ, ܶ)௣ ൅ ݂(݁ଶଵ, ܶ)௣)ଵ ௣ൗ  

                                        = ,ଵ݁)݈݁ݎ ݁ଶ, ݐ െ ݇ܶ)݁ିఉ௞் ൅ ଶభ ೛ൗ ௙(௘భ,௘మ,்)(௙(௘భ,்)೛ା௙(௘మ,்)೛)భ ೛ൗ  (4)  

Here, ݇ = ቔ௧ି௧ᇲ் ቕ, is the number of attenuation process after last impact process. 

Our dynamic relatedness measure algorithm has three parameters (ca.  ݌ ,ߚ and ܶ). We set the values of these parameters experimentally, as explained later in section 
4.2. It is noteworthy that the proposed dynamic relatedness measure algorithm con-
siders both co-occurrence frequency of entity-pair and time factor, and is not limited 
to compute the relatedness degree between entity-pair depending on the single co-
occurrence frequency. Moreover, the proposed algorithm does not need to update all 
the time, but set an optimal renewal cycle. The experiment shows that the speed of 
computation of algorithm can be improved effectively on the basis of ensuring high 
accurate rate for the measured relatedness.  

4 Experiments 

4.1 Dataset 

In order to evaluate the proposed dynamic relatedness measure, we have created a 
dataset of text. Our dataset contains seven domains (News, Sports, Finance, Tech, 
Military, Auto and Entertainment). We selected these domains because they almost 
cover all aspects of life. We crawled news during March to September, 2011, from 
sina.com (http://rss.sina.com.cn/) and extracted the titles, texts and issue time from 
the crawled news and saved them in the order of time. The dataset is used for simulat-
ing a dynamic corpus. In Table 1, we show some key information of the dataset. 
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Table 2. Overview of the dynamic relatedness dataset 

Domain Number Size(MB) Relevant URL 

News 43 331 166 http://rss.sina.com.cn/news/index.shtml 

Sports 63 648 298 http://rss.sina.com.cn/sports/index.shtml 

Finance 83 385 321 http://rss.sina.com.cn/finance/index.shtml 

Tech 50 685 205 http://rss.sina.com.cn/tech/index.shtml 

Military 10 681 46 http://rss.sina.com.cn/jczs/index.shtml 

Auto 5 632 24 http://rss.sina.com.cn/auto/index.shtml 

Entertainment 38075 138 http://rss.sina.com.cn/ent/index.shtml 

Total 295 437 1198  

4.2 Evaluation of Metrics and Methods 

In the evaluation of traditional semantic relatedness, the relatedness value and Spear-
man rank correlation coefficient are usually used for evaluating the quality of algo-
rithms. However, the traditional semantic relatedness measures quantify the degree of 
relatedness as a static value, the proposed dynamic relatedness measure computes the 
degree of relatedness as a variable which changes with time, it is not acceptable for 
human judgment. Therefore, how to evaluate the dynamic relatedness measure has 
become a difficult problem. 

We have introduced about Google Insights in the section 2. Although Google In-
sights have some limitations by generally applied, the advantages as follows: 

1. The data of Google Insights derives from real users and directly reflects the de-
mand of users. 

2. The data of Google Insights can provide strong evidences for the degree of related-
ness between an entity-pair.   

So, let us intend to evaluate our proposed dynamic relatedness measure judging by the 
results returned by the Google Insights, namely, the differences between the results of 
the relatedness measures and Google Insights are compared and analyzed so as to 
determine whether our method is available. The smaller the value of difference is, 
demonstrating the more accuracy that the corresponding method is. Computing the 
value of difference can be defined as:                                                  ܯௗ௜௙௙௘௥௘௡௖௘ = ∑(ெೝିெ೒)మே              (5) 
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Here, ܯ௥ denotes the value of relatedness measure. ܯ௚  denotes the value from 
Google Insights. ܯ௥  and ܯ௚ are in symmetrical relationship. ܰ  denotes the total 
number of ܯ௥  or  ܯ௚. 

In the accuracy evaluation, we first directly evaluate the relatedness value between 
single entity-pair during a specified period of time. A good relatedness measure must 
assign higher relatedness values to entity-pair with strong relevant relations. The for-
mer task does not evaluate the relative rankings of relatedness values. We use the 
equation (5) again to evaluate the top most related ݇  entities to a given entity. In 
order to discuss how large of the difference value would demonstrate that our pro-
posed method is available and high performance. We carried out two groups of expe-
riments on the same dataset which explained in section 4.1. The first group used our 
proposed dynamic relatedness measure (Dynamic) for computing the relatedness val-
ue between the entity-pair and the other employed the classical relatedness calculation 
(Generalized) mentioned in [10]. 

Evaluation Method for Relatedness Value. In order to measure the quality of com-
parative methods, we directly evaluated the relatedness value between entity-pairs 
during a specified period of time. To be specific, firstly, the relatedness values are 
computed by the methods of Dynamic, Generalized and Google Insights respectively 
for the same entity-pairs during the same phase of time. Secondly, two difference 
values are calculated between the results of Dynamic and Google Insights and be-
tween the results of Generalized and Google Insights. Finally, the two difference val-
ues are compared, if the difference value of between Dynamic and Google Insights is 
smaller than that between Generalized and Google Insights, the Dynamic is more 
accurate than Generalized, and vice versa. We downloaded CSV documents for each 
entity-pair from Google Insights to compute the relatedness value. The CSV docu-
ments contain the attention of entity-pair and it ranges from 0 to 100. So, after shrink-
ing it other 100 times, we can use it for computing the difference value.  

 

Fig. 5. Sample of the results returned by Google Insights [9] 

Evaluation Method for Entity Ranking. Entity ranking ranks related entities to a 
given entity according to their degree of relatedness. Evaluation of entity ranking 
aims to indirectly verify the accuracy of methods by comparing the relatedness values 
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between many entities and a given entity at some point. Similarly, we first get three 
groups of entity ranking results using Dynamic, Generalized and Google Insights 
respectively, and then, calculate two difference values by equation (5). Finally, the 
two difference values are compared, the more accurate method corresponds to the 
small difference value. For example, given a entity “Kobe”, we select the top most 
related entities to construct queries (e.g. “Kobe  Lakers”, “Kobe Jordon”, “Kobe 
Basketball”, “Kobe Wade”, “Kobe James” ), and input these queries into Google In-
sights at the same time, the results will be returned as show in Figure 6. We rank these 
related entities by the values of attention which they have and get a set of ordinal. For 
example, the result of entity ranking is: “Lakers, Jordon, Basketball, James, Wade” by 
the point (a) in Figure 6, thus, the sets of order numbers are “1, 2 ,3, 4, 5”. Similarity, 
we rank the related entities to the same given entity by Dynamic and Generalized 
respectively, and then acquire two set of numbers which correspond to the order 
number of each entity in the results of Google Insights according to the sort order. 
Here, the two set of numbers are “2, 1, 4, 5, 3” and “1, 2, 5, 4, 3”. Finally, the differ-
ence values can be computed by equation (5). 

Parameters Optimization. Before the experiments are carried out, we must choose 
suitable parameters ݌, ܶ, and ߚ to evaluate our work. The value of  ݌ in Liu Jin-
pan’s method is 50, so we set ݌ = 50. By using the special values for equation (2), 
we get the value of natural attenuation coefficient is 0.14943, so we set ߚ = 0.15. 
Moreover, Figure 7 shows the relationship between ܶ and average difference of enti-
ty ranking. As can be seen from the Figure 7, the average difference grows linearly 
when the value of  ܶ approximately than 11, and the smallest value of average dif-
ference at  ܶ ൎ 9. In practice, if ܶ is too small, method need to update the old data 
frequently, so it is time-consuming. If ܶ is too large, method can decrease the times 
of renew but effects the timeliness of information. We set ܶ = 9 to balance time-
consuming and timeliness of information. 

 

Fig. 6. The relationship between ܶ and average difference 
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4.3 Results and Analysis 

Relatedness Value Accuracy. Since considering Google Insights cold return corres-
ponding comparing data, we selected some representative entities from person names, 
proper names and organization names as the subjects of our experiment. In this expe-
riment, we selected entities (e.g. “Junhui Ding”, “Earthquake”, “Google” etc.) as 
queries, and then selected the top most related 10 entities to each query. The related 
entities and corresponding queries formed total of 100 entity-pairs. We show some 
comparing results between two different methods (Dynamic and Generalized) in  
Table 3. The proposed method reports smaller overall average difference than the 
classical method. Ordinarily, the generalized method is accepted in common usage. 
So, the average difference value of 0.12 (0.12<0.19) is small and which reveals that 
our proposed method is available. 

Table 3. Simples of difference for relatedness values 

Entity Pair Time Phase 
 ࢋࢉ࢔ࢋ࢘ࢋࢌࢌ࢏ࢊࡹ

Generalized Dynamic 

Junhui Ding David Selby April to May, 2011 0.163595 0.118107 

Junhui Ding Judd Trump 
April 28 to May 4, 

2011 
0.219971 0.219100 

Junhui Ding Snooker 
March to August, 

2011 0.103483 0.115385 

Junhui Ding Billiard Ball April to May, 2011 0.152122 0.170602 

Junhui Ding 
World Cham-
pionship 

April to May, 2011 0.344349 0.122988 

Earthquake  Wenchuan 
10 to 20 March, 

2011 
0.363885 0.330599 

Earthquake  Yushu 
March to April, 

2011 
0.375725 0.340560 

Earthquake Japan 
10 to 20 March, 

2011 
0.157696 0.131118 

Earthquake Tsunami 
10 to 20 March, 

2011 
0.285530 0.194671 

Earthquake Fukushima 
10 to 20 March, 

2011 
0.047604 0.028501 

Google  Microsoft 
July to August, 

2011 
0.089791 0.056991 
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Table 3. (Continued) 

Google  Apple 
July to August, 

2011 
0.224577 0.128638 

Google  Nokia 
July to August, 

2011 
0.374441 0.341046 

Google  Samsung 
July to August, 

2011 
0.308716 0.254265 

Google  Moto 
14 to 20 August, 

2011 
0.223044 0.124710 

Average Difference  0.193319 0.121408 

Table 4. Queries for entity ranking 

Query 
Yao Ming, Google Earthquake, Junhui Ding, Bingbing Fan,  
Kobe, Obama, Escherichia Coli,  Nokia 

Entity Ranking Accuracy. We have selected some common entities as queries in 
Table 4. For each query, we selected the top most related 10 entities and formed total-
ly of 90 entity-pairs. We used the evaluation method explained in section 4.2 to com-
pare above mentioned two methods. In order to reduce the errors, we carried out the 
experiment for many times. The results of these experiments are showed in Figure 9. 
It can be seen from Figure 9, even for the same entity-pairs, the average differences 
are different at different time. However, from the overall trend of curve, the curve 
corresponding to Dynamic is always under the curve corresponding to Generalized 
and this trend appears stability. It reveals that our proposed method (Dynamic) supe-
rior to the other method (Generalized) and demonstrates our proposed method is 
higher accuracy on the computed relatedness values.  

 

Fig. 7. Comparisons of average difference for entity ranking 
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5 Conclusions  

We consulted the classical relatedness measure and took its principles as the basis of 
our works. We induced the development law of dynamic relatedness between entity-
pair from everyday news. Given two entity-pair, a new dynamic relatedness measure 
was redefined to quantify the degree of relatedness between them. The proposed dy-
namic relatedness measure stresses on the dynamic for the degree of relatedness be-
tween entity-pair. Finally, we evaluated our propose algorithm directly (relatedness 
value) and indirectly (entity ranking), the experimental results show the new algo-
rithm is effective.  

Since our proposed method is synchronized to time, it needs to update the former 
computed relatedness values all the time. For huge data, this is time-consuming. We 
addressed this problem by setting an optimal renewal cycle  ܶ  to balance time-
consuming and timeliness of information. In our future work, the quicker algorithms 
will be studied to make our proposed algorithms higher efficient. Moreover, we in-
tend to employ the proposed dynamic relatedness measure to directly retrieve a set of 
related entities for a given entity from the Web.  
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Abstract This paper addresses the problem of predicting several at-
tributes corresponding to telephone users, based on information gath-
ered from the network which defines their communication patterns. Two
approaches are compared which are grounded on machine learning tech-
niques: the initial approach makes use of link information between two
users, looking for the correlation between user attributes and commu-
nication patterns. The second approach exploits the network structure
underlying the communication behavior of the user under study. Sim-
ulations show that the learning machines are able to extract network
information to improve the attribute prediction capabilities.

1 Introduction

Communication records between human beings are probably one of the largest
source of data generation nowadays. According to recent studies, every minute
370,000 Skype conversations, 198 million e-mails and over half million facebook
comments are made worldwide1. In addition, only in the US, 2.4 billion calls and
6.1 billion SMSs take place daily2.

This huge amount of information involves new challenges in the fields of data
mining and machine learning. Classical approaches to the study of communica-
tion networks consist on aggregating information by user, such as the number of
phone calls a user makes, or the time a user calls more often. However, recent
works suggest that the aggregation of data may discard a crucial source of infor-
mation and a new insight for a better characterization of systems: the network
structure behind the connections. Many real world systems whose growth was
not driven by any pre-existing blueprint have been proved to show non-trivial
features when analyzed as a network. Examples include Internet routers [3], web
hyperlinks, power grids, neurons connections on simple organisms [15], gene reg-
ulatory networks [2] and many others. Social interactions, which can be studied
through the proxy of digital communication records, are no an exception for this.
Social networks have been found to have a very high number of triangles (re-
ferred in literature as the clustering phenomenon), a short diameter and a very
1 Source: http://www.go-globe.com
2 Source: http://www.deadzones.com
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heterogeneous degree distribution: there are key nodes, called hubs, which have
many edges adjacent to them [1]. Besides, it has been found that the structure
has a very important influence on the events taking place in the network. For
example, Granovetter’s hypothesis made back in the 70s [5] turned out to be
true according to a recent work by Onella et al. [10] using massive mobile phone
data: most of social interaction events happen in small and dense zones of the
graph.

The approach used in this work consists of aggregating information by links,
and extracting features from both the dynamics of the events in each link and
the network structure around the node (user) of interest. The precise problem
which will be discussed in this article can be described easily looking at figure 1:
given a number of nodes whose attributes are known (well-known nodes, white
in the figure) and some links whose events are known, the problem consists of
predicting the attributes of an opaque node (black in the figure).

Fig. 1. Problem description: given a number of nodes whose attributes are known
(well-known nodes, white) and some links whose events are also known, the attributes
of an opaque node (black) must be estimated

2 Some Interesting Scenarios

The problem addressed here does model, in fact, a growing number of real world
situations. In many communication services, gathering permission from a user
allows the building of his full ego-centered network. This is so because a given
link data set can be accessed provided either of the two users involved in the
link has granted permission. Some of these situations are described here:

– Facebook applications: if an application is accepted by one user, this user
becomes a well-known node, and all its neighbors become potential opaque
nodes.

– Twitter private profiles: these profiles would be the opaque nodes, whose
ego-networks can be built using their public profile neighbors.

– Mobile phone network: in mobile communications, carriers have information
about their customers, and they also have communication records of any
interaction between their customers and the rest of the users in the mobile
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phone network. This way it is possible to build, using records from only
one carrier, ego-networks where non-subscribers are the opaque nodes, and
subscribers are the well-known nodes. This scenario will be the case test for
this article.

3 Data Description and Preparation

Anonymized data for this article was provided by Orange, France Telecom Spain,
consisting of two data-sets:

– Call Detail Records (CDR), contain information about customers interac-
tions via phone calls and SMSs. For each interaction, two anonymized user
identifiers and a time-stamp are provided. For phone calls, duration is also
available. These data include interaction between subscribers during a con-
tinuous 14 week period. According to regulator data, for the observed period,
the carrier owned 20% of mobile lines in the country, where mobile phone
had already reached market saturation (1.16 mobile lines per person). The
data contain records for 2.2 billion interactions among 11 million users.

– User Data (UD): provide age and gender for 8 million users, identified by
consistent anonymized hashes.

In order to aggregate this information in a loseless way, records were grouped by
relationship (link). For phone calls, along with first and last interaction times-
tamps, 3 vectors per relation were built:

– Duration vector: contains durations (in seconds) of all phone calls between
the two users.

– Inter-event vector: contains inter-event time (in minutes). If the previous
vector has length N , inter-event vector has length N − 1.

– Direction: binary vector providing caller and receiver roles for the interaction.
If the relation is defined as “A-B”, this vector has ones when the caller is A
and zeroes otherwise.

Once aggregated, 168 million different relationships were found. The next step
consisted in filtering meaningful relationships. Many CDR records belong to
corporate phone lines for which it does not make sense to talk about user age or
gender, since usually there are several persons behind those specific numbers. In
this research, the criterion employed to filter out this kind of interactions was
the criterion proposed in a seminal paper by Onella et al. [10]: only relationships
with at least one call in each direction of the communication were considered.
This way, 40 % of originally obtained relations were eliminated from the study.

After having chosen these mutual phone calls relationships, SMSs, inter-event
and direction vectors for those relationships were built. The reason for using
calls to define meaningful relationships instead of using SMS records, is that the
mutual strategy does not work so well for SMS; this is so because of the increasing
number of value added services which involve texting in both directions between
the user and the corresponding automatic services.
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4 Exploratory Analysis and Learning Approach

The resultingnetworkmetrics do agreewith themetrics proposed inpreviousworks
on mobile phone networks [10,6]: high clustering coefficient, short diameter and
a long-tail degree distribution. In our data, the degree distribution was found to
fit a power-law with exponent γ = −6.27 which means that there is no scaling
behaviour, but the decay does not fit an exponential model either. These features
on the degree distribution were also found in previous works, where it was argued
that the absence of scaling may be produced by the removal of non-mutual links.

Fromanexploratoryperspective, an interestingbehaviourwas found in the inter-
event time distribution. Basic network engineering does usually assume that the
timebetween two calls (within a big enoughpopulation) canbe describedby aPois-
son distribution, and that is the original assumption for many techniques used to
properly dimension communication networks [12]. However, recent studies [8,11]
have proved that this poissonian behaviour is not present in the individual level:
certain events (for example an incoming call) make the user to immediately initiate
a communication burst. In our research, once the inter-event vectors for links were
compiled, the distribution at this link level was studied.

Inter-call vectors for 10000 randomly chosen links were concatenated, pro-
ducing 105174 inter-call time samples. Figure 2 shows an histogram of those
samples in the time interval from 6 hours to 4 days. One can easily identify that
the distribution is peaked every 24 hours. This means that if two users A and B
talk to each other by phone today at 10am, it is much more likely for their next
conversation to happen the day after tomorrow at 10am than tomorrow at 6pm.
This fact contradicts the Poisson distribution monotonic decay, proving that, at
link level, there is no poissonian behaviour either.

After the exploratory analysis, a methodology to address the prediction prob-
lem was designed, consisting of two separate steps:

– Isolated link prediction: given a relationship A-B, extract features from link
available data in order to predict age and gender for B.

Fig. 2. Inter-call time distribution for a 10000 links sample
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– Ego-network: use the results from the previous step to provide a prediction
from each link leading to user B. These results, together with ego-network
features, are then employed to predict attributes of B.

5 Isolated Link Approach

As previously stated, this section is aimed to perform a most accurate predic-
tion of user attributes (gender, age) using only link related information. Link
data gather three main sources of information: SMS records, Call records, and
gender/age from the other user in the link.

As it will be shown later, a large part of prediction capability will come
from demographic information pertaining to the other user. A reason for this
to happen is the well-known phenomenon of homophily in social networks [7],
formally defined as the tendency of connected nodes to be correlated. In our
stage, this means that if user A and B are connected by a link, it is likely that
they both have similar age and even same gender.

Apart from taking advantage of homophily, the manner people communi-
cate also depends on their age and gender, as it was proved by Stoica et al. in
[14]. That research found out that it is possible to cluster users into a number
of groups according to their communication patterns (unsupervised learning).
Then it was shown that some user attributes, such as age, were correlated with
the group membership of the user. Although the phenomenon leading to this re-
search is exactly the same, our approach will be grounded on supervised learning
(precisely, a classification problem). On the other hand, a larger number of fea-
tures will be used for machine learning, specially those related to communication
dynamics whose relevance has been recently pointed out.

To run this experiment, 9860 links were randomly chosen among those whose
both users data (gender and age) were available.

5.1 SMS and Call Metrics

As it has been already mentioned, SMS are one of our three sources of link related
data. For each relationship 3 vectors are available which contain all the infor-
mation associated with direction and communication times. Seminal research on
mobile social networks [10] did commonly characterize the link using only quan-
titative information, such as the number of interactions or total conversation
time. Later is was pointed out [8] that, due to the bursty pattern of individual
communication, quantitative information may not be enough to describe the na-
ture of the link: 50 messages a week in a relationship may not be more relevant
than 10 messages during a month. Using these criteria, new selected metrics
from SMS have been calculated:

– Number of SMS during the observation period.
– Mean time between messages and conversation length (from first message to

last).
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– Variation coefficient (average/standard deviation) for inter-event time.
– Reciprocity: in a link A-B, where B is the opaque node, fraction of messages

sent by A. This is the only asymmetric feature for SMS data.
– Fraction of calls during weekend, during work hours, and peak hour of the

conversation (0-23).

Concerning call records, the extracted metrics follow similar criteria:

– Number of calls, average call duration, and average inter event time.
– Inter-event variation coefficient and call reciprocity.
– Fraction of calls during weekend, during work hours, and peak hour of the

conversation (0-23).

5.2 Gender Prediction

Figures 3 and 4 show the kernel density functions for the metrics described
above, aggregated by gender. In general, few gender differences can be found by
looking at those graphs; nevertheless, there are a couple of interesting facts to
be pointed out. The average call length seems to be higher if user B is female.
The median3 of call duration if B is a female is 89.67 seconds and 75.06 seconds
if B is a male. On the other hand, if there is a user sending 20% or less of the
messages in the relationship, it is more likely this person to be a man.

Machine Learning Procedure. The problem is defined as a binary classi-
fication one. In order to gather an accurate idea of the data quality regard-
ing gender prediction, several learning schemes are tested: Linear Discriminant
Analysis (LDA), Decision Trees (Tree), Multilayer Perceptron (Nnet), Bagging
and Support Vector Machines (SVM)4. In order to improve performance quality
(mostly for LDA, which cannot perform non-linear transformations), long tail
distributed metrics are logarithmized and, after that, all metrics are standardized
(zero mean and unit variance).

Once the data are ready, predictions are obtained from a 10-fold cross valida-
tion scheme, ensuring every sample belongs to both training and test sets. Data
are provided to the learning machinery in 3 different steps: first only SMS data
are provided, then call data are also included, and finally user data are included
as well. This whole procedure is summarized in table 1.

The results show an increasing performance, specially when user-data are
included. This means that homophily definitely plays a role in this problem.
However SMS and call metrics also help to reach a more accurate prediction
of user’s gender. On the other hand, the capability of splitting non linearly
separable sets does not seem to help at all, since LDA performance is almost the
same as Nnet or SVM.
3 Due to the long tail distribution on call duration, it is more robust to use the median

to characterize group differences, since the mean is severely biased by outliers.
4 Implementations used in this article were the following R-packages: MASS (LDA),

rpart (Tree), randomForest (Forest), nnet (Multilayer Perceptron), ipred (bagging)
and e1071 (SVM).
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Fig. 3. Density functions for call metrics by gender

Table 1. Gender prediction accuracy using isolated link information

Random LDA Tree Nnet Bagging SVM
SMS 0.5 0.5272 0.5206 0.5334 0.5195 0.5321

SMS +Calls 0.5 0.5403 0.54429 0.5502 0.5343 0.5496

SMS + Calls + User-data 0.5 0.5914 0.60439 0.5945 0.5787 0.6050

5.3 Age Prediction

For prediction purposes, the ages of the users were binned into 6 different age
segments. These segments were chosen according to the age distribution, so that
every segment has the same number of users in a random sample. This way the
age regression problem is transformed in a multi-class classification problem with
balanced classes.

After redefining the problem as a classification one, the same methodology
discussed in section 5.2 can be applied. Figures 5 and 6 show the density func-
tions for different age groups. An exploratory study shows that people over 30
years old usually call more often during work time. Concerning the amount of
SMS in the relationship, it is interesting to note that density functions are sorted,
meaning that the elder a person is the fewer texts he/she sends. This behavior
was also observed in [14]. However, the statement just made (younger implies
more SMS) has an exception in our data which does not show up in any previous
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Fig. 4. Density functions for SMS metrics by gender

Fig. 5. Density functions for call metrics by age group
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Table 2. Age prediction accuracy in using isolated link information

Random LDA Forest5 Nnet Bagging SVM
Calls 0.1667 0.1997 0.1849 0.2194 0.2020 0.2156

SMS+Calls 0.1667 0.2340 0.2273 0.2410 0.2192 0.2395

SMS + Calls + User-data 0.1667 0.3907 0.4095 0.4027 0.3904 0.4021

study: youngest people (18-26) text a little bit less than people in the next
segment. We propose an explanation for that fact: according to recent reports
[4], the youngest people (18-25) acquisition of mobile Internet flat rates is higher
than in any other age segment. In the same report it is stated that the increase
of mobile data plans is severely correlated with the decrease of SMS usage.
Hence, we conclude that the observed “lack of messages” among youngest users
is probably masked by the replacement of IP-based messaging services whose
traces are not recorded by the carrier. The impact of these new technologies on
mobile network data should be taken into account in future studies.

Fig. 6. Density functions for SMS metrics by age group

Table 2 shows the accuracy results for this classification problem. The results
show that there is a prediction capability on communication metrics specially
if SMS data are included. However, this prediction capability is outperformed
if user data (precisely, user age) are included. Age homophily in mobile phone
communications is so intense that all five classification techniques mimic the
identity function on user age like the best possible classification scheme. The
reason for this fact can be observed in figure 7, which represents a scatter density
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Fig. 7. Left: Age homophily in communication links. Right: ego network: the removal
of the opaque node may lead to a not connected graph.

plot for ages in the same link. It is straightforward to check that the probability
for a user A to be in the same ages than the user B is extremely high (dark
colors in the diagonal of the plot).

6 Ego-Network Approach

The importance of network analysis has been raised over the last decade, where
seminal papers by Watts-Strogatz [15], Barabási-Albert [1] and Newman [9]
pointed out that many real world systems can be modeled as a network, and
the study of the resulting graph usually provides non-obvious and relevant sys-
tem features. For this reason, this research on multi-link prediction is not only
about combining results from single link results, but also including information
of the network structure around the opaque node.

6.1 Network Metrics

Due to the size and inherent complexity of their analysis, real-world big networks
(mobile phones, social connections online...) are usually analyzed using global
information. A very common approach to network analysis is the extraction of
a certain N -grade neighborhood around a set of nodes of interest. Among these
local neighborhoods, the one which has been more commonly studied is the ego-
centered network. This graph includes, for a certain node, all its neighbors and
the connections among them. It does not include the center node itself, neither
the connections from it to the neighbors, so it is possible a ego-network not being
a connected graph, as we can see in figure 7.

Once the subject under study is defined as the ego, a number of features
are defined. Apart from quantitative information, such as the number of nodes
and edges, some small structures are analyzed. It has been proved that some
subgraphs show up much more often than in a purely random network. These
subgraphs are called motifs, and their importance in biological networks has been
already stressed: the appearance of some kind of motifs is related to some specific
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Table 3. Gender prediction accuracy using ego-network data

Random LDA Forest6 Nnet Bagging SVM
Network 0.5 0.5324 0.5295 0.5362 0.5198 0.5373

Net + Gender Score 0.5 0.6304 0.6323 0.6512 0.6420 0.6532

function within the cell. In social communications networks, the appearance of
motifs has also been studied [13,14,16].

According to these guidelines the following metrics were used as network fea-
tures:

– Node, edge and isolated node count.
– V-motifs (unclosed triangles), closed triangles and 4-star motifs (one node

connected to 3).

For this experiment, data from 5670 subscribers were randomly chosen, and their
neighborhood information was gathered. This way, a total number of 22098 users
and 50377 relationships were analyzed for prediction purposes.

6.2 Gender Prediction

Figure 8 shows that the main difference between gender, regarding network fea-
tures, is that women seem more likely to have triangles (less stars) in the ego-
network. In order to perform final learning for gender classification, results from
link level prediction are grouped in a gender score, whose value is the rate of
female predictions for the node under study. For example, if there were 3 links,
2 predictions were male and 1 female, the gender score is 0.33. Therefore, a total
of seven metrics (six network metrics plus gender score) were analyzed.

Accuracy results are shown in table 3, which shows that the multi-link level
increases the performance by about 5% compared to predictions using only one
link. On the other hand, figure 9 shows the Receiver Operating Characteristic
(ROC) which shows how the accuracy of the best techniques (SVM and Multi-
Layer Perceptron) is robust to small variations of the selected threshold.

6.3 Age Prediction

Regarding age, there seems to be a larger diversity in ego-network structure. Fig-
ure 10 shows the correlation between age and the appearance of certain motifs,
specially stars and triangles. For age prediction, isolated link results were in-
cluded in the experiment by incorporating 6 variables which contain the number
of link level predictions for each label. Prediction accuracy results using these
12 variables (6 age scores and 6 network metrics) are shown in table 4.

Classification results show that the use of network metrics improves link-level
predictions by around 10 %, reaching a final performance three times higher than
with a random predictor. In addition, prediction errors usually lead to either the



656 C. Herrera-Yagüe and P.J. Zufiria

Fig. 8. Density functions for network metrics by gender

Table 4. Age prediction accuracy using ego-network data

Random LDA Forest7 Nnet Bagging SVM
Network 0.1666 0.2108 0.2022 0.2194 0.2030 0.2092

Net + Age Score 0.1666 0.5050 0.4904 0.5082 0.4931 0.5102

Fig. 9. ROC curve for different machine learning techniques
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Fig. 10. Density functions for network metrics by age

Fig. 11. Confusion matrix for neural network multi-link classifier
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following or the previous age element, as it can be seen in the confusion matrix
of figure 11. Note that when turning the regression problem into a classification
one, the topology on the age variable was neglected; this could have propitiate
that errors would lead to age segments non-contiguous with the correct one.
Fortunately, the favorable results discarded this main concern.

7 Conclusion and Future Work

The paper has shown that machine learning tools can be a very useful for pre-
dicting several attributes corresponding to telephone users, using network data.
Two approaches have been evaluated which make use of link information and
network structure to improve the attribute prediction capabilities. Future re-
search work on network science may furtherly benefit from machine learning
paradigms to generalize the proposed feature extraction schemes when dealing
with other different types of networks.
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Abstract. In area of bioinformatics, large amount of data is being harvested 
with functional and genetic features of proteins. The data is being generated 
consists of thousands of features with least observations instances. In such case, 
we need computational tools to analyze and extract useful information from 
vast amount of raw data which help in predicting the major biological functions 
of genes and proteins with respect to their structural behavior. Thus, in this 
study, we use a new hybrid approach for features selection and classifying data 
using Support Vector Machine (SVM) classifiers with Quadratic Discriminant 
Analysis (QDA) as generative classifiers to increase more performance and ac-
curacy.  We compare our results with previous results and seem to be much 
promising. The proposed method provides the higher recognition ratio rather 
than other method used in previous studies. The obtained results are also com-
pared with other different classifiers and our hybrid classifiers give more accu-
racy and achieve better results than any other classifiers. 

Keywords: Support Vector Machines (SVM), Quadratic Discriminant Analysis 
(QDA), Feature Selection, Protein Folding. 

1 Introduction 

Protein Folding Recognition is one of the challenging and most important problems in 
area of bioinformatics. The structure of protein plays an important role in its biologi-
cal and genetic function [1]. Thus to know about protein and genetic sequences which 
is basically sequences of various amino acids in protein molecules, firstly it structures 
is also to be known and how it folded. As with increase in computational power of 
computers, many genome sequencing research reach near to find its known amino 
acid sequencing but there are least proteins which 3-D structures has being find out. 
There are several machine learning method has being introduced in previous studies 
to predict protein folding structures and amino acids sequencing. Ding and Dubchak 
[2] uses the support vector machines (SVM) and Artificial Neural Network (ANN) 
classifiers to extract features and various properties on which certain defined protein 
folding is being predicted. Shen and Chou [3] proposed model based on nearest 
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neighbor algorithm and its modified nearest neighbor algorithm called K-local hyper-
plane (H-KNN) was implemented by Okun [4]. Nanni [5] also proposed model using 
Fishers linear classifier and H-KNN classifier. Eddy [6] uses Hidden Markov Models 
for protein folding recognition. There model predicted the most accurate rate of pro-
tein folding. However, the disadvantage in using Hidden Markov Models is that it 
needs high computational power working on large datasets of protein folding for 
training and testing  but [7] and [8] uses the reduced state space Hidden Markov 
Model with small architecture. 

Basically, in protein folding problem, classification is done on behalf of two types 
of classifiers: probabilistic approach use the training data to map the probability esti-
mates of each class and find the posterior probability of test data. The second type of 
classifiers used the likely neighborhood or weights between different classes based on 
instances of training data. In our study, we use the Support Vector Machines (SVM) 
with specific parameters with generative Quadratic Discriminant Analysis (QDA) for 
classification of protein folding problem.  

Many researchers have used the fusion of different classifiers to increase perfor-
mance and accuracy in recognition rate in area of bioinformatics. Shen and Chou [9] 
proposed a fused classifier for large-scale human protein sub-cellular location predic-
tion and Nanni et al. [10] used SVM classifiers fused with the max rule algorithms. 
The problem in classification and accuracy rate in protein folding problem is that after 
converting data into mxn matrices, it contains thousands of features with least training 
data which makes harder to implement any model in learning phase. Thus, before 
applying any classifiers, the first step is to reduce the high dimensionality features 
data so as to with n observations and instances, we have n number of features for 
learning phase in training data. Reducing features and to over fit noise can be 
achieved by using statistical or probabilistic approach. There are two ways of features 
reduction: feature selection and feature transformation to convert high dimensional 
data into new space with reduced dimensionality. 

In this study, we uses the various classifiers as Support Vector Machines (SVM), 
Multiple Linear Regression, Neural Network (ANN) as Multi Layer Perceptron 
(MLP), and Random Forest and then finally all results are compared with our pro-
posed hybrid classifiers fused using Quadratic Discriminant Analysis (QDA) and 
Support Vector Machines (SVM) which give more accurate results and recognition 
ratio than any other compared classifiers. SVM is a binary classifiers and protein 
folding recognition is a multi-class problem. Thus in this study, we use the strategy to 
give weights so as maximum same or near weights of each class is taken using the 
discriminant function of QDA classifiers. The rest of the paper is organized as fol-
lows: Section 2 discuss about the protein database and its features vectors. Section 3 
defines the features selection and classification using SVM and fused hybrid classifi-
ers, Section 4 presents the experiment results and Section 5 proposed the discussions 
based on experimental results including conclusions and future work. 
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2 Protein Database and Its Features 

2.1 Protein Database 

In this study, we have used the data sets derived from structural classification of pro-
teins (SCOP) database [11]. The details of these protein sets have being clearly de-
scribed in [12]. In our experiments, datasets consists of 698 protein sequences define 
but different features. These data sets included protein from 27 different folds 
representing all major structural classes: α, β, α/β and α + β. We used the cross valida-
tion with k folds for training and testing of data. 

2.2 Features Vectors 

In our experiments, we have uses the features described by Ding and Dubchak [2]. 
These feature vectors are based on six parameters: Amino acids composition (C), 
Predicted secondary structure (S), Hydrophobity (H), Normalized van der Waals vo-
lume (V), Polarity (P) and Polarizability (Z). Each parameter corresponds to 21 fea-
tures except Amino acids composition (C), which corresponds to 20 features. We then 
compile all features into one data set corresponding to full feature vector (C, S, H, V, 
P, Z) counts 125 features. All feature vectors are standardize and normalize to the 
range of [-1; +1] before applying any classifiers. Standardizing and normalizing the 
features attributes reduces into small numeric ranges which is much easier for clas-
sifiers to classify with respective class.  

3 Machine Learning Classifiers 

3.1 Support Vector Machine Classifiers (SVM) 

The support vector machine (SVM) is a well-known famous large margin classifier 
proposed by Vapnik [13]. The basic concept of the SVM classifier is to find an op-
timal separating hyper- plane, which separates two classes. The decision function of 
the binary SVM is 

(ݔ) ݂ =  ෍ ,௜ݔ) ܭ௜ݕ௜ߙ (ݔ ൅  ܾ)      ே
௜ୀଵ                                           (1) 

where b is a constant, yi ϵ {-1,1}, 0≤αi≤C, I = 1,2,……………N are non negative 
Lagrange multipliers, C is a cost parameter, that controls the trade-off between allow-
ing training errors and forcing rigid margins, xi are the support vectors and K(xi, x) is 
the kernel function. 

After that we follow on SVM as multiclass problem using one against one method. 
It was first introduced in [14], and the first use of this strategy on SVM was in 
[15,16]. This method constructs k(k-1)/2 classifiers where each one trains data from 
two classes. For training data from the ith and the jth classes, we solve the following 
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binary classification problem. In this study, we use the max win voting strategy sug-
gested in [17]. If sign ((wij) T׎ (x) + bij)) says x is in the ith class, then the vote for 
the ith class is added by one. Otherwise, the jth is increased by one. Then the largest 
vote will be givrn to specific class on variable x.  

We use the software LIBSVM library for experiments. LIBSVM is a general li-
brary for support vector classification and regression, which is available at http: 
//www.csie.ntu.edu.tw/~cjlin/libsvm. As mentioned above, that there are different 
functions to map data to higher dimensional spaces, practically we need to select the 
kernel function K(xi; xj) =׎ (xi)T׎(xj). There are several types of kernels in used 
with all kinds of problems. Each kernel has different parameters for different prob-
lems. For example, some well-known problems with large amount of features, such as 
text classification [18] and DNA problems [19], are reported to be classified more 
correctly with the linear kernel. In our study, we use the RBF kernel. A learner with 
the RBF kernel usually performs no worse than others do, in terms of the generaliza-
tion ability. In this study, we did some simple comparisons and observed that using 
the RBF kernel the performance is a little better than the linear kernel K(xi; xj) = ׎ 
(xi)T׎(xj) for all the problems we studied. Therefore, for the three data sets instead of 
staying in the original space a non-linear mapping to a higher dimensional space 
seems useful. Another important issue is the selection of parameters. For SVM train-
ing, few parameters such as the penalty parameter C and the kernel parameter of the 
RBF function must be determined in advance. Choosing optimal parameters for sup-
port vector machines is an important step in SVM design. We use the cross validation 
on different parameters for the model selection. 

3.2 Quadratic Discriminant Analysis 

Quadratic discriminant analysis (QDA) [20] describe the likelihood of a class as a 
Gaussian distribution and then uses the posterior distributions estimates to estimate 
the class for a given test vector. This approach leads to the function: 

݀௞(ݔ) = ݔ) െ ்(௞ߤ  ෍(ݔ െ ߤ௞) ൅ ݃݋݈  ෍ ݇ െ 2 log ଵି(݇)݌
௞                     (2) 

Where ∑k is the covariance matrix, x is the test vector, µk is the mean vector, and p(k) 
is the prior probability of the class k. The Gaussian parameters for each class can be 
estimated from the training dataset, so the values of ∑k and µk are replaced in above 
formula by its estimates ^∑k and ^ µk. However, when the number of training samples 
is small, compared to the number of dimensions of the training vector, the covariance 
estimation can be ill-posed. The approach to resolve the ill-posed estimation is to regu-
larize the covariance matrix ∑k. It can be replaced by the average matrix i.e.  

To apply QDA, our first goal is to reduce the dimension of the data by finding a 
small set of important features which can give good classification performance. Fea-
ture selection algorithms can be roughly grouped into two categories: filter methods 
and wrapper methods. Filter methods rely on general characteristics of the data to 
evaluate and to select the feature subsets without involving the chosen learning  
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algorithm (QDA in our case). Filters are usually used as a pre-processing step since 
they are simple and fast. A widely-used filter method for bioinformatics data is to 
apply a univariate criterion separately on each feature, assuming that there is no inte-
raction between features. We apply the t-test on each feature and compare p-value (or 
the absolute values of t-statistics) for each feature as a measure of how effective it is 
at separating groups. 

3.3 Feature Selection 

As the dataset in our protein folding recognition is ill posed. We have greater number 
of features and sample is small which may be insufficient to solve the problem. Thus, 
in this case, we have to use feature selection algorithm to reduce the dimensionality of 
feature space. There are many feature selection algorithms used in the past literature 
review, but we try to approach efficient and faster feature selection algorithm to re-
duce the dimensionality space. Thus, in this study we use three different methods for 
feature selection on protein dataset which is clearly described in section 3.3.1. 

3.4 Generalized Linear Model 

In this model, we have used the generalized linear model for feature selection based 
on the probability value as (p-value) using t test statistics. We have used as a pre-
processing step since they are simple and fast. We apply a univariate criterion sepa-
rately on each feature, assuming that there is no interaction between features. We 
apply the t-test on each feature and compare p-value (or the absolute values of t-
statistics) for each feature as a measure of how effective it is at separating groups. In 
order to get a general idea of how well-separated the two groups are by each feature, 
we plot the empirical cumulative distribution function (CDF) of the p-values: 

 

Fig. 1. CDF value with respect to p value of protein dataset 
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There are about 35% of features having p-values close to zero and over 50% of 
features having p-values smaller than 0.05, meaning there are more than 60 features 
among the original 125 features that have strong discrimination power. One can sort 
these features according to their p-values (or the absolute values of the t-statistic) and 
select some features from the sorted list. However, it is usually difficult to decide how 
many features are needed unless one has some domain knowledge or the maximum 
number of features that can be considered has been dictated in advance based on out-
side constraints. One quick way to decide the number of needed features is to plot the 
MCE (misclassification error, i.e., the number of misclassified observations divided 
by the number of observations) on the test set as a function of the number of features. 
The resubstitution MCE is over-optimistic. It consistently decreases when more fea-
tures are used and drops to zero when more than 69 features are used. However, if the 
test error increases while the substitution error still decreases, then overfitting may 
have occurred. This simple filter feature selection method gets the smallest MCE on 
the test set when 28 features are used. The plot shows overfitting begins to occur 
when 28 or more features are used. The smallest MCE on the test set is 12.5%. 

3.5 Sequential Feature Selection Algorithm 

We have also extracted the features in our dataset usinf sequential feature selection 
algorithm. Sequential feature selection is one of the most widely used techniques. It 
selects a subset of features by sequentially adding (forward search) or removing 
(backward search) until certain stopping conditions are satisfied. In this study, we use 
forward sequential feature selection to find important features. More specifically, 
since the typical goal of classification is to minimize the MCE. The training set is 
used to select the features and to fit the QDA model, and the test set is used to eva-
luate the performance of the finally selected feature. During the feature selection pro-
cedure, to evaluate and to compare the performance of the each candidate feature 
subset, we apply stratified 7-fold cross-validation to the training set. 

Experiments 

Our experiments include implementation of SVM and other classifiers on the pre-
scribed protein dataset and to do a comparative study to find the higher accuracy rate. 
To set on these experiments, firstly we choose certain parameters. We use the cross 
validation technique to avoid over fitting. We use k-fold cross validation with k=7, 
because there must be at least 7 samples of each class in the training dataset. Then the 
second parameter is to decide the kernel for SVM classifier. The RBF kernel is ݔ)ܭ௜, (ݔ =  െݔ)ߛ െ ߛ ௜)ଶݔ ൐ 0                                          (3) 

W uses other kernels also as linear, polynomial and Gaussian .The RBF kernel gave 
the best results in our experiments. The parameters C from Eq.(3) and g have certain 
parametric value. Both values has been experimentally chosen, which was done using 
a cross-validation procedure on the training dataset. The best recognition ratio was 
achieved using parameter values g = 0.7 and C = 300. 
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3.6 Feature Selection Algorithms 

The best selection method for feature selection is to check all combinations. However, 
the number is too high so can’t go ahead with combinations only. So, we combine all 
features based on parameters C, S, H, V, P, Z to make an subset. Then the various 
feature selection algorithms as previously described is being implemented to reduce 
the dimensionality space. Or first approach is to use simple Wrapper feature selection 
which reduces the features to 28 features. Our second approach is to use sequential 
forward selection algorithm which gives a combination 69 features matrix with ob-
served instances. The combination of 69 features gives the best recognition ratio re-
sults using cross validation procedure. We also use the probabilistic feature selection 
algorithm which uses the generalized linear model as t- test statistics to find the sig-
nificant features. Using this algorithm, we sort out the 48 features and give an average 
results using cross validation procedure.  

4 Results 

In this study we have use SVM and the proposed hybrid classifier for increasing the 
performance and accuracy. In this study, accuracy is measured in terms of percentage 
classified recognized ratio. Suppose there is N = n1 + n2 + n3…………….+np test 
proteins, where ni is the number of proteins which belongs to the class i. suppose that 
ci of proteins from ni are correctly recognized (as belonging to class i). So the total 
number of C = c1 + c2 +c3…….+cp proteins is correctly recognized. Therefore the 
total accuracy is Q = C/N. 

The SVM classifiers follow on a feature vector to each class with the minimum 
value of discriminant function. So for every instance, we calculate the function value 
of each class. In this way we create mxn matrices of two different feature vectors. The 
SVM classifiers were used with 126D feature vector. All binary classifiers are being 
trained and each instance is being assigned to each class. The recognition ratio using 
SVM classifiers is 63.89%. 

Table 1. Comparison among different methods 

Method Recognition Ratio (%) 
SVM 63.75 

H-KNN 57.4 
Random Forest 53.72 

MLP 54.72 
SVM-QDA (proposed method) 65.17 

Table 2. Recognition Ratio obtained using various features selection algorithms 

Selection Method 
(Number of Features) 

Recognition Ratio 
SVM (%) SVM-QDA (%) 

Generalized Linear Model (28) 55.36 62.04 
SFS ( 69) 60.19 66.52 
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The final step was to use three feature selection algorithms matrices. The results 
are being described in table 1. There were three different voted table and weights for 
three different matrices with different selected features vectors. The recognition ratio 
was about 65.26% which is slightly higher than using SVM classifiers alone. Table 2 
describes the comparative study of using various classifiers including SVM and using 
our proposed hybrid SVM classifiers. The result shows that our proposed hybrid clas-
sifiers show more performance and accuracy in terms of recognition ratio of proteins 
instances of various classes. The result seems to be very promising and can be in-
creased by increasing more training data and number of folds with increasing in k-
cross validation. 

5 Conclusions and Future Work 

In this study, we described and present various classifiers with their comparative ap-
proach and proposed an improved and more accurate hybrid classifiers based on Sup-
port Vector Machines (SVM and Quadratic Discriminant Analysis (QDA). The pro-
posed classifier used the reduced data by using specific feature selection algorithms to 
improve the recognition and classification rate. The combined SVM-QDA classifiers 
achieve much better results (65.17%) rather than SVM (63.75%) and any other above 
mentioned classifiers. The results seem too much improve and accurate which is 
promising for classification for protein sequences with respect to past research work. 

As in this specific protein dataset, we have larger features with fewer samples giv-
ing an high dimensionality space in which classification work to much harder. In such 
case, we use Generalized linear Models and Sequential Forward Selection Algorithm 
as feature selection which reduce the high dimensional space into less dimension new 
space which increases the more accuracy and recognition rate compared with alone 
classifiers implemented on whole high dimensionality data. So, in these experiments, 
it shows that feature selection algorithms influence the final results of classifiers 
which seems too much improvement and can be implemented on other high dimen-
sional protein databases for future investigation. Our all experiments are done on the 
feature vector developed by Ding and Dubchak[2], further work can be done on im-
plementing the same strategy on other high features protein sequences to reduce the 
computational power, more accuracy and recognition rate which will be much prom-
ising than previous results. Further work can be done using SVM with binary decision 
trees and other algorithms to make an hybrid classifiers. 
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Forczmański, Pawe�l 603
Franke, Katrin 40
Frejlichowski, Dariusz 336, 603

Gama, João 525
Garcia-Constantino, Matias 495
Giacinto, Giorgio 355, 510
Glodek, Michael 394
Gondra, Iker 169

Guo, Hongyu 11

Hahsler, Michael 264
Haraguchi, Makoto 102
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