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Abstract. An accurate 3D map, automatically generated in real-time from a 
camera-based stereovision system, is able to assist blind or visually impaired 
people to obtain correct perception and recognition of the surrounding objects 
and environment so that they can move safely. In this paper, a segmentation-
based stereovision approach is proposed to rapidly obtain accurate 3D estima-
tions of man-made scenes, both indoor and outdoor, with largely textureless 
areas and sharp depth changes. The new approach takes advantage of the fact 
that many man-made objects in an urban environment consist of planar surfac-
es. The final outcome of the system is not just an array of individual 3D points. 
Instead, the 3D model is built in a geometric representation of plane parameters, 
with geometric relations among different planar surfaces. Based on this 3D 
model, algorithms can be developed for traversable path planning, obstacle de-
tection and object recognition for assisting the blind in urban navigation. 

1 Introduction 

Using portable or wearable systems to assist blind or visual impaired for navigation 
attracts more and more attention during last decade. The algorithms can be catego-
rized into three main groups: Electronic travel aids (ETAs), electronic orientation aids 
(EOAs) and position locator devices (PLDs). We are mostly interested in ETAs that 
could be used in a GPS denied environment.  

In this paper, we propose a rapid segmentation-based stereovision approach to gen-
erate dense 3D maps. It is efficient since it is a feature-based matching approach. The 
dense 3D map is accurate because it is propagated from accurate 3D measurements of 
some well related salient features. The outcome of the system is not just an array of 
individual 3D points that are usually produced by a typical stereovision system. In-
stead, it is a geometric representation of plane parameters, with geometric relations 
among neighboring planar surfaces. 

The 3D maps should be transduced to users, blind/or visually impaired, thorough 
auditory description and other types of “displays”, such as vibrotactile or Braille, so 
that they can make a decision for navigation. Therefore, it is useful to provide uncer-
tainty measurements of those planar regions to tell users how reliable the 3D map is.  
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The paper is organized as the following. Section 2 discusses a few closely related 
works. In Section 3, we present our segmentation-based stereo vision approach. Sec-
tion 4 provides some experimental results, with discussions in transducing stereovi-
sion results to some novel simulation devices. Finally we conclude our work in Sec-
tion 5. 

2 Related Work 

There are various sensors used in ETA systems, such as video cameras [2], [10], [11], 
[15], ultrasound rangers [12], [20], and sonars [1], [3], [5]. Video camera become 
popular sensors in such systems due to the availability of low-cost, small CCD or 
CMOS cameras and recent advance in the computer vision algorithms. Coughlan et 
al. [7], [8] propose systems for helping visually impaired to find a path to a machine-
readable sign using a cellphone camera. Using stereo cameras [2], [10], depth maps 
are produced to aid navigation. Staircases [14], [16], [17] and zebra-crossings [18] are 
detected using stereo cameras. However, above methods require a textured environ-
ment, and will not work well in textureless area because matching in textureless areas 
is ambiguous. Though stereovision using global optimization frameworks [4] may 
obtain more robust results, the computation is expensive and is not suitable for this 
application. 

3 Our Algorithm 

Before we go into more details of the algorithm, here is an overview. For a pair of 
stereo images, the left view is used as the reference view, color segmentation is per-
formed on this image, and the so-called natural matching primitives (Fig.1a, details 
explained later) are extracted. Multiple natural matching primitives are defined for 
each homogeneous color image patch, which approximately corresponds to a planar 
patch in 3D. Then the matches of those natural matching primitives are searched  
for in the right image, a plane is fitted for each patch, and its planar parameters are 
estimated. To improve the robustness of stereo matching, each planar patch is  
warped between views to evaluate the matching accuracy, and uncertainty values are 
generated. 

There are three major steps in our algorithm for the segmentation-based stereo 
matching: (1) matching primitive extraction; (2) patch-based stereo matching and 
plane fitting; and (3) plane merging, splitting and refinement. We will discuss them in 
the next three subsections. 

3.1 Matching Primitive Extraction  

First, the reference image is segmented, using a mean-shift based approach [6]. The 
segmented image consists of image patches with homogeneous colors, and each of 
them is assumed to be a planar patch in 3D space. For each patch, its boundary is 
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Assuming that each homogeneous color region is a planar patch in 3D, a plane 

 0=+++ dcZbYaX  (1) 

is fitted to each patch after obtaining the 3D coordinates of the interest points of the 
patch. We use a robust RANSAC method to fit a plane. In the voting step, interest 
points with higher confidences are able to vote more tickets, the uncertainty values of 
the interest points are also updated using the plane fitting result. The result of a patch 
after the above steps is in the form of a 3D planar equation and the boundary of each 
patch with 3D coordinates and their uncertainties. The process is very efficient, par-
ticularly for a large textureless region, like the surfaces of a desk, walls and doors. 
The interest points of a patch that lie on the image borders are not taken into account 
(marked with very large uncertainty) therefore partially visible regions can also be 
correctly handled.  

3.3 Plane Merging, Splitting and Parameter Refinement  

One real-world planar surface may have been segmented to several sub-regions dur-
ing segmentation. In order to recover meaningful surface structure, we try to combine 
them back into one surface. On the other hand, a patch may include multiple planar 
surfaces due to lack of texture. To solve the problem, first we perform a modified 
version of the neighboring plane parameter hypothesis approach [21] to infer better 
plane estimates. The main modifications are: first the plane hypothesis is only pro-
vided by patches with small uncertainty. Second, the neighboring regions sharing the 
same or very close plane parameters are merged into one larger region. This proce-
dure is performed recursively till no more merging or spitting occurs. 

(a)   (b)  

Fig. 2. (a) The left stereo image (reference image); (b) Depth image with the boundaries and 
plane parameters of some patches overlaid, regions with large uncertainty (wrong estimate) are 
marked in color 

4 Experimental Results 

Experiments have been performed to test our approach. Image sequences were cap-
tured by the stereovision head Bumblebee. The baseline distance between the left and 
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Therefore we applied a special sub-sampling method (refer smart sub-sampling) to 
sample 2D images and 3D depth maps and transduce the sampled results into the 
above devices that have limited resolutions so blind or visual impaired people can 
better ‘see’ surrounding environments through alterative perceptions. Instead of un-
iformly sampling, the smart sub-sampling method can convey more important infor-
mation with a limited resolution. The main idea is to use both the segmentation and 
3D reconstruction results to keep the small but close objects in the sub-sampled im-
ages. Fig. 3 shows an example after applying smart sub-sampling. Fig. 3a and 3b are 
left view of a stereo images and recovered depth map using the proposed method, 
respectively; Fig. 3c shows that the tripod, which is about 1.55 meters from the user, 
is missing after uniform sampling, but it is still preserved using the proposed smart 
sub-sampling (Fig 3d). 

5 Conclusion 

In both indoor and outdoor urban environments, most of the surfaces of man-made 
objects are planes; therefore a 3D reconstruction method that directly produces plane 
surfaces is an appropriate approach to solve the navigation problem for blind or vi-
sually impaired individuals. In this paper, we have proposed a segmentation-based 
stereo approach that features natural matching primitives, three-step efficient match-
ing and accuracy parametric 3D estimation. Planar surfaces are represented by their 
plane parameters (orientations, distances, boundaries), and their relations, Based on 
this 3D model, algorithms in traversable path planning, obstacle detection and object 
recognition will be developed for assisting the blind in urban navigation. In our future 
work, we will test our segmentation-based stereovision approach for both 3D recon-
struction and transducing with visually impaired users. 
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